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PREFACE

This six-volume work is an alphabetically organized compi-
lation of almost 300 articles that describe critical aspects of
medical devices and instrumentation.

It is comprehensive. The articles emphasize the contri-
butions of engineering, physics, and computers to each of the
general areas of anesthesiology, biomaterials, burns, cardi-
ology, clinical chemistry, clinical engineering, communica-
tive disorders, computers in medicine, critical care
medicine, dermatology, dentistry, ear, nose, and throat,
emergency medicine, endocrinology, gastroenterology,
genetics, geriatrics, gynecology, hematology, heptology,
internal medicine, medical physics, microbiology, nephrol-
ogy, neurology, nutrition, obstetrics, oncology, ophthalmol-
ogy, orthopedics, pain, pediatrics, peripheral vascular
disease, pharmacology, physical therapy, psychiatry, pul-
monary medicine, radiology, rehabilitation, surgery, tissue
engineering, transducers, and urology.

The discipline is defined through the synthesis of the core
knowledge from all the fields encompassed by the applica-
tion of engineering, physics, and computers to problems in
medicine. The articles focus not only on what is now useful
but also on what is likely to be useful in future medical
applications.

These volumes answer the question, “What are the
branches of medicine and how does technology assist each
of them?” rather than “What are the branches of technology
and how could each be used in medicine?” To keep this work
to a manageable length, the practice of medicine that is
unassisted by devices, such as the use of drugs to treat
disease, has been excluded.

The articles are accessible to the user; each benefits from
brevity of condensation instead of what could easily have
been a book-length work. The articles are designed not for
peers, but rather for workers from related fields who wish to
take a first look at what is important in the subject.

The articles are readable. They do not presume a detailed
background in the subject, but are designed for any person
with a scientific background and an interest in technology.
Rather than attempting to teach the basics of physiology or
Ohm’s law, the articles build on such basic concepts to show
how the worlds of life science and physical science meld to
produce improved systems. While the ideal reader might be
a person with a Master’s degree in biomedical engineering or
medical physics or an M.D. with a physical science under-
graduate degree, much of the material will be of value to
others with an interest in this growing field. High school
students and hospital patients can skip over more technical
areas and still gain much from the descriptive presentations.

XV

The Encyclopedia of Medical Devices and Instrumenta-
tion is excellent for browsing and searching for those new
divergent associations that may advance work in a periph-
eral field. While it can be used as a reference for facts, the
articles are long enough that they can serve as an educa-
tional instrument and provide genuine understanding of a
subject.

One can use this work just as one would use a dictionary,
since the articles are arranged alphabetically by topic. Cross
references assist the reader looking for subjects listed under
slightly different names. The index at the end leads the
reader to all articles containing pertinent information on
any subject. Listed on pages xxi to xxx are all the abbrevia-
tions and acronyms used in the Encyclopedia. Because of
the increasing use of SI units in all branches of science, these
units are provided throughout the Encyclopedia articles as
well as on pages xxxi to xxxv in the section on conversion
factors and unit symbols.

I owe a great debt to the many people who have con-
tributed to the creation of this work. At John Wiley & Sons,
Encyclopedia Editor George Telecki provided the idea and
guiding influence to launch the project. Sean Pidgeon was
Editorial Director of the project. Assistant Editors Roseann
Zappia, Sarah Harrington, and Surlan Murrell handled the
myriad details of communication between publisher, editor,
authors, and reviewers and stimulated authors and
reviewers to meet necessary deadlines.

My own background has been in the electrical aspects of
biomedical engineering. I was delighted to have the assis-
tance of the editorial board to develop a comprehensive
encyclopedia. David J. Beebe suggested cellular topics such
as microfluidics. Jerry M. Calkins assisted in defining the
chemically related subjects, such as anesthesiology.
Michael R. Neuman suggested subjects related to sensors,
such as in his own work—neonatology. Joon B. Park has
written extensively on biomaterials and suggested related
subjects. Edward S. Sternick provided many suggestions
from medical physics. The Editorial Board was instrumen-
tal both in defining the list of subjects and in suggesting
authors.

This second edition brings the field up to date. It is
available on the web at http://www.mrw.interscience.wiley.
com/emdi, where articles can be searched simultaneously to
provide rapid and comprehensive information on all aspects
of medical devices and instrumentation.

JOHN G. WEBSTER
University of Wisconsin, Madison
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GC
GDT
GFR
GHb
GI
GLC
GMV
GNP
GPC
GPH
GPH-EW
GPO
GSC
GSR
GSWD
HA
HAM
Hb
HBE
HBO
HC
HCA
HCFA
HCL
hep
HCP
HDPE
HECS
HEMS

HEPA
HES
HETP
HF
HFCWO
HFER
HFJV
HFO
HFOV
HFPPV

HFV
HHS

HIBC
HIMA

HIP
HIS
HK
HL
HMBA
HMO
HMWPE
HOL
HP
HpD
HPLC
HPNS
HPS
HPX

Gas chromatography; Guanine-cytosine

Gas discharge tube

Glomerular filtration rate

Glycosylated hemoglobin

Gastrointestinal

Gas-liquid chromatography

General minimum variance

Gross national product

Giant papillary conjunctivitis

Gas-permeable hard

Gas-permeable hard lens extended wear

Government Printing Office

Gas-solid chromatography

Galvanic skin response

Generalized spike-wave discharge

Hydroxyapatite

Helical axis of motion

Hemoglobin

His bundle electrogram

Hyperbaric oxygenation

Head circumference

Hypothermic circulatory arrest

Health care financing administration

Harvard Cyclotron Laboratory

Hexagonal close-packed

Half cell potential

High density polyethylene

Hospital Equipment Control System

Hospital Engineering Management
System

High efficiency particulate air filter

Hydroxyethylstarch

Height equivalent to a theoretical plate

High-frequency; Heating factor

High-frequency chest wall oscillation

High-frequency electromagnetic radiation

High-frequency jet ventilation

High-frequency oscillator

High-frequency oscillatory ventilation

High-frequency positive pressure
ventilation

High-frequency ventilation

Department of Health and Human
Services

Health industry bar code

Health Industry Manufacturers
Association

Hydrostatic indifference point

Hospital information system

Hexokinase

Hearing level

Hexamethylene bisacetamide

Health maintenance organization

High-molecular-weight polyethylene

Higher-order languages

Heating factor; His-Purkinje

Hematoporphyrin derivative

High-performance liquid chromatography

High-pressure neurological syndrome

His-Purkinje system

High peroxidase activity



HR
HRNB

H/S
HSA
HSG
HTCA
HTLV
HU
HVL
HVR

IA

IABP
TAEA
TAIMS

IASP

IC
ICCE
ICD
ICDA
ICL
ICP

ICPA
ICRP

ICRU

ICU
ID
IDDM
IDE
IDI
LE
IEC

IEEE

IEP
BETS
IF
IFIP

IFMBE

IGFET
IgG
IgM
IHP
IHSS
II
IITES

IM
IMFET

Heart rate; High-resolution

Halstead-Reitan Neuropsychological
Battery

Hard/soft

Human serum albumin

Hysterosalpingogram

Human tumor cloning assay

Human T cell lymphotrophic virus

Heat unit; Houndsfield units; Hydroxyurea

Half value layer

Hypoxic ventilatory response

Half-value thickness

Image intensifier assembly; Inominate
artery

Intraaortic balloon pumping

International Atomic Energy Agency

Integrated Academic Information
Management System

International Association for the Study
of Pain

Inspiratory capacity; Integrated circuit

Intracapsular cataract extraction

Intracervical device

International classification of diagnoses

Ms-clip lens

Inductively coupled plasma;
Intracranial pressure

Intracranial pressure amplitude

International Commission on
Radiological Protection

International Commission on Radiological
Units and Measurements

Intensive care unit

Inside diameter

Insulin dependent diabetes mellitus

Investigational device exemption

Index of inspired gas distribution

Inspiratory: expiratory

International Electrotechnical
Commission; Ion-exchange
chromatography

Institute of Electrical and Electronics
Engineers

Individual educational program

Inelastic electron tunneling spectroscopy

Immunofluorescent

International Federation for Information
Processing

International Federation for Medical and
Biological Engineering

Insulated-gate field-effect transistor

Immunoglobulin G

Immunoglobulin M

Inner Helmholtz plane

Idiopathic hypertrophic subaortic stenosis

Image intensifier

Image intensifier input-exposure
sensitivity

Intramuscular

Immunologically sensitive field-effect
transistor

IMIA

IMS
IMV
INF
IOL
IPC
IPD
IPG
IPI
IPPB
IPTS
IR
IRB
IRBBB
IRPA

IRRAS

IRRS
IRS
IRV
IS

ISC
ISDA
ISE
ISFET
ISIT
ISO

ISS
IT
ITEP

ITEPI

ITLC
IUD
v
IvC
IVP
JCAH

JND
JRP

Kerma
KO
KPM
KRPB
LA
LAD

LAE
LAK
LAL
LAN
LAP
LAT
LBBB
LC
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International Medical Informatics
Association

Information management system

Intermittent mandatory ventilation

Interferon

Intraocular lens

Ion-pair chromatography

Intermittent peritoneal dialysis

Impedance plethysmography

Interpulse interval

Intermittent positive pressure breathing

International practical temperature scale

Polyisoprene rubber

Institutional Review Board

Incomplete right bundle branch block

International Radiation Protection
Association

Infrared reflection-absorption
spectroscopy

Infrared reflection spectroscopy

Internal reflection spectroscopy

Inspiratory reserve capacity

Image size; Ion-selective

Infant skin servo control

Instantaneous screw displacement axis

Ion-selective electrode

Ton-sensitive field effect transistor

Intensified silicon-intensified target tube

International Organization for
Standardization

Ton scattering spectroscopy

Intrathecal

Institute of Theoretical and Experimental
Physics

Instantaneous trailing edge pulse
impedance

Instant thin-layer chromatography

Intrauterine device

Intravenous

Inferior vena cava

Intraventricular pressure

Joint Commission on the Accreditation
of Hospitals

Just noticeable difference

Joint replacement prosthesis

Kent bundle

Kinetic energy released in unit mass

Knee orthosis

Kilopond meter

Krebs-Ringer physiological buffer

Left arm; Left atrium

Left anterior descending; Left axis
deviation

Left atrial enlargement

Lymphokine activated killer

Limulus amoebocyte lysate

Local area network

Left atrial pressure

Left anterior temporalis

Left bundle branch block

Left carotid; Liquid chromatography
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LCC
LCD
LDA
LDF
LDH
LDPE
LEBS
LED
LEED
LES
LESP
LET
LF
LH
LHT
LL
LLDPE
LLPC
LLW
LM
LNNB

LOS
LP
LPA
LPC
LPT
LPV
LRP
LS
LSC
LSI
LSV

LTI
LUC
LV
LVAD
LVDT
LVEP
LVET
LVH
LYMPH
MAA
MAC
MAN
MAP

MAST
MBA
MBV
MBX
MCA
MCG
MCI
MCMI
MCT
MCV
MDC
MDI
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Left coronary cusp

Liquid crystal display

Laser Doppler anemometry

Laser Doppler flowmetry

Lactate dehydrogenase

Low density polyethylene

Low-energy brief stimulus

Light-emitting diode

Low energy electron diffraction

Lower esophageal sphincter

Lower esophageal sphincter pressure

Linear energy transfer

Low frequency

Luteinizing hormone

Local hyperthermia

Left leg

Linear low density polyethylene

Liquid-liquid partition chromatography

Low-level waste

Left masseter

Luria-Nebraska Neuropsychological
Battery

Length of stay

Late potential; Lumboperitoneal

Left pulmonary artery

Linear predictive coding

Left posterior temporalis

Left pulmonary veins

Late receptor potential

Left subclavian

Liquid-solid adsorption chromatography

Large scale integrated

Low-amplitude shear-wave
viscoelastometry

Low temperature isotropic

Large unstained cells

Left ventricle

Left ventricular assist device

Linear variable differential transformer

Left ventricular ejection period

Left ventricular ejection time

Left ventricular hypertrophy

Lymphocyte

Macroaggregated albumin

Minimal auditory capabilities

Manubrium

Mean airway pressure; Mean arterial
pressure

Military assistance to safety and traffic

Monoclonal antibody

Maximum breathing ventilation

Monitoring branch exchange

Methyl cryanoacrylate

Magnetocardiogram

Motion Control Incorporated

Millon Clinical Multiaxial Inventory

Microcatheter transducer

Mean corpuscular volume

Medical diagnostic categories

Diphenylmethane diisocyanate;
Medical Database Informatics

MDP
MDR
MDS
ME
MED
MEDPAR
MEFV
MEG
MeSH
METS
MF
MFP
MGH
MHV
MI
MIC
MIFR
MINET
MIR
MIS

MIT
MIT/BIH

MMA
MMA
MMECT
MMFR
mm Hg
MMPI

MMSE
MO
MONO
MOSFET

MP
MPD
MR
MRG
MRI
MRS
MRT
MS
MSR
MTBF
MTF
MTTR
MTX
MUA
MUAP
MUAPT
MUMPI

MUMPS

MV
MVO,
MVTR
MVV
MW

Mean diastolic aortic pressure

Medical device reporting

Multidimensional scaling

Myoelectric

Minimum erythema dose

Medicare provider analysis and review

Maximal expiratory flow volume

Magnetoencephalography

Medline subject heading

Metabolic equivalents

Melamine-formaldehyde

Magnetic field potential

Massachusetts General Hospital

Magnetic heart vector

Myocardial infarction

Minimum inhibitory concentration

Maximum inspiratory flow rate

Medical Information Network

Mercury-in-rubber

Medical information system;
Metal-insulator-semiconductor

Massachusetts Institute of Technology

Massachusetts Institute of Technology/
Beth Israel Hospital

Manual metal arc welding

Methyl methacrylate

Multiple-monitored ECT

Maximum midexpiratory flow rate

Millimeters of mercury

Minnesota Multiphasic Personality
Inventory

Minimum mean square error

Membrane oxygenation

Monocyte

Metal oxide silicon field-effect
transistor

Mercaptopurine; Metacarpal-phalangeal

Maximal permissible dose

Magnetic resonance

Magnetoretinogram

Magnetic resonance imaging

Magnetic resonance spectroscopy

Mean residence time

Mild steel; Multiple sclerosis

Magnetically shielded room

Mean time between failure

Modulation transfer function

Mean time to repair

Methotroxate

Motor unit activity

Motor unit action potential

Motor unit action potential train

Missouri University Multi-Plane
Imager

Massachusetts General Hospital utility
multiuser programming system

Mitral valve

Maximal oxygen uptake

Moisture vapor transmission rate

Maximum voluntary ventilation

Molecular weight



NAA
NAD
NADH

NADP

NAF
NARM

NBB
NBD
N-BPC
NBS
NCC
NCCLS

NCRP
NCT
NEEP
NEMA

NEMR
NEQ
NET
NEUT
NFPA
NH
NHE
NHLBI
NIR
NIRS
NK
NMJ
NMOS
NMR
NMS
NPH
NPL
NR
NRC
NRZ
NTC
NTIS

NYHA
ob/gyn
OCR

oCcv
OD

ODC
oDT
ODU
OER
OFD

OHL
OHP
OIH

Neutron activation analysis

Nicotinamide adenine dinucleotide

Nicotinamide adenine dinucleotide,
reduced form

Nicotinamide adenine dinucleotide
phosphate

Neutrophil activating factor

Naturally occurring and accelerator-
produced radioactive materials

Normal buffer base

Neuromuscular blocking drugs

Normal bonded phase chromatography

National Bureau of Standards

Noncoronary cusp

National Committee for Clinical
Laboratory Standards; National
Committee on Clinical Laboratory
Standards

National Council on Radiation Protection

Neutron capture theory

Negative end-expiratory pressure

National Electrical Manufacturers
Association

Nonionizing electromagnetic radiation

Noise equivalent quanta

Norethisterone

Neutrophil

National Fire Protection Association

Neonatal hepatitis

Normal hydrogen electrode

National Heart, Lung, and Blood Institute

Nonionizing radiation

National Institute for Radiologic Science

Natural killer

Neuromuscular junction

N-type metal oxide silicon

Nuclear magnetic resonance

Neuromuscular stimulation

Normal pressure hydrocephalus

National Physical Laboratory

Natural rubber

Nuclear Regulatory Commission

Non-return-to-zero

Negative temperature coefficient

National Technical Information Service

Neutrons versus time

New York Heart Association

Obstetrics and gynecology

Off-center ratio; Optical character
recognition

Open circuit voltage

Optical density; Outside diameter

Oxyhemoglobin dissociation curve

Oxygen delivery truck

Optical density unit

Oxygen enhancement ratio

Object to film distance; Occiputo-frontal
diameter

Outer Helmholtz layer

Outer Helmholtz plane

Orthoiodohippurate

OoPG
OR
(O}
OoTC
ov
PA

PACS

PAD
PAM
PAN
PAP
PAR
PARFR

PARR
PAS
PASG
PBI
PBL
PBT
PC

PCA

PCG
PCI
PCL

PCR
PCRC
PCS
PCT
PCWP
PD

PDD

PDE
p.d.f.
PDL
PDM
PDMSX
PDS

PE
PEEP
PEFR
PEN
PEP
PEPPER

PET

PEU
PF
PFA
PFC
PFT
PG
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Ocular pneumoplethysmography

Operating room

Object of known size; Operating system

Over the counter

Offset voltage

Posterioanterior; Pulmonary artery;
Pulse amplitude

Picture archiving and communications
systems

Primary afferent depolarization

Pulse amplitude modulation

Polyacrylonitrile

Pulmonary artery pressure

Photoactivation ratio

Program for Applied Research on
Fertility Regulation

Poetanesthesia recovery room

Photoacoustic spectroscopy

Pneumatic antishock garment

Penile brachial index

Positive beam limitation

Polybutylene terephthalate

Paper chromatography; Personal
computer; Polycarbonate

Patient controlled analgesia; Principal
components factor analysis

Phonocardiogram

Physiological cost index

Polycaprolactone; Posterior chamber
lens

Percent regurgitation

Perinatal Clinical Research Center

Patient care system

Porphyria cutanea tarda

Pulmonary capillary wedge pressure

Peritoneal dialysis; Poly-p-dioxanone;
Potential difference; Proportional and
derivative

Percent depth dose; Perinatal Data
Directory

Pregelled disposable electrodes

Probability density function

Periodontal ligament

Pulse duration modulation

Polydimethyl siloxane

Polydioxanone

Polyethylene

Positive end-expiratory pressure

Peak expiratory now rate

Parenteral and enteral nutrition

Preegjection period

Programs examine phonetic find
phonological evaluation records

Polyethylene terephthalate;
Positron-emission tomography

Polyetherurethane

Platelet factor

Phosphonoformic add

Petrofluorochemical

Pulmonary function testing

Polyglycolide; Propylene glycol
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PGA
PHA

PHEMA
PI
PID

PIP

PL
PLA
PLATO

PLD
PLED
PLT
PM

PMA
p.m.f.
PMMA
PMOS
PMP

PMT
PO
P02
POBT
POM
POMC

POPRAS
PP

PPA
PPF
PPM
PPSFH

PR
PRBS
PRP
PRO
PROM
PS
PSA
PSF
PSI
PSP
PSR
PSS
PT
PTB
PTC

PTCA
PTFE

PTT
PUL
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Polyglycolic add

Phytohemagglutinin; Pulse-height
analyzer

Poly-2-hydroxyethyl methacrylate

Propidium iodide

Pelvic inflammatory disease;
Proportional/integral/derivative

Peak inspiratory pressure

Posterior leaflet

Polylactic acid

Program Logic for Automated Teaching
Operations

Potentially lethal damage

Periodic latoralized epileptiform discharge

Platelet

Papillary muscles; Preventive
maintenance

Polymethyl acrylate

Probability mass function

Polymethyl methacrylate

P-type metal oxide silicon

Patient management problem,;
Poly(4-methylpentane)

Photomultiplier tube

Per os

Partial pressure of oxygen

Polyoxybutylene terephthalate

Polyoxymethylene

Patient order management and
communication system

Problem Oriented Perinatal Risk
Assessment System

Perfusion pressure; Polyproplyene;
Postprandial (after meals)

Phonemic process analysis

Plasma protein fraction

Pulse position modulation

Polymerized phyridoxalated stroma-free
hemoglobin

Pattern recognition; Pulse rate

Pseudo-random binary signals

Pulse repetition frequency

Professional review organization

Programmable read only memory

Polystyrene

Pressure-sensitive adhesive

Point spread function

Primary skin irritation

Postsynaptic potential

Proton spin resonance

Progressive systemic sclerosis

Plasma thromboplastin

Patellar tendon bearing orthosis

Plasma thromboplastin component;
Positive temperature coefficient;
Pressurized personal transfer capsule

Percutaneous transluminal coronary
angioplasty

Polytetrafluoroethylene

Partial thromboplastin time

Percutaneous ultrasonic lithotripsy

PURA
PUVA

PV
PVC

PVI
PW

PXE

RB
RBBB
RBC
RBE
RBF
RBI
RCBD
rCBF
RCC
RCE
R&D
r.e.
RE
REM

REMATE

RES
RESNA

RF

RFI
RFP
RFQ
RH
RHE
RIA
RM
RMR
RMS
RN
RNCA
ROI
ROM
RP
RPA
RPP
RPT
RPV

RQ

Prolonged ultraviolet-A radiation

Psoralens and longwave ultraviolet light
photochemotherapy

Pressure/volume

Polyvinyl chloride; Premature ventricular
contraction

Pressure—volume index

Pulse wave; Pulse width

Pulse width modulation

Pseudo-xanthoma elasticum

Quality assurance

Quality control

Reverse bonded phase chromatography

Radiopaque-spherical

Respiratory amplitude; Right arm

Right axis deviation

Right atrial enlargement

Random access memory

Right atrial pressure

Right anterior temporalis

Right bundle

Right bundle branch block

Red blood cell

Relative biologic effectiveness

Rose bengal fecal excretion

Resting baseline impedance

Randomized complete block diagram

Regional cerebral blood flow

Right coronary cusp

Resistive contact electrode

Research and development

Random experiment

Reference electrode

Rapid eye movement; Return electrode
monitor

Remote access and telecommunication
system

Reticuloendothelial system

Rehabilitation Engineering Society of
North America

Radio frequency; Radiographic-
nuoroscopic

Radio-frequency interference

Request for proposal

Request for quotation

Relative humidity

Reversible hydrogen electrode

Radioimmunoassay

Repetition maximum; Right masseter

Resting metabolic rate

Root mean square

Radionuclide

Radionuclide cineagiogram

Regions of interest

Range of motion; Read only memory

Retinitis pigmentosa

Right pulmonary artery

Rate pressure product

Rapid pull-through technique

Right pulmonary veins

Respiratory quotient



RR
RRT

RT
RTD
RIT
r.v.
RV
RVH
RVOT
RZ

SA
SACH
SAD

SAINT

SAL

SALT

SAMI

SAP
SAR
SARA

SBE
SBR
SC
SCAP
SCE

SCI
SCRAD
SCS
SCUBA

SD
SDA
SDS
S&E
SE
SEC
SEM

SEP
SEXAFS

SF
SFD
SFH
SFTR
SG
SGF
SGG
SGOT
SGP

SHE
SI

Recovery room

Recovery room time; Right posterior
temporalis

Reaction time

Resistance temperature device

Revised token test

Random variable

Residual volume; Right ventricle

Right ventricular hypertrophy

Right ventricular outflow tract

Return-to-zero

Sinoatrial; Specific absorption

Solid-ankle-cushion-heel

Source-axis distance; Statistical
Analysis System

System analysis of integrated network
of tasks

Sterility assurance level; Surface
averaged lead

Systematic analysis of language
transcripts

Socially acceptable monitoring
instrument

Systemic arterial pressure

Scatter-air ratio; Specific absorption rate

System for anesthetic and respiratory
gas analysis

Subbacterial endocarditis

Styrene-butadiene rubbers

Stratum corneum; Subcommittees

Right scapula

Saturated calomel electrode; Sister
chromatid exchange

Spinal cord injury

Sub-Committee on Radiation Dosimetry

Spinal cord stimulation

Self-contained underwater breathing
apparatus

Standard deviation

Stepwise discriminant analysis

Sodium dodecyl sulfate

Safety and effectiveness

Standard error

Size exclusion chromatography

Scanning electron microscope; Standard
error of the mean

Somatosensory evoked potential

Surface extended X-ray absorption
fine structure

Surviving fraction

Source-film distance

Stroma-free hemoglobin

Sagittal frontal transverse rotational

Silica gel

Silica gel fraction

Spark gap generator

Serum glutamic oxaloacetic transaminase

Strain gage plethysmography;
Stress-generated potential

Standard hydrogen electrode

Le Systéme International d’Unités

SEBS
SID
SIMFU

SIMS

SISI
SL
SLD
SLE
SMA
SMAC

SMR
S/N
S:N/D
SNP
SNR
SOA
SOAP
SOBP
SP
SPECT

SPL
SPRINT
SPRT

SPSS
SQUID

SQV
SR
SRT
SS
SSB
SSD

SSE
SSEP
SSG
SSP
SSS
STD
STI
STP
STPD
SV
SvC
SW
TAA
TAC
TAD
TAG
TAH
TAR
TC
TCA
TCD
TCES
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Surgical isolation barrier system

Source to image reception distance

Scanned intensity modulated focused
ultrasound

Secondary ion mass spectroscopy; System
for isometric muscle strength

Short increment sensitivity index

Surgical lithotomy

Sublethal damage

Systemic lupus erythemotodes

Sequential multiple analyzer

Sequential multiple analyzer with
computer

Sensorimotor

Signal-to-noise

Signal-to-noise ratio per unit dose

Sodium nitroprusside

Signal-to-noise ratio

Sources of artifact

Subjective, objective, assessment, plan

Spread-out Bragg peak

Skin potential

Single photon emission computed
tomography

Sound pressure level

Single photon ring tomograph

Standard platinum resistance
thermometer

Statistical Package for the Social Sciences

Superconducting quantum interference
device

Square wave voltammetry

Polysulfide rubbers

Speech reception threshold

Stainless steel

Single strand breaks

Source-to-skin distance; Source-to-surface
distance

Stainless steel electrode

Somatosensory evoked potential

Solid state generator

Skin stretch potential

Sick sinus syndrome

Source-tray distance

Systolic time intervals

Standard temperature and pressure

Standard temperature pressure dry

Stroke volume

Superior vena cava

Standing wave

Tumor-associated antigens

Time-averaged concentration

Transverse abdominal diameter

Technical Advisory Group

Total artificial heart

Tissue-air ratio

Technical Committees

Tricarboxylic acid cycle

Thermal conductivity detector

Transcutaneous cranial electrical
stimulation
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TCP
TDD

TDM
TE
TEAM

TEM

TENS

TEP
TEPA
TF

TFE

TI
TICCIT

TLC

TLD
TMJ
TMR

TNF
TOF
TP
TPC
TPD
TPG
TPN
TR
tRNA
TSH
TSS
TTD
TTI
TTR
TTV
TTY
TUR
TURP

vV
TVER
™
TxB 2
TZ
UES
UpP
UfIS
UHMW
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Tricalcium phosphate

Telecommunication devices for the
deaf

Therapeutic drug monitoring

Test electrode; Thermoplastic elastomers

Technology evaluation and acquisition
methods

Transmission electron microscope;
Transverse electric and magnetic mode;
Transverse electromagnetic mode

Transcutaneous electrical nerve
stimulation

Tracheoesophageal puncture

Triethylenepho-sphoramide

Transmission factor

Tetrafluorethylene

Totally implantable

Time-shared Interaction Computer-
Controlled Information Television

Thin-layer chromatography; Total
lung capacity

Thermoluminescent dosimetry

Temporomandibular joint

Tissue maximum ratio; Topical
magnetic resonance

Tumor necrosis factor

Train-of-four

Thermal performance

Temperature pressure correction

Triphasic dissociation

Transvalvular pressure gradient

Total parenteral nutrition

Temperature rise

Transfer RNA

Thyroid stimulating hormone

Toxic shock syndrome

Telephone devices for the deaf

Tension time index

Transition temperature range

Trimming tip version

Teletypewriter

Transurethral resection

Transurethral resections of the
prostrate

Television; Tidal volume; Tricuspid valve

Transscleral visual evoked response

Traveling wave

Thrombozame B2

Transformation zone

Upper esophageal sphincter

Urea-formaldehyde

University Hospital Information System

Ultra high molecular weight

UHMWPE
UL
ULF
ULTI
UMN
Uuo
UPTD
UR
Us
USNC
USP
UTS
uv
UVR
V/F
VA
VAS
VBA
vC
VCO
VDT
VECG
VEP
VF
VOP
VP
VPA
VPB
VPR
VSD
VSWR
VT
VTG
VTS
Vv
WAIS-R

WAK
WAML
WBAR
WBC
WG
WHO

WLF
WMR
w/o
WORM
WPW
XPS
XR
YAG
ZPL

Ultra high molecular weight polyethylene

Underwriters Laboratory

Ultralow frequency

Ultralow temperature isotropic

Upper motor neuron

Urinary output

Unit pulmonary oxygen toxicity doses

Unconditioned response

Ultrasound; Unconditioned stimulus

United States National Committee

United States Pharmacopeia

Ultimate tensile strength

Ultraviolet; Umbilical vessel

Ultraviolet radiation

Voltage-to-frequency

Veterans Administration

Visual analog scale

Vaginal blood volume in arousal

Vital capacity

Voltage-controlled oscillator

Video display terminal

Vectorelectrocardiography

Visually evoked potential

Ventricular fibrillation

Venous occlusion plethysmography

Ventriculoperitoneal

Vaginal pressure pulse in arousal

Ventricular premature beat

Volume pressure response

Ventricular septal defect

Voltage standing wave ratio

Ventricular tachycardia

Vacuum tube generator

Viewscan text system

Variable version

Weschler Adult Intelligence
Scale-Revised

Wearable artificial kidney

Wide-angle mobility light

Whole-body autoradiography

White blood cell

Working Groups

World Health Organization; Wrist hand
orthosis

Williams-Landel-Ferry

Work metabolic rate

Weight percent

Write once, read many

Wolff-Parkinson-White

X-ray photon spectroscopy

Xeroradiograph

Yttrium aluminum garnet

Zero pressure level



CONVERSION FACTORS AND UNIT SYMBOLS

SI UNITS (ADOPTED 1960)

A new system of metric measurement, the International System of Units (abbreviated SI), is being implemented throughout

the world. This system is a modernized version of the MKSA (meter, kilogram, second, ampere) system, and its details are

published and controlled by an international treaty organization (The International Bureau of Weights and Measures).
SI units are divided into three classes:

Base Units

length meter’ (m)
masst kilogram (kg)
time second (s)
electric current ampere (A)
thermodynamic temperature$ kelvin (K)
amount of substance mole (mol)
luminous intensity candela (cd)

Supplementary Units
plane angle radian (rad)
solid angle steradian (sr)

Derived Units and Other Acceptable Units

These units are formed by combining base units, supplementary units, and other derived units. Those derived units having
special names and symbols are marked with an asterisk (*) in the list below:

Quantity Unit Symbol Acceptable equivalent
“absorbed dose gray Gy J/kg
acceleration meter per second squared m/s?
“activity (of ionizing radiation source) becquerel Bq 1/s
area square kilometer km?
square hectometer hm? ha (hectare)
square meter m?

"The spellings “metre” and “litre” are preferred by American Society for Testing and Materials (ASTM); however, “—er” will be
used in the Encyclopedia.

#Weight” is the commonly used term for “mass.”

§Wide use is made of “Celsius temperature” (¢) defined ¢ = T' — Ty where T is the thermodynamic temperature, expressed in
kelvins, and T = 273.15K by definition. A temperature interval may be expressed in degrees Celsius as well as in kelvins.

XXxi



CONVERSION FACTORS AND UNIT SYMBOLS

Quantity

equivalent

“capacitance

concentration (of amount of substance)

“conductance

current density

density, mass density

dipole moment (quantity)

“electric charge, quantity of electricity

electric charge density

electric field strength

electric flux density

“electric potential, potential difference,
electromotive force

“electric resistance

“energy, work, quantity of heat

energy density
“force

“frequency

heat capacity, entropy
heat capacity (specific), specific entropy
heat transfer coefficient

“illuminance

“inductance

linear density

luminance

“luminous flux

magnetic field strength

“magnetic flux

“magnetic flux density

molar energy

molar entropy, molar heat capacity
moment of force, torque
momentum

permeability

permittivity

“power, heat flow rate, radiant flux

power density, heat flux density,
irradiance

.

pressure, stress

sound level

specific energy
specific volume
surface tension
thermal conductivity
velocity

viscosity, dynamic

"This non-SI unit is recognized as having to be retained because of practical importance or use in specialized fields.

Unit

farad

mole per cubic meter
siemens

ampere per square meter
kilogram per cubic meter
coulomb meter

coulomb

coulomb per cubic meter
volt per meter

coulomb per square meter

volt

ohm

megajoule

kilojoule

joule

electron volt'

kilowatt hour!

joule per cubic meter

kilonewton

newton

megahertz

hertz

joule per kelvin

joule per kilogram kelvin

watt per square meter
kelvin

lux

henry

kilogram per meter

candela per square meter

lumen

ampere per meter

weber

tesla

joule per mole

joule per mole kelvin

newton meter

kilogram meter per second

henry per meter

farad per meter

kilowatt

watt

watt per square meter
megapascal

kilopascal

pascal

decibel

joule per kilogram
cubic meter per kilogram
newton per meter
watt per meter kelvin
meter per second
kilometer per hour
pascal second
millipascal second

C/m?

A%

Q

MJ

kJ

J

eV'
kW-h'
J/m3
kN

N

MHz
Hz

J/K
J/(kg-K)
W/(m?K)

Ix

H
kg/m
cd/m?
Im
A/m
Wb

T
J/mol
J/(mol-K)
N-m
kg:m/s
H/m
F/m
kW

W

W/m?
MPa
kPa
Pa

dB
J/kg
m®/kg
N/m
W/(m-K)
m/s
km/h
Pas
mPa-s

Acceptable
CvV

AN

g/L; mg/cm?

As

W/A
V/A

kg-m/s?

1/s

lm/m?
Whb/A

cd-sr

Vs
Wh/m?

J/s

N/m?
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Quantity Unit Symbol Acceptable equivalent
viscosity, kinematic square meter per second m?%/s
square millimeter per second mm?/s
cubic meter m?
cubic decimeter dm? L(liter)
cubic centimeter cm? mL
wave number 1 per meter m™?
1 per centimeter em™!
In addition, there are 16 prefixes used to indicate order of magnitude, as follows:
Multiplication factor Prefix Symbol Note
1018 exa E
1015 peta P
1012 tera T
10° giga G
108 mega M
10° kilo k
102 hecto h* “Although hecto, deka, deci, and centi are
10 deka da“” SI prefixes, their use should be avoided
107! deci d“ except for SI unit-multiples for area and
1072 centi c? volume and nontechnical use of
1073 milli m centimeter, as for body and clothing
1078 micro u measurement.
107° nano n
10712 pico p
10°1° femto f
10718 atto a

For a complete description of SI and its use the reader is referred to ASTM E 380.

CONVERSION FACTORS TO SI UNITS

A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four significant
figures. Exact relationships are followed by a dagger (). A more complete list is given in ASTM E 380-76 and ANSI Z210.

1-1976.

To convert from

acre

angstrom

are

astronomical unit
atmosphere

bar

barrel (42 U.S. liquid gallons)
Btu (International Table)
Btu (mean)

Bt (thermochemical)

bushel

calorie (International Table)
calorie (mean)

calorie (thermochemical)
centimeters of water (39.2 °F)
centipoise

centistokes

To

square meter (m?)
meter (m)

square meter (m?)
meter (m)

pascal (Pa)

pascal (Pa)

cubic meter (m?)
joule (J)

joule (J)

joule (J)

cubic meter (m®)
joule (J)

joule (J)

joule (J)

pascal (Pa)

pascal second (Pa-s)
square millimeter per second (mm?/s)

Multiply by
4.047 x 103
1.0 x 1010t
1.0 x 102
1.496 x 101!
1.013 x 105
1.0 x 105
0.1590
1.055 x 103
1.056 x 103
1.054 x 103
3.524 x 1072
4.187

4.190
4.184%
98.07

1.0 x 1073
1.0f
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To convert from

cfm (cubic foot per minute)
cubic inch

cubic foot

cubic yard

curie

debye

degree (angle)

denier (international)

dram (apothecaries’)
dram (avoirdupois)
dram (U.S. fluid)

dyne

dyne/cm

electron volt

erg

fathom

fluid ounce (U.S.)

foot

foot-pound force
foot-pound force
foot-pound force per second
footcandle

furlong

gal

gallon (U.S. dry)
gallon (U.S. liquid)
gilbert

gill (U.S.)

grad

grain

gram force per denier
hectare

horsepower (550 ft-1bf/s)
horsepower (boiler)
horsepower (electric)
hundredweight (long)
hundredweight (short)
inch

inch of mercury (32 °F)
inch of water (39.2 °F)
kilogram force
kilopond
kilopond-meter
kilopond-meter per second
kilopond-meter per min
kilowatt hour

kip

knot international
lambert

league (British nautical)
league (statute)

light year

liter (for fluids only)
maxwell

micron

mil

mile (U.S. nautical)
mile (statute)

mile per hour

To

cubic meter per second (m?/s)
cubic meter (m®)

cubic meter (m®)

cubic meter (m?)
becquerel (Bq)
coulomb-meter (C-m)
radian (rad)

kilogram per meter (kg/m)
tex

kilogram (kg)
kilogram (kg)

cubic meter (m®)
newton(N)

newton per meter (N/m)
joule (J)

joule (J)

meter (m)

cubic meter (m®)
meter (m)

joule (J)

newton meter (N-m)
watt(W)

lux (Ix)

meter (m)

meter per second squared (m/s?)
cubic meter (m®)

cubic meter (m®)
ampere (A)

cubic meter (m®)
radian

kilogram (kg)

newton per tex (N/tex)
square meter (m?)
watt(W)

watt(W)

watt(W)

kilogram (kg)
kilogram (kg)

meter (m)

pascal (Pa)

pascal (Pa)

newton (N)

newton (N)
newton-meter (N-m)
watt (W)

watt(W)

megajoule (MdJ)
newton (N)

meter per second (m/s)
candela per square meter (cd/m?)
meter (m)

meter (m)

meter (m)

cubic meter (m®)
weber (Wb)

meter (m)

meter (m)

meter (m)

meter (m)

meter per second (m/s)

Multiply by
472 x 1074
1.639 x 104
2.832 x 1072
0.7646

3.70 x 1010t
3.336 x 10730
1.745 x 102
1.111 x 1077
0.1111
3.888 x 1073
1.772 x 1073
3.697 x 107©
1.0 x 1076
1.00 x 1073t
1.602 x 10719
1.0 x 10°7
1.829

2.957 x 1075
0.3048"
1.356

1.356

1.356

10.76

2.012 x 102
1.0 x 1072
4.405 x 103
3.785 x 1073
0.7958
1.183 x 10~
1.571 x 102
6.480 x 1075
8.826 x 102
1.0 x 10*
7.457 x 102
9.810 x 103
7.46 x 102t
50.80

45.36

2.54 x 102
3.386 x 103
2.491 x 102
9.807

9.807

9.807

9.807
0.1635

3.6

4.448 x 102
0.5144
3.183 x 103
5.559 x 102
4.828 x 103
9.461 x 1015
1.0 x 1073
1.0 x 1078
1.0 x 106t
2.54 x 105t
1.852 x 103t
1.609 x 103
0.4470



To convert from

millibar

millimeter of mercury (0°C)
millimeter of water (39.2 °F)
minute (angular)
myriagram

myriameter

oersted

ounce (avoirdupois)
ounce (troy)

ounce (U.S. fluid)
ounce-force

peck (U.S.)

pennyweight

pint (U.S. dry)

pint (U.S. liquid)

poise (absolute viscosity)
pound (avoirdupois)
pound (troy)

poundal

pound-force

pound per square inch (psi)
quart (U.S. dry)

quart (U.S. liquid)
quintal

rad

rod

roentgen

second (angle)

section

slug

spherical candle power
square inch

square foot

square mile

square yard

store

stokes (kinematic viscosity)
tex

ton (long, 2240 pounds)
ton (metric)

ton (short, 2000 pounds)
torr

unit pole

yard

CONVERSION FACTORS AND UNIT SYMBOLS

To

pascal (Pa)

pascal (Pa)

pascal (Pa)

radian

kilogram (kg)
kilometer (km)
ampere per meter (A/m)
kilogram (kg)
kilogram (kg)

cubic meter (m?)
newton (N)

cubic meter (m®)
kilogram (kg)

cubic meter (m®)
cubic meter (m®)
pascal second (Pa-s)
kilogram (kg)
kilogram (kg)
newton (N)

newton (N)

pascal (Pa)

cubic meter (m®)
cubic meter (m®)
kilogram (kg)

gray (Gy)

meter (m)

coulomb per kilogram (C/kg)
radian (rad)

square meter (m?)
kilogram (kg)
lumen (Im)

square meter (m?)
square meter (m?)
square meter (m?)
square meter (m?)
cubic meter (m®)
square meter per second (m?/s)
kilogram per meter (kg/m)
kilogram (kg)
kilogram (kg)
kilogram (kg)
pascal (Pa)

weber (Wb)

meter (m)

Multiply by
1.0 x 102
1.333 x 102t
9.807

2.909 x 104
10

10

79.58

2.835 x 1072
3.110 x 102
2.957 x 1075
0.2780
8.810 x 1073
1.555 x 1073
5.506 x 1074
4.732 x 1074
0.10f

0.4536
0.3732
0.1383
4.448

6.895 x 103
1.101 x 1073
9.464 x 1074
1.0 x 10%f
1.0 x 102
5.029

2.58 x 104
4.848 x 1078
2.590 x 108
14.59

12.57

6.452 x 1074
9.290 x 102
2.590 x 106
0.8361

1.0

1.0 x 10~#f
1.0 x 106t
1.016 x 103
1.0 x 103t
9.072 x 102
1.333 x 102
1.257 x 1077
0.9144"
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INTRODUCTION

Nanoparticle (From a Greek word “o vavo{” meaning
“dwarf”), “nano” is a prefix defining a billion times reduc-
tion (10~%) in magnitude. Intuitively, a nanoparticle is an
object that is a “nano” times smaller than just a particle.
The generally accepted size range for the objects to be
called “nanoparticles” is between 1 and 100 nm in at least
in two dimensions. This broad definition can be narrowed
by defining a nanoparticle of a certain material as a particle
that is smaller than a critical size for this material (Fig. 1).
The critical size is defined as a cross-point size for the
transition from bulk to sized-dependent material property
or properties, for example, solubility, melting point, mag-
netization, light absorption, and fluorescence. The actual
value of the critical size depends on the strength of
the interatomic or intermolecular forces. The weaker the
forces, the weaker the overall interactions between the
atoms in the particle. It is known from quantum mechanics
that an atom or molecule can be characterized by a set of
permitted electron energy levels. Those energy levels
define physical and chemical properties of atoms and
molecules. When two identical atoms are brought into
proximity, they would experience both repulsing and
attracting forces. An equilibrium distance might exist
where the two forces are balanced. A new molecule contain-
ing two atoms will have a system of energy levels that is
similar to that of the initial atoms, but each level will be
split into two sublevels. The energy gap between the two
closest sublevels in this molecule will now be smaller than
the corresponding smallest energy gap in one atom. Each
time a new atom is added, a new set of energy sublevels will
be formed. The energy gap will be changing in value with
the number of atoms used to build a nanoparticle, and
because properties of the nanoparticle will depend on the
energy gap, it will also depend on its size. Then millions of
the same atoms form a bulk material; these energy sub-
levels are saturated and broadened into the energy bands
that are insensitive to the changes in the number of atoms
composing the solid body. Another component affecting the
critical size of the nanoparticle is its surface-to-volume
ratio. The smaller the size of the particle, the higher the
proportion of the total number of atoms or molecules that
are positioned at the surface. The surface atoms often have
unsaturated or dangling bonds, leading to the high reac-
tivity and catalytic ability of the nanoparticles. It also
results in the restructuring and rearrangement of the
crystal lattice near the surface. All of this affects the
size-dependent properties of nanomaterials.

Nanoparticles can be made out of any material, includ-
ing metals, ceramics, semiconductors, polymers, and bio-
molecules. They can possess a complex structure, which
might contain a combination of different materials, or have
a complex shape. Nanometer-sized objects that include
nanoparticles fall in the realm of nanotechnology. Nano-
technology is developing in several directions: nanomater-
ials, nanodevices, and nanosystems. The nanomaterials/
particles level is the most advanced currently, both in
scientific knowledge and in commercial applications. Nano-
biotechnology is a subfield of nanotechnology that deals
with the applications of nanotechnology to biology. Under-
standing of biological processes on the nanoscale level is a
strong driving force behind development of nanobiotech-
nology. Living organisms are built of cells that are typically
more that 10 pm across. However, the cell-forming com-
ponents are much smaller and are in the submicron size
domain. Even smaller are the proteins with a typical size of
just 5 nm, which is comparable with the dimensions of the
smallest manmade nanoparticles. This simple size compar-
ison gives an idea of using nanoparticles as very small
probes (1) that would allow us to spy at the cellular
machinery without introducing too much interference.
Semiconductor nanoparticles, also known as “quantum
dots” (2), show a strong dependence of their physical
properties on their size. Just a decade ago, quantum dots
were studied because of their size-dependent physical and
chemical properties. One of the properties of the semicon-
ductor nanoparticles that are changing with size is the
color of their fluorescence, and now they are used as photo-
stable fluorescent probes. As nanoparticles are rapidly
taken up by all kinds of cells, they are also used in drug
delivery. In pharmacology, the term “nanoparticles” spe-
cifically means polymer nanoparticles or, sometimes, sub-
micron particles that carry a drug load (3). This term has
been used in drug delivery for more than three decades. At
about the same time, magnetic particles with submicron
dimensions were employed for the first time to assist with
cell separation. However, colloidal gold, which can be
alternatively called “a dispersion of gold nanoparticles,”
has been used in medicine for many decades if not centu-
ries. Colloidal gold tinctures were used by alchemists to
treat many illnesses. Colloidal gold was used as a contrast
agent by the first optical microscopists as early as the
1600s. In the 1950s, work was started on the use of radio-
active colloidal gold as a treatment for cancer (4). When
functionalized with antibodies, gold nanoparticles are used
to stain cellular organelles or membranes to create mar-
kers for the electron microscopy (5). Consequent decoration
of the gold markers with silver assists in further signal
magnification.

Out of a plethora of size-dependent physical properties
available to someone who is interested in the practical side
of nanomaterials, optical and magnetic effects are the most
used for biological applications. Hybrid bionanomaterials
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Figure 1. Nanoparticles are a state of matter
intermediate between the bulk (size-independent
properties) and atomic or molecular (fixed proper-
ties) form of the same material with its physical
and chemical properties (such as melting temp-

erature, solubility, optical absorbance and fluo- fom

rescence, magnetization, catalytic activity, and 1mm
specific chemical reactivity) being dependent on  1goum
the particle size. The critical size for the transition ;1m
from the bulk to the nano-regime can vary from 1um

tenths to just a few nanometers. A 100 nm thres-  100nm Critical
hold is a convenient size to use for a generalized  10nm E Size/  gize

description of the expected bulk-nanoparticle Inm
transition.

can also be applied to build novel electronic, optoelectro-
nics, and memory devices.

NANOPARTICLE FABRICATION

Two general ways are available to a manufacturer to
produce nanoparticles (Fig. 2). The first way is to start
with a bulk material and then break it into smaller pieces
using mechanical, chemical, or another form of energy (top-
down). An opposite approach is to synthesize the material
from atomic or molecular species via physical condensation
of atomized materials (energy released), or chemical reac-
tions (exo- or endothermic), allowing the precursor parti-
cles to grow in size (bottom-up). Both approaches can be
done in gas, liquid, or solid states, or under a vacuum. Both
the top-down and the bottom-up processes can be happen-
ing during the formation of nanoparticles at the same
time, for example, during mechano-chemical ball milling
process.

The more detailed classification of the nanoparticle
manufacturing techniques relies on the combination of
the form of energy with the type of the controlled environ-
ment. Each technique has its advantages and disadvan-
tages. Most manufacturers are interested in the ability to
control particle size, particle shape, size distribution, par-
ticle composition, and degree of particle agglomeration.
Absence of contaminants, processing residues or solvents,
and sterility are often required in the case of biological and
medical applications of nanomaterials. The scale-up of the
production volume is also very important. Hence, the dis-
cussion of the nanoparticle production techniques is lim-
ited to some of those that are currently being pursued by
the manufacturers.

Ball Milling

Ball milling is a process where large spheres of the milling
media crush substantially smaller powder particles (6).
Normally it is used to make fine powder blends or to reduce
the degree of powder agglomeration. High-energy ball
milling is a more energetic form capable of breaking cera-
mics into nanoparticles. It is used to create nano-structured
composites, highly supersaturated solid solutions, and

Physical and chemical properties

Bulk material:
size-independent
properties

. Nanoparticles:

. size-dependent
properties

O
tange ° Atoms or molecules:

fixed size — properties

amorphous phases. The drawbacks of this technique
include high energy consumption and poor control over
particle sizes. A variation of high-energy ball milling is
called mechano-chemical processing. Chemical reactions
are mechanically activated during milling, forming nano-
particles via a bottom-up process from suitable precursors. A
solid diluent’s phase is used to separate the nanoparticles.
In the pharmaceutical industry, wet ball milling is often
used to produce nano-formulations of the drugs that are
poorly soluble in their bulk form but acquire a much
improved solubility when turned into nanoparticles.

Electro-Explosion

This process is used to generate 100 nm metal nanoparti-
cles in the form of dry powders. Michael Faraday first
observed it in 1773. It involves providing a very high
current over a very short time through thin metallic wires,
in either an inert or a reactive gas, such that extraordinary
temperatures of 20,000 to 30,000 K are achieved. The wire
is turned into plasma, contained, and compressed by the

Energy in ﬂ
g 0
:> oo )
O
1 ° —
Bulk
Particles

@ Energy out

Figure 2. Two basic approaches to nanomaterials fabrication:
top-down (shown here from left to the right) and bottom-up
(from right to the left). Usually, energy in one of its forms
(mechanical, thermal, etc.) is supplied to the bulk matter to
create new surfaces. Chemical synthesis of nanomaterials from
the atomic or molecular species can be either exothermic or
endothermic. Condensation of atoms under vacuum results in
cluster formation accompanied by the release of energy.

Atoms or
molecules



electromagnetic field. After that, the resistance of the wire
becomes so high that the current terminates. The disap-
pearing of the electromagnetic field makes the plasma
expand very rapidly. The extremely fast cooling rate
results in stabilization of otherwise meta-stable materials.
The powders made by electro-explosion have greater purity
and reactivity as compared with the ball-milled powders.
This technique is used, for example, to produce high sur-
face area nano-porous filtering media benefiting from the
enhanced bactericidal properties of silver nanoparticles.

Laser Ablation

In laser ablation, pulsed light from an excimer laser is
focused onto a solid target inside a vacuum chamber to
supply thermal energy that would “boil off’ a plume of
energetic atoms of the target material. A substrate posi-
tioned to intercept the plume will receive a thin film deposit
of the target material. This phenomenon was first observed
with a ruby laser in the mid-1960s. Because this process
then contaminated the films made with particles, little use
was found for such “dirty” samples. The laser ablation
method has the following advantages for the fabrication
of nanomaterials: The fabrication parameters can be easily
changed in a wide range; nanoparticles are naturally pro-
duced in the laser ablation plume so that the production
rate is relatively high; and virtually all materials can be
evaporated by laser ablation.

Colloidal Chemistry

Two general colloidal chemistry approaches are available
to control the formation and growth of the nanoparticles.
One is called an arrested precipitation; it depends on
exhaustion of one of the reactants or on the introduction
of the chemical that would block the reaction. Another
method relies on a physical restriction of the volume avail-
able for the growth of the individual nanoparticles by using
various templates (7).

Any material containing regular nanosized pores or
voids can be used as a template to form nanoparticles.
Examples of such templates include porous alumina, zeo-
lites, di-block copolymers, dendrimers, proteins, and other
molecules. The template does not have to be a 3D object.
Artificial templates can be created on a plane surface or a
gas—liquid interface by forming self-assembled monolayers.
The template is usually removed by dissolving it in the
solvent that is not affecting the formed nanoparticles.
The main advantages of the colloidal chemistry techniques
for the preparation of nanomaterials are low temperature of
processing, versatility, and flexible rheology. They also offer
unique opportunities for preparation of organic—inorganic
hybrid materials. The most commonly used precursors for
inorganic nanoparticles are oxides and alcoxides.

Aerosols

As an alternative to liquids, chemical reactions can be
carried out in a gaseous media, resulting in the formation
of nanoparticles aerosols (8). Aerosols can be defined as
solid or liquid particles in a gas phase, where the particles
can range from molecules up to 100 pm in size. Aerosol
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generation is driven by the pressure differential created
with the help of compressed gases, vacuum, mechanical
oscillations, or electrostatic forces acting on liquid. Aero-
sols were used in industrial manufacturing long before
the basic science and engineering of the aerosols were
understood. For example, carbon black particles used in
pigments and reinforced car tires are produced by hydro-
carbon combustion; titania pigment for use in paints and
plastics is made by oxidation of titanium tetrachloride;
fumed silica and titania formed from respective tetrachlor-
ides by flame pyrolysis; and optical fibers are manufac-
tured by a similar process. Aerosols are also widely used as
a drug delivery technique.

Solvent Drying

This technique is frequently used to generate particles of
soluble materials (9). Starting materials, for example, a
drug and a stabilizing polymer, are dissolved in water-
immiscible organic solvent, which is used to prepare an oil-
in-water microemulsion. Water can be evaporated by heat-
ing under reduced pressure, leaving behind drug-loaded
nanoparticles. Both nanospheres (uniform distribution of
components) and nanocapsules (polymer encapsulated
core) can be created with this method. A monomer can
be used instead of the polymer, if the micelle polymeriza-
tion step is possible. Solvent drying can be achieved via
spray-drying step, where a homogeneous solution is fed to
an aerosol generator, which produces uniformly sized dro-
plets containing equal amounts of dissolved material. Sol-
vent evaporation from the droplets under the right
conditions would result in the formation of nanoparticles
with a narrow size distribution.

Electro-Spinning

An emerging technology for the manufacture of thin poly-
mer fibers is based on the principle of spinning dilute
polymer solutions in a high-voltage electric field.

Electro-spinning is a process by which a suspended drop
of polymer is charged with thousands of volts. At a char-
acteristic voltage, the droplet forms a Taylor cone (the most
stable shape with an apex angle of about 57°), and a fine jet
of polymer releases from the surface in response to the
tensile forces generated by the interaction of an applied
electric field with the electrical charge carried by the jet.
This produces a bundle of polymer fibers. The jet can be
directed to a grounded surface and collected as a contin-
uous web of fibers ranging in size from a few micrometers
to less than 100 nm.

Self-Assembly (10)

The appropriate molecular building blocks can act as parts
of a jigsaw puzzle that join in a perfect order without obvious
driving force present. Various types of chemical bonding
can be used to self-assemble nanoparticles. For example,
electrostatic interaction between the oppositely charged
polymers can be used to build multilayered nanocapsules,
the difference in hydrophobicity between the different
molecules in the mixture can lead to a formation of a
3D assembly, and proteins can be selected to self-assemble
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into virus like nanoparticles. Another example is a use of
artificially created oligonucleotides that can be designed
to assemble in a variety of shapes and forms.

Nanoparticle Surface Treatment (11)

“Bare” nanoparticles of the same material would rapidly
agglomerate with each other, forming bulk material.
Encapsulating nanoparticles after production helps to
maintain particle size and particle size distribution by
inhibiting particle growth that can be caused by evapora-
tion/redeposition, dissolution/reprecipitation, or surface
migration and/or flocculation/aggregation/agglomeration.
Encapsulation quenches the particle’s reactivity and
reduces degradation of either the particle or the matrix
that surrounds it. The encapsulating coating may be func-
tionalized to facilitate dispersion into organic or aqueous
liquid systems. Surface treatment with functional groups
enables direct interaction between nanoparticles and
resins. Typical functional groups are as follows:

Acrylate
Epoxide
Amine
Vinyl
Isocyanate

The stability of the collected nanoparticle powders against
agglomeration, sintering, and compositional changes can
be ensured by collecting the nanoparticles in liquid sus-
pension. For semiconductor particles, stabilization of the
liquid suspension has been demonstrated by the addition
of polar solvent; surfactant molecules have been used to
stabilize the liquid suspension of metallic nanoparticles.
Alternatively, inert silica encapsulation of nanoparticles
by gas-phase reaction and by oxidation in colloidal solution
has been shown to be effective for metallic nanoparticles.

When nanosized powders are dispersed in water, they
aggregate due to attractive van der Waals forces. By alter-
ing the dispersing conditions, repulsive forces can be intro-
duced between the particles to eliminate these aggregates.
There are two ways of stabilizing nanoparticles. First, by
adjusting the pH of the system, the nanoparticle surface
charge can be manipulated such that an electrical double
layer is generated around the particle. Overlap of two
double layers on different nanoparticles causes repulsion
and hence stabilization. The magnitude of this repulsive
force can be measured via the zeta potential. The second
method involves the adsorption of polymers onto the nano-
particles, such that the particles are physically prevented
from coming close enough for the van der Waals attractive
force to dominate; this is termed steric stabilization. The
combination of two mechanisms is called electrosteric sta-
bilization; it occurs when polyelectrolytes are adsorbed on
the nanoparticle surface.

APPLICATIONS (12)

The fact that nanoparticles exist in the same size domain as
proteins makes nanomaterials suitable for biotagging and

Magnetic Biocompatible
Target core coating
recognition ;
molecule
Linker
Drug molecules

payload

Protective

layer Fluorescent

layer

Figure 3. Schematic representation of an example of a bio-
functionalized nanoparticle containing a magnetic core coated with
a fluorescent layer, which, in turn, is coated by a thin protecting layer
(e.g., silica). Linker molecules are attached to the protective layer at
one end and to various functional molecules at the other.

payload delivery. However, size is just one of many char-
acteristics of nanoparticles that it is rarely sufficient if one
is to use nanoparticles as biological tags. To interact with a
biological target, a biological or molecular coating or layer
acting as a bioinorganic interface should be attached to
the nanoparticle. Examples of biological coatings may
include antibodies, biopolymers like collagen, or mono-
layers of small molecules that make the nanoparticles
biocompatible. In addition, as optical detection techniques
are widespread in biological research, nanoparticles should
either fluoresce or change their optical properties. The
approaches used in constructing nano-biomaterials are
schematically presented below (Fig. 3). Nanoparticle usually
forms the core of nano-biomaterial. It can be used as a
convenient surface for molecular assembly and may be
composed of inorganic or polymeric materials. It can also
bein the form of anano-vesicle, surrounded by amembrane
or a layer. The shape is more often spherical, but cylind-
rical, plate-like, and other shapes are possible. The size and
size distribution might be important in some cases, for
example, if penetration through a pore structure of a
cellular membrane is required. The size and size distribu-
tion are becoming extremely critical when quantum-sized
effects are used to control material properties. A tight
control of the average particle size and a narrow distribu-
tion of sizes allow creation of very efficient fluorescent
probes that emit narrow light in a very wide range of
wavelengths. This helps with creating biomarkers with
many well-distinguished colors. The core might have sev-
eral layers and be multifunctional. For example, combin-
ing magnetic and luminescent layers, one can both detect
and manipulate the particles. The core particle is often
protected by several monolayers of inert material, for
example, silica. Organic molecules that are adsorbed or
chemisorbed on the surface of the particle are also used
for this purpose. The same layer might act as a biocom-
patible material. However, more often, an additional layer
of linker molecules is required to proceed with further
functionalization. This linear linker molecule has reactive



groups at both ends. One group is aimed at attaching the
linker to the nanoparticle surface, and the other is used to
bind various moieties like biocompatibles (dextran), anti-
bodies, and fluorophores, depending on the function
required by the application.

Some current applications of nanomaterials to biology
and medicine are listed as follows:

e Biological tags or labels: Mainly gold colloids are used
for both electron and light microscopy; also, silver
and silver-coated gold nanoparticles are used. A
recent addition of semiconductor nanocrystals or
quantum dots is finding increasing application as a
substitute for the organic fluorophores. Greater
photo-stability and the single-wavelength excitation
option are among the quoted benefits. Badly designed
quantum dots might disintegrate, releasing toxic
components (e.g., cadmium or arsenic) that could
be lethal at a cellular level. A use of porous silicon
nanoparticles as fluorescent tags might be a safer
option. Both quantum dots and colloidal gold were
used recently for the detection of pathogens, proteins,
and for the DNA sequencing. Colloidal gold and,
more recently, quantum dots, have also been
employed in phagokinetic studies.

e Drug delivery: Mainly use polymeric nanoparticles
(13) because of their stability in biological fluids.
Flexibility offered by a wide choice of polymers helps
to control the rates of drug release and particle
biodegradation. Polymeric nanoparticles can be used
for all possible administration routes. Surface mod-
ifications allow creation of “stealth” as well as tar-
geted drug carriers. Two major approaches are used
in their preparation: from polymers (e.g., polyesters)
or from monomers (e.g., alkylcyanoacrylate). Either
solid nanospheres or liquid core nanocapsules can be
produced. The fabrication technologies can be based
on the solvent evaporation from oil-in-water micro-
emulsions, created with help of surfactants, or by
polymer precipitation caused by the addition of the
nonsolvent. Another trend is to produce nanoparti-
cles out of the poorly soluble drugs. Size reduction
(nanosizing) (14) can significantly prolong drug bio-
availability, increase its dissolution rate and max-
imum concentration, and dramatically shorten the
onset of the drug action.

e MRI contrast enhancement: MRI detects the spatial
distribution of the signals from water protons inside
the body. These signals depend on the local amount of
water and the proton relaxation times T1 and T2. The
relaxation times can be affected by several factors;
they can also be shortened by the presence of para-
magnetic molecules or particles. The T1 shortening
would result in the increased signal intensity,
whereas the T2 shortening would lead to the opposite
effect. These effects are nonlinear functions of the
concentration of the contrasting agent.

Superparamagnetic iron oxide (SPIO), whose aver-
age particle size is 50 nm, with dextrane or siloxane
coating, is used as a tissue-specific contrast agent
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(Feridex, Endorem, GastroMARK, Lumirem, Reso-
vist); ultra-small superparamagnetic oxide particles,
10 nm (Sinerem, Combidex), are used to distinguish
between the metastatic and inflamed lymph nodes,
and to identify arteriosclerosis plaque deposits.
Intravenously injected SPIO would pass through
the vascular endothelium into the interstitium.
After that, the SPIO would be taken up by both
healthy and inflamed lymph nodes. The uptake is
followed by phagocytosis. Normal lymph nodes show
a decrease in signal intensity on T2*- and T2-weighted
MR images because of the effects of magnetic suscepti-
bility and T2 shortening on the iron deposits that are
a direct result of phagocytosis. However, metastatic
Ilymph nodes are bad at phagocytosis, form no deposits,
and do not show such reduction in the signal intensity.
This effect can be used to distinguish between the
healthy and the benign lymph nodes.

Separation and purification of biomolecules and cells:
Dynabeads are highly uniform in size and superpar-
amagnetic; depending on the antibodies present on
the surface, the beads can be applied to different
tasks like separation of T-cells, detection of microbes
and protozoa, HLA diagnostics for organ transplan-
tation, and various in vitro diagnostics assays. They
are also used for the isolation of DNA and proteins.

Tissue engineering: Nanoparticles of hydroxyapatite
are used to mimic the mineral particles occurring in
the bone structure, whereas collagen is often
replaced with a 3D porous scaffolding of a biodegrad-
able polymer. This approach allows for the high
mobility of the osteoblasts and, consequently, a uni-
form growth of the new bone. A similar strategy is
used to promote the cellular growth on the surface of
prosthetic implants.

Tumor destruction via heating (hyperthermia): The
nanoparticle approach is currently relying on the
higher metabolic rates and enhanced blood supply
to the tumors. As a result, the cancerous cells are
likely to be enriched in a nanoparticulate matter,
introduced in the blood circulation, or directly
injected into the tumor. An external electromagnetic
energy source is directed toward the tumor. The
nanoparticles are designed to absorb the electromag-
netic energy and convert it into localized heat, which
would preferentially cause the apoptosis of the malig-
nant cells. Localized heating might also result in the
increased acidosis of the cancer cells. It is also been
suggested that the high density of blood vessels in
and around the growth stops them from expanding as
efficiently as those in the healthy tissue, leading to a
higher heat retention. The range of temperatures
used is typically within 39 to 43 °C. Alternating
magnetic fields can be used to heat up magnetic iron
oxide nanoparticles concentrated inside the tumor
tissue. More recently developed nanoshells rely on
the illumination with a near-infrared laser. Nano-
particles can be designed to actively target the sur-
face receptors on the malignant cells by coating the
nanoparticles with the appropriate antibodies.
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Recent Developments

Tissue Engineering. Natural bone surface often contains
features that are about 100 nm across. If the surface of an
artificial bone implant was left smooth, the body would try
to reject it. So the smooth surface is likely to cause produc-
tion of a fibrous tissue covering the surface of the implant.
This layer reduces the bone-implant contact, which may
result in loosening of the implant and further inflamma-
tion. It was demonstrated that by creating nanosized fea-
tures on the surface of the hip or knee prosthesis, one could
reduce the chances of rejection as well as stimulate the
production of osteoblasts. The osteoblasts are the cells
responsible for the growth of the bone matrix and are found
on the advancing surface of the developing bone. The effect
was demonstrated with polymeric, ceramic, and more
recently, metal materials. More than 90% of the human
bone cells from suspension adhered to the nanostructured
metal surface, but only 50% did in the control sample. In
the end, this finding would allow the design of a more
durable and longer lasting hip or knee replacement and
reduce the chances of the implant getting loose. Titanium
is a well-known bone repairing material widely used in
orthopedics and dentistry. It has a high fracture resistance,
ductility, and weight-to-strength ratio. Unfortunately, it
suffers from the lack of bioactivity, as it does not support
cell adhesion and growth well. Apatite coatings are known
to be bioactive and to bond to the bone. Hence, several
techniques were used to produce an apatite coating on
titanium. Those coatings suffer from thickness nonunifor-
mity, poor adhesion, and low mechanical strength. In
addition, a stable porous structure is required to support
the nutrients’ transport through the cell growth. It was
shown that using a biomimetic approach — a slow growth
of nanostructured apatite film from the simulated body
fluid — resulted in the formation of a strongly adherent,
uniform nanoporous layer. The layer was found to be built
of 60 nm crystallites and possess a stable nanoporous
structure and bioactivity. A real bone is a nanocomposite
material, composed of hydroxyapatite crystallites in the
organic matrix, which is mainly composed of collagen.
Thanks to that, the bone is mechanically tough and plastic,
so it can recover from mechanical damage. The actual
nanoscale mechanism leading to this useful combination
of properties is still debated. An artificial hybrid material
was prepared from 15 to 18 nm ceramic nanoparticles and
poly (methyl methacrylate) copolymer. Using the tribology
approach, a viscoelastic behavior (healing) of the human
teeth was demonstrated. An investigated hybrid material,
deposited as a coating on the tooth surface, improved
scratch resistance as well as possessed a healing behavior
similar to that of the tooth.

Cancer Therapy. Photodynamic cancer therapy is based
on the destruction of the cancer cells by laser-generated
atomic oxygen, which is cytotoxic. A greater quantity of a
special dye that is used to generate the atomic oxygen is
taken in by the cancer cells when compared with a healthy
tissue. Hence, only the cancer cells are destroyed and then
exposed to a laser radiation. Unfortunately, the remaining
dye molecules migrate to the skin and the eyes and make
the patient very sensitive to the daylight exposure. This

effect can last for up to 6 weeks. To avoid this side effect, the
hydrophobic version of the dye molecule was enclosed
inside a porous nanoparticle. The dye stayed trapped inside
the Ormosil nanoparticle and did not spread to the other
parts of the body. At the same time, its oxygen-generating
ability has not been affected and the pore size of about 1 nm
freely allowed for the oxygen to diffuse out.

Another recently suggested approach is to use gold-
coated nanoshells. A surface plasmon resonance effect
causes an intense size-dependent absorbance of the
near-infrared light by the gold shells. This wavelength of
light falls into the optical transparency window of the
biological tissue, which can be used to detect cancerous
growth up to a certain depth. Compact, powerful, and
relatively inexpensive semiconductor lasers are readily
available to generate light at this wavelength. The nano-
shells are injected into a blood stream and rapidly taken up
by the cancerous cells, as they possess a higher metabolism
rate. Laser light is absorbed by the gold shells and con-
verted into a local heating, which only kills the cancer cells
and spares the healthy tissue. Surface-modified carbon
nanotubes can also be used for the same purpose as they
would absorb light in the infrared region and convert it into
heat.

Multicolor Optical Coding for Biological Assays. The ever
increasing research in proteomics and genomic generates
an escalating number of sequence data and requires
development of high throughput screening technologies.
Realistically, various array technologies that are currently
used in parallel analysis are likely to reach saturation
when several array elements exceed several millions. A
three-dimensional approach, based on optical “bar coding”
of polymer particles in solution, is limited only by the
number of unique tags one can reliably produce and detect.
Single quantum dots of compound semiconductors were
successfully used as a replacement of organic dyes in
various bio-tagging applications. This idea has been taken
one step further by combining differently sized and, hence,
having different fluorescent colors quantum dots, and
combining them in polymeric microbeads. A precise control
of quantum dot ratios has been achieved. The selection of
nanoparticles used in those experiments had 6 different
colors as well as 10 intensities. It is enough to encode over
one million combinations. The uniformity and reproduci-
bility of beads was high, allowing for bead identification
accuracies of 99.99%.

Manipulation of Cells and Biomolecules. Fictionalized
magnetic nanoparticles have found many applications,
including cell separation and probing; these and other
applications are discussed in a recent review. Most of
the magnetic particles studied so far are spherical, which
somewhat limits the possibilities to make these nanopar-
ticles multifunctional. Alternative cylindrically shaped
nanoparticles can be created by employing metal electro-
deposition into a nanoporous alumina template. Depend-
ing on the properties of the template, the nanocylinder
radius can be selected in the range of 5 to 500 nm while
their length can be as big as 60 um. By sequentially
depositing various thicknesses of different metals, the



structure and the magnetic properties of individual cylin-
ders can be tuned widely. As surface chemistry for func-
tionalization of metal surfaces is well developed, different
ligands can be selectively attached to different segments.
For example, porphyrins with thiol or carboxyl linkers
were simultaneously attached to the gold or nickel seg-
ments, respectively. Thus, it is possible to produce magnetic
nanowires with spatially segregated fluorescent parts. In
addition, because of the large aspect ratios, the residual
magnetization of these nanowires can be high. Hence, the
weaker magnetic field can be used to drive them. It has been
shown that a self-assembly of magnetic nanowires in sus-
pension can be controlled by weak external magnetic fields.
This would potentially allow controlling cell assembly in
different shapes and forms. Moreover, an external magnetic
field can be combined with a lithographically defined mag-
netic pattern (“magnetic trapping”).

Protein Detection. Proteins are the important part of
the cell’s language, machinery, and structure, and under-
standing their functionalities is extremely important for
further progress in human well-being. Gold nanoparticles
are widely used in immunohistochemistry to identify the
protein—protein interaction. However, the multiple simul-
taneous detection capabilities of this technique are limited.
Surface-enhanced Raman scattering spectroscopy is a well-
established technique for detection and identification of
single dye molecules. By combining both methods in a
single nanoparticle probe, one can drastically improve
the multiplexing capabilities of protein probes. The group
of Prof. Mirkin has designed a sophisticated multifunc-
tional probe that is built around a 13 nm gold nanoparticle.
The nanoparticles are coated with hydrophilic oligonucleo-
tides containing a Raman dye at one end and terminally
capped with a small molecule recognition element (e.g.,
biotin). Moreover, this molecule is catalytically active and
will be coated with silver in the solution of Ag(I) and
hydroquinone. After the probe is attached to a small mole-
cule or an antigen it is designed to detect, the substrate is
exposed to silver and hydroquinone solution. Silver plating
is happening close to the Raman dye, which allows for dye
signature detection with a standard Raman microscope.
Apart from being able to recognize small molecules, this
probe can be modified to contain antibodies on the surface
to recognize proteins. When tested in the protein array
format against both small molecules and proteins, the
probe has shown no cross-reactivity.

Commercial Exploration

Some companies involved in the development and commer-
cialization of nanomaterials in biological and medical
applications are listed below (Table 1). Most of the compa-
nies are small recent spinouts of various research institu-
tions. Although not exhausting, this is a representative
selection reflecting current industrial trends. Most compa-
nies are developing pharmaceutical applications, mainly
for drug delivery. Several companies exploit quantum size
effects in semiconductor nanocrystals for tagging biomole-
cules or use bioconjugated gold nanoparticles for labeling
various cellular parts. Many companies are applying nano-
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ceramic materials to tissue engineering and orthopedics.
Most major and established pharmaceutical companies have
internal research programs on drug delivery that are on
formulations or dispersions containing components down
to nanosizes. Colloidal silver is widely used in antimicrobial
formulations and dressings. The high reactivity of titania
nanoparticles, either on their own or then illuminated with
UV light, is also used for bactericidal purposes in filters.
Enhanced catalytic properties of surfaces of nano-ceramics or
those of noble metals like platinum are used to destruct
dangerous toxins and other hazardous organic materials.

Future Directions

As it stands, most commercial nanoparticle applications in
medicine are geared toward drug delivery. In the bio-
sciences, nanoparticles are replacing organic dyes in the
applications that require high photo-stability as well as
high multiplexing capabilities. There are some develop-
ments in directing and remotely controlling the functions
of nanoprobes, for example, driving magnetic nanoparti-
cles to the tumor and then making them either to release
the drug load or just heating them to destroy the surround-
ing tissue. The major trend in further development of
nanomaterials is to make them multifunctional and con-
trollable by external signals or by local environment, thus
essentially turning them into nanodevices.

HEALTH ISSUES (15)

It has been shown by several researchers that nanomater-
ials can enter the human body through several ports.
Accidental or involuntary contact during production or
use is most likely to happen via the lungs from where a
rapid translocation through the blood stream is possible to
other vital organs. On the cellular level, an ability to act as
a gene vector has been demonstrated for nanoparticles.
Carbon black nanoparticles have been implicated in inter-
fering with cell signaling. There is work that demonstrates
uses of DNA for the size separation of carbon nanotubes.
The DNA strand just wraps around it if the tube diameter
is right. Although excellent for separation purposes, it
raises some concerns over the consequences of carbon
nanotubes entering the human body.

Ports of Entry

Human skin, intestinal tract, and lungs are always in
direct contact with the environment. Whereas skin acts
as a barrier, lungs and intestinal tract also allow transport
(passive and/or active) of various substances like water,
nutrients, or oxygen. As a result, they are likely to be a first
port of entry for the nanomaterials’ journey into the human
body. Our knowledge in this field mainly comes from drug
delivery (pharmaceutical research) and toxicology (xeno-
biotics) studies.

Human skin functions as a strict barrier, and no essen-
tial elements are taken up through the skin (except radia-
tion necessary to buildup vitamin D). The lungs exchange
oxygen and carbon dioxide with the environment, and some
water escapes with warm exhaled air. The intestinal tract
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Table 1. Examples of Companies Commercializing Nanomaterials for Bio- and Medical Applications

Company Applications

Technology

Advectus Life
Sciences Inc.
Alnis Biosciences, Inc.

Drug delivery

Bio-pharmaceutical

Argonide Membrane filtration,
implants
Biophan MRI shielding, nanomagnetic

particles for guided drug
delivery and release

Technologies, Inc.

Capsulution Pharmaceutical coatings to
NanoScience AG improve solubility of drugs

Dynal Biotech Cell/biomolecule separation
(Invitrogen)

Eiffel Technologies
Evident Technologies

Drug delivery
Luminescent biomarkers

Pharmaceutical
Drug delivery

NanoBio Corporation
NanoCarrier Co., Ltd

NanoPharm AG Drug delivery

Gold nanoparticles for
biological markers
Gold biomarkers

Nanoprobes, Inc.

Nanoshpere, Inc.

NanoMed Pharmaceutical, Drug delivery
Inc.
PSiVida Ltd
drugs and gene delivery,
biofiltration

QuantumDot Corporation Luminescent biomarkers

Tissue engineering, implants,

Polymeric nanoparticles engineered to carry anti-tumor
drug across the blood-brain barrier

Biodegradable polymeric nanoparticles for drug delivery

Nanoporous ceramic materials for endotoxin filtration,
orthopedic and dental implants, DNA and protein
separation

Nanomagnetic/carbon composite materials to shield
medical devices from RF fields

Layer-by-layer poly-electrolyte coatings, 8-50 nm
Superparamagnetic beads

Reducing size of the drug particles to 50-100 nm

Semiconductor quantum dots with amine or carboxyl
groups on the surface, emission from 350 to 2500 nm

Antimicrobial nano-emulsions

Micellar polymer nanoparticles for encapsulation of
drugs, proteins, DNA

Polybutilcyanoacrylate nanoparticles are coated with
drugs and then with surfactant, can go across the
blood—brain barrier

Gold nanoparticles bioconjugates for TEM and/or
fluorescent microscopy

DNA barcode attached to each nanoprobe for
identification purposes, PCR is used to amplify the
signal; also catalytic silver deposition to amplify
the signal using surface plasmon resonance

Nanoparticles for drug delivery

Exploiting material properties of nanostructured
porous silicone

Bioconjugated semiconductor quantum dots

is in close contact with all of the materials taken up orally;
here all nutrients (except gases) are exchanged between
the body and the environment.

The histology of the environmental contact sides of
these three organs is significantly different. The skin of
an adult human is roughly 1.5 m?; in area and is at most
places covered with a relatively thick first barrier (10 pm),
which is built of strongly keratinized dead cells. This first
barrier is difficult to pass for ionic compounds as well as for
water-soluble molecules.

The lung consists of two different parts: airways (trans-
porting the air in and out the lungs) and alveoli (gas
exchange areas). Our two lungs contain about 2,300 km
of airways and 300 million alveoli. The surface area of
the lungs is 140 m? in adults, as big as a tennis court. The
airways are a relatively robust barrier, an active epithe-
lium protected with a viscous layer of mucus. In the gas
exchange area, the barrier between the alveolar wall and
the capillaries is very thin. The air in the lumen of the
alveoli is just 0.5 pum away from the blood flow. The large
surface area of the alveoli and the intense air-blood contact
in this region makes the alveoli less well protected against
environmental damage when compared with airways.

The intestinal tract is a more complex barrier and
exchange side; it is the most important portal for macro-

molecules to enter the body. From the stomach, only small
molecules can diffuse through the epithelium. The epithe-
lium of the small and large intestines is in close contact
with ingested material so that nutrients can be used. A
mixture of disaccharides, peptides, fatty acids, and mono-
glycerides generated by digestion in the small intestine are
further transformed and taken in. The area of the gastro-
intestine tract (G{T) is estimated as 200 m2.

Lung. Most nanosized spherical solid materials will
easily enter the lungs and reach the alveoli. These particles
can be cleared from the lungs, as long as the clearance
mechanisms are not affected by the particles or any other
cause. Nanosized particles are more likely to hamper the
clearance, resulting in a higher burden, possibly amplify-
ing any possible chronic effects caused by these particles. It
is also important to note that the specific particle surface
area is probably a better indication for maximum tolerated
exposure level than total mass. Inhaled nanofibers (dia-
meter smaller than 100 nm) also can enter the alveoli. In
addition, their clearing would depend on the length of the
specific fiber. Recent publications on the pulmonary effects
of carbon nanotubes confirm the intuitive fear that the
nanosized fiber can induce a general nonspecific pulmon-
ary response. Passage of solid material from the pulmonary



epithelium to the circulation seems to be restricted to
nanoparticles. The issue of particle translocation still
needs to be clarified: both the trans-epithelial transport
in the alveoli and the transport via nerve cells. Thus, the
role of factors governing particle translocation such as
the way of exposure, dose, size, surface chemistry, and time
course should be investigated. For instance, it would be
also very important to know how and to what extent lung
inflammation modulates the extrapulmonary transloca-
tion of particles. Solid inhaled particles are a risk for those
who suffer from cardiovascular disease. Experimental
data indicate that probably many inhaled particles can
affect cardiovascular parameters, via pulmonary inflam-
mation. Nanosized particles, after passage in the circula-
tion, can also play a direct role in, e.g., thrombogenesis.

Intestinal Tract. Already in 1926, it was recognized by
Kumagai that particles could translocate from the lumen of
the intestinal tract via aggregations of intestinal lymphatic
tissue [Peirel’s Patches (PP)] containing M-cells (specia-
lized phagocytic enterocytes). Particulate uptake happens
not only via the M-cells in the PP and the isolated follicles
of the gut-associated lymphoid tissue, but also via the
normal intestinal enterocytes. There have been several
excellent reviews on the subject of intestinal uptake of
particles. Uptake of inert particles has been shown to occur
trans-cellular through normal enterocytes and PP via M-
cells and, to a lesser extent, across paracellular pathways.
Initially it was assumed that the PP did not discriminate
strongly in the type and size of the absorb particles. Later
it has been shown that modified characteristics, such as
particle size, the surface charge of particles, attachment of
ligands, or coating with surfactants, offers possibilities
of site-specific targeting to different regions of the GIT
including the PP.

The kinetics of particle translocation in the intestine
depends on diffusion and accessibility through muecus,
initial contact with enterocyte or M-cell, cellular traffick-
ing, and post-translocation events. Cationic nanometer-
sized particles became entrapped in the negatively charged
mucus, whereas negatively charged nanoparticles can dif-
fuse across this layer. The smaller the particle diameter,
the faster they could permutate the mucus to reach the
colonic enterocytes. Once in the sub-mucosal tissue, par-
ticles can enter both lymphatic and capillaries. Particles
entering the lymphatic are probably important in the
induction of secretory immune responses, whereas those
that enter the capillaries become systemic and can reach
different organs. It has been suggested that the disrup-
tion of the epithelial barrier function by apoptosis of
enterocytes is a possible trigger mechanism for mucosal
inflammation. The patho-physiological role of M-cells is
unclear; for example, it has been found that in Crohn’s
disease, M-cells are lost from the epithelium. Diseases
other than of gut origin, for example, diabetes, also have
marked effects on the ability of the GIT to translocate
particles. In general, the intestinal uptake of particles is
understood better and studied in more detail than pul-
monary and skin uptake. Because of this advantage, it is
maybe possible to predict the behavior of some particles in
the intestines.
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Skin. Skin is an important barrier, protecting against
insult from the environment. The skin is structured in
three layers: the epidermis, the dermis, and the subcuta-
neous layer. The outer layer of the epidermis, the stratum
corneum (SC), covers the entire outside of the body. In the
SC we find only dead cells, which are strongly keratinized.
For most chemicals, the SC is the rate-limiting barrier to
percutaneous absorption (penetration). The skin of most
mammalian species is covered with hair.

At the sites where hair follicles grow, the barrier capa-
city of the skin differs slightly from the “normal” stratified
squamous epidermis. Most studies concerning penetration
of materials into the skin have focused on whether drugs
penetrate through the skin using different formulations
containing chemicals and/or particulate materials as a
vehicle. The main types of particulate materials commonly
used in contact with skin are liposomes, solid poorly soluble
materials such as TiO,, and polymer particulates and
submicron emulsion particles such as solid lipid nanopar-
ticles. TiOq particles are often used in sunscreens to absorb
UV light and therefore to protect skin against sunburn or
genetic damage. It has been reported by Lademann et al.
that micrometer-sized particles of TiOy get through the
human stratum corneum and even into some hair follicles,
including their deeper parts. However, the authors did not
interpret this observation as penetration into living layers
of the skin. In a recent review, it was stated that “very
small titanium dioxide particles (e.g. 5~20 nm) penetrate
into the skin and can interact with the immune system.”
Unfortunately, this has not been discussed any further.

Penetration of nonmetallic solid materials such as bio-
degradable poly(D,L-lactic-co-glycolic acid (PLGA)) micro-
particles, 1 to 10 wm with a mean diameter of 4.61 + 0.8
pm, were studied after application on to porcine skin. The
number of microparticles in the skin decreased with the
depth (measured from the airside toward the subcutaneous
layer). At 120 pm depth (where viable dermis is present), a
relative high number of particles was found; at 400 um
(dermis), some microparticles were still observed. At a
depth of 500 pm, no microparticles were found. In the skin
of persons, who had an impaired lymphatic drainage of the
lower legs, soil microparticles, frequently 0.4-0.5 pm but as
larger particles of 25 pm diameter, were found in the
dermis of the foot in a patient with endemic elephantiasis.
The particles are observed to be in the phagosomes of
macrophages or in the cytoplasm of other cells. The failure
to conduct lymph to the node produces a permanent deposit
of silica in the dermal tissues (a parallel is drawn with
similar deposits in the lung in pneumoconiosis). This indi-
cates that soil particles penetrate through (damaged) skin,
most probably in every person, and normally are removed
via the lymphatic system.

Liposomes penetrate the skin in a size-dependent man-
ner. Microsized, and even submicron sized, liposomes do
not easily penetrate into the viable epidermis, whereas
liposomes with an average diameter of 272 nm can reach
into the viable epidermis and some are found in the dermis.
Smaller sized liposomes of 116 and 71 nm were found in
higher concentration in the dermis. Emzaloid particles, a
type of submicron emulsion particle such as liposomes and
nonionic surfactant vesicles (niosomes), with a diameter of



10 NANOPARTICLES

50 nmto 1 wm, were detected in the epidermis in association
with the cell membranes after application to human skin.
The authors suggested that single molecules, which make up
the particles, might penetrate the intercellular spaces and, at
certain regions in the stratum corneum, can accumulate and
reformintomicrospheres. In a subsequent experiment, it was
shown that the used formulation allowed penetration of the
spheres into melanoma cells, even to the nucleus.

From the limited literature on nanoparticles penetrat-
ing the skin, some conclusions can be drawn. First, pene-
tration of the skin barrier is size dependent, and nanosized
particles are more likely to enter more deeply into the skin
than larger ones. Second, different types of particles are
found in the deeper layers of the skin, and currently, it is
impossible to predict the behavior of a particle in the skin.
Third, materials, which can dissolve or leach from a par-
ticle (e.g., metals), or break into smaller parts (e.g., Emza-
loid particles), can possibly penetrate into the skin.

Currently, there is no direct indication that particles,
that had penetrated the skin also entered the systemic
circulation. The observation that particles in the skin can
be phagocytized by macrophages, Langerhan cells, or other
cells is a possible road toward skin sensitization.

Summary of Health Risks

Particles in the nanosize range can certainly enter the
human body via the lungs and the intestines; penetration
via the skin is less evident. It is possible that some particles
can penetrate deep into the dermis. The chances of pene-
tration would depend on the size and surface properties of
the particles and on the point of contact in the lung,
intestines, or skin.

After penetration, the distribution of the particles in the
body is a strong function of the surface characteristics of
the particle. It seems that size can restrict the free move-
ment of particles. The target organ-tissue or cell of a
nanoparticle needs to be investigated, particularly in the
case of potentially hazardous compounds. Before develop-
ing an in vitro test, it is essential to know the pharmaco-
kinetic behavior of different types of nanoparticles;
therefore, it would be important to compose a database
of health risks associated with different nanoparticles.

Beside the study of the health effects of the nanomater-
ials, investigations should also take into consideration the
presence of contaminates, such as metal catalysts present
in nanotubes and their role in the observed health effects.

The increased risk of cardiopulmonary diseases requires
specific measures to be taken for every newly produced or
used nanoparticle. There is no universal “nanoparticle” to fit
all cases; each nanomaterial should be treated individually
when health risks are expected. The tests currently used to
test the safety of materials should be applicable to identify
hazardous nanoparticles.
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INTRODUCTION

The care of premature and newborn infants is quite
different from other areas of clinical medicine. The infant
represents a special patient with special problems not
found in other patients. For this reason a subspecialty of
pediatrics dealing with these patients has been estab-
lished. Neonatology is concerned with newly born infants
including those prematurely delivered and those delivered
at term. The field generally covers infants through the first
month of normal newborn life, and so for prematurely born
infants this can be several additional months.

Neonatology includes special hospital care for infants
who require it. In the case of the prematures, this involves
specialized life-support systems, as well as special consid-
erations for nutrition, thermal control, fluid and electrolyte
therapy, pulmonary support, and elimination of products of
metabolism. While the full-term infant generally only
requires routine well-baby care, there are special cases
that require intensive hospital care as well. These include
treatment of infants of diabetic mothers, some infants
delivered by cesarean section, infants with hemolytic
diseases, infants who encounter respiratory distress, and
other less common problems. Special hospital care is also
necessary for infants requiring surgery. These infants are
generally born with severe congenital anomalies that
would be life threatening if not immediately repaired.
These include anomalies of the gastrointestinal system,
urinary tract, cardiovascular system, and nervous system.
Pediatric surgery has developed to the point where many of
these problems can be corrected, and the infant can grow
and lead a normal life following the surgery.

The neonatal intensive care unit is a special nursery in
major tertiary care hospitals that is devoted to the care of
premature or other infants who require critical care. This
unit is similar to its adult counterpart in that each patient
is surrounded by equipment necessary for life support,
diagnosis, and therapy. Often, as indicated in Fig. 1, the
patient appears to be insignificant in the large array of
equipment, but, of course, this is not the case. Nursing
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Figure 1. Typical infant station in a neonatal intensive care
unit showing infant warmer, infusion pumps, ventilator, trans-
cutaneous oxygen instrument, cardiopulmonary monitor, bilirubin
lights, and other miscellaneous apparatus.

functions in the neonatal intensive care unit are very
important. The patient/nurse ratio is small, and the nur-
sing staff must be familiar with the equipment as well as
special procedures and precautions in caring for these
special patients.

Electronic monitoring of the infant plays an important
role in neonatal intensive care. Not only does it allow the
clinical caregivers to follow vital signs, such as pulse rate,
temperature, blood pressure, and respiration rate, but
other critical variables in the care of these special patients
can be followed as well. These include blood gas tensions,
acid-base balance, bilirubin, and glucose concentrations.
Monitoring is especially important in fluid therapy for it
can provide precise data for fluid control of these very small
patients. Electronic monitoring, however, goes beyond just
monitoring the patient and its physiologic functions.
A good neonatal intensive care unit also monitors the
functioning of life-support systems. These include incuba-
tors for maintaining an appropriate thermal environ-
ment, ventilators for providing respiratory support, and
phototherapy units for the control of bilirubin.

Although electronic monitoring devices for just about all
of the areas mentioned in the previous paragraph are used
in adult intensive care medicine, their application in neo-
natology often represents a unique aspect of the technology.

The infant should not be viewed as a miniature adult, but
rather he/she is a unique physiologic entity. Although
similar variables are measured to those measured in
adults, they often must be measured in different ways.
Frequently, sensors unique for infants must be applied
because the sensors used for adults when interfaced to the
infant might provide errors or change the variable being
measured by their very presence. Size is an important
aspect here. If one considers a sensor to be used on an
infant and compares it to a sensor for the same variable on
an adult, in most cases although the sensor for the infant is
smaller than that for the adult, the ratio of sizes of the two
sensors is quite different from the ratio of sizes of the
different patients. Although sensors for use on infants
are reduced in size, they are still quite large when com-
pared to the size of the subject. This is especially true for
premature infants and can result in the sensors actually
interfering with the care of the patient.

There are also special problems related to the measure-
ment of physiologic variables in infants resulting from the
special physiology of newborns and especially premature
newborns. One first must realize that a newborn has come
to live in a new environment quite different from the
uterus. In the case of premature infants, they are not ready
for this major change in their lives, and special considera-
tions need to be made to minimize the transitional trauma.
In the case of the premature, some of the body systems
are immature and not ready for life outside of the uterus.
Two notable examples of this are the control of temperature
and control of respiration. Both are obviously unnecessary
in the uterus, but become crucial in extrauterine life.
Instrumentation to assist these control systems or to detect
when they are not functioning properly is essential in the
care of many premature infants.

One also must realize in applying instrumentation sys-
tems for premature infants that the patient in many cases
is much more fragile than an adult patient. Fluid and
electrolyte balance has already been indicated as an impor-
tant aspect of neonatal monitoring and control. When one
considers some of the very small premature infants that
are cared for in neonatal intensive care units today, this
can be better appreciated. Infants between 500 and 1,000 g
can be successfully cared for and nurtured until they are
old enough and grow enough to go home with their parents.
These very small babies, however, can easily run into
problems if they receive either too much or too little fluid.
Since feeding of these very small infants can be done by
intravenous hyperalimentation, the possibility of a fluid
overload is always present since it takes a certain amount
of fluid to transport the nutritional requirements of the
infant. Another example of the fragility of these very small
patients is the simple problem of attaching devices to the
infant’s skin. In some infants, the skin is very sensitive and
can easily become irritated by the attachment procedure or
substance.

This article, looks more closely at electronic monitoring
systems for neonatal intensive care and emphasize those
aspects of these monitoring systems that differ from simi-
lar monitors for adult patients. The reader is encouraged
to supplement information contained in the following
paragraphs with other articles from this encyclopedia



dealing with the sensors and instrumentation for similar
monitoring in adults.

CARDIAC MONITORING

Cardiac monitoring involves the continuous assessment of
heart function by electronic measurement of the electro-
cardiogram and determination of heart rate and rhythm
from it by means of electronic signal processing. As such,
cardiac monitors for neonatal use are very similar to those
for use with adults. There are, however, two major differ-
ences. The sensors used with both types of monitors are
biopotential electrodes, and in the case of infants the inter-
face between the electrodes and the patients has more
stringent requirements than in the adult case. Second,
cardiac monitors designed for use with infants frequently
are incorporated into cardiorespiratory monitors that
include instrumentation for determining breathing rate
and apnea as well as cardiac function.

The primary use of cardiac monitors for infants is in
determining heart rate. These electronic devices are desi-
gned to indicate conditions of bradycardia (low heart rate)
and tachycardia (high heart rate) by determining the heart
rate from the electrocardiogram. In the case of infants with
heart diseases, cardiac monitors are used to detect various
arrhythmias as well.

Cardiac monitors for use with infants are organized
similarly to their adult counterparts (see MONITORING,
HEMODYNAMIC). There are some minor differences due
to the fact that infant heart rates are higher than those of
adults, and the Q-S interval of the infant electrocardiogram
is less than it is in the adult. Thus, heart rate alarm circuits
need to be able to respond to higher rates in the infant case
than in the adult case. For example, it is not at all unusual
to set the bradycardia alarm level at a rate of 90 or 100
beats-min ! for an infant, which is well above the resting
heart rate of a normal adult. Filtering circuits in the
monitor for infants must be different from those of adult
monitors for optimal noise reduction due to the different
configuration of the neonatal electrocardiogram. Gener-
ally, bandpass filters used for isolating the QRS complex
will have a higher center frequency than in the adult case.

Two types of cardiotachometer circuits can be used in
cardiac monitors (1). The averaging cardiotachometer
determines the mean number of heartbeats per predeter-
mined interval to establish the heart rate. The mean R-R
interval over a number, of heartbeats can also be used in
average heart rate determination. In such systems the
heart rate is calculated by averaging over from as few as
three to as many as fifteen or more heartbeats. An instan-
taneous or beat-to-beat cardiotachometer determines the
heart rate for each measured R-R interval. This type of
cardiotachometer must be used when one is interested in
beat-to-beat variability of the heart rate.

Biopotential electrodes for use with cardiac monitors for
infants are usually scaled down versions of skin surface
electrodes used for adult cardiac monitoring. As pointed
out earlier, the scale factor does not correspond to the body
size ratio between the neonate and an adult, and the
smallest commercially available skin surface electrodes
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for neonates only approaches about one-fourth the size
of those used in adults. For this reason, electrodes used
with neonatal cardiac monitors and their method of attach-
ment can cover a large portion of the neonatal thorax. This
is especially true with the small premature infant and can
interfere with direct observation of chest wall movements,
an important diagnostic method. In addition to size,
shape and flexibility of the electrode are important for
biopotential electrodes in neonates. Stiff, flat electrode
surfaces will not conform well to the curved, compliant
surface of the infant. This means that optimal electrical
contact is not always possible and it, therefore, becomes
more difficult to hold electrodes in place. This problem is
further complicated by the fact that the neonatal skin can
be sensitive to the electrode adhesive. It is not at all
unusual to find skin irritation and ulceration as a result
of placement of biopotential electrodes on the infant. Such
skin lesions are usually the result of the adhesive and the
electrode attachment system, although the electrode itself
can in some cases be the problem as well.

Since electrodes are relatively large on the small infant,
an additional problem develops. The materials used in
many electrode systems are X-ray opaque; hence, it is
necessary to remove the electrodes when X rays are taken
so that shadows do not appear in the resulting radiograph.
Some biopotential electrodes especially developed for neo-
nates have minimized this problem by utilizing special
electrode structures that are translucent or transparent
to X rays (2). These electrodes are based upon thin films of
metals, usually silver, deposited upon polymer films or
strips or various fabric materials. These films are suffi-
ciently thin to allow X rays to penetrate with little absorp-
tion, and the plastic or polymer substrate is also X-ray
transparent. Such electrodes have the advantage of incre-
ased flexibility, which helps them to remain in place for
longer periods of time. In intensive care units, however, it
is a good idea to change electrodes every 48 h to minimize
the risk of infection.

Electrode lead wires and patient cables present special
problems for cardiac monitors used with infants. Lead
wires should be flexible so as not to apply forces to the
electrodes that could cause them to become loose, but this
increased flexibility makes it easier for them to become
ensnarled with themselves and the infant. The potential
for strangulation on older, active infants is always present.
The connectors between the lead wires and the patient
cable also present special problems. They must be capable
of maintaining their connection with an active infant and
provide a means of connection that will be unique for these
components. The possibility of inadvertently connecting
the lead wires, and hence the infant, to the power line
must be eliminated (3).

RESPIRATORY MONITORING

Respiratory monitoring is the most frequently applied form
of electronic monitoring in neonatology. In its most com-
mon application, it is used to identify periods of apnea and
to set off an alarm when these periods exceed a predeter-
mined limit. There are direct and indirect methods of
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sensing alveolar ventilation and breathing effort. The
direct methods are those in which the sensor is coupled
to the airway and measures the movement or other proper-
ties of the air transported into and out of the lungs. In the
indirect methods, the sensor looks at variables related to
air movement, but not at the air movement itself. Indirect
methods involve no contact with the airway or the air being
moved into or away from the lungs. Usually, indirect
methods are noninvasive and can be mounted on or near
the body surface. Some of the most frequently applied
methods are described in the following paragraphs.

Direct Methods

Various direct methods of sensing breathing effort and
ventilation have been in use in the pulmonary physiology
and pulmonary function laboratories for many years.
These involve the measurement of volume, flow, and com-
position of inspired and expired gasses. Table 1 lists some
of the principal methods that have been used for the direct
measurement of respiration in infants and neonates. Most
of these methods are not appropriate for clinical monitor-
ing, since they involve direct connection to the infant air-
way through the use of a mask over the mouth and nose or
an endotrachial canula. In other cases a sensor must be
located at the nasal-oral area for signal detection. These
methods are, however, useful in some cases for diagnostic
studies carried out for periods from several hours to over-
night in the hospital setting.

Many of the methods listed in Table 1 are described in
detail in the article on pulmonary function testing, and
therefore are not repeated here. Others, however, have
special application to neonatal monitoring and will be
mentioned.

Pneumotachography.  Clinicians and researchers in-
volved in neonatal and infant care agree for the most part
that the best measurement of ventilation can be obtained
using the pneumotachograph (4). Although this involves
direct connection to the airway and can add some dead
space due to the plumbing, it, with an appropriate electro-
nic integrator, provides good volume and flow measure-
ments that can be used as a standard against which other
direct or indirect methods can be calibrated and evaluated.
Identical instrumentation as used for adults can be applied
in the infant case, but it must be recognized that dead space
due to the instrumentation represents a more important
problem with the infant than it does with the adult. Lower
flows and volumes as well as faster respiration rates will be
encountered with infants than with adults.

Table 1. Direct Methods of Sensing Breathing and
Ventilation

Method Primary Sensed Variable
Pneumotachograph Flow volume
Anemometer Flow velocity
Expired air temperature Temperature

Air turbulence sounds Sound
Spirometer Volume

Capnography.  Special carbon dioxide sensors have
been developed for measuring air expired from the lungs,
and these are used as the basis of a direct respiration
monitor (5). Expired air has a higher percentage of carbon
dioxide than inspired air, and this can be sensed by placing
an open-ended tube at the nose or mouth so that it samples
the air entering and leaving the airway. The sampled gas
is transported along the tube to an instrument that con-
tains a rapidly responding carbon dioxide sensor. This is
generally a sensor that detects the increased absorption of
infrared (IR) radiation by carbon dioxide-containing gas.
Thus, when a sample of expired gas reaches the sensor, an
increase in carbon dioxide content is indicated, while a
decrease in carbon dioxide is seen in samples of air about to
be inspired. There is a delay in response of this instrument
due to the time it takes the gas to be transported through
the tube to the sensor; thus, it is important to have rapid
passage through this tube to minimize this delay. This can
present some problems since the tube must be thin and
flexible and, therefore, offers a relatively high resistance
to the flow of gas. While it is generally not necessary to
have a quantitative measure of carbon dioxide for respira-
tion monitoring, the system can be refined to the point
where it can measure the carbon dioxide content of the
end tidal expired air, which is the gas that actually was
in the alveoli (6).

Temperature Sensor.  Similar sensing systems based
upon temperature variations have also been used to moni-
tor respiration (7). These generally can be divided into
two types: one that measures temperature differences
between inspired and expired air and one that measures
the cooling of a heated probe as inspired or expired air is
transported past it. In both cases, the temperature sensor
of choice is a small, low mass, and therefore fast respond-
ing, thermistor. In the first mode of operation, the ther-
mistor changes its resistance proportionally to the change
in temperature of the air drawn over it. This can then be
electronically detected and processed to determine
respiration rate. It is also possible to heat the thermistor
by an electrical current. Some of this heat will be dis-
sipated convectively by the air passing over the sensor. As
the flow of air over the thermistor increases, more heat
will be drawn from the thermistor, and it will cool to a
lower temperature. Changes in the thermistor’s tempera-
ture can be determined by measuring its electrical resis-
tance. Thus, an electrically heated thermistor will cool
during both inspiration and expiration, and it will become
warmer in the interval between these two phases when air
is not passing over it. This type of anemometer gives a
respiration pattern that appears to be twice the breathing
rate, whereas the unheated thermistor gives a pattern
that is the same as the breathing rate. An important
consideration in using the nasal thermistor for ventilation
measurement is its placement in the flowing air. For
young infants, the sensor package can be taped to the
nose or face so that the thermistor itself is near the center
of one nostril. Another technique is to place a structure
containing two thermistors under the nose so that each
thermistor is under one nostril and expired air flows over
both thermistors.



Nasal temperature sensors, such as thermistors, have
been used for monitoring ventilation in research studies
and for making physiologic recordings in the hospital and
in the laboratory (8). Their advantage is that the electronic
circuit for processing the signal is relatively simple and
inexpensive compared with other techniques. The major
problem of the method is the placement of the thermistor
on the infant and maintaining it in place. Thermistors can
also become covered with mucus or condensed water, which
can greatly reduce their response time. Most investigators
who use this technique prefer the temperature sensing
rather than the flow-detecting mode. The devices can also
be used with radiotelemetry systems to eliminate the wire
between the thermistor on the subject’s face and the
remainder of the monitoring apparatus (9).

Although thermistors have a high sensitivity and can be
realized in a form with very low mass, they are fragile when
in this low mass form and are relatively expensive compo-
nents. Low mass, high surface area resistance temperature
sensors can also be fabricated using thin- and thick-film
temperature sensitive resistors.(10) These can either be
fabricated from metal films with relatively high tempera-
ture coefficients of resistance or more sensitive films of
thermistor materials. Single use disposable sensors have
been produced for use in infant and adult sleep studies as
shown in Figure 2.

Sound Measurement. Air passing over the end of an
open tube generates sound by producing local turbulence.
A miniature microphone at the other end of the tube can
detect this sound, and the level of sound detected is roughly
proportional to the turbulence and, hence, the air flowing
past the open end. Nasal air flow can thus be detected by
placing the open end of the tube in the stream of inspired or
expired air at the nose by taping the tube to the infant’s
face in much the same way as was done for the carbon
dioxide sensor mentioned previously (11). As with the
thermistor anemometer, this technique can detect changes
for both inspired and expired air and will give a pattern
that appears to indicate double the actual respiration rate.
The method has been demonstrated to give efficacious
monitoring results, but can suffer from sensitivity to extra-
neous sounds other than the air passing the open ended
tube. This can lead to incorrect detection of breaths.

Indirect Sensors of Ventilation

There are a wide variety of indirect sensors of ventilation
that can be applied to monitoring in infants. Table 2 lists
some of the principal examples of these various types of
sensors and sensing systems, and those with aspects
unique to neonatal monitoring will be described in the
following paragraphs. The main advantage of the indirect
methods of sensing ventilation is that attachment to the
subject is easier than for the direct measurements and less
likely to interfere with breathing patterns. Of the methods
described in Table 2 and this section, the transthoracic
electrical impedance method is the one used in most pre-
sently available respiration-apnea monitors for both hos-
pital and home use. This, therefore, will be described in
greatest detail in a separate section.
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Figure 2. An example of commercially available thick-film nasal
temperature sensors for measurement of breathing patterns. The
small sensors on the illustration are conventional thermistor
sensors.

The Whole-Body Plethysmograph. This method is used
primarily in pulmonary function testing, and the reader is
referred to the article on this subject for details on the
method. Miniature whole-body plethysmographs have
been designed for use with neonates and infants, but this

Table 2. Indirect Methods of Sensing Breathing and
Ventilation

Transthoracic electrical impedance
Whole-body plethysmograph
Contacting motion sensors
Strain gage
Air-filled capsule or vest
Magnetometer
Inductance respirometry
Noncontacting motion sensors
Motion-sensing pad
Radiation reflection
Variable capacitance sensor
Electromyography
Breath sounds
Intraesophageal pressure
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application is strictly for purposes of research or diagnostic
studies. The technique is not appropriate for routine clin-
ical monitoring.

Contacting Motion Sensors. Breathing effort involves
the movement of different parts of the body for pulmonary
ventilation to occur. Sensors can be placed upon and
attached to an infant to measure this motion. These
contacting motion sensors pick up movements of the chest
and/or abdomen, and there are several different types of
sensors that fall within this category. These are described
in the following sections.

Strain Gage Displacement Sensors. Strain gages mea-
sure small displacements or strain in an electrical con-
ductor by measuring changes in its electrical resistance.
Most strain gages used for general measurements are
made of thin metal foils or wires and are useful for
measuring only very small displacements due to their
very low mechanical compliance. A special type of strain
gage consisting of a compliant, thin-walled, rubber capil-
lary tube filled with mercury was developed by Whitney as
a limb plethysmograph (12). This compliant device can
be placed on the chest or abdomen of an infant such that
breathing movements cause it to stretch and contract
without offering significant mechanical constraint to
the breathing efforts of the infant. By taping the ends
of such a strain gage at different points on the chest or
abdomen such that the gage is slightly stretched, the
changes in electrical resistance of the gage can then be
used to monitor infant breathing movements. Simple
electronic resistance measurement circuitry can be used
for processing the signal.

This technique is used primarily in research and in
some rare cases for in-hospital monitoring and recording
of infant respiration patterns. Its limitations are related to
use of a toxic substance that could escape from the sensor
and put the infant at risk. In addition, the mercury column
frequently becomes interrupted after several days of use,
thereby limiting the sensor’s reliability for infant moni-
toring. Nevertheless, workers who use this sensor for
monitoring purposes are enthusiastic about its reliability
in picking up high quality respiration patterns.

Air-Filled Capsule or Vest. Breathing efforts of an infant
can also be determined for chest or abdominal movements
by a sensor consisting of an air-filled compliant tube, disk,
or entire vest attached around an infant. The tube and disk
can be taped to the infant’s chest or abdomen in a fashion
similar to the strain gage, and the structures will be
stretched or compressed by the infant’s breathing move-
ments. This causes the pressure of the air within to
increase or decrease as a result of volume changes, and
this pressure variation can be measured by coupling the
sensor to a sensitive pressure transducer through a fine-
gage flexible tube. The advantage of this system is that
the sensors on the infant are simple and inexpensive and
thus can be considered disposable devices. Since only air is
contained within the sensors, they are not toxic and are
much more reliable than the mercury strain gages. They
can be produced as inexpensive disposable sensors.

Displacement Magnetometers. The magnetic field from
a permanent magnet or an electromagnet decreases as one
gets farther from the magnet. By placing such a magnet on
an infant’s chest or abdomen with a detector located on the
back of the subject or underneath the infant, differences in
separation between the magnet and the detector can be
sensed as the infant breathes (13). It is important that
such a system be designed so that it will only respond to
breathing movements and will be insensitive to other
movements of the infant. Unfortunately, this is not always
the case, and sensors of this type can respond to infant limb
movement as well as movements between the infant and
the pad upon which it is placed.

Inductance Respirometry. The inductance of a loop of
wire is proportional to the area enclosed by that loop. If a
wire is incorporated in a compliant belt in a zigzag fashion
so that the wire does not interfere with the stretching of
the belt, such a belt can be wrapped around the chest or
abdomen of an infant to form a loop. As the infant inhales
or exhales the area enclosed by this loop will change, and so
the inductance of the loop will also change. These changes
can be measured by appropriate electronic circuits and used
to indicate breathing efforts. Investigators have shown that
the use of such a loop around the chest and the abdomen of an
adult can, when appropriately calibrated, measure tidal
volume as well as respiratory effort (14). Although the system
is simple in concept, realizing it in practice can involve
complicated and therefore costly electronic circuitry (15).
Often as the subject moves to a new position, the calibration
constant relating inductance and volume will change thereby
making the instrument less quantitative, yet still allowing it
to be suitable for qualitative measurements. Variations in
tidal volume measurements using this technology have
been reported by Brooks et al. (16) Since the instrument is
sensitive to inductance changes in the wire loop, anything
in the vicinity of the wire that affects its inductance
also will affect the measurement. Thus, the instrument
can also be sensitive to moving electrical conductors or
other magnetic materials in the vicinity of the infant.

Noncontacting Motion Sensors. Sensors of infant
breathing effort and pulmonary ventilation that detect
breathing movements of the infant without direct patient
contact fit in this category. These sensors can consist of
devices that are placed under the infant or can sense
movement of the infant by means of a remotely located
sensor. A clinician, in effect, is an indirect motion sensor
when he or she determines infant breathing patterns by
watching movements of the chest and abdomen. Devices in
this category have a special appeal for monitoring systems
that are used outside of the hospital, such as instruments
for use in the home. With many of the noncontacting
sensors, the infant-sensor interface can be created by
individuals who do not have specialized training. For
example, the motion sensing pad discussed in the next
paragraph is attached to the infant by simply placing
the infant on top of it in a bassinet or crib.

Motion Sensing Pad. Movements of neonates and
infants can be sensed by a flexible pad that responds to



compression by producing an electrical signal when the
infant is placed on top of the pad. There are two different
forms of this sensor that can be used for motion detection.
The first utilizes a piezoelectric polymer film, polyvinyli-
dene fluoride, that has its surfaces metalized to form
electrical contacts. Depending on the piezoelectric proper-
ties of the film, an electrical signal is produced between the
metalized layers when the polymer is either compressed or
flexed. In the former case, the polymer film and its meta-
lized electrode need only to be packaged in an appropriate
pad structure to be used, while in the latter case the
package must be a little more complex with the polymer
film positioned between two corrugated, flexible layers so
that compression of the structure causes the piezoelectric
polymer to be flexed (17). The second form of the pad uses
an electret material to generate the electrical signal. The
actual pad structure in this case is similar to that for the
piezoelectric material.

The sensitive portion of the motion sensing pad struc-
ture is usually smaller than the overall size of the infant
and is located under the infant’s thoracic and/or lumbar
regions. Infant breathing efforts result in periodic compres-
sion of the pad as the center of mass of the infant shifts
cephalad and caudad with respiratory motion. This gener-
ates aperiodicelectrical signal related to the breathing effort.

The major limitation of the motion sensing pad is its
sensitivity to movements other than those related to
respiratory efforts of the infant. Other body movements
can be picked up by the sensor, and the device can even
respond to movements that are not associated with the
infant at all, such as an adult walking near or bumping the
bassinet or crib, a heavy truck, train, or subway passing
nearby, or even earthquakes.

Radiation Reflection. Electromagnetic radiation in the
microwave range (radar) or ultrasonic radiation (sonar)
can be reflected from the surface of an infant. If this surface
is moving, as, for example, would be the chest or abdominal
wall during breathing efforts, the reflected radiation will
be shifted in frequency according to the Doppler effect. In
some cases the reflected signal’s amplitude will be shifted
as well as a result of this motion. These changes can be
detected and used to sense breathing efforts without actu-
ally contacting the infant. The problem with these methods
is that the movement of any surface that reflects the
radiation will be detected. Body movements of the infant
that are unrelated to respiratory movements can be
detected and mistakenly identified as breathing effort,
and even in some cases movement of objects in the vicinity
of the infant, such as a sheet of paper shifting due to
air currents, will also be detected as infant respiration.
Thus, this type of monitor has the possibility of indicating
apparent breathing activity during periods of apnea if
moving objects other than the infant are within the range
of the radiation sensor. This technique of noncontacting
detection of breathing is not considered to be reliable enough
for routine clinical use, and a commercial device based on
this principle has been withdrawn from the market.

Variable Capacitance Displacement Sensor. A parallel
plate capacitor can be fabricated so that an infant is
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placed between the parallel conducting planes. For exam-
ple, such a capacitor could be formed in an incubator by
having the base upon which the mattress and infant are
placed serving as one plate of the capacitor and having the
second plate just inside the top of the incubator (18). To
maintain good clinical practice, this second plate should
consist of a transparent conductor, such as an indium tin
oxide film, so that it does not interfere with a clinician’s
ability to observe the patient. Since a major component of
the infant’s tissue is water, and water has a relatively
high dielectric constant compared to air, movements of
the infant will produce changes in capacitance between
plates that can be detected by an electronic circuit. Such
changes can be the result of breathing movements by
the infant, but they also can result from other infant
movement or movement of some other materials in the
vicinity of the conducting plates. Therefore, for this sys-
tem to be effective, adequate electrical shielding of the
capacitor is essential. Thus, this indirect motion sensor
suffers from some of the same problems as other sensors in
this classification: the lack of specificity for breathing
movements.

Electromyography. Many different muscles are invol-
ved in breathing activity. The diaphragm is the principal
muscle for pulmonary ventilation, but the accessory mus-
cles of the chest wall including the intercostal muscles are
also involved, Electromyographic activity of the diaphragm
and intercostal muscles can be sensed from electrodes on
the chest surface. By measuring these signals, one can
determine if respiratory efforts are being made, although
such measurements cannot be quantitative with regard to
the extent of the effort or the volume of gas moved (19).
Unfortunately, other muscles in the vicinity of the elec-
trodes that are not involved in breathing also produce
electromyographic signals. These signals can severely
interfere with those associated with respiration, and this
is especially true when the infant is moving. This repre-
sents a serious limitation of this method for clinical infant
respiration monitoring.

Breath Sounds. Listening to chest sounds through a
stethoscope is an important method of physical diagnosis
for assessing breathing. The technique can be used for
infant monitoring by placing a microphone over the chest
or trachea at the base of the neck and processing the
electrical signals from this sensor. In addition to the sounds
associated with air transport and ventilation, the micro-
phone will pick up other sounds in the body and the
environment. Thus, for this type of monitoring to be
efficacious, it must be done in a quiet environment. This
puts a serious constraint on the practical use of this tech-
nique, and it has only been used in limited experimental
protocols.

Intraesophageal Pressure. The pressure within the
thorax decreases with inspiratory effort and increases
with expiratory effort. These changes can be measured
by placing a miniature pressure sensor in the thoracic
portion of the esophagus or by placing a small balloon at
this point and coupling the balloon to an external pressure
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transducer through a small diameter flexible tube. While
this method is invasive, it is not considered a direct
method since there is no contact with the flowing air.

An important aspect of intraesophageal pressure
measurement is that it represents a standard method that
is accepted by physiologists as a measure of respiratory
effort. Thus, by combining intraesophageal pressure
measurement and the pneumotachograph, one is able to
monitor both gas flow and breathing effort. Although both
of these methods are generally too complicated for clinical
monitoring, they can be used in conjunction with other
monitoring methods described in this article as standards
against which to assess the other devices.

Transthoracic Electrical Impedance. The electrical impe-
dance across the chest undergoes small variations that are
associated with respiratory effort. The measurement of
these variations is the basis of the most frequently used
infant respiration and apnea monitoring technique. The
following section describes the basic principle of operation,
the methods of signal processing, and sources of error for
this technique.

RESPIRATION MONITORING BY TRANSTHORACIC
ELECTRICAL IMPEDANCE

The chest contains many different materials ranging from
bone to air. Each of these materials has its own electrical
properties and of its own unique location in the thorax. One
can roughly represent a cross section of the infant chest as
shown in Fig. 3, where the major components consist of
chest wall, lungs, heart, and major blood vessels. The
various tissues contained in these structures range in
electrical conductivity from blood, which is a relatively
good conductor, to air, which is an insulator. Both of these
materials in the thoracic cavity show a change in volume
with time over the cardiac and breathing cycles. Blood
varies in volume over the cardiac cycle due to changes in
the amount of blood in the heart and the vascular compart-
ments. Air undergoes wide volume changes in the lungs
during normal breathing. Thus, the electrical impedance of
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Figure 3. Cross-sectional view of the thorax of an infant showing
the current distribution from electrodes placed on the chest wall
and excited by a transthoracic impedance type of apnea monitor.

the lungs and heart will change as the volume of air and
blood in each, respectively, changes. If we want to measure
the impedance variation due to these volume changes, this
can be done by placing electrodes on the surface of each
structure. If it were practical to do this, we would see large
changes in impedance as the volumes of the respective
structures change. Unfortunately, it is not possible to
place electrodes on the structures that are to be measured
and so these large impedance differences are not seen in
practice.

Electrodes must be placed upon the surface of the
skin for practical electrical impedance measurements on
infants. Most of the current passing between the electrodes
will travel through the chest wall and will not pass through
the heart and lungs because of the low resistivity of the
tissues in the chest wall. Thus, the changes in impedance of
the heart and lungs will only represent a small proportion
of the impedance measured between the electrodes. Fig. 3
schematically illustrates the relative distribution of the
current through the chest when electrodes are placed on
the midclavicular lines at the fourth intercostal space. It
is seen that most of the current is conducted along the
chest wall, so the chest wall impedance will dominate any
measurement.

The actual impedance measured by the monitor consists
of more than just the impedance between the electrodes
on the chest surface. Since an ac electrical signal is need-
ed to measure the impedance, this signal will affect the
measurement as well. Generally, a signal in the frequency
range from 20-100 kHz is used. At these frequencies,
impedances associated with the electrode, the interface
between the electrode and the body, and the lead wires
contribute to the measured value along with the actual
transthoracic impedance. This is illustrated schematically
in Fig. 4. The actual impedances for each block are depen-
dent upon the excitation frequency and the actual struc-
tures used, but for most clinical applications the net
impedance seen by the monitoring circuit is nominally
500 Q. Of this, the variation associated with respiration is
generally no > 2 () and frequently even less. The impedance
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Figure 4. Block diagram of the various impedances seen at the
terminals of a transthoracic electrical impedance apnea monitor
looking along the lead wires to the patient.



Figure 5. An example of cardiogenic artifact on infant respiration
signals from a transthoracic impedance type of monitor illustrating
cardiogenic artifact during apnea.

variation associated with the beating heart can be of
the same magnitude, although it is generally a little less.
Thus, it is seen that a fundamental problem in the indirect
measurement of respiration by the transthoracic impe-
dance method is the relatively small changes in impedance
associated with the measurement.

To further complicate the situation, each of the non-
thoracic impedance components of the circuit illustrated in
Fig. 4 can vary in electrical impedance by at least as much
if not more than the variation due to respiration. The
impedance between the electrode and the infant’s skin is
strongly dependent on the electrode—skin interface. As
electrodes move with respect to the skin, this impedance
can vary by amounts much > 2 Q. This is also strongly
dependent on the type of electrode used and the method
that electrically couples it to the skin.

Cardiogenic Artifact

The volume of the heart varies during the cardiac cycle,
and so the contribution of the blood to the overall

NEONATAL MONITORING 19

transthoracic impedance will change from systole to dia-
stole. To a lesser extent the vascular component of the
chest wall and lungs will also change in blood volume
during the cardiac cycle, and this will have some influence
on the transthoracic impedance as well, Cardiogenic arti-
fact is illustrated in Fig. 5, which shows a recording of
transthoracic impedance from an infant during breathing
and during a period of apnea. The cardiogenic artifact is
best seen during the apnea, where it appears as a smaller
impedance variation occurring at the heart rate. This can
be seen by comparing the impedance waveform with a
simultaneously recorded electrocardiogram. One notes
that the cardiogenic artifact is also present during the
breathing activity and appears as a modulation of the
respiration waveform.

In the example in Fig. 5 the cardiogenic artifact is
relatively small compared to the impedance changes due
to breathing, and it is possible to visually differentiate
between breathing and apnea by observing this recording.
This is not always the case when recording transthoracic
impedance as Fig. 6 illustrates. Here one observes periods
of breathing and apnea with much stronger cardiogenic
artifact. It is difficult to determine what impedance varia-
tions are due to breathing and what are due to cardio-
vascular sources. It is only possible to identify periods of
respiration and artifact when the recording is compared
with a simultaneous recording of respiration from a
recording of abdominal wall movement using a strain
gage as shown in Fig. 6. Note that in the case of the
impedance signal in this figure, the cardiogenic artifact
has two components during each cardiac cycle.

Figure 6. High amplitude cardio-
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Figure 7. Functional block diagram of a transthoracic impedance
infant apnea monitor.

Signal Processing

The electrical signals from the electrical impedance sensor,
or any of the other respiration sensors, must be processed
to recognize breathing activity and to determine when
apnea is present. Different sensors require processors of
differing complexity because of different signal character-
istics, but the general method of signal processing is the
same no matter what sensor is used. The signal processing
associated with the electrical impedance method of apnea
monitoring will be described in the following paragraphs,
since it is one of the most complex as well as most highly
developed monitoring systems.

A block diagram of the generalized sections of a trans-
thoracic electrical impedance type of apnea monitor is
shown in Fig. 7. The basic functions of the system can
be broken down into impedance measurement, breath
detection, artifact rejection, apnea identification, and
alarm functions. Each of these can be carried out with
varying degrees of complexity, and sophisticated signal
processing techniques can be used to get the most informa-
tion out of a less than optimal signal.

A signal generator in the impedance measurement
portion of the system produces the excitation signal that
is applied to the electrodes. This can either be a sinu-
soidal or a square wave, and frequently will have a high
source impedance so that it behaves as though it was
generated by a constant current amplitude source. Pas-
sing this current through the lead wire—electrode—body
system causes a voltage amplitude proportional to its
impedance to appear at the monitor input. Variations in
this voltage reflect the variation in impedance. It is
therefore important that the current amplitude of the
excitation signal remain constant during a measure-
ment. Excitation signal frequency is chosen to be in
the range of 20—100 kHz so that electrode—body interface
impedances are relatively low, thereby producing less
artifact. Detection of individual breaths from a complex
breathing signal represents a major task for the respiration
monitor. While the design of electronic circuits to carry out
such a function on a regular, noise-free, nearly constant
amplitude respiration signal such as seen in Fig. 8a presents
no problem; very often the respiration waveform is much
more complicated and not so easily interpreted, asillustrated
in Fig. 8b. Cardiogenic artifact also helps to complicate the
signal detection problem since in some cases it can masquer-
ade as a breath. Some of the basic methods of identifying
breaths are listed in the following paragraphs. Often indivi-
dual monitors will use more than one of these in various
unique signal processing algorithms.

Fixed Threshold Detection. A breath can be indicated
every time the respiration signal crosses a predetermined
fixed threshold level. It is important to carefully choose this
level so that nearly all breaths cross the threshold, but
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Figure 8. Typical infant respiration sig-
nals obtained from infant apnea monitors.
(a) Thetop traceillustrates a relatively quiet
signal that can be processed to determine
respiration rate and apnea. (b) The bottom
trace is a typical example of a noisy signal
resulting from infant movement. In this case
it would not be easy to determine respiration
rate.
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practically no noise or artifact does. Figure 9a illustrates
the basic threshold breath indicator system in which a
breath is indicated whenever the signal is greater than
the threshold level.

Automatic Gain Control. The fixed threshold method of
detection can be improved by preceding the threshold
detector with an amplifier that has an automatic gain
control. In this way the weaker signals are amplified more
than the stronger ones so that all signals appearing at
the fixed threshold detector circuit have roughly the same
amplitude and will be detected. Although this method
makes the fixed threshold detection scheme more reliable,
there is also the possibility that noise or cardiogenic artifact
will be amplified until it is strong enough to masquerade
as a breath during periods of apnea thereby causing the
monitor to fail to identify the apnea.

Adaptive Threshold Detection. A variable threshold
level can be set by the monitor based upon a prepro-
grammed algorithm. One common example of this is to
have the monitor determine the threshold level based upon
the amplitude of the previous breath. This is illustrated in
Fig. 9b, where the threshold is set at 80% of the peak
amplitude of the previously detected breath. Since this
threshold may still be too high if the previous breath
had a large amplitude and subsequent breaths were of a
relatively low amplitude, this threshold is not fixed, but
rather it slowly decreases so that eventually a breath will
be detected and the threshold level can be reset. The risk
with this type of system is that the threshold will even-
tually get low enough to detect noise or cardiogenic artifact
during an apnea resulting in a breath detected in error.
Thus, the algorithm for this adaptive system must have
minimum threshold levels that are still well above the
noise or cardiogenic artifact level for it to work effectively.

Figure 9. Three identical respiration
signals in which different methods of
detecting a breath are used. The arrows
indicate when the apnea monitor would
detect a breath for each method. (a) Fixed
threshold detection, note missing breath
when signal fails to cross a threshold.
(b) Adaptive variable threshold detection,
note that breaths can be missed with this
method when the amplitude from one breath
to the next is significantly different. (c) Peak
detector, note that this method can result in
double breath detection for signals with
multiple peaks.

Peak Detector. This circuit recognizes the maximum
value of a signal over a short interval of time regardless of
the overall amplitude of that signal. The way that a peak
detector detects the breaths from a typical respiration
waveform is illustrated in Fig. 9c. The basic peak detector
can recognize more than one peak in a complex respiration
wave. This can give errors if the monitor isused to determine
respiration rate. Again, by adding complexity to the signal
processing algorithm, this type of error can be greatly
reduced.

Filtering. Frequency spectral analysis of infant respira-
tion signals shows that most of the information is contained
in the frequency band of 0-6 Hz, and in many cases the
band is even narrower (20). Since artifactual signals can
exist both within and outside of this frequency range, most
apnea monitors filter the respiration signals so that only
the frequencies containing information are processed. The
type of filtering used depends on the particular monitor
design, but any process of filtering can distort the wave-
forms and may itself introduce artifact. This is especially
true when high pass filtering is used to remove the base-
line. Thus, filtering can affect the performance of the
breath detection method used in the instrument.

Although filtering is an important aspect of the breath
detection circuitry, it can in some cases cause motion
artifact to begin to look similar to a respiration signal
and thus allow the detection circuit to recognize artifact
as a breath. Often under the best conditions it is difficult to
discriminate between artifact and true breathing signals,
and the filtering only further complicates this problem.
Nevertheless, without filtering breath detection would be
much more difficult.

Pattern Recognition. Computer technology allows algo-
rithms for recognizing various features of the respiration
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waveform to be applied for breath detection in infant
respiration monitors. Features, such as threshold crossing,
peaks and valleys, slopes, amplitudes, width, and interval
of a respiration wave can be readily detected. More sophis-
ticated algorithms can be trained to recognize breaths that
are similar in appearance to preprogrammed waveforms or
based on the appearance of previous breaths for a parti-
cular patient. Another important aspect of computer recog-
nition of patterns is that the computer can be programmed
to ask various questions: Is the measured value physiolo-
gically possible? Does the waveform look more like artifact
than information? Is the rate too fast? Does the signal
correspond too closely to the cardiac cycle so that it might
be cardiogenic artifact? Is there more than one peak per
breath? All of these techniques of breath detection have
advantages and disadvantages for infant monitoring. Each
technique, however, imposes constraints on the signal
that determine whether it will also detect artifact or miss
some true breaths. Even the most sophisticated computer
methods suffer from faults such as these and present
limitations in breath detection.

Cardiogenic Artifact Rejection. Although cardiogenic
artifact represents a major problem when breathing efforts
are measured by the transthoracic electrical impedance
method, this interference can be seen at times in the output
of other indirect sensors of respiration as well. Usually,
for these other sensors this artifact is small and does not
pose any problem in breath or apnea recognition. Several
methods have been used to reduce the problems associated
with cardiogenic artifact in the transthoracic electrical
impedance type of apnea monitor. Cardiogenic artifact
occurs at the heart frequency and its harmonics, which
can be different from the periodicity of the respiration
signal. In infants the heart rate is usually higher than
the respiration rate, although this is not always the case
since infants can breath quite rapidly. If the respiration
signal containing cardiogenic artifact is passed through a
low pass filter having a cutoff frequency that is higher than
the expected respiration rates but lower than the heart
rates likely to be encountered, much of the cardiogenic
artifact can be removed without seriously distorting the
respiration signal. The problem with this approach is the
selection of a cutoff frequency for the filter. It is generally
not possible to find a frequency that is greater than the
maximum respiration rate yet less than the minimum
heart rate for small infants. Estimated values of such a
frequency have to be changed according to the age of the
infant, and since bradycardia can be associated with apnea,
it is possible that the heart frequency will drop below the
filter cutoff frequency during times of apnea, allowing
cardiogenic artifact to get into the respiration channel just
at the very time when it should be avoided.

The approach of using a filter, however, has merit if the
above limitations can be taken into consideration in the
design of the filtering system. Although there is no way that
a filter can be useful when the heart rate is less than the
respiration rate, the filter can help if its cutoff frequency is
based upon the apparent respiration and heart rates of the
infant. Such adaptive filtering techniques have been suc-
cessfully used to minimize the effects of cardiogenic artifact.

Since most transthoracic electrical impedance apnea
monitors also determine heart rate from the electrocardio-
gram, this cardiac signal can be used to help identify when
a respiration signal consists primarily of cardiogenic arti-
fact. The temporal relationship between the cardiogenic
artifact and the electrocardiogram should be constant since
both come from the same source. If the respiration signal
consists only of cardiogenic artifact, as would be the case
during a period of apnea, it is possible to identify the fixed
temporal relationship between the signal and the electro-
cardiogram and therefore reject the signal from being
accidentally detected as a breath. The only limitation with
this technique is that in rare cases the infant can breath at
the same rate as the heart is beating, and the monitor
would indicate that an apnea had occurred when in fact it
had not.

COMBINATION TRANSTHORACIC IMPEDANCE AND
CARDIAC MONITORS

Most commercially available infant apnea monitors take
advantage of the fact that the same sensor system, a set of
biopotential electrodes, can be used for both transthoracic
electrical impedance respiration monitoring and cardiac
monitoring. Since the excitation signal for transthoracic
impedance monitoring has a frequency of 20 kHz or greater
and the highest frequency component of the infant elec-
trocardiogram is < 200 Hz, the excitation signal can be
applied to the same electrodes used for obtaining the
electrocardiogram. By connecting a low pass filter between
the electrodes and the heart rate monitor circuit, this
excitation signal can be kept out of the cardiac monitor,
and a bandpass filter in the respiration monitor centered at
the excitation signal frequency will keep the electrocardio-
gram and biopotential motion artifact out of the transthor-
acic impedance monitor circuit.

The combination of respiration and heart rate monitor-
ing in a single instrument helps to identify life-threatening
events. If for some reason the respiration monitor fails to
recognize prolonged apneas, bradycardia will often be
associated with such episodes, and the heart rate monitor
will recognize the reduced heart rate and set off an alarm.

MEASUREMENT OF BLOOD GASES

Blood gases refer to the oxygen and carbon dioxide trans-
ported by the blood. Acid—base balance is also included in
discussions of blood gases since it is closely related to
respiratory and metabolic status. Thus, measurements of
blood gases are frequently combined with measurements
of blood pH. There are invasive and noninvasive methods
of measuring blood gases. Both can be used for hospital
monitoring of critically ill infants. The principal methods
that are used are described in this section.

Invasive Methods

Invasive blood-gas measurement techniques involve direct
contact with the circulatory system so that blood samples
can be drawn and measured in a laboratory analyzer or a



miniature sensor can be placed within the blood stream for
continuous measurements. Some of these methods are
described in the following paragraphs.

Intraarterial Catheter. The newly born infant has an
advantage over other medical patients in that the vessels of
the umbilical cord stump can accept a catheter for several
hours after birth. Thus, it is possible to introduce a fine-
gage, flexible, soft catheter into an umbilical artery of a
cardiac or respiratory compromised infant and advance the
tip into the aorta so that samples of central arterial blood
can be obtained for analysis. Blood samples with a volume
of only 50 wL can be analyzed for pH, Pg,, and Pco, by
means of specially designed miniaturized versions of
standard analytical chemistry sensors of these variables.
Such microblood analyzers are also used for analyzing fetal
scalp blood samples. It is important in neonatal applica-
tions that only microblood analyzers be used since the total
blood volume of very small infants is limited. Since an
infant’s blood gas status can be labile, it is often necessary
to draw many blood samples during the clinical course of
care, thus significant blood loss can occur unless very small
samples are taken.

Microblood analyzers generally use the inverted glass
electrode for pH measurement, a miniaturized Clark elec-
trode for Po, measurement, and a miniaturized version
of the Stowe—Severinghaus sensor for P, . The technology
of microblood gas analyzers is well developed, and devices
perform reliably in the intensive care situation. Instru-
mentation is frequently located within the neonatal inten-
sive care unit itself, and respiratory therapists for collecting
samples and carrying out the analyses as well as calibrat-
ing and maintaining the analyzers serve round the clock.

The major limitation of this sampling technique is that
the sample only represents the blood gas status at the time
it was taken. Thus, frequent samples must be taken during
periods when variations can occur to track these varia-
tions, and even with microblood analyzers this can some-
times result in significant blood loss for very small infants.
If the method for drawing the blood sample from the infant
is stressful, such as a painful vascular puncture or heel
stick, the blood gases of the sample will probably not reflect
the quiescent status of the patient. As a matter of fact the
very act of obtaining the blood sample may be of some risk
to the infant since it can temporarily increase hypoxia (21).

The umbilical vessel canulation is not without problems
itself. In placing the catheters, one must be careful not to
damage the lining of the vessels or perforate a vascular
wall resulting in severe bleeding or hemorrhage. Catheters
must be made of materials that do not promote thrombosis
formation. When catheters are not used for drawing blood,
they must be filled with a physiological solution containing
an anticoagulant such as Heparin so that blood that
diffuses into the tip of the catheter does not clot. Any
thrombi formed on the catheter wall or within its lumen
can break off and cause embolisms further downstream.
For arterial catheters this can be in the blood supply to
the lower periphery of the infant, and it is possible to see
under perfused feet in infants having an umbilical artery
catheter. Catheters in the umbilical vein or peripheral
veins can also produce emboli. In this case the clots are
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returned to the right side of the heart and can go on to
produce pulmonary emboli.

Peripheral Blood Samples. Although it is frequently
possible to introduce a catheter into an umbilical artery
in a newly born infant, this is not always the case, or the
need for blood gas monitoring may not arise until the
infant is sufficiently old that the umbilical vasculature
has permanently closed. In this case it is necessary to
canulate a peripheral artery to obtain frequent arterial
blood samples. On very small infants this is no minor task
since these vessels are very small and difficult to canulate
transcutaneously.

An alternative to drawing an arterial blood sample is to
take a sample of capillary blood from the skin under
conditions where the capillary blood flow has been signifi-
cantly increased so that the capillary blood appears to be
similar to peripheral arterial blood. This can be done, for
example, in the heel by first warming an infant’s lower leg
and foot by wrapping it with warm, wet towels. A blood
sample of sufficient size for a microblood analyzer can then
be obtained by making a small skin incision with a lancet
and collecting the blood sample in a capillary tube in a
fashion similar to the technique for obtaining a fetal scalp
blood sample (see FETAL MONITORING). Although this
technique is not as reliable as sampling from an umbilical
artery catheter, it can be used when only a single blood
sample is desired and an umbilical catheter would be
inappropriate or where it is not possible to place such a
catheter. An important limitation of the technique is that
the infant’s heels can become quite bruised when frequent
samples are required and suitable locations for additional
samples might no longer be available. When frequent
samples are required, it is generally better to attempt
canulation of a peripheral artery.

Internal Sensors. Blood gases can be continuously
monitored from invasive sensors. Generally, these sensors
are incorporated into umbilical artery catheters (22), but
tissue measurements have also been demonstrated (23).
The most frequently applied technique involves the incor-
poration of an amperometric oxygen sensor into a catheter
system. This can be done either by incorporation of the
sensor within the wall of the catheter, by using a double
lumen catheter with the sensor in one lumen and the
second lumen available for blood samples or infusion, or
by using a conventional single lumen catheter with a
sensor probe that can be introduced through the lumen
so that the sensor projects beyond the distal tip of the
catheter.

Oximetry, the measurement of hemoglobin oxygen
saturation, can be carried out continuously by means of
optical sensors coupled to intravascular catheters or
probes. Optical fibers can be incorporated in the wall of
a catheter or in an intraluminal probe and used to conduct
light to the catheter’s distal tip. The light illuminates the
blood in the vicinity of the catheter tip, and an adjacent
fiber or bundle of fibers collects the backscattered light and
conducts it to a photo detector where its intensity is mea-
sured. By alternately illuminating the blood with light of
two or more different wavelengths, one of which is close to
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an isosbestic point, and measuring the backscattered light,
it is possible to determine the hemoglobin oxygen satura-
tion in the same way as done in laboratory instruments for
in vitro samples.

Advantages and Disadvantages of Invasive Techniques.
The methods described in the previous sections represent
direct measurements in that the sensor that is used is in
direct contact with the body fluid, usually blood, being
measured. This direct contact improves the possibility of
accurate measurements. When the sensor is not located in
the blood itself but is used to measure samples of blood
drawn from the patient, instruments can be frequently
calibrated using laboratory standards. Sensors that are
used within blood or other tissues have the requirement
that they must be small enough to fit in the tissue with
minimal damage, either as a part of a catheter or some
other probe. The miniaturization process must not com-
promise accuracy or reproducibility. In cases where micro-
electronic technology can be used to miniaturize the
structures, reproducibility can even be improved in the
mass-produced miniature devices as compared to their
piece-by-piece-produced larger counterparts. The continu-
ous invasive sensors are also limited in where and when
they can be applied. While the umbilical arteries are con-
venient conduits to the central arterial circulation, they are
only patent for a few hours after birth in most newborn
infants. Following this time it is very difficult to obtain
arterial samples since other vessels must be used. The use
of intravascular sensors, and those in tissue as well, also
increases the risk of infection and mechanical damage.
Care must be taken with intraarterial sensors to avoid
serious hemorrhage due to system components becoming
disconnected.

Noninvasive Methods

In noninvasive measurement of blood gases, there is no
direct contact between the blood or other tissue being
measured and the sensor. In this way there is usually less
risk to the patient and the technique is easier to apply
clinically. The major noninvasive methods used in neonatal
monitoring are now described.

Transcutaneous Blood Gas Tension Measurement. One of
the major advances in neonatal intensive care monitoring
technology was the development of transcutaneous blood
gas measurement instrumentation. This allowed the oxy-
gen tension and later the carbon dioxide tension of infants
at risk to be continuously monitored without invading
the circulatory system (24). These methods make use of
a heated sensor placed on the infant’s skin that measures
the partial pressures of oxygen or carbon dioxide of the
blood circulating in the dermal capillary loops under the
sensor. The heating of the skin to temperatures of 44 °C
arterializes the capillary blood in a manner similar to that
used for obtaining capillary blood samples with heel sticks.
Although the heating of the blood increases the blood gas
tensions in the capillary blood, oxygen consumption by the
viable epidermis surrounding the capillaries and diffu-
sional drops through the skin compensate for this increase

resulting in good correlations between the transcuta-
neously measured blood gas tensions and those determined
from arterial blood samples in neonates. Sensors can be left
in place on neonates for up to four hours, but for longer
periods of time it is recommended to move the sensor to a
new location to avoid tissue damage due to the elevated
temperature. Multiple sensors have been developed in
which the heating element is switched between several
sensors in the same package periodically so that the overall
sensor can be left in place for longer periods of time without
producing damage (25).

Although transcutaneous instrumentation can give
good correlations between transcutaneous and central
arterial blood gas measurements in neonates, it would
be misleading to suggest that the transcutaneous instru-
ment is measuring the same thing as is measured from
arterial blood samples. Indeed in infants with unimpaired
circulatory status, the transcutaneous blood gases and
those in the central circulation are similar; however, when
there is cardiovascular compromise, heating of the sensor
can no longer completely arterialize the capillary blood,
and there are significant differences between the transcu-
taneous and central measurements. Thus, when one makes
both transcutaneous and central measurements, differ-
ences can be used as a means of identifying shock-related
conditions (26).

Transcutaneous Mass Spectrometry. Another noninva-
sive method for measuring blood gas tensions involves the
use of a transcutaneous mass spectrometer (27). A sensor
similar to the transcutaneous blood gas sensor in that it
contains a heater to arterialize the capillary blood under it
is made of a gas-permeable membrane in contact with the
skin. This is connected to the mass spectrometer instru-
ment through a fine-bore flexible tube through which an
inert carrier gas is circulated to bring the gases that diffuse
from the skin into the sensor to the instrument. (For details
of this instrument see MASS SPECTROMETERS IN
MEDICAL MONITORING). At the present time, mass
spectrometry instruments are far more expensive than
instruments for electrochemically determining the trans-
cutaneous blood gas tensions. The advantage of the mass
spectrometer, however, is that it can simultaneously mea-
sure more than a single blood gas component. It can also
measure other gases in the blood stream, such as anes-
thetic agents or special tracers.

Pulse Oximetry. The use of optical techniques to deter-
mine the hemoglobin oxygen saturation in blood is well
known and is the basis for routine clinical laboratory
instrumentation along with the fiber optic catheter oximeter
described in the previous section on internal sensors.
Oximeters have also been developed for measuring the
oxygen saturation transcutaneously. Initial devices mea-
sured the continuous steady-state reflection of light of
different wavelengths from the surface of the skin. Pig-
mentation of the skin, unfortunately, limited this techni-
que to qualitative measurements unless the instrument
was specifically calibrated to a particular individual at a
particular site. Upon examining the backscattered optical
signal from the skin, one can notice a small pulsatile



component at the heart rate. This is due to the changing
blood volume in the capillary beds reflecting the light, and
it can be seen for transmitted light as well. By looking at
this pulsatile component of the transmitted or reflected
light, it is possible to measure only the effect of each fresh
bolus of blood entering the capillary bed at systole. This
allows the principle of oximetry to be adapted to the
transcutaneous measurement of arterial blood hemoglobin
oxygen saturation (28). This technique is used for continu-
ously monitoring tissues that can be transilluminated,
such as the hand, foot, fingers, toes, ears, and nasal sep-
tum. These pulse oximeters have the added advantage that
in most applications it is not necessary to arterialize the
capillary blood by heating; thus, sensors can be left in place
for longer periods of time without risk of tissue injury.

Pulse oximeters have rapidly achieved a major role in
neonatal and adult intensive care medicine. It is important
to point out that oximetry differs from oxygen tension
measurement in that it tells how much oxygen is carried
by the hemoglobin. To know total oxygen transport one
needs to know the amount of hemoglobin in the blood as
well as the profusion of the tissue in question. Thus,
oximetry can with some additional data be quite useful
in determining whether adequate amounts of oxygen are
being supplied to vital tissues. There is one aspect of neonatal
monitoring, however, where oximetry is of little assistance.
The condition, known as retinopathy of prematurity, is found
in premature infants and thought to be related to the newly
formed capillariesin the retina, which are exposed to blood of
elevated oxygen tension in infants who are receiving oxygen
therapy. An important aspect of oxygen monitoring in pre-
mature infants is to determine if the arterial blood oxygen
tension becomes elevated, so that the amount of oxygen that
the infant breathes can be reduced to protect the eyes. If
retinopathy of prematurity occurs as a result of elevated
oxygen tensions, blindness can result. Thus, to truly protect
the patient from this condition, one must measure oxygen
tension not hemoglobin oxygen saturation.

Pulse oximeters in routine clinical use are primarily
based on the the transmission mode of operation, although
backscatter oximeters have also been developed (29,30).
The clinical instruments, therefore, are limited in terms
of where they can be attached to the subject. Generally,
these positions are found on the periphery and are,
unfortunately, the first to experience diminished circula-
tion under shock or preshock conditions. Another limita-
tion of currently available pulse oximeters is their great
sensitivity to motion artifact. Signal processing algorithms
have been developed to reduce the effect of motion on the
pulse oximetry signal and to detect motion artifact and
prevent it from being indicated as data (31). Nevertheless,
since the oxygen saturation values presented represent
averages over several heartbeats, movement can result
in an apparent decrease in oxygen saturation that in fact
has not occurred.

TEMPERATURE MONITORING

An important aspect of treating premature infants is to the
maintenance of their thermal environment. A premature

NEONATAL MONITORING 25

infant is not well adapted to extrauterine life, and its
temperature control system is not fully developed since
it normally would be in a temperature regulated environ-
ment in the uterus. Thus, an artificial environment must
be provided to help the neonate control its body tempera-
ture. This environment is in the form of convective incu-
bators and radiant warmers. Another reason for providing
an elevated temperature environment for premature
infants is that very often these infants suffer from pro-
blems of the respiratory system that limit the amount of
oxygen that can be transported to the blood by the lungs.
This oxygen is utilized in the metabolic processes of the
infant, and among these are the generation of heat to
maintain body temperature. By placing the infant in an
environment at a temperature greater than normal room
temperature, less energy needs to be expended for thermal
regulation. A neutral thermal environment can be found
where the temperature and relative humidity are such that
the infant utilizes a minimum amount of energy to main-
tain its temperature, and oxygen and nutritional sub-
strates that would normally go into heat generation can
be utilized for metabolic processes related to growth and
development. Thus, to maintain this environment, it is
necessary to monitor both the temperature of the infant
and that of the environment.

Temperature monitoring instrumentation in the nursery
is relatively straightforward. The sensor is a thermistor
that can be in one of two basic forms, an internal probe or a
surface probe. The former consists of a semiflexible lead
wire with a thermistor mounted at its distal tip. An elec-
trically insulating polymer with good thermal conductivity
covers the thermistor and is contiguous with the lead wire
insulation. This probe can be placed rectally to give a
neonatal core temperature measurement. The surface
probe is a disk-shaped thermistor ~ 6 mm in diameter
with lead wires coming out in a radial direction. The
sensitive surface of the probe is metallic and is in intimate
contact with the thermistor, while the other surface of the
probe is covered with a thermally insulating polymer so
that the thermistor is well coupled to the infant surface it
contacts through the metal but poorly coupled to the
environmental air. The surface temperature measured is
not necessarily the same as core temperature and is
strongly dependent on the infant’s environment. Often
the surface mounted probe is placed over the liver since
this organ is highly perfused and is close to the skin surface
in small infants. To aid and maintain a good thermal
contact between the surface probe and the infant skin,
the lead wires, especially near the probe, should be highly
flexible so that the wires do not tend to force the thermistor
to come loose from the skin as the infant moves. As was
mentioned for surface mounted biopotential electrodes, the
skin of premature infants is sensitive to many factors, and
strong adhesive can produce severe irritation. Weaker adhe-
sives, however, can allow the thermistor to come off, and the
use of flexible lead wires greatly reduces this tendency.

The remainder of the instrumentation in temperature
monitoring devices is straightforward. An electronic circuit
senses the resistance of the thermistor and converts this to
a display of its temperature. In some cases alarm circuits
are incorporated in the monitors to indicate when the



26 NEONATAL MONITORING

Thermistor on infant

O YO

[ Blower ] I Heater }
Temperature Proportional High-
measurement control - temperature
circuit circuit protection
Temperature pSoier"(n f
indicator control

Figure 10. A servo-temperature control system for incubator
temperature directed toward maintaining infants at a preset
temperature.

temperature lies outside of a preset range. Temperature
instruments are used not only for indicating infant surface
and core temperatures, but also for the control of incuba-
tor or radiant warmer temperature. Although convective
incubators have internal control systems to maintain
the air temperature at a preset point, the purpose of
the incubator is not as an air temperature controller.
Instead the incubator is used to maintain the infant’s body
temperature at a certain point and to minimize thermal
losses from the infant. For this reason some incubators
have servo systems that control incubator temperature
based on infant temperature rather than air temperature.
A block diagram of such a system is illustrated in Fig. 10.
Here a thermistor is the sensor and is positioned on the
infant’s skin or internally. If a radiant warmer is used, it is
important that any surface mounted thermistor is not in
the radiant field and thus directly heated by the warmer.
Frequently thermistors are covered with an insulating disk
that has a highly reflective outer surface of aluminum foil
so that no direct radiant energy from the heater falls on the
thermistor. An electronic circuit determines the thermistor
resistance, and hence, its temperature, which is assumed
to be equivalent to the infant’s temperature. This drives a
control circuit that provides proportional control to the
heating element of the convective or radiant source. In
some cases integrating and differential control is added to
the system for optimal response. Additional safety circuits
are included in the system to prevent it from overheating or
underheating, both of which are undesirable for the infant.
The final block of the system is the heater itself. The control
system must take into account the time response of this
element so as to provide optimal control. An indicator is
frequently included in the system to show infant tempera-
ture and heater status.

PRESSURE MEASUREMENT

The measurement of the pressure in fluids is important in
many aspects of medical care. This is especially true in

neonatal monitoring, and instrumentation for the inter-
mittent or continuous measurement of blood pressure is
frequently used in the intensive care unit. There are also
situations where the monitoring of intracranial pressure is
important in the care of infants. Instrumentation for mea-
suring these pressures is similar to other monitoring
instrumentation described in this article in that measure-
ments can be made by direct and indirect means. These are
described in the following paragraphs.

Blood Pressure

The direct measurement of blood pressure consists of
coupling the arterial or venous circulations to a pressure
transducer that is connected to an electronic instru-
ment for signal processing, display, and recording.
The direct methods used are similar to those used in adult
intensive care (see BLOOD PRESSURE MEASURE-
MENT). Generally, measurements are only made on the
arterial circulation, and wherever possible an umbilical
artery is used for access to this circulation. An umbilical
artery catheter, such as described in the section on direct
measurement of blood gases, is filled with a physiologic
saline solution containing an anticoagulant. The proximal
end of this catheter is connected to an external pressure
sensor that is positioned in the incubator near the infant.
This is usually a disposable semiconductor pressure sensor
that is used only on a single infant and then discarded so
that there is no risk of cross-contamination from one
patient.

Indirect blood pressure monitoring in the neonate pre-
sents special problems not seen in the adult. It is generally
not possible to measure an infant’s blood pressure using a
sphygmomanometer and the auscultation technique
because Korotkoff sounds cannot be detected. Thus other,
more complicated methods of indirectly measuring blood
pressure must be used. If a sphygmomanometer cuff
around a limb is still employed, it is important to use
the correct size of cuff for the infant being studied. The
width of the cuff should be from 45 to 70% of the limb
circumference (32). Cuffs of several different sizes are,
therefore, available for use with infants. These frequently
are inexpensive disposable cuffs designed for use with a
single infant.

Systolic and diastolic pressures can be sampled non-
invasively using the oscillometric or the kinarteriogra-
phy methods. Both techniques (see BLOOD PRESSURE
MEASUREMENT) are based upon blood volume changes
in the section of artery under or distal to the sphygmo-
manometer cuff. In the case of the oscillometric measure-
ment, the actual volume changes are determined, while
the kinarteriography method measures the radial
velocity of pulsations in the arterial wall. In the former
case pressure variations in the cuff itself are sensed,
and signal processing allows mean arterial pressures
as well as systolic and diastolic pressures to be
determined.

The kinarteriographic technique utilizes an ultrasonic
transducer under the cuff. Continuous wave ultrasound is
beamed at the brachial artery, when the cuff is on an arm,
and some ultrasonic energy is reflected from the arterial



wall. This is picked up by an adjacent ultrasonic transducer,
and an electronic circuit determines the frequency differ-
ences between the transmitted and reflected waves. When
the arterial wall is in motion, the reflected ultrasound is
shifted in frequency thereby giving a frequency difference
between the transmitted and reflected waves. Motion of the
arterial wall is greatest when the cuff pressure is between
systolic and diastolic pressures; and thus by measuring
changes in the frequency shift of the reflected wave, it is
possible to determine the systolic and diastolic pressures.
Unlike the oscillometric technique, it is not possible to deter-
mine the mean arterial pressure with kinarteriography.

Monitoring of Intracranial Pressure

As was the case with blood pressure, intracranial pressure
(the pressure of the cerebrospinal fluid and brain within the
cranium) can be determined by direct and by indirect meth-
ods. The former involves the placement of a tube within the
brain such that its distal tip communicates with the intra-
ventricular fluid. The proximal end is connected to a low
compliance pressure transducer. Although this technique is
highly accurate, a significant risk of infection is associated
with its application, and it is only used under extreme
circumstances when no other technique is possible.

Noninvasive techniques of monitoring neonatal intra-
cranial pressure are much safer than the direct technique
but, unfortunately, are not as accurate. The newborn
infant not only has special access available to the central
circulation through the umbilical cord, but also has a
means of accessing the intracranial contents through the
anterior fontanel. This gap in the calvarium means that
only soft tissue lies between the scalp surface and the dura
mater. Thus, it is possible to assess intracranial pressure
through this opening by various techniques.

A skillful clinician can palpate the anterior fontanel and
determine to some extent whether the pressure is elevated
or not (33). Another clinical method that can be used is to
observe the curvature of the scalp over the fontanel as the
position of the infant’s head with respect to its chest is
changed (34). The curvature should flatten when intracra-
nial and atmospheric pressures are equivalent. These
techniques are highly subjective and not suitable for neo-
natal patient monitoring; however, they can be the basis
of sensors for more objective measurement.

Various forms of tonometric sensors have been developed
for noninvasively measuring and monitoring intracranial
pressure (35). These all consist of some sort of probe that is
placed over the anterior fontanel in such a way that the
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curvature is flattened and formed into a plane normal to
the surface of the probe itself. guard rings, calibrated
springs, and other techniques have been used to achieve
this applanation. Ideally once this is achieved the pressure
on either side of the membrane consisting of the soft tissue
between the dura and the scalp surface should be equal.
Thus, by sensing the pressure on the probe side, one can
determine the pressure on the other side of the dura.
Unfortunately, such a situation only holds in practice when
the membrane is thin with respect to the size of its planar
portion. In the case of the soft tissue between the dura and
the scalp, the membrane thickness can often be close to
the size of the planar portion because of the limitations
imposed by the opening of the fontanel. Thus, the technique
has some definite limitations. The method of attachment of
the probe to the infant and the structure of the probe itself
are critical to the efficacy of the resulting measurements.

Many investigators have considered different appro-
aches to making an appropriate probe for transfontanel
intracranial pressure measurement. These range from
strain-gage-based force sensors with guard rings to trans-
ducers that attempt to achieve applanation by means of a
compliant membrane mounted upon a chamber in which
air pressure can be varied. In the case of this latter tech-
nique, the position of the membrane is detected and a servo
control system is used to adjust the pressure within the
chamber so that the membrane presses the tissue of
the fontanel into a flat surface. Such a device is shown is
schematically is Fig. 11. The position of the membrane
is established optically by means of a shutter attached to
the membrane such that it varies the amount of light
passing from a fiber optic connected to a light source to
one connected to a light detector. A servo system control-
ling the air pressure within the structure adjusts it so
that the diaphragm, and hence the tissue of the fontanel,
is flat. At this point, the pressure of the air within the
sensor should theoretically equal that of the tissue within
the fontanel, which in turn should give the intracranial
pressure.

Elevated intracranial pressure in infants can be the
result of volume occupying lesions, excessive secretion of
fluids within the epidural space, the brain tissue itself, or
fluid in the ventricles of the brain. A frequent form of lesion
is bleeding or hemorrhage within one of these volumes, a
condition that is far too often seen in premature infants.
Another form of elevated intracranial pressure results
from hydrocephalus, a condition in which intraventricular
fluid volume and pressure become elevated. By continuous
monitoring or serial sampling of intracranial pressure, it
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is possible to provide better control of therapy for these
problems.

Monitoring of Intracranial Hemorrhage

As pointed out in the previous section, one cause of elevated
intracranial pressure in the newborn is intracranial hemo-
rrhage. It is important to be able to detect when this occurs
so that therapeutic measures can be immediately taken
to minimize irreversible damage. Although no technique
is suitable for continuous monitoring of infants at risk of
intracranial hemorrhage, several techniques can be used
for surveillance and periodic sampling especially of infants
showing possible signs and symptoms of intracranial
bleeding.

Devices for the noninvasive measurement of intracranial
pressure have been described in the previous section. In
addition to these, intracranial hemorrhage can be identi-
fied by measurement of transcephalic electrical impedance
(36). In this case, it is the baseline value of the impedance
that is important. For this reason, a tetrapolar method
of measurement must be used to minimize the effects of
electrode and lead wire impedances. An alternating
current at an excitation frequency of 20—100 kHz is passed
between a frontal and occipital electrode placed on the
infant’s head. A second pair of electrodes are located near
the excitation electrodes, but far enough to avoid voltage
drops due to the spreading current at the excitation elec-
trodes. The signal is picked up by these electrodes and
detected by an electronic circuit to give a voltage propor-
tional to the baseline impedance value. Since the specific
impedance of blood is ~ 2.5 times greater than the specific
impedance of the cerebral spinal fluid, one should see an
elevated transcephalic impedance when the ventricles
are filled with blood rather than cerebral spinal fluid.
Similarly, if the ventricles have grown in volume because
of excess cerebral spinal fluid as in hydrocephalus, the
transcephalic impedance should be lower than expected.

In practice, one can only look for changes in transce-
phalic impedance in infants and not at absolute baseline
values because of differences in geometry from one subject
to the next. Typically, the technique requires one or more
measurements to be taken during the first 24 h of life
on each infant and using these measurements to obtain
baseline intraventricular, hemorrhage-free data for that
particular infant. Subsequent measurements through
the infant’s hospital course are compared to these initial
measurements, and deviations are noted. Significant ele-
vations in impedance have been associated with the occur-
rence of intraventricular hemorrhage. Studies have been
carried out to show that this impedance shift correlates
with intraventricular hemorrhage as found using other
diagnostic techniques or, in the case of infants who expire,
at autopsy (36). The principal advantage of this method is
its relative simplicity and ease of measurement on infants
in the intensive care unit.

Ultrasonic determination of intraventricular hemor-
rhage involves making a B scan of the infant’s head and
locating the ventricular system (37,38). If the ventricles are
filled with cerebral spinal fluid alone, the fluid in the
ventricles does not reflect ultrasound, and the ventricles

appear clear on the image. If there is blood in the ventri-
cular fluid, ultrasonic echoes are produced by the cellular
components of the blood. This causes reflections to appear
within the ventricle on the image and allows for a definite
diagnosis of intracranial hemorrhage.

As with the transcephalic impedance method, the tech-
nique of making measurements on infants is straight-
forward and can be carried out in the neonatal intensive
care unit. The equipment necessary for the measurement,
however, is more costly than the impedance; but the results
are far more specific to identifying intracranial hemor-
rhage, and thus this is the current method of choice.

An additional method that can be used for detecting
bleeding within the ventricles is the use of computerized
tomography (CT) scans (39). While this technique is highly
efficacious from the standpoint of identifying intracranial
bleeding, it is undesirable because it exposes the developing
nervous system to significant amounts of X radiation. It
also is necessary to transfer infants to the radiology depart-
ment where the scanning equipment is located to make
the measurement. For severely ill, premature infants, this
transfer can significantly compromise their care.

MONITORING BILIRUBIN

Bilirubin is a product of the biochemical degradation of the
heme moiety that occurs in the hemoglobin molecule as
well as other proteins. It is normally found as a result of red
blood cell turnover, but it can be elevated in some hemolytic
diseases. This form of bilirubin, known as unconjugated
bilirubin, enters the circulation and then the skin and
other tissues. When it is present in the skin in sufficient
concentration, it causes a yellow coloration known as
jaundice. It also enters nervous tissue where, if it reaches
sufficient concentration, it can cause irreversible damage.

Increased serum bilirubin can occur either as the result
of increased production or decreased clearance by the liver.
The former situation can occur in normal and premature
infants and is referred to as physiologic jaundice of the
newborn. It is usually more severe in prematurely born
infants and generally peaks about the third day of neonatal
life. There are several modes of therapy that can be used to
reduce serum bilirubin once elevated values are detected.
The simplest way to detect jaundice in the neonate is to
observe the infant’s skin and sclera for yellow coloration.
Quantitative assessment can be carried out by drawing a
blood sample and extracting the cellular components from
the serum. The absorption of light at a wavelength of 450
nm in such a serum sample is proportional to its bilirubin
concentration. Photometric instrumentation for doing this
is readily available in the clinical laboratory and some
intensive care units (38). The problem with this method
is the need for obtaining a blood sample and the time
necessary to transport the sample to the laboratory and
analyze it in the photometer. A method for the rapid
assessment of serum bilirubin in all infants would repre-
sent an improvement over these techniques. Fortunately, a
relatively simple optical instrument has been developed for
assessing serum bilirubin in infants (40). It is illustrated
schematically in Fig. 12 and consists of a xenon flash tube
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Figure 12. Schematic diagram of a
transcutaneous bilirubin instrument.

light source and photometers with filters to measure the
reflected light at 460 and 550 nm. A special feature of
the instrument is a pressure switch on the portion of the
probe that is pressed against the infant’s forehead to make
the measurement. This probe contains fiber optics that
couple the xenon flash tube and the photometers to the
skin surface. As the probe is pressed against the skin, the
force squeezes the blood from the cutaneous capillaries.
Once the force is great enough to sufficiently blanch the
skin under the fiber optics so that the blood will not
interfere with the measurement, a switch activates the
flash tube and readings are taken from the photometers.
An internal microprocessor analyzes the reflected light and
compensates for any residual hemoglobin. It gives a num-
ber proportional to skin bilirubin on a digital display. The
proportionality constant, however, differs for different
types of neonatal skin; thus, proportionality constants
have to be determined for infants of different age, race,
and whether they have received phototherapy or not. This
instrument involves a sampling technique and thus is only
suitable for trend rather than continuous monitoring.
Since changes in serum bilirubin are relatively slow, such
a technique is entirely appropriate. The principal advan-
tage of this instrument is that it can be readily applied to all
infants in the nursery with little effort on the part of the
clinical staff. Readings can be made quickly to identify
those infants at risk of hyperbilirubinemia.

MONITORING LIFE SUPPORT SYSTEMS

Although one usually associates neonatal monitoring
with the measurement of physiologic variables from the
newborn or prematurely born infant, an aspect of neonatal
monitoring that should not be overlooked is associated with
monitoring the patient’s environment. Various life support
systems are important in neonatal intensive care, and
electronic instrumentation for assessing and maintaining
the function of these is also important. There should be
alarm systems so that when the conditions of life support
are inappropriate for neonatal care, care takers are alerted
and the problem can be corrected before it causes any harm

to the patient. There are many examples of life support
system monitoring in the neonatal intensive care unit, and
some of the major ones will be described in the following
paragraphs.

Maintaining an appropriate thermal environment for
the neonate is an important aspect of neonatal intensive
care. Incubators and radiant warmers need to have inter-
nal temperature instrumentation to ensure that the
environment is appropriate for the infant and so that
the clinicians providing care can be aware of environ-
mental conditions. Convection incubators frequently have
temperature sensors for measuring the environmental air
temperature and indicating it on the control panel of the
device. These temperature sensors are often a part of the
thermal control system in the incubator itself, and as
indicated earlier the infant’s own temperature can be used
as a control signal for some incubators. Built into this
incubator temperature monitoring function is an alarm
function that can indicate when the incubator temperature
becomes too high or too low; potentially life threatening
conditions.

It is sometimes necessary to intubate the trachea of a
patient and to use a ventilator to control breathing. A gas
with elevated oxygen content is often used to help provide
additional oxygen to infants who require it. There are
many points in a support system such as this where
monitoring devices can be useful to assess and in some
cases control the function of the device. Where gases of
elevated oxygen tension are given, instrumentation to
measure the partial pressure of oxygen within the gas to
indicate the oxygen fraction of inspired gas is desirable.
Various types of oxygen sensors are, therefore, placed in
the air circuit to either continuously or intermittently
measure and display this quantity. The temperature and
humidity of the inspired air are also important, and appro-
priate sensors and instrumentation for these variables can
be included as a part of the respiratory support system.
Continuous positive airway pressure is a mode of therapy
used in infants requiring ventilatory support. It is necessary
to measure and control the positive pressure in such
systems to minimize the risk of pneumothorax and to
ensure that the desired levels are maintained.
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The use of arterial and venous catheters in infants for
blood pressure and blood gas monitoring as well as fluid
therapy and hyperalimentation represents a safety risk to
the infant. Arterial catheters and associated plumbing can
become disconnected and cause serious losses of blood that
if not quickly checked can result in severe injury or death to
the patient. Gas bubbles inadvertently infused along with
intravenous fluids can, if sufficiently large, compromise the
circulation by producing gas embolisms. Fluid therapy in
very small infants must be precisely controlled so that
excessive or insufficient amounts of fluid are not provided
to the infant. Electronic instrumentation for controlling all
of these variables and producing an alarm when dangerous
conditions are encountered have been developed (41). Some
of these, such as intravenous infusion pumps, are routinely
used in neonatal intensive care units. Safety devices for
over- or underpressures can be built into the pumps, as can
sensors, to indicate when the fluid source has been depleted
so that additional fluid can be attached to the pump.

Phototherapy is a technique of illuminating the baby
with blue light in the wavelength range of 420-500 nm to
oxidize bilirubin to compounds that can be eliminated from
the body. Phototherapy units consisting of a group of 20 W
fluorescent lamps 30—40 cm above the infant must be
used cautiously because there are risks associated with
this radiation. Therefore, it is important to determine the
amount of radiant energy received by the infant in
the 420-500 nm band so that minimal exposure times
sufficient to oxidize the bilirubin can be given. Instrumen-
tation consisting of a small probe containing a photosensor
that can be held just above the neonate has been developed
for this purpose. It is not necessary for this instrumenta-
tion to be used to continuously monitor the phototherapy
units, but frequent testing of the therapy devices helps not
only to determine the appropriate exposure times, but also
to indicate when the fluorescent lights become ineffective
and need to be changed.

DIAGNOSTIC RECORDINGS

The role of infant monitoring is to determine when events
requiring therapeutic intervention occur so that optimal
care can be provided. Hard copy recordings from electronic
monitoring devices can also be useful in diagnosis of illness
and identification of infants who may benefit from electronic
monitoring over a longer period of time. Two types of
diagnostic recordings are currently used in neonatology:
polysomnograms and oxycardiorespirograms although both
are still considered experimental and are not routinely
used.

Polysomnography. Multiple channel, simultaneous,
continuous recordings of biophysical variables related to
the pulmonary and cardiovascular systems taken while the
newborn or infant sleeps are known as polysomnograms
(41-43). These recordings are often made overnight, and
8-12 h is a typical length. The actual variables that are
monitored can vary from one study to the next as well as
from one institution to the next. However, these usually
include the electrocardiogram and/or heart rate. One or

more measures of respiratory activity, such as trans-
thoracic electrical impedance or abdominal strain gage;
measures of infant activity and movement; measures of
infant sleep state, such as eye movements and usually a
few leads of the electroencephalogram; and measures of
infant blood gas status are also recorded. The number of
channels of data in polysomnograms is at least 3 and often
is 12 or more. Recordings are made using computer data
acquisition systems.

The primary application of polysomnography has been
as a tool for research evaluating infant sleep patterns and
related physiologic phenomena during sleep. Some inves-
tigators feel that polysomnographic recordings are useful
in evaluating infants considered to be at risk to sudden
infant death syndrome, but at present there is no
conclusive evidence that this technique has any value in
such screening. There may, however, be specific individual
cases where such evaluations may contribute to overall
patient assessment.

Oxycardiorespirogram. This technique is used for
continuous computer monitoring of infants in the neonatal
intensive care unit (44). Four or five physiologic variables
are monitored and continuously recorded on a multichannel
chart recorder (45). These are the electrocardiogram from
which the beat-to-beat or instantaneous heart rate is
determined; the respiration waveform or pattern as gen-
erally determined by transthoracic impedance monitoring;
the respiration rate as determined from the respiration
waveform; the oxygen status as determined from a pulse
oximeter or transcutaneous blood gas sensors; and at times
the relative local skin perfusion as determined by the
thermal clearance method from the transcutaneous blood
gas sensor.

The importance of the oxycardiorespirogram is that it
brings these variables together on a single record, where
they can be presented in an organized and systematic
fashion. This makes it possible to observe and recognize
characteristic patterns between the variables that may
be overlooked when all of these quantities are not mon-
itored and recorded together. The oxycardiorespirogram
is able to look at variables related to various points along
the oxygen transport pathway from the airway to the
metabolizing tissue. Thus, it allows a more complete pic-
ture of infant cardiopulmonary function than could be
obtained by monitoring just one or two of these variables.
Typical oxycardiorespirogram patterns have been classi-
fied and organized to assist clinicians in providing neonatal
intensive care (46).

SUMMARY

Infant monitoring along with adult monitoring under
critical care situations involves many individual types of
sensors and instruments. Depending on the application,
many different types of output data will be produced. In
addition, many different conditions for alarms to alert the
clinical personnel can occur for each of the different instru-
ments in use. Needless to say that although this provides
better assessment of the infant as well as quantitative and



in some cases hard copy data, it also requires that this
data be integrated to provide manageable information. By
combining data from several different pieces of instrumen-
tation, more specific conditions for alarms can be defined
and variables can be more easily compared with one
another. This can then lead into trend analysis of the data,
and the computer certainly represents an important over-
all controller, analyzer and recorder of these functions. As
technology continues to become more complex, it is impor-
tant not to lose track of the primary goal of this technology,
namely, to provide better neonatal and infant care so that
critically ill neonates can look forward to a full, healthy,
and normal life.
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INTRODUCTION

The electroencephalogram (EEG) is an electrical activity
of the brain that is recorded by using electrodes appropri-
ately placed on the scalp, then amplifying and displaying the
electrical signal and its clinical relevant feature using a
computer, or other suitable monitors. The EEG signal is a
wave that varies in time. This wave contains frequency
components that can be measured and analyzed. These
frequency components have meaning and valuable proper-
ties. Table 1 shows the commonly defined waves or rhythms,
their frequency, and their properties. Hans Berger, the
discoverer of the EEG in humans, observed in 1924 all of
the rhythms known today (except the 40 Hz “gamma” band).
The described many of their basic properties. Since then, our
definitions and understandings of the rhythms have been
refined. However, there still remains some uncertainty, and
controversy, in how to define and use these bands, for
various purposes. Clinicians view the brainwaves for diag-
nostic purposes and seek to identify patterns that are
associated with specific pathologies or conditions. Psychol-
ogists also study them in association with mental states,
mental processing, and to test concepts of how the brain
processes information (1-6).

The EEG is therefore a noninvasive marker for cortical
activity. The EEG in humans and animals is used to
monitor alertness; coma and brain death; locate area of
damage following head injury, stroke, tumor, and so on;
monitor cognitive engagement; control depth of anesthesia;
investigate and locate seizure origin; test epilepsy drug
effects; monitor human and animal brain development;
test drugs for convulsive effects; investigate sleep disorder,
monitor and track brain ischemia; and so on. Continuous
EEG monitoring is a common routine in the intensive care
unit (ICU). However, in digital processed EEG, we study the
patterns that emerge during various behavioral, as well as
introspective, states, and then see what they are defining in
terms of a multidimensional representation of some state
space. Research that is focused on understanding specific
properties, such as attention, alertness, mental acuity, and
so on; has uncovered combinations of rhythms, and other
EEG properties, that are relevant to these studies. Gener-
ally, derived properties are found, that involve computer
processing of the EEG, to produce quantification measure-
ments that are useful for research, monitoring, and so on.

Since high speed computers and sophisticated and effi-
cient digital signal processing methodologies have become
available. These properties are significant and new features
and properties have been extracted from the EEG signal.
These features are combined in a system of multivariable
representation to formulate various quantitative EEG (QEEG)
measures. The features commonly employed are (7-21).

Amplitude

Subband powers
Spectrogram

Entropy and complexity
Coherence

Biocoherence

Power spectrum
Joint-time frequency
Spectral edge frequencies
Coefficient-based EEG modeling
Bispectrum

Etc.

In the following section, the EEG monitors are classified and
the main devices of the monitor are described. This section
presents two types of monitors. In the common specification
of Optimized Monitor section, the general specifications of
the optimized EEG monitor are provided.

CLASSIFICATION OF EEG MONITORS

What is an EEG Monitor?

The neurological monitor is simply a display that shows the
ongoing neurological activity recorded as the electrical
potential by appropriately placing electrodes on the scalp.
The conventional monitor goes back to EEG machine,
where the electrical activity of the brain could be detected
and plotted on scaled paper. Today, the neurological
monitors are based on advanced technologies. They are



Table 1. EEG Rhythms their Frequency Bands and Properties
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Frequency

Rhythm Name Band, Hz Properties

Delta 0.1-3

Distribution: generally broad or diffused, may be bilateral, widespread

Subjective feeling states: deep, dreamless sleep, non-REM sleep, trance, unconscious
Associated tasks and behaviors: lethargic, not moving, not attentive

Physiological correlates: not moving, low level of arousal

Effects of Training: can induce drowsiness, trance, deeply relaxed states

Beta 4-7

Distribution: usually regional, may involve many lobes, can be lateralized or diffuse;

Subjective feeling states: intuitive, creative, recall, fantasy, imagery, creative, dream-like,
switching thoughts, drowsy; oneness, knowing

Associated tasks & behaviors: creative, intuitive; but may also be distracted, unfocused

Physiological correlates: healing, integration of mind/body

Effects of Training: if enhanced, can induce drifting, trance-like state if suppressed, can improve
concentration, ability to focus attention

Alpha 8-12

Distribution: regional, usually involves entire lobe; strong occipital w/eyes closed

Subjective feeling states: relaxed, not agitated, but not drowsy; tranquil, conscious
Associated tasks and behaviors: meditation, no action

Physiological correlates: relaxed, healing

Effects of Training: can produce relaxation

Sub band low alpha: 8-10: inner-awareness of self, mind/body integration, balance
Sub band high alpha: 10-12: centering, healing, mind/body connection

Low Beta 12-15

Distribution: localized by side and by lobe (frontal, occipital, etc.)

Subjective feeling states: relaxed yet focused, integrated

Associated tasks & behaviors: low SMR can reflect “ADD”, lack of focused attention

Physiological correlates: is inhibited by motion; restraining body may increase SMR

Effects of Training: increasing SMR can produce relaxed focus, improved attentive abilities,
may remediate Attention Disorders.

Mid-range 15-18

Distribution: localized, over various areas. May be focused on one electrode.

Beta Subjective feeling states: thinking, aware of self and surroundings
Associated tasks and behaviors: mental activity
Physiological correlates: alert, active, but not agitated
Effects of Training: can increase mental ability, focus, alertness, 1Q

High Beta 15-18

Distribution: localized, may be very focused.

Subjective feeling states: alertness, agitation

Associated tasks and behaviors: mental activity, for example, math, planning, and so on.
Physiological correlates: general activation of mind & body functions.

Effects of Training: can induce alertness, but may also produce agitation, etc.

Gamma 40

Distribution: very localized

Subjective feeling states: thinking; integrated thought
Associated tasks and behaviors: high level information processing,“binding
Physiological correlates: associated with information-rich task processing

Effects of Training: not known

computer based and display not only the raw EEG, but also
various quantitative indexes representing processed
EEG. The monitors are EEG processors that have the
ability to perform data acquisition, automatic artifact
removal, EEG mining and analysis, saving/reading EEG
data, and displaying the quantitative EEG (QEEG) mea-
sures (indexes) that best describe neurological activity and
that are clinically relevant to brain dysfunction.

Neurological Monitor Main Components

As shown in Fig. 1, a typical neurological monitor consists
of a few main devices. These devices are connected together
through a microcomputer, which supervises and controls
the data flow from one device to another. It also receives
and executes the user instructions. It implements the EEG
methodology routine. The main devices of a typical monitor
can be summarized as follows:

ELECTRODES AND ELECTRODE PLACEMENT

Electrodes represent the electrical link between the
subject’s brain and the monitor. These electrodes are
appropriately placed on the scalp for recording the elec-
trical potential changes. Electrodes should not cause dis-
tortion to the electrical potential recorded on the scalp and
should be made of materials that do not interact chemically
with electrolytes on the scalp. The direct current (dc)
resistance of each electrode should measure no more than
a few ohms. The impedance of each electrode is measured
after an electrode has been applied to the recording site to
evaluate the contact between the electrode and the scalp.
The impedance of each electrode should be measured rou-
tinely before every EEG recording and should be between
100 and 5,000 Q (2).

The international 10—20 system of electrode placement
provides for uniform coverage of the entire scalp. It uses
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Subject

Figure 1. Block diagram of main compo-
nents of a neurological monitor.

the distances between bony landmarks of the head to
generate a system of lines, which run across the head
and intersect at intervals of 10 or 20% of their total length.
The use of the 10-20 system assures symmetrical, repro-
ducible electrode placement and allows a more accurate
comparison of EEG from the same patients, recorded in the
same or different laboratories.

Patient Cable

The patient cable assembles the electrode terminals to
the recording machine and monitoring instrument. It is
preferable that the patient cable be of short length, which
assures low impedance and causes no distortion of the
electrical potential representing the neurological activity.

Data Acquisition System

It is composed of filters, amplifiers, analog-to-digital con-
verters (ADC), and buffers. Bandpass filters of 0.5-100 Hz
band are usually used to enhance the quality of the EEG
signal. High gain amplifiers are required since the elec-
trical potentials on the scalp are of microvolt. The input
impedance of the amplifiers should be a large value while
the output impedance should be a few ohms. The ADC
converter digitizes the EEG data by sampling (converts the
continuous-time EEG into discrete-time EEG) the data and
assign a quantized number for each sample. Figure 2
shows a schematic diagram for the ADC converter while
Fig. 3 shows the output—input characteristic of the uni-
form quantizer. Uniform quantization generates additive
white noise to the EEG signal. Portable and wireless units
of ADC have been used. The unit is connected to the
monitor device through a standard wireless communica-
tion routine. This makes the monitor more comfortable
and easier to be used.

Graphics
display
Patient cable
Data f Hard copy
acquisition Microcomputer output
system 4 device
Electrodes User
input
device

Microcomputer

The microcomputer represents the master of the EEG
monitor. It controls the data flow from one device to another.
It reads the EEG data from the ADC buffers. It also hosts the
software of the gEEG approaches and the artifact removal
programs. Mathematical operations and analysis are car-
ried out in the microcomputer. After processing the EEG
data, the microcomputer sends the EEG signal and its gEEG
measure (index) to the display. When the microprocessor is
instructed to save the EEG session and its gEEG measure, it
sends the data to the hard copy device.

Graphics Display

The graphics display displays the contentious EEG signals
and online quantitative EEG (QEEG) measure. It helps the
neurologists to follow and track in real-time fashion the
changes in the brain activity and to monitor the brain
development in the intensive care unit (ICU).

Hard Copy Output Device

This device is connected to the microcomputer and stores a
version of the EEG data for future use. It could be a hard
drive, computer CD, or a printer—plotter for plotting either
version of the EEG or the gEEG measure to be investigated
by neurologists and to be a part of the patient record.

User Input Device

Through this device, the user can communicate and inter-
act with the monitor. Instructions and various parameters
required for the EEG analysis are sent to the microcom-
puter through this device.

Sampling
frequency Discrete-time Quantized
Fs Hz EEG EEG
Aggl(gg 4' - — Binary
Quantization Digitization [—— | numbers
———
———
Figure 2. Schematic diagram of the ADC. Sampling
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TYPES OF EEG MONITORS

The EEG monitors can be classified into two main cate-
gories based on either their applications or the quantitative
EEG index employed for processing and assessment of the
brain electrical activity. Accordingly, the most popular
monitors can be categorized as follows (7,22):

Application-Based Monitors
Cerebral function monitor (CFM)

Cortical injury monitor (CIM)
Anesthesia monitor
Narcotrend monitor

Patient state analyzer (PSA) with frontal patient state
index (PSI)

BrainMaster 2E monitor portable bedside monitor

EEG Index-Based Monitors
Amplitude integrated monitor
Spectral index monitor
Spectral-edge frequency monitor
Bispectral index monitor
Entropy and complexity based monitor

This section presents, a very brief description of both moni-
tor types. This description gives the intuition for the neu-
rological applications of the monitor and the EEG index
employed.

Cortical Injury Monitor

The lack of blood and oxygen flow to the brain due to
cardiac arrest causes brain ischemia, causing brain cells
to die, and consequently affecting (changes) brain activity.
It has been demonstrated by many studies that brain
ischemia slows the brain electrical activity by suppressing
the high frequency and enhances the background activity;
the cortical injury monitor has been developed and used for
the detection and tracking of brain ischemia. The advan-
tage of the monitor comes from the fact that it provides a
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quantitative measure extracted from the processed EEG
signal for the severity of brain injury after cardiac arrest.
It aids neurologists in providing better care for patients
with cardiac arrest and provides them with therapeutic
intervention, such as hypothermia. The monitor provides
assessment of the brain function within the first 4 h after
cardiac arrest.

Anesthesia Monitors

Patients receive general anesthesia during surgery. Anes-
thesia causes reduction of brain activity and concussions.
The depth of anesthesia should be evaluated and tracked in
real-time fashion to prevent perfect suppression of brain
activity. The anesthesia monitor has been developed and
used for the assessment of anesthesia and concussions. It
provides a quantification measure or index for the depth of
anesthesia. The monitor helps patients “rest easy” when
they receive general anesthesia for surgery. Of the known
anesthesia monitors, the bispectral (BIS) monitor, the
narcotrend monitor, and the patient state analyzer
(PSA4000) monitor are commonly employed. In the BIS
monitor, a qEEG measure based on bispectrum is employed
for tracking the depth of anesthesia. The PSA4000 is
indicated for use in the operating room (OR), ICU, and
clinical research laboratories. The monitor includes the
patient state index (PSI), a proprietary computed EEG
variable that is related to the effect of anesthetic agent.
The narcotrend monitor provides a 6-letter classification
from A (awake) to F (general anesthesia with increasing
burst suppression). The narcotrend EEG monitor is similar
to the BIS monitor positioned on the patient’s forehead.
The EEG classification made by the narcotrend monitor are
6 letters: A (awake), B (sedate), C (light anesthesia), D
(general anesthesia), E (general anesthesia with deep
hypnosis), F (general anesthesia with increasing burst
suppression) (23).

Cerebral Function Monitor

The cerebral function monitor (CFM) enables continuous
monitoring of the cerebral electrical activity over long
periods of time due to slow recording speeds. The cerebral
electrical signals picked up by the electrodes attached to
the scalp are registered in the form of a curve, which
fluctuates to a greater or lesser extent depending on the
recording speed. Examination of the height of the curve
with respect to zero and its amplitude indicates the voltage
of cerebral activity and yields information regarding
polymorphism. Thus it is possible to monitor variations
in cerebral activity over a prolonged period during anesthe-
sia as well as during the revival phase with the monitor
of cerebral function. The CFM is common practice in
monitoring the cerebral function in intensive care. To bring
the CFM into a polygraphy environment the hardware
processing and paper write-out have to be implemented
in software. The processor comprises a signal shaping filter,
a semilogarithmic rectifier, a peak detector, and low pass
filter. After taking the absolute value of the filtered EEG
signal, the diode characteristic used to compress the signal
into a semilogarithmic value was mimicked by adding
a small offset to the absolute value before taking the
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Figure 4. Color CFM of ~ 2.5 h, red is high density, blue low
density, and black zero. Vertical scale from 0-5 wV linear, from
5-100 wV logarithmic. The median is given in black and the
percentiles in white. As only 1 h of data was available to test the
reproducibility of the process, we used a repeated playback mode for
this picture. The low median episodes are neonatal State 1 (Quiet
Sleep) with the beginning tracé-alternant (high peaks followed by
low amplitude EEG) with half way diminishing peak heights, and a
neonatal State 2 (REM Sleep) with symmetrical continuous EEG.

logarithm. The envelope of the resulting signal has been
made by means of a leaky peak detector and a boxcar
averager. Writing the resulting signal on a pixelized
computer screen at a speed of 6 cm/h, say 200 pixels
per hour gives 18 s per pixel. At a sample rate of 200
Hz, 3600 samples will be written to the same pixel column.
Only a line connecting the highest and lowest value of the
18 s period will be seen. All information about local
density of the signal between the high and low values
will be lost. Therefore there is an amplitude histogram per
pixel column and a color plot of this histogram is built. To
give even more information, the median and the fifth and
ninety-fifth percentile as bottom and peak estimates are
shown. The CFM is shown to be useful for seizure detection,
neonatal, care in the emergency room, and for the assess-
ment of other brain disorders (18,19,21). The CFM trace
may require a specialist for its interpretation. An EEG atlas
provides a summary for the interpretation of the EEG based
trace. Figure 4 shows an example for neonatal EEG mon-
itoring. Studies have shown that when CFM is used in
combination with a standard neurological examination, it
enhances the clinician’s ability to identify the presence of
seizures or to monitor infants EEG and others.

Amplitude-Integrated EEG (aEEG) Monitor

Various brain activities may causes changes in normal
EEGs. These changes might be in the amplitude, power,
frequency, BIS, entropy or complexity. In fact, since EEG
has become available, visual investigation of EEG has been
used to asses the neurological function. It is evident that
continuous EEG is a sensitive, but nonspecific measure of
brain function and its use in cerebrovascular disease is
limited. Visual interpretation of EEG is not an easy target
and need well-trained expertise, which is not available all
the times in the ICU. Besides, information that can be
extracted by visual investigation is limited. The EEG
amplitude shown in Fig. 5 by the aEEG monitor is the
first feature, which has received the attention of neuro-
logists and researchers. It is obvious that there is no clear
difference between the aEEG associated with the normal
and ischemic injury EEGs. The cerebral function monitor
(CFM) uses the aEEG extracted from one channel. The
aEEG can show bursts and suppression of the EEG. The
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Figure 5. Amplitude-integrated EEG for normal EEG (top) and
injury-related EEG of grade CPC 5. It is obvious that no significant
differences between the two cases, which implies that amplitude
may not be used for injury identification.
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CFM is well used for seizure detection and neonatal
monitoring (18,19,21). However, the EEG amplitude shows
low capability. To clarify this disadvantage, let us ask the
question: Does isolectrical EEG mean brain death or even
coma? There has been a study seeking the answer of this
question (24). In this study, from 15 patients with clinical
diagnosis as brain death, EEG was isoelectricity in eight
patients while the remaining seven showed persistence of
electrical activity. Comatose patients may also show the
presence of electrical activity in the alpha band (8-13 Hz).
Such diagnosis is referred to as alpha coma. This implies
that both investigation and monitoring of EEG amplitude
may not be a reliable confirmatory test of brain function
and coma. The amplitude assessment of the EEG may then
mislead the neurologist’s decision.

Spectrogram-Based Monitor

A number of studies have focussed their attention to the
prognostication of frequency contents and the power spec-
trum of EEG (6,20,25,26). The normal EEG of adults often
show three spectral peaks in delta, theta, and alpha, as
demonstrated in Fig. 5 (top). The most common observa-
tion, in ischemic injury, for example, has been slowing
background frequencies by increasing the power of delta
rhythm and decreasing the powers of theta and alpha
rhythms. Numerous approaches have been employed the
frequency contents for developing a diagnostic tool or
index. Monitoring the real-time spectrum has also been
employed. While this approach gives an indication for
ischemic injury, it requires a well-trained specialist. In
animal studies, the spectral distance between a baseline
(i.e., normal) EEG and the underlying injury-related one
was employed as a metric for injury evaluation and
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Figure 6. The EEG fragment with isolated 15 Hz spindles, which
are clearly visible in the spectrogram. The spectrogram also shows
that the spindles are alternated by short periods of 9 Hz activity.

monitoring. However, the spectral distance has the dis-
advantage of using the whole frequency contents. This is
because using the whole frequency contents of the EEG
signal increases the likelihood of artifacts-corrupted spectral
contents. Time—frequency analysis is a signal analysis tech-
nique that provides an image of the frequency contents of a
signal as a function of time. Several methods (or time—
frequency distributions) can be used, one of which is the
spectrogram. The spectrogram is the power spectrum of the
investigated signal seen through a time window that slides
along the time axis. Figure 6 shows a segment of sleep EEG
signal (top) and its spectrogram. Itis obvious that the spectro-
gram shows a sleep spindle at 15 Hz. The spectrogram shows
the times where the spindle is activated. The time—frequency
analysis can then be a helpful tool to facilitate the EEG
interpretation, as is shown in the examples below.

Normalized Separation-Based Monitor

As mentioned, ischemic injury manifests itself in the EEG
by slowing the background activity and reducing the high
frequency. Such injury-related changes can be used for the
separation of normal EEG from injury-related one. Based
on this frequency information, a normalized separation
was adopted as an qEEG measure. The normalized separa-
tion is a spectral-based qEEG measure for assessment of
severity of brain injury. It uses the most relevant spectral
information related to the normal EEG signal. The normal
EEG has a power spectral density showing three funda-
mental spectral peaks as shown in Fig. 7 (top). It has been
demonstrated that employing these three peaks is enough
to yield a satisfactory quantitative measure. Moreover,
looking selectively at the principal features of the EEG
spectrum reduces the sensitivity of the measure to noise
and artifacts. This is primarily because a full spectrum-
based measure is likely to be susceptible to spectral com-
ponents related to noise and artifacts. Therefore, the
normalized separation employs the principal features of
the spectrum and ignores the minor features, which are
more sensitive to noise and artifacts. In comparison with
amplitude-based measures, such as the aEEG, the aEEG is
not a quantitative measure and represents a continuous
EEG. This finding implies that well-trained specialist
are needed for the interpretation of the aEEG trace. The
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Figure 7. Power spectral density of EEG computed using the AR
method applied to 4 s window and averaged >10 windows. (Top)
Normal EEG signal and (bottom) abnormal. It is obvious that with
abnormal EEG the background frequency gets slower and the high
frequencies diminish.

amplitude is also susceptible to noise and artifacts that
mislead the interpretation. In comparison with the higher
order spectra-based measures, the normalized separation
is enough since most information and features of the EEG
are described by the power spectrum. A recent study and
clinical investigation supports this claim. The EEG is
commonly modeled as a stochastic process and for this
reason phase is not important. The phase is the only
feature retained in higher order spectra. Figure 8 shows
three EEG signals and their corresponding normalized
separations. The first EEG is very close to normal and
provides a normalized separation of 0.2. In the second EEG
spectrum, the third peak is diminished and the normalized
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Figure 8. Normalized separation for three EEG cases. The left
one is normal EEG where three spectral peaks are shown, the
middle one is mildly injury-related, and the right one is a severely
injury-related EEG. It is obvious that the spectral-based normalization
makes significant separation between these three categories.
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Figure 9. Normalized power spectral density (PSD) showing the
spectral peak frequency (SPF) and the 90% spectral edge frequency.

separation is 0.55. In the third EEG spectrum, both second
and third spectral peaks are diminished causing the EEG
to be separated from the normal EEG by 0.98. The normal-
ized separation ranges from 0 to 1, where the zero value
represents and quantifies the normal EEG, while the one
value corresponding to the sever abnormal EEG.

Spectral Edge Frequency Monitor

Computers make computation and search for spectral
edge frequency of the EEG signal applicable for assessing
and monitoring the cortical activity and brain dysfunction.
The median frequency and the frequency edges providing
90-95% of the power have been reported to be useful
(27,28). The spectral mean and peak frequencies have
also been employed (29,30). The success of computing
the time-varying spectral edge frequencies depends on
the best estimation of the time-varying power spectrum.
The fast-Fourier transform (FFT) is a commonly used
approach for computing the real-time power spectrum.
However, the FFT-based power spectrum provides poor
frequency resolution since the resolution is proportional to
the reciprocal of the analysis window. The model-based
power spectrum estimate, such as the time-varying auto-
regressive, provides high resolution and low variance
estimate of the power spectrum (Fig. 9).

Bispectral Index Monitor

In addition to spectrum, BIS also describes the frequency
contents of the EEG. The power spectrum is often used for
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Figure 10. Bispectral density (a) and g
bicoherence (b) of a simulated sinusoidal 2 }
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at the coupling frequencies (f, f3) = (64,
64) and (fi, f2) = (64, 128). Bicoherence 200
shows two lines of unity value at the
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describing the frequency contents of the EEG modeled as a
sum of noncoupled harmonics (17,31-33). In such situa-
tions, BIS are identically zero. However, if the focus is on
the frequency contents of coupled harmonic (quadratic
phase coupling harmonics), BIS is often used. Bispectrum
is one of the first successful applications of electroencepha-
lography, which measures the effects of anesthetics on the
brain. The BIS index is a number between 0 and 100. It
produces a number between 0 and 100 (100 represents the
fully awake state, and zero no cortical activity). The BIS
correlates with depth of sedation and anesthesia, and can
predict the likelihood of response to commands and recall.
The BIS values correlate with end-tidal volatile agent
concentrations, and with blood and effect-site propofol
concentrations. It is not very good at predicting movement
in response to painful stimuli. However, there has been a
recent study, which shows that BIS information is not
necessary and power spectrum is satisfactory to describe
an EEG signal. Another fact is that BIS is very sensitive to
spike artifacts. The BIS index is a quantitative EEG index
developed and employed for measuring the depth of
anesthesia. It is based on third-order statistics of the
EEG signal, specifically BIS density, and is commercially
used for monitoring anesthetic patients. The index quan-
titatively measures the time-varying BIS changes in the
EEG signal acquired from the subject before and during
anesthesia. The BIS index will be zero when both the
baseline and the underlying signal are either identical
or Gaussians. This measure has been demonstrated to
be effective for depth of anesthesia measurements. How-
ever, in some applications (classification of brain injury due
to hypoxic/asphyxic cardiac arrest) the principal informa-
tion and features of the EEG signal lie in second-order
statistics, that is the power spectrum, and only minor
information and features are associated with higher order
statistics. Therefore, indexes based on higher order statis-
tics may not be best suited to classify brain injury due to
hypoxia/asphyxia (33). Besides, that higher order statistics
are very sensitive to sparse-like artifacts, which deterio-
rates the index (34). Therefore, employing higher order
statistics-based indexes require an efficient artifact
removal approach for preprocessing the EEG signal.
Below, a simulated example of BIS is presented. In this
example, the BIS density is shown to present information
on the coupling harmonics. Let x(n) be a time-series con-
sisting of three sinusoidal components whose frequencies
are 64, 128, and 192 Hz. It is obvious that harmonic
coupling between the first two sinusoids exists. Fig. 10a

(b)
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Figure 11. Contour plot of the bicoherence of x(n).

and b shows the mesh plots of the BIS and the two-dimen-
sional bicoherence. Figure 11 shows the contour plot of the
bicoherence. It is obvious that the BIS density shows two
spectral lines at the frequencies (f1, f2) = (64, 64) and
(f1, f2) = (64,128). The bicoherence is unity (perfect cou-
pling) at these frequencies.

Entropy- and Complexity-Based Monitor

Since the brain processes information, the brain’s total
electrical activity probably corresponds to information
processing in the brain. This assumption was used to study
the entropy or self-information in the EEGs of anesthetic
patients, postcardiac arrest, in sleep research, and seizure.
Entropy as a measure quantifies the disorder of the EEG
signal. It represents the complexity and nonlinearity
inherent in the EEG signal. It has been shown that normal
control subjects provide larger entropy values than those
showing ischemic injury postcardiac arrest. The entropy
starts to increase with the recovery of brain function. That
is, entropy is a relevant indication of the brain order—
disorder following cardiac arrest. The subject under
anesthesia provides low entropy, while the awake subject
shows high entropy since their brain is full of thinking and
activity. Numerous approaches for the calculation of
entropy have been used, such as Shannon entropy, approx-
imate entropy, Tasllis entropy, and wavelet entropy.
Complexity based on chaotic, state space and correlation
dimension has also been employed for assessment and
monitoring of brain function (11-13,22,35-41).

COMMON SPECIFICATIONS OF OPTIMIZED MONITOR

The EEG monitor specifications are the hardware and
software properties that make the monitor capable of easily
and significantly performing assessment and classification
of cortical activity. The monitor should satisfy minimum
requirements. Common specifications of EEG monitors
may include the following: compact design that is rugged
and lightweight; automatic classification of EEG; off- and
on-line qEEG index; optimized recognition and removal
of artifacts; easy operation via friendly touch screen;
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continues testing of the electrodes to ensure a constant
high quality of the EEG signal; variable electrode position;
interface to external monitors and documentation systems;
wireless communication between various sensors attached
to the human; provides a secure way to transmit and store
measured data; high-speed data processing; large amount
of memory; on-board Ethernet connection.

CONCLUSION

This article presented a descriptive review for commonly
known and employed neurological monitors. The typical
neurological monitor consists of a few main devices and the
software for running these devices. A brief review of
the device specifications and their roles have been given.
The monitors are classified into two main categories based
on their applications and the indexes acquired from the
digital EEG signal and employed for monitoring and
assessment of cortical dysfunctions. Intuitions of the
EEG monitors, with no mathematical details, have been
presented. The article concludes by describing the most
common specifications for the optimized monitor.

BIBLIOGRAPHY

1. Schneider G. EEG and AEP monitoring during surgery The
9th ESA Annual Meeting, Gothenburg, Swede, April 7-10,
2001.

2. Fisch BJ. EEG Primer- Basic princibles of digital and analog
EEG. Fisch & Spehlmann’s, Third revised and enlarged edi-
tion. New York: Elsevier Science BV; 1999.

3. Collura TF. The Measurement, Interpretation, and Use of
EEG Frequency Bands. Report Dec. 7, 1997.

4. Berger H. Uber das elecktroenkephalogram des menchen.
Arch Psychiatr Nervenkr 1929;87:527-570.

5. Teplan M. Fundamentals of EEG measurement. Meas Sci Rev
2002;2.

6. Gharieb RR, Cichocki A. Segmentation and tracking of EEG
signal using an adaptive recursive bandpass filter. Int Fed
Med Biol Eng Comput Jan. 2001;39:237-248.

7. Kong X, et al. Qauntification of injury-related EEG signal-
changes using distance measure. IEEE Trans Biomed Eng
July 1999;46:899-901.

8. Wendling F, Shamsollahi MB, Badier JM, Bellanger JJ. Time-
frequency matching of warped depth-EEG seizure observa-
tions. IEEE Trans Biomed Eng May 1999;46:601-605.

9. Mingui Sun, et al. Localizing functional activity in the brain
through time-frequency analysis and synthesis of the EEG.
Proc IEEE Sept. 1996;84:1302-1311.

10. Ning T, Bronzino JD. Bispectral analysis of the rate EEG
during various vigilance states. IEEE Trans Biomed Eng April
1989;36:497—-499.

11. Hernero R, et al. Estimating complexity from EEG back-
ground activity of epileptic patients-Calculating correlation
dimensions of chaotic dynamic attractor to compare EEGs of
normal and epileptic subjects. IEEE Eng Med Biol Nov./Dec.
1999; 73-79.

12. Roberts SJ, Penny W, Rezek 1. Temporal and spatial complex-
ity measures for electroencephalogram based brain-computer
interface. Med Biol Eng Comput 1999;37:93-98.

13. Zhang XS, Roy RJ. Predicting movement during anesthesia by
complexity analysis of electroencephalograms. Med Biol Eng
Comput 1999;37:327-334.



40

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

NEUROLOGICAL MONITORS

Anderson CW, Stolz EA, Shamsunder S. Multivariate auto-
regressive models for classification of spontaneous electro-
encephalographic signals during mental tasks. IEEE Trans
Biomed Eng March 1998;45:277-286.

Hazarika N, et al. Classification of EEG signals using wavelet
transform. Signal Process 1997;59:61-72.

Quiroga RQ, et al. Searching for hidden information with
Gabor transform in generalized tonic-clonic seizures. Electro-
enceph Clin Neurophysiol 1997;103:434—439.

Gajraj RJ, et al. Analysis of the EEG bispectrum, auditory
potentials and the EEG power spectrum during related tran-
sitions from consciousness to unconsciousness. Br J Anesthes
1998;80:46-52.

Toer MC, et al. Amplitude integrated EEG 3 and 6 hours
after birth in full term neonates with hypoxic-ischemic ence-
phalopathy. Rch Dis Child Fetal Neonatal Ed 1999;81:19-23.
Toet MC, et al. Comparison between simultaneously recoded
amplitude integrated EEG (Cerebral function monitor) and
standard EEG in neonates. Pediatrics 2002;109:772-779.
Hassanpour H, et al. Time-frequency based newborn EEG
seizure detection using low and high frequency signatures.
Physiol Meas 2004;25:935-944.

Nageeb N, et al. Assessment of neonatal encephalopathy by
amplitude-integrated EEG. Pediatrics June 1999;103:1263—
1266.

Bezerianos A, Tong S, Thakor N. Time-dependent entropy
estimation of EEG rhythm changes following brain ischemia.
Ann Biomed Eng 2003;31:1-12.

Kreuer S, et al. The narcotrend- a new EEG monitor designed
to measure the depth of anesthesia. Anethesit 2001;50:921-925.
Paolin A, et al. Reliability in diagnosis of brain death. Inten-
sive Care Med Aug. 1995;21:657-662.

Jung TP, et al. Estimating alertness from the EEG power
spectrum. IEEE Trans Biomed Eng Jan. 1997;44:60—69.
Celka P, Colditz P. A computer-aided detection of EEG seizures
in infants: A singular spectrum approach and performance
comparison. IEEE Trans Biomed Eng May 2002;49:455-462.
McDonald T, et al. Median EEG frequency is more sensitive to
increase in sympathetic activity than bispectral index. J Neu-
rosurg Anesthesiol Oct. 1999;11:255-264.

Inder TE, et al. Lowered EEG spectral edge frequency predicts
presence of cerebral white matter injury in premature infants.
Pediatrics Jan. 2005;111:27—-33.

Rampil IJ, Matteo RS. Changes in EEG spectral edge fre-
quency correlated with the hemodynamic response to laryngo-
scopy and intubation. Anesthesiol 1987;67:139-142.

Rampil IJ, Matteo RS. A primer for EEG signal Processing in
anesthesia. Anesthesiology 1998;89:980-1002.

Akgul T, et al. Characterization of sleep spindles using higher
order statistics and spectra. IEEE Trans Biomed Eng Aug.
2000;47:997-1000.

Michael T. EEGs, EEG processing and the bispectral index.
Anesthesiology 1998;89:815-817.

Miller A, et al. Does bispectral analysis of the electroencepha-
logram add anything bur complexity? B J Anesthesia 2004;92:
8-13.

Myles PS, et al. Artifact in bispectral index in a patient with
severe ischemic brain injury. Case Report Int Anesth Res
Assoc 2004;98:706-707.

Radhakrishnan N, Gangadhar BN. Estimating regularity in
epileptic seizure time-series data- A complexity measure
approach. IEEE Eng Med Biol May/June 1998; 98-94.
Lemple A, Ziv J. On the complexity of finit sequences. IEEE
Trans Inf Theory Jan 1976;22:75-81.

Tong S, et al. Parameterized entropy analysis of EEG fol-
lowing hypoxic-ischemic brain injury. Phys Lett A 2003;314:
354-361.

38. Lerner DE. Monitoring changing dynamics with correlation
integrals: Case study of an epileptic seizure source.

39. Xu-Sheng, et al. EEG complexity as a measure of depth of
anesthesia for patients. Yearbook of Medical Informatics.
2003; 491-500.

40. Bhattacharya J. Complexity analysis of spontaneous EEG.
Acta Neurobiol Exp 2000;60:495-501.

41. Quiroga RQ, et al. Kullback-Leibler and renormalized entro-
pies application to electroencephalogram of epilepsy patients.
Phys Rev E Dec. 2000;62:8380-8386.

42. Mizrahi EM, Kellaway P. Characterization and classification
of neonatal seizures. Neurology Dec. 1987;37:1837—1844.

Reading List

Blanco S, et al. Time-frequency analysis of electroencephalogram
series. Phys Rev 1995;51:2624-2631.

Blanco S, et al. Time-frequency analysis of electroencephalogram
series. IIT wavelet packets and information cost function. Phys
Rev 1998;57:932-940.

Caton R. The electric currents of the brain. BM.J 1875;2—278.

D’attellis CE, et al. Detection of epileptic events in electroence-
phalograms using wavelet analysis. Annals of Biomed Eng
1997;25:286-293.

Franaszczuk PJ, Blinowska KdJ, Kowalczyk M. The application of
parameteric multichannel spectral estimates in the study of
electrical brain activity. Biol Cybern 1985;51:239-247.

Gabor AJ, Leach RR, Dowla FU. Automated seizure detection
using self-organizing neural network. Electroenceph Clin Neu-
rophysiol 1996;99:257-266.

Gath I, et al. On the tracking of rapid dynamic changes in seizure
EEG. IEEE Trans Biomed Eng Sept. 1992;39:952-958.

Geocadin RG, et al. A novel quantitative EEG injury measure of
global cerebral ischemia. Clin Neurophysiol 2000;11:1779-1787.

Geocadin RG, et al. Neurological recovery by EEG bursting after
resuscitation from cardiac arrest in rates. Resucitation 2002;55:
193-200.

Gotman J, et al. Evaluation of an automatic seizure detection
method for the newborn EEG Electroenceph Clin. Neurophysiol
1997;103:363-369.

Hernandez JL, et al. EEG predictability:adequacy of non-linear
forcasting methods. Int J Bio-Medical Comput 1995;38:197—206.

Holzmann CA, et al. Expert-system classification of sleep/awake
states in infants. Med Biol Eng Comput 1999;37:466—476.

Liberati D, et al. Total and Partial coherence analysis of sponta-
neous and evoked EEG by means of multi-variable autoregres-
sive processing. Med Biol Eng Comput 1997;35:124-130.

Pardey J, Roberts S, Tarassenko LT. A review of parametric
modeling techniques for EEG analysis. Med Eng Phys
1996;18:2-11.

Petrosian A, et al. Recurrent neural network based prediction of
epileptic seizures in intra- and extracranial EEG. Neurocomput
2000;30:201-218.

Popivanov D, Mineva A, Dushanova J. Tracking EEG dynamics
during mental tasks-A combined linear/nonlinear approach,
IEEE Eng. Med Biol 1998; 89-95.

Quiroga RQ, et al. Performance of different synchronization mea-
sures in real data: A case study on electroencephalographic
signals. Phys Rev E 2002;65:1-14

Sadasivan PK, Dutt DN. SVD based technique for noise reduction
in electroencephalogram signals. Signal Process 1996;55:
179-189.

Salant Y, Gath I, Hebriksen O. Prediction of epileptic seizures from
two-channel EEG, Med Biol. Eng Comput 1998;36:549-556.
Schraag S, et al. Clinical utility of EEG parameters to predict loss
of consciousness and response to skin incision during total

intervention anesthesia. Anesthesia April 1998;53:320-325.



Selvan S, Srinivasan R. Removal of ocular artifacts from EEG
using and efficient neural network based adaptive filtering
technique. IEEE Signal Process Lett Dec. 1999;6:330-332.

Vigario RN. Extraction of ocular artifacts from EEG using inde-
pendent component analysis. Electroenceph Clin Neurophysiol
1997;103:395-404.

Zapata A, et al. Detecting the onset of epileptic seizures. [IEEE Eng
Med Biol May/June 1999; 78-83.

Zygierewicz J, et al. High resolution study of sleep spindles. Clinic
Neurphysiol 1999;110:2136-21417.

Publisher’s note. A revised version of this article was submitted
after our print production deadline. The revised version will
appear in the online edition of this encyclopedia.

See also ELECTROENCEPHALOGRAPHY; EVOKED POTENTIALS; MONITORING
IN ANESTHESIA; MONITORING, INTRACRANIAL PRESSURE.

NEUROMUSCULAR STIMULATION. See

FUNCTIONAL ELECTRICAL STIMULATION.

NEUTRON ACTIVATION ANALYSIS

X1aoLiN Hou
Risg National Laboratory
Roskilde, Denmark

INTRODUCTION

Neutron activation analysis (NAA) as an elemental analy-
tical method has been used for a long time to determine
trace elements in biomedical research and clinical analysis
(1,2). The main problems associated with the determina-
tion of trace elements in biomedical research and clinical
analysis are the very low concentrations of some elements,
and the limited amount of sample materials available. It is
necessary that the analytical method be sensitive and free
of blank contribution.

As a nuclear analytical technique, NAA is based on the
excitation of the atomic nucleus of an isotope of the element
with neutrons, and the emission of specific radiation, such
as gamma rays, from the excited nucleus by decay. There-
fore, only trace elements present in the sample during
neutron activation will be excited and are able to be mea-
sured in this way. The possible contamination of sample
during subsequent handling will not influence the result.
Thus a comprehensive radiochemical separation of a par-
ticular element from interfering elements can be carried
out to significantly improve the detection limit, which will
not introduce any blank for the measured element. If no
pretreatment of sample is completed, almost no blank
value will be introduced in the analytical procedure. There-
fore, the method can be free of blank contribution. Neutron
activation analysis is very sensitive for many trace ele-
ments, while many matrix elements such as carbon, hydro-
gen, oxygen, and nitrogen are less activated by neutrons
and produce almost no activity after neutron activation.
Therefore, NAA is suitable for the analysis of biomedical
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samples due to little or no interference from matrix ele-
ments. The interference from activated minor elements
such as chlorine, sodium, bromine, and potassium may
be eliminated by a few days decay of sample due to the
short lifetimes of radioactive nuclides of these elements. It
is normally used for in vitro analysis, but also can be used
for in vivo analysis of the whole or part of living bodies. This
consists of mostly major and minor elements, such as Ca,
ClL, K, N, Na, and P, but also some trace elements, such as
iodine in thyroid, Si, Cd, Hg in lung and kidney. The
contrast with conventional NAA, isotopic and accelerator
neutron sources and small reactor are used and prompt
gamma rays are measured (3). However, the problem of
radiation to living body limits its application. This article
will not describe this problem in detail and is an updated
version of the previous article published in the first edition
of this encyclopedia (4).

THEORY

Neutron activation is a reaction of the nucleus of an ele-
ment with neutrons to produce a radioactive species, so-
called radionuclide. Neutrons used in NAA can be produced
by a nuclear reactor, a radioisotope, and an accelerator, in
which the nuclear reactor is the most common neutron
source used for NAA due to its high neutron flux and
suitable neutron energy. Neutrons can exhibit a wide
range of energy, which range from thermal neutrons with
an average energy of 0.025 eV in a thermal nuclear reactor
to fast neutrons of 14 MeV in an accelerator neutron
generator. By bombarding an element with neutrons, a
neutron is absorbed by the target nucleus to produce a
highly energetic state of the resulting nucleus containing
an additional neutron. Some excess energy is immediately
lost, usually by emission of a gamma ray, a proton, or an
alpha particle. In a sample exposed to neutrons, the type of
nuclear reactions depends on the energy of the neutrons
and on the elements present. The main reaction occurring
with thermal neutrons is the (n, y) reaction. In this case,
the highly energetic level of the produced nucleus is de-
excited by emission of a gamma ray, while (n, p) and (n,a)
reactions are induced by fast neutrons reaction. In conven-
tional NAA, the element is determined by measurement of
the radionuclides formed by de-excitation of the produced
nucleus. However, the element can be determined also by
the measurement of the gamma rays emitted during the
de-excitation of the produced nucleus, which is so-called
prompt gamma activation analysis due to the very fast de-
excitation process (1 ps). In this article, only conventional
NAA is discussed. The probability of a particular reaction is
expressed by the activation cross-section, o, with a unit of
barn (10728 m?). An isotope of an element has its specific
activation cross-section. The cross-section of a particular
nucleus depends on the energy of the neutron. The (n, vy)
reaction normally has a higher activation cross-section than
(n, p) and (n, o) reactions. The rate of formation of the
radionuclide in the neutron activation is expressed as

dN*
dt

ocpN (1)
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N is the number of the target nuclei in the atom, so N = (m/
M)N 0. Here, m is the mass of the target element (in g); M is
the atomic mass; N, is Avogadro’s number; and 0 is the
isotope abundance of the target nuclide, N" is the number of
the activated nuclide at time ¢; ¢ is the neutron flux density
(in neutron m~2.s71), which is used to express the neutron
number pass through a unit area in a unit time, which can
be considered also as a product of velocity of a neutron and
its concentration.

If the nuclide formed is radioactive, it will decay with
time and the decay rate of the radionuclide will be

dN*
=N (2)

Here /is the decay constant of activated nuclide, /. = In 2/
T3 and Ty is the half-life of activated nuclide. So, the
production rate of an activated nuclide is expressed as:

dN*
dt

The activity or disintegration rate (Ao) at the end of irradia-
tion time ¢; is then:

= (0¢N) — (AN") 3)

Ag = /N* = opN(1 — e 1) (4)

The saturation activity of the activated nuclides (Am), that
is, the activity when the production of activity is equal to the
decay of the activity, can be calculated as:

Am = 6N — %NAW; (5)

If considering the decay of activated radionuclides during
the decay (t3) and counting (¢.), the measured activity of
radionuclides is calculated by

A =opN(1 —e M) Hd(1 — )/ (6)

The actual number of events recorded by a detector for a
particular radionuclide is only a fraction f of the number of
decays calculated from Eq. 6, because not every decay can
emit a characteristic gamma ray, and once a gamma ray is
emitted they may not reach the detector. Considering these
findings, the simplest and most accurate way to determine
an element by NAA is to irradiate and measure a compara-
tor standard with an exact known content of the element
together with the sample. In this case, the ratio of the
element content in sample mg to that in comparator stan-
dard m. is equal to the ratio of their activities, AJA. = m/
m.. Therefore, the content of target element in the sample
can be calculated by

—me (7

In addition, from such a single comparator, it is also
possible to calculate the sensitivity of other elements by
means of the k-factor (5). This factor is an experimentally
determined ratio of saturation specific activities expressed
in counts:

“Fee M (®)

Here, the asterisk refers to the element of a single compara-
tor. The factor fis a combination of the emission probability
of n and detection efficiency ¢. If the relative efficiency
function of the detector is known, calibration may be based
on kg values (5):

€
k=ko prs 9)
where
_ o M-
kO - 7]*9*0'* M (10)

These ko values are fundamental constants and may be
found in tabulation; methods for taking into account the
influence on & values of difference in neutron flux spectrum
have been developed.

The analytical sensitivity of NAA for various elements
can be predicted from Eq. 6, combined with the emission
probability of gamma rays of the radionuclide and the
counting efficiency of the characteristic energy of the radio-
nuclide. The calculated interference free detection limits of
NAA for various elements are listed in Table 1. Note that
this data is only applied to radionuclides completely free
from all other radionuclides, that is after a complete radio-
chemical separation. In actual analysis, the activity from
other activated elements will interfere with the detection of
the target element by increasing the baseline counts under
its peaks, so the detection limit will be poorer than that
estimated in Table 1. However, in a sample with known
composition, practical detection limits may be predicted in
advance (6).

Since NAA is based on the excitation of the atomic
nucleus of an isotope instead of the surrounding electrons,
no information on the chemical state of the element can be
obtained. In addition, the de-excitation of the produced
nucleus by the emission of high energy gamma rays or
other particles gives the formed radionuclide a nuclear
recoil energy of several tens of electron volts. This is more
than sufficient to break a chemical bond, and the formed
radionuclide may no longer be found in its original chemi-
cal state. It is therefore not possible to directly use NAA
for chemical speciation of an element. However, a NAA

Table 1. Interference Free Detection Limit for Elements
by NAA Based on Irradiation for 5 h at a Neutron Flux

Density of 103 n/ecm? s~ ! and Typical Counting Conditions®
Detection
limit, ng Element

0.001 Dy, Eu

0.001-0.01 Mn, In, Lu

0.01-0.1 Co, Rh, Ir, Br, Sm, Ho, Re, Au

0.1-1 Ar, V, Cu, Ga, As, Pd, Ag, I, Pr, W, Na, Ge,
Sr, Nb, Sh, Cs, La, Er, Yb, U

1-10 Al CL K, Sc, Se, Kr, Y, Ru, Gd, Tm, Hg, Si,
Ni, Rb, Cd, Te, Ba, Th, Hf, Ta, Os, Pt, Th

10-100 P, Ti, Zn, Mo, Sn, Xe, Ce, Nd, Mg, Ca, T, Bi

100-1000 F, Cr, Zr, Ne

10,000 Fe

“See Ref. (6).



ﬁ Sampling

Preseparation >
\ 4
Sample preparation
\ 4
Irradiation
v
Radiochemcial >
separation v
Measurement
v
Recovery o
determination "
\ 4
Calculation Result

»

Figure 1. Procedure of neutron activation analysis.

detection coupled with a preseparation of chemical species
of elements, so-called molecular activation analysis, can be
applied for the chemical speciation of elements for biome-
dical studies (7). Used in this way, NAA is no longer
without a blank problem.

EQUIPMENT AND METHODOLOGY

Optimal utilization of the special qualities of NAA requires
an appropriate methodology, which is adapted tothe analysis
of various biomedical samples for different elements and
their species. Figure 1 shows a scheme of NAA, which divides
NAA into several steps, some of which are indispensable,
while others are supplementary for specific purposes.

Sampling

Sampling is the first step for any analysis, and is the most
important step in any meaningful investigation (8,9).
There is increasing awareness that the quality of an ana-
lytical result may often be influenced more by sample
collection than by final measurements. One of the main
considerations during sampling should be devoted toward
the representativity of the analyzed sample to the object
under study. Other considerations should be the avoidance
of any contamination during sampling and finding suitable
storage of the sample until analysis to prevent the losses of
the elements of interest and to avoid contamination. The
selection and collection of a representative sample may
need to consider two aspects: the type of sample and the
size of the selected sample (8). Frequently, valuable data
can be obtained from the analysis of readily accessible
in vivo samples, such as blood and urine. In some cases,
the analysis of tissue sample may provide more useful
information. A considerable effort has been spent on the
analysis of hair and nail (9). They have an advantage of
being easily available, however, it may be less representa-
tive for most of the elements, and a multitude of factors
may affect the observed results. The contamination during
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the sampling mainly comes from the tools and the con-
tainer used for samples and the sampling environment.
With the exception of excreta, all biomedical materials
have to be removed from the organism by means of tools
for piercing, cutting, or shearing. The best materials for
tools from the point of view of eliminating contamination
are polyethylene, Teflon, or other plastic materials, or
stainless steel, if Cr, Ni, Co, and Fe are not being consid-
ered, but pure titanium is a good material due to its
hardness for cutting. For the container, polyethylene,
Teflon, and synthetic quartz are the best materials to avoid
contamination and absorption of trace elements on the well
of the container. The problems of sampling and sample
handling have been given more attention in the studies of
medical trace elements. A number of sampling protocols
were recommended. A detailed discussion of this issue can
be found in many articles and books (2,8,9).

Preseparation

Since NAA cannot be directly used for chemical speciation,
various chemical species of trace elements have to be
separated before irradiation. In recent years, many meth-
ods have been developed for the chemical speciation of
various trace elements, such as Se, I, Cr, Hg, As, Al, Fe,
Zn, Cu, and rare earth elements in biomedical samples
(7,10-15). All of these methods are based on preseparation
using various chemical and biochemical separation tech-
niques, such as ion exchange, gel chromatography, high-
performance liquid chromatography (HPLC), supercritical
fluid, electrophoretic, and fractionation techniques. The
chemical speciation in biomedical trace elements studies
normally includes the following aspects: subcellular dis-
tribution of trace elements in various tissues; chemical
valence states of trace elements in liquid samples such
as urine, blood, and cytosol of tissue homogenate; specific
combination of trace elements with various proteins, poly-
peptides, enzymes, hormones, and small molecular com-
pounds. The separated chemical species of trace elements
is then quantitatively determined by NAA. Since the sample
is not destroyed and no chemical reagents are used, NAA
itself is actually a contamination-free analytical technique.
However, in preseparation the utilization of chemical
reagents and many types of equipment can cause a high
risk of contamination. An enriched stable isotope trace
technique was therefore used to overcome this problem
(15), which is based on the fact that NAA is actually an
analytical technique for isotopes instead of elements. In this
case, the contaminations during the separation can be
identified and eliminated because of the different isotopic
components of the trace elements in the samples with those
contaminants from the chemical reagents and other sources.

Due to the very low concentration of most trace elements
in biomedical samples, preseparation of elements of inter-
est from main interfering elements and preconcentration is
sometimes useful for the improvement of the detection
limit of the elements of interest. The simplest preconcen-
tration should be lyophilization and ashing of the samples,
which can be directly carried out in an irradiation con-
tainer, such as a quartz ampoule and aluminum foil to
eliminate problems associated with sample transfer. The
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techniques used for preseparation of the elements of inter-
est are similar as those for radiochemical separation
described below. Special attention should be given to avoid
contamination and addition of extra interfering elements,
such as Cl and Na.

Sample Preparation

Before neutron irradiation, the sample must be transferred
to an irradiation container for transport to and from the
irradiation position. These containers should not contam-
inate the sample, nor should they add significantly to the
total amount of radioactivity produced during activation.
Suitable materials are low density polyethylene for mod-
erate irradiation and high pure aluminum and synthetic
quartz for prolonged irradiation. For short-term irradia-
tion, the sample can be wrapped in a thin polyethylene film
and inserted in a polyethylene irradiation capsule. After
irradiation, the sample with the polyethylene foil is
directly measured, since there is no significant contribu-
tion of trace elements and radioactivity from the polyethy-
lene film and difficulties on removal of sample from the
irradiated film. In the determination of some elements,
such as Se, F, B, and Li (16,17), the irradiated samples
have to be measured very quickly (<10 s) due to the very
short half-lives of the formed radionuclides (0.8 s for 8Li,
17.5 s for “™Se, 11.0 s for 2°F). In this case, the sample with
the polyethylene capsule has to be directly transferred to
the detector for measurement. For long-term irradiation of
sample in a reactor, it is normally required that the sample
be dried to avoid any problem of explosion of the container
due to the high pressure produced in the container by the
radiolysis of water in the samples. In addition, the removal
of water from the sample will improve the determination of
elements of interest, because an increased amount of sam-
ple can be irradiated and the counting geometry can be
improved. Lyophilization techniques are normally used for
the removal of water, although evaporation by heating can
be used. In addition, dry ashing is sometimes used to
further improve the determination of elements, but we
should watch for loss of elements of interest during this
process. The dried sample is normally wrapped in high
purity aluminum foil, which is then inserted into an alu-
minum container for irradiation, since only a short-lived
radioisotope of aluminum, 28Al (2.24 min), is formed in the
neutron irradiation of Al. This radioisotope quickly disap-
pears by decaying, so it does not interfere with the determi-
nation of trace elements that form long-lived radionuclides.
For some elements, such as mercury and arsenic, a synthetic
quartz ampoule was used because they volatize during irra-
diation and have very low impurities in quartz materials and
are less radioactive from activated SiO,. To minimize losses
and contamination, biomedical samples are often sampled
in a high purity quartz ampoule. They are then directly
lyophilized and ashed in the quartz ampoule. After irra-
diation, they can be measured in the same ampoule.

Irradiation

Different neutron sources are available for the activation
analysis of samples. Isotopic neutron sources, such as Ra—
Be and Am-Be sources that rely on the (a, n) reaction and

2520f source that is based on spontaneous fission, yield
neutron spectra with a limited range of neutron energies.
Accelerators can also be used to produce a particular
energy of neutrons, such as 14 MeV neutrons produced
by (D,T) reaction and 2.5 MeV neutrons by (D,D) reaction.
A miniature, sealed-tube neutron generator with a yield of
108-10*! neutron/s has been used widely as a neutron
source for NAA (18,19). However, due to low neutron flux
produced in these two kinds of neutron sources, they are
very seldom used for the NAA of biomedical samples.

Nuclear reactors are much more suitable for NAA of
biomedical materials, because they provide much higher
neutron flux density (10'~10'* n/em?.s) with correspond-
ingly higher sensitivities for trace elements. In addition,
neutrons in the reactor can be well moderated to thermal
energies, which is very suitable for NAA because of the
high thermal neutron activation cross-sections of trace
elements and less interference from fast neutron reactions.
For some elements such as iodine, arsenic, and selenium,
which are preferably determined by epithermal NAA, an
epithermal neutron irradiation channel was set up in some
reactors by shielding thermal neutrons with cadmium (20).
Almost all research reactors installed pneumatic transfer
systems for easy and automatic transfer of samples to and
from the irradiation position. Some of them can also
quickly transfer the irradiated sample to the counting
position above the detector for the determination of ele-
ments by counting short-lived radionuclides. The detection
limit and analytical precision of NAA can be improved by
repeated irradiation and counting of samples, the so-called
cyclic NAA. This is particularly useful for the elements
determined by short-lived radionuclides (such as Se, F, I,
ete.). Cyclic NAA systems were therefore installed in some
reactors (17). As a nuclear facility, many nuclear reactors
are located in large research centers, normally outside of
the city; it makes them less accessible and consequently
makes NAA inconvenient for most researchers and medical
doctors. In the 1980s, a miniature neutron source reactor
(MNSR) was developed especially for NAA in China. Due to
its intrinsic safety in design, this reactor can be installed in
hospitals and research institutes in a big city. With a
combination of its small size and low price, it makes
NAA possible as a clinically analytical tool easily and
conveniently accessible for many researchers and medical
doctors. Ten such reactors were installed in universities
and institutes in China, Pakistan, Iran, Syria, Ghana, and
Niagara (20,21). A few similar reactors (SLOWPOKE reac-
tor) were developed and installed in Canada.

Measurement

Trace elements are determined by measurement of the
activity of the radionuclides formed after neutron irradia-
tion, which can be carried out by counting the number of
events taking place in the detector. The choice of the
detector used for NAA depends on the type of decay and
energies of the radiation emitted by the radionuclides
formed. Some radionuclides produced by neutron activa-
tion of uranium and thorium decay by emission of neu-
trons, which are counted by means of a neutron detector
filled with BF; or *He gas. Meanwhile, the radionuclides of



boron and lithium, which decay by emitting very high
energy B particles, may be counted by a Cherenkov detector
(16). All these analyses require that the detector be
installed at the reactor site because of the short half-lives
of these radionuclides, and are consequently not commonly
used for biomedical materials.

The most common radionuclides measured by NAA
decay by emission of characteristic gamma rays. The most
widely used detector is a gamma semiconductor detector, of
high purity germanium (HpGe). This detector has high
energy resolution; it may separate the gamma rays with
energy difference of only 2—-3 keV. According to the energies
of the radionuclides of interest, different types of germa-
nium detectors can be used. Planar germanium detector
and HpGe detector with a thin window are used for the
measurement of low energy gamma rays down to 10-20
keV. These detectors have the best energy resolution. In
addition, a silicon (lithium) detector can be used for the
measurement of low energy gamma rays and X rays. A
normal coaxial HpGe detector is used for most radionu-
clides with energies of gamma rays >60 keV, and well-type
HpGe detectors can be used for improvement of the count-
ing efficiency if a very low level of radioactivity needs to be
measured. In this kind of detector, the sample sits in the
middle of the germanium crystal and almost 47 geometry
can be obtained. However, only a small sample can be
measured in this detector due to the limited well size of
the detector. In connection with appropriate electronic
equipment, such as high voltage supply, preamplifier
and main amplifier, and a pulse height analyzer with
4,096 or 8,192 channels, it is possible to determine simul-
taneously many different radionuclides if only their
gamma-ray energies differ by 2-3 keV. Additional discri-
mination is achieved between radionuclides with different
half-lives by counting the sample at different decay times.

The measurement of gamma rays is based on the inter-
actions of gamma rays with matter, such as the photo-
electric effect, Compton scattering, and pair production. In
the photoelectric effect, the gamma ray ejects a shell
electron from a germanium atom and produces a vacancy;
the ejected electron has a kinetic energy equal to the
energy of the gamma ray less the binding energy of the
electron. It may interact with other electrons, thus causing
secondary ionization, and produce more vacancies in the
shell of the germanium atoms. The number of produced
photoelectrons and corresponding vacancies is determined
by the energy of the gamma ray. In this way, the gamma-
ray energy is converted to an electric signal in the detector,
which is then amplified by preamplifier and main ampli-
fier, the output from the main amplifier is a peak of nearly
Gaussian shape with an amplitude proportional to the
gamma-ray energy that enters the detector. This electric
signal is finally registered by a multichannel analyzer
(MCA) as a count, the number of the channel in the
MCA corresponds to the gamma-ray energy and the counts
in a channel correspond to the numbers of the gamma rays
with the same energy. The peak of the gamma spectrum
registered in the MCA is normally also a Gaussian dis-
tribution. The width of the peak, or the energy resolution,
is an important parameter of the detector. Except for the
photoelectric effect, pair production process results in a
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gamma ray with energy less than 0.511 and 1.02 MeV of
the original one. Compton scattering results in a conti-
nuum of energy being transferred, which increases the
baseline counts of the gamma peaks, and therefore worsens
the detection limit of the radionuclide of interest. Most
gamma emitting radionuclides also emit beta particles.
The interaction of the beta particle with the detector
results in a continuum of energy under the gamma spec-
trum. A beta absorber can be used to reduce the interfer-
ence of the beta particles. The utilization of anti-Compton
techniques will reduce Compton interference; a recently
developed multiparameter coincidence spectrum techni-
que significantly improved the detection limit of the trace
elements of interest (22).

Radiochemical Separation

NAA for very low level of elements is limited by the pre-
sence of other elements in the sample. Some minor ele-
ments in the biomedical samples such as Na, Cl, Br, and P
contribute to high radioactivity of the irradiated sample,
and the signals of the radionuclides produced from many
trace elements of interest are overlapped by an increased
Compton continuum under the gamma peaks. In order to
measure the trace elements of interest and improve the
detection limit and analytical accuracy of many trace ele-
ments, it is required that these interfering elements be
eliminated before counting. Since the irradiated sample is
radioactive, this procedure is called radiochemical or post-
irradiation separation. Radiochemical separation is nor-
mally carried out by the following steps: addition of carrier,
decomposition of irradiated sample, chemical separation,
and preparation of separated samples for counting.
Detailed development and the present progress of RNAA
were reviewed by several authors (22—24). Since the acti-
vated elements are radioactive, this procedure does not
create any blank problem, but may easily result in losses of
trace elements to be determined. In order to minimize
these losses, a suitable amount of carrier element is always
added to the sample before radiochemical separation. Since
the amount of carrier element is much higher than the
same element from the original sample, it can then be used
to monitor the chemical recovery of the elements deter-
mined during the radiochemical separation. In many cases,
some carriers of interfering elements are also added to
improve the removal of these interferences, the so-called
holdback carrier. A complete equilibrium between an inac-
tive carrier and radioactive element is necessary to be sure
that both undergo the same physical and chemical proce-
dure, and the same chemical recoveries during the radio-
chemical separation, which is normally carried out by a
comprehensive oxidation-reduction cycle.

Both dry ashing and wet digestion are used to decom-
pose the biomedical samples. Dry ashing at 400-700 °C is
more suitable for large samples; then the ashed sample can
be easily dissolved by diluted acid. However, a considerable
loss of several elements may occur during ashing due to
volatilization, which can be partly eliminated by ashing in
a closed system or by using low temperature ashing at 200—
250 °C under vacuum. Iransova and Kucera (25) recently
showed alkali fusion at high temperature (800—850 °C) is
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very effective and rapid for decomposition of the biomedical
sample and reduction of the losses of many trace elements.
Based on the volatilization of some elements, a combustion
method was used to directly separate these elements from
the matrix and interfering elements. A particular example
is the radiochemical NAA of iodine (26). Acid digestion is
a more popular method for decomposition of biomedical
samples. This method is normally carried out by boiling
a sample in concentrated HNO3; with HCIO4 or HySOy,.
Sometimes H;05 is added to completely decompose the
organic components of the sample. Heating in an open
system can also result in losses of some volatile elements
such as iodine and mercury; utilization of refluxing can
significantly improve the recovery of these elements.
Recently, a microwave assisted digestion system was also
introduced for the decomposition of sample. The main
advantages of this method are rapid digestion and less
loss of trace elements due to a closed digestion system.
Usually, it is used for small sample analysis.

The main activities of irradiated biomedical material
are produced from 2%Cl, ®2Br, 2*Na, and 3?P. A complete
separation of an element from all other radionuclides is
rarely necessary. The removal of main radionuclides and
several group separations are very useful for improvement
of the determination of most trace elements with adequate
accuracy and precision (23,24). Precipitation, ion exchange,
and extraction are the most commonly used methods for
radiochemical separations. Both 22Cl and 8%Br can be
removed by anion exchange absorption, precipitation as
AgCl and AgBr, and evaporation as HCI and Br,. A simple
and effective separation of 2*Na can be carried out by
absorption on a hydrated antimony pentoxide (HAP) col-
umn (27). Various procedures have also been developed
for the group separation (23,24,27). However, the separa-
tion of a single element sometimes may be necessary due
to their very low level in biomedical materials, such as
iodine, vanadium, silicon, uranium, selenium, and mercury
(26,28,29). For efficient measurement, the separated sam-
ple has to be prepared in small amounts for counting on
the detector. This process is normally completed by pre-
cipitation to convert the separated elements to a solid
form or by evaporation to remove most of the water.

Chemical Recovery

In comprehensive radiochemical separation, the addition
of carrier cannot entirely prevent losses of the elements of
interest, even in a simple separation procedure. For accu-
rate results, a correction for losses should therefore always
be made, which can be carried out by measurement of the
chemical recovery of the determined element in the radio-
chemical separation.

Chemical recovery can be measured by carrier and
radiotracer. Before decomposition, carriers are added to
the irradiated material in macroamount compared to the
element originally present in the sample. When the car-
riers behave as the probed element in the sample, their
chemical recoveries should be the same. Thus the chemical
recovery of the carrier element is taken as the recovery of
the determined element. The carrier element can be easily
measured by classic analytical methods, such as gravime-

try, calorimetry, and titration method, especially when a
single carrier is added and separated, and the contribution
from other elements is negligible. When more than one
carrier is added and multielements are separated and
determined, a reactivation method could be used for deter-
mination of the carrier content in the separated sample.
After the measurement, the separated sample containing
the activated elements and the carriers is reactivated by
irradiation with neutrons, and the amount of carrier is
determined by NAA. As the amount of the radionuclide
originated from the sample is negligible compared to the
added carrier, and the amount of added carrier is known,
the chemical recovery can be calculated. Radiotracer is a
more direct method for monitoring chemical recovery. In
this case, radioisotopes are added to the sample with
carrier before the radiochemical separation. These radio-
tracers are not the same as those produced by neutron
activation, and can be measured simultaneously by a
gamma detector due to the different energies of gamma
rays. Since the radiotracer is another indicator of the same
element as the radionuclide produced from the element of
interest, the chemical recovery of the radiotracer is the
same as the indicator. For example, %I was used as a
radiotracer for monitoring the chemical recovery of iodine
in RNAA (29), and ®"Co for cobalt.

If the radiochemical separation is carried out in a well-
controlled manner, a constant chemical recovery can be
assumed, and the recovery correction may be carried out
without measurement of chemical recovery for every indi-
vidual sample. But first the constant chemical recovery has
to be determined by processing an unirradiated sample to
which is added irradiated carriers or other radiotraces
using the same chemical separation procedure. In order
to evaluate the precision of the correction, at least 10
determinations should be made.

Analysis of Gamma Spectrum and NAA Calculation

The data acquired by a germanium detector are registered
in the MCA, and may be transferred directly or via an
analyzer buffer to a computer for processing. At present,
MCA can even be made as an interface card, which can be
directly inserted to a personal computer. Then the compu-
ter can control the gamma detector and the gamma spectra
can be acquired and analyzed by computer software. Data
acquisition software is chiefly concerned with the handling
of the MCA system and its components; the programs will
connect the hardware of the spectrometry system with the
storage memory for the data. Critical physical parameters
such as starting time, duration, and dead-time of the
acquisition are recorded together with the spectral data.
The acquisition software can also take care of controlling
sample changers and automatic sample transfer systems
for cyclic NAA. The acquired spectrum can be stored sepa-
rately or summarized.

Many +y-spectrum analysis programs have been devel-
oped to analyze gamma spectra, which can search for vy
peaks, calculate their energies, and their peak areas. The
special software for NAA can even identify nuclides by the
energy of y peaks and decay time, calculate the radioactivity
of a radionuclide, and finally calculate the concentrations



of the trace elements in the sample. The energy of a
gamma peak can be identified by calibration of the count-
ing system by measurement of some known gamma-ray
sources. By comparison with a database of gamma-energy
and half-life of radionuclides, the identification of the
nuclides can be carried out. The calculation of the peak
area is the most critical step in the NAA calculation. Many
techniques have been developed to calculate the peak
area and to subtract the baseline under the peak, such
as Gaussian shape and experimental peak shape fitting.
When the peak area and the efficiency of the detector are
measured, the activity of the nuclide can be calculated
easily by correcting for decay and counting time. If the
comparator method is used, the contents of elements of
interest can then be calculated using Eq. 7 after the mea-
surement of a comparator element standard. In NAA, over-
lapping peaks may sometimes occur, when the energy
difference between peaks is not large enough, a significant
error may result from incorrect separation of peaks and
baseline subtraction. However, with proper execution of
NAA and correction of results for possible separation losses,
NAA is capable of providing unbiased results with known
precision for a multitude of trace elements in biomedical
materials.

Evaluation and Quality Assurance

NAA has been demonstrated to be reliable and under
statistical control due to the absence of unknown sources
of variability. This means that it is possible to predict the
standard deviation of analytical results so well that the
observed and expected variation among replicate data are
in agreement. The special qualities of NAA make the
method one of the best for the certification of reference
materials in the biomedical field. Hardly any certification
of trace elements is carried out without considering this
method. Its high sensitivity for many elements and the
absence of blank values make NAA the preferred method
for analysis at an ultratrace level of concentration in many
types of biomedical samples. The insensitivity to contam-
ination has proven particularly valuable for the establish-
ment of a normal concentration of a number of elements in
human samples. Results by NAA serve as a reference for
testing or verifying the reliability of other methods.

The common sources of uncertainty in NAA come from
irradiation, counting, spectra acquisition and analysis,
blank and interference of nuclear reactions and gamma
rays. The uncertainty of irradiation is contributed from the
variation of neutron flux during irradiation and inhomo-
geneous distribution of neutron flux in the irradiation
container. The instability of neutron flux may significantly
influence the analytical results of elements determined by
measuring short-lived radioisotopes, because the sample
and standard are not irradiated simultaneously. This pro-
blem is normally overcome by on-line monitoring of the
neutron flux, and most research reactors, especially a small
reactor such as MNSR, installed such a system. In most
cases, the uncertainty from this source is low (<0.5%). The
neutron flux gradient is sometimes very significant in a big
irradiation container, so that a flux monitor foil of Fe, Co, or
Au alloy may be used to monitor the different positions to
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make a neutron flux correction. Uncertainty in counting
mainly results from the variation of counting geometry.
The uncertainty due to counting geometry can be con-
trolled reliably by well efficiency calibration of the detector
for various source shapes; software is available for appro-
priate calculation. The matrix effects can suppress gamma
rays, especially low energy gamma rays, by self-absorption;
this effect can be calibrated by measurement of a standard
with a similar matrix with sample. Many natural matrix
certified reference materials (CRM) have been prepared for
this purpose and are commercial available (30).

Uncertainty in the spectra acquisition may come from
dead time and pile-up losses of signals. A quick varying and
high counting rate often occur in the NAA of biomedical
materials due to high concentrations of Cl and Na which
may cause a high and varying dead time during the count-
ing. Dead time is normally measured by the gamma spectra
system, and live time is used for activity calculation. But
when the dead time is quickly changed during counting,
the activity may be underestimated by this method. This
problem can be solved by using a loss-free counting method,
which estimates the number of counts lost during a dead
time interval and adds this number to the channel of the
just processed pulse, thus presenting a loss-corrected spec-
trum. The pile-up losses are corrected by electronic or
computational mean built in the counting system. Uncer-
tainty in the spectra analysis results mainly from the
evaluation of peak area and subtraction of baseline, espe-
cially for the analysis of multipeaks. A large attempt has
been made to develop effective software to improve the
analysis of the gamma spectra.

The blank problem can usually be ignored in NAA. But a
blank correction will be necessary, when preseparation and
sample preparation are used before irradiation. A given
radionuclide can often be produced in more than one way. If
the indicator nuclide used in NAA is produced from an
element other than the element determined, then nuclear
reaction interference occurs, such interference is mainly
produced by (n,p) or (n, a) reactions with fast neutrons and
elements with an atomic number 1 or 2 above the element
to be determined. A typical example of such interference is
the formation of 22Al from Al, P, and Si by reactions: 2’Al(n,
v)28Al, 28Si(n, p)?®Al, and 3'P(n, «)*®Al. In biomedical
materials, the concentrations of Al and Si are very low,
but P is high in many kinds of samples. The contribution of
P to the activity of 22Al may be very significant, especially
when the fraction of fast neutron in the irradiation position
is high, it will seriously interfere with the determination of
aluminum. This interference can be significantly reduced
by using a thermal neutron irradiation channel, where the
ratio of thermal/fast neutron flux is very high; in many
research reactors, such a thermal neutron channel is avail-
able. Since there are no suitable thermal neutron activa-
tion products of P and Si, they are determined by using
these two fast neutron reactions in NAA, so the interfer-
ence from Al to P is also very significant due to a much
higher cross-section of thermal neutron activation than
fast neutrons. The correction can be carried out by the
irradiation of the sample with and without thermal neu-
tron shielding. The activity of 2%Al in a sample irradiated
under thermal neutron shielding (such as in a Cd or B
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container) mainly contributes from fast neutron reaction,
while under conditions without shielding from both ther-
mal and fast neutron reactions.

Double and triple neutron activation reactions can also
result in an interference, for example, the interference
from °7Au(2n, v)'°°Au to the determination of Pt by
199pt(n,v)1%°Pt(B7)19°Au reaction, and from 27I(3n, )*°I
to the determination of '2°T by '2°(n, v)'*°I reaction (29).
But, interference from triple reactions is normally negli-
gible due to their very low probability.

A special type of nuclear reaction interference is caused
by the presence of uranium, which yields a large number of
radionuclides as a result of fission. The greatest correction
is required in the determination of molybdenum and some
rare earth elements (REs), but the concentrations of ura-
nium in biomedical materials are usually too low to present
any problem.

Gamma-ray spectral interference means that two radio-
nuclides emit gamma rays with the same or nearly the
same energy. For example, >'Ti and 5'Cr used for NAA of Ti
and Cr emitting a single 320.08-keV gamma ray, "°Se and
"5Ge used for Se and Ge emitting 264.66 keV gamma ray.
For these nuclides, a separation via decay is possible
practically due to their different half-lives. However, the
interference for the determination of Hg via the 279.19 keV
line of 2°°Hg (46.6 days), which overlapped by the 279.54
keV line of "®Se (119.77 days), cannot be eliminated by
decay because their half-lives are not significantly differ-
ent. This problem can be resolved by measurement of "Se
by other gamma lines and correcting the contribution of
"5Se to the peak of 279.54 keV.

As an effective method for analytical quality control,
certified reference materials (CRMs) with a matrix similar
to the samples, which have appropriate combinations of
elements to be determined and with concentration bracket-
ing the range of interest, are normally analyzed to evaluate
the analytical accuracy and precision. A large number of
CRMs have been prepared by many countries and interna-
tional organizations (30), which are not only for analytical
quality control of NAA, but actually all other analytical
methods.

Uncertainty from the sampling procedure and inhomo-
geneity of the sample should also be considered as a prob-
able contribution to the total uncertainty of the analytical
data, although it is not directly related to the NAA method
itself. Especially at very low concentration, the trace ele-
ments distribution in samples is normally inhomogeneous
and a selection of a representative sample is very impor-
tant for analytical quality. In recent years, the NAA of
large samples has been given much attention (31). In this
case, a whole sample is analyzed and the uncertainty
resulting from the inhomogeneity of elements in the sam-
ple can be overcome.

Applications

As an analytical technique for determination of trace ele-
ments, the NAA has been widely used in various aspects of
biomedical studies and analysis related to trace elements,
such as an investigation of the normal trace element level
in the human body, trace element related endemic disorder

and inheritable diseases, environmental exposure of toxic
and nonessential trace elements and their effect on human
health, and investigation of trace element nutrition status.

The distribution and normal level of trace elements in
blood, urine, and human tissue are basic data for the
studies on biomedical trace elements. Some activities have
been organized by the International Atomic Energy Agency
(IAEA) for establishing the normal level of trace elements
in “reference man” with different dietary habits and in
different geographic areas. This information was com-
pleted by analyzing various normal human tissues col-
lected from different countries in which most of the data
was supplied by NAA (32,33). In addition, many NAA were
also carried out to analyze a large number of blood, urine,
hair, and nail samples for normal trace element level
determinations. In combination with the analysis of diets
and environmental samples, some trace element related
endemic disorders have been investigated, such as Keshan
disease found in China, which is related to the deficient
intake of selenium, and normally also associated with the
deficiency of iodine. Some disorders caused by excessive
intake of arsenic from ground water and mercury from
contaminated fish and foods have also been investigated by
NAA in China and many other countries. Trace element
nutrition status by analysis of the trace element level in
blood, hair, and diets has also been investigated by NAA in
many countries. The results were used as a basis for
improved recommendations of safe and adequate, daily
average intake of these elements.

Some inheritable diseases have been attributed to the
metabolism problem of trace elements, such as Menkes’
syndrome, Wilson’s disease, and Acrodermatitis entero-
pathica. Determination of specific trace elements in a small
amount of living tissue can be used to diagnose disease and
to evaluate the treatment. The ability to analyze very small
samples by NAA creates a possibility of following temporal
changes in trace element concentrations in a living subject.
Menkes’ disease was found to be a recessive X-linked
disturbance of copper metabolism, resulting in accumula-
tion of copper in several extra-hepatic tissues, including
the placenta, by NAA of various human tissues of patients
and normal persons (2). The method is being used to
diagnose Menkes’ disease and identification of female car-
riers by NAA of the placental tissues (2,34). Wilson’s dis-
ease was also confirmed to be a copper metabolic defective
disease; determination of copper in liver biopsy by NAA
was used as a control and verification method for estima-
tion of the adequate treatment of this disease.

A high environmental exposure may cause the increase
of some nonessential trace elements in the human body,
which may create a potential effect for human health. In
recent years, rare earth elements found wide application in
industry and agriculture, rare earth trace element fertili-
zer has widely been used in China for increasing the yield
of various agricultural products. It also increases the expo-
sure of humans to these trace elements. Neutron activation
analysis was used to investigate the uptake of these ele-
ments in the human body via the food chain, their dis-
tribution in human tissues, and their combination with
different components of tissue, especially brain tissue
(7,13).



Since hair and nails are easily obtained compared to
blood and tissue samples, they serve as a useful indicator of
trace element levels in the body. Neutron activation ana-
lysis is very suitable for the analysis of hair and nails,
because no decomposition of sample is necessary, therefore
they are often used for the analysis of these materials for
investigation of the nutrition status of trace elements, the
environmental exposure level of toxic elements, and the
diagnosis of various diseases related to trace elements (9).

A series international conference entitled Nuclear Ana-
lytical Methods in the Life Sciences was held since 1967,
and the three most recent conferences in this series were
held in 1993, 1998, and 2002. The main achievements in
this field can be found in the Proceedings of these confer-
ences (35,36) and other relevant conferences (37,38).
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INTRODUCTION: THE ORIGINS OF FAST NEUTRON
THERAPY

The year 1932 was a remarkable one at the Cavendish
Laboratory of the University of Cambridge. It represented
a pinnacle of achievement for Lord Ernest Rutherford and
his collaborators in the nuclear physics laboratories. The
results of three experiments performed in this single year
resulted in Nobel Prizes in physics for four of the university
faculty. Two of these experiments were of great signifi-
cance for the production of neutrons. Of course, the most
significant was the discovery of the neutron itself by James
Chadwick in February, 1932 (1). Chadwick needed a source
of neutrons to perform this experiment. At that time, the
only sources of energetic heavy particles were naturally
occurring isotopes that emitted alpha particles. Chad-
wick’s neutron source was comprised of a polonium source
(1%Po), which emits a 5.3 MeV alpha particle and a block
of beryllium housed in a vacuum chamber. The nuclear
reaction

o+ 9Be—12C+n

produces a flux of neutrons with energies of several million
electronvolts (MeV). To detect these neutrons, Chadwick
used an ionization chamber with a thin entrance window.
Pulses could be observed on a oscillograph as the source
was brought closer to the ionization chamber. The chamber
was air filled and the increasing count rate was interpreted
as being due to recoil nitrogen nuclei in the chamber. When
a sheet of paraffin wax was placed in between the source

and the ionization chamber a further increase in the source
count rate was observed and interpreted as resulting from
recoil protons from n—p elastic scattering. Further mea-
surements confirmed that the particles producing the
recoil protons were neutral particles of the same mass as
the proton. With this simple and elegant apparatus Chad-
wick discovered the neutral nuclear particle, the existence
of which Rutherford had postulated in 1919.

Sources of this type give very low neutron fluxes and are
not suitable for neutron radiation therapy or radiobiology.
It was another of the Nobel Prize winning discoveries of
1932 at Cavendish Laboratory that offered the means for
producing intense sources of neutrons. This was the dis-
covery of artificial transmutation of nuclei by John Cock-
roft and Ernest Walton in April 1932. In this experiment,
Cockroft and Walton used their specially designed high-
voltage apparatus (now commonly known as a Cockroft—
Walton accelerator) to produce protons of energy 700 keV.
When these protons interacted with a lithium target, the
resulting mass eight compound nuclei disintegrated into
two alpha particles with the release of ~17 MeV of energy

p+ "Li — *He + *He

The alpha particles were detected as scintillations on a zinc
sulfide screen and, in order to observe these events, Cock-
roft or Walton had to sit in a small darkened enclosure at
the end of the accelerator tube (2).

Although this first artificial splitting of the atom did not
involve the production of neutrons, it was not long before
another Rutherford’s research team, Mark Oliphant, was
to apply the new technology to an experiment to demon-
strate the fusion of deuterium nuclei. In this reaction, the
products are helium 3 and a neutron

°H+2H —3%He +'n

The reaction has a positive Q value of 3.27 MeV and a
deuteron beam of 400-keV energy produces neutrons with
energies up to ~3.5 MeV.

This experiment was performed in 1934 and almost
immediately L.H. Gray, yet another of Rutherford’s ex-
students, working as one of the first British medical phy-
sicists at Mount Vernon Hospital in Northwood, England,
realized the potential of this reaction as a source of neu-
trons for radiobiology research. The ability of neutrons to
produce ionizing radiation in the form of heavy recoil
particles had been realized soon after their discovery
and that these particles might be able to produce biological
damage similar to that produced by the recoil electrons
associated with X ray beams and radium sources had also
been recognized. Neutrons are heavy particles and can
transfer relatively large amounts of energy to their sec-
ondary recoil particles in comparison to the recoil electrons
produced when X rays interact with matter. The neutrons
are, therefore, capable of high linear energy transfer (LET)
to the recoil particles associated with them and for this
reason are known as high LET particles. Gray and others
observed that the very great difference between the dis-
tribution of ions along the track of a recoiling nucleus and a
fast electron made it probable that the biological action of
neutrons would show interesting differences from that of



the other radiations. It was hoped that a study of these
differences would throw light on the mode of action of
radiations on biological material. There was also the pos-
sibility that eventually neutrons might prove a more potent
means of treating cancer (3).

Gray obtained funding to build a 400 keV Cockroft—
Walton accelerator in which he used the deuteron—deuteron
reaction to produce a neutron beam for radiobiology
research (3). The capital cost of the unit was $2400 with
maintenance costs of $320/annum for 1937 and 1938. The
unit was housed in a wooden shed.

Concurrently, progress was being made in accelerator
technology in the United States by another renowned
physicist, Ernest O. Lawrence. Lawrence’s invention of
the cyclotron earned him the 1939 Nobel Prize for physics
and provided a means for producing ion beams with ener-
gies of several tens of million electronvolts, far in excess of
the energies obtained by Cockroft and Walton with their
accelerator. Ernest Lawrence’s brother, John, was a phy-
sician and the two brothers soon realized the potential
medical benefits of applying neutron beams produced by
accelerated protons or deuterons. In 1938, funding was
obtained from the National Cancer Institute (NCI) for the
construction of a 60 in. medical cyclotron; this was the first
NCI research grant. This cyclotron was used to produce a
neutron therapy beam using a 16 MeV deuteron beam
incident on a thick beryllium target. With the use of this
beam, Dr. Robert Stone performed the first clinical trials of
fast neutrons.

Hence, by 1938 accelerated beams of particles were
being used to produce high intensity neutron beams for
radiobiology and/or external beam radiation therapy re-
search in both the United States and the United Kingdom.

RADIOBIOLOGICAL RATIONALE FOR FAST NEUTRON
THERAPY

The first clinical trials of neutron therapy were performed
at the University of California in Berkeley, and were
interrupted by the Second World War, when the Berkeley
cyclotron was utilized for nuclear physics research asso-
ciated with the Manhattan Project. Patients with advanced
inoperable head and neck tumors were treated with neu-
tron therapy using the same number of treatment sessions,
or fractions, as was normally used for conventional X-ray
therapy. Although remarkable tumor regression was seen
in a few cases, this was at the cost of excessive damage to
the surrounding irradiated normal tissues. In 1947, Stone
concluded that “ neutron therapy as administered by us
has resulted in bad late sequelae in proportion to the few
good results that it should not be continued”, (4). The trials
had been undertaken to test the hypothesis that neutron
radiation may be superior to X-ray radiation in curing
human cancers. However, at the time little was known
about the radiobiological effects of neutron irradiation in
comparison to conventional X-ray irradiation. It was not
until later, when some basic radiobiological research on the
effects of neutron irradiation on mammalian cells had been
completed, that the reasons for the failure of this original
clinical trial could be understood. Further neutron radio-
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biology research enabled a firm rationale for neutron ther-
apy to be established.

When mammalian cells are irradiated in vitro by ioniz-
ing radiation (X rays or neutrons) cells are killed in propor-
tion to the radiation dose delivered. A plot of the cell kill as
a function of the radiation dose, or survival curve, is
markedly different in shape depending on whether the
cells are irradiated by X rays or fast neutrons. This finding
is illustrated in Fig. 1, taken from the work of McNally
et al. (5). On a log-linear plot at high doses the response
appears linear (i.e., exponential), but at low doses there is a
“shoulder” on the survival curve. This shoulder is more
pronounced for X ray irradiations than for neutron irra-
diations. Another point to notice is that for a given radia-
tion dose the cell-kill by fast neutrons is greater than for X
rays. The relative biological effectiveness (RBE) of neu-
trons relative to X rays is defined as the ratio the dose of X
rays required to produce a given level of cell-kill compared
to the dose of fast neutrons required to give the same cell
kill. Because of the different shapes and sizes of the
shoulders on the neutron and X ray cell survival curves
it can be seen from Fig. 1 that the RBE at a surviving
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Figure 1. Survival curve for WHFIB mouse tumor cells irradiated
with fast neutrons and X rays. Reproduced with permission from
MecNally, et al. Rad. Res. 1982;89:234.
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Figure 2. Survival curves for V79 and WHFIB cells, irradiated in air and hypoxia. Squares, X rays; circles neutrons; open symbols, air; solid
symbols hypoxia. Reproduced with permission from McNally, et al. Rad. Res. 1982;89:232.

fraction of 1072 (i.e., a relatively high dose) is ~3.8, while
for a surviving fraction of 3 x 107! (i.e., a lower dose) the
RBE increases to ~5. John Lawrence measured the RBE in
nonhuman biological systems, prior to commencing the
Berkeley fast neutron therapy trials with Robert Stone,
using large single doses of radiation to produce an obser-
vable biological effect. Based on an RBE measured at high
single doses, they calculated the required total neutron
dose from a knowledge of the total X ray doses delivered to
cancer patients at that time. Unfortunately, radiation
therapy doses are delivered as a large number of small
doses and at these smaller doses the RBE is much larger,
hence, the fast neutron dose delivered to patients in
the original fast neutron trial was overestimated by a
considerable margin. This of course resulted in good
tumor control compared to conventional X rays, but also
produced an unacceptable level of normal tissue damage.
It was not until 1971 that Sheline et al. (6) explained this
phenomenon.

In the meantime, L.H. Gray working at Hammersmith
Hospital had described a logical rationale for fast neutron
therapy. In 1954, in a landmark paper in radiation ther-
apy, Thomlinson and Gray described how, in a poorly
vasculated tumor, areas of reduced oxygenation, or
hypoxia, can exist as the distance from blood vessels
increases (7). If oxygenation drops low enough, the cells
become necrotic and die. Gray showed, using diffusion
kinetics, that an oxygen concentration gradient can exist
within a tumor and that in certain areas of the tumor there
may be severely hypoxic, yet viable cells. How this phe-
nomenon can be exploited to advantage in fast neutron
therapy is illustrated in Fig. 2. In this figure, cell survival
curves for cells irradiated by both X rays and fast neutrons
in an oxygen (oxic) and a nitrogen (anoxic) environment are

plotted. The anoxic cells are more resistant to radiation
than the oxic cells and as tumors are poorly oxygenated and
contain anoxic cells this could well result in an inability to
deliver sufficient radiation to kill all the tumor cells, lead-
ing to tumor recurrence. Normal tissues are well oxyge-
nated and, therefore, are more easily damaged. Hence, it is
possible that the doses to the normal tissues surrounding
the tumor may reach their acceptable tolerance level before
sufficient dose has been delivered to the hypoxic tumor
cells to eradicate them. Figure 2 shows that the differential
cell killing for oxic and anoxic cells is much greater for X
rays than for fast neutrons. Thus for a given level of normal
tissue, cell kill or damage neutrons should be more effective
at killing hypoxic cells in the tumor than conventional X-
ray therapy. It was this hypothesis that lead to the restart-
ing of fast neutron clinical trials at Hammersmith Hospital
in London in 1970. The encouraging results obtained at
Hammersmith Hospital rekindled interest in fast neutron
therapy and by 1980 there were close to 20 centers treating
patients.

The clinical results showed that fast neutron therapy
appeared to be particularly effective in the treatment of
slow growing tumors such as adenocarcinoma of the pros-
tate and bladder. In the meantime, radiobiology research
had revealed another important difference between X rays
and fast neutrons related to the variation of the radiation
sensitivity of mammalian cells at different phases of the
mammalian cell cycle. Mammalian cells exhibit well-
defined stages in their cycle first described by Howard
and Pelc (8). Figure 3 shows a schematic representation
of the phases of the cell cycle. Cells spend most of their time
in a quiescent phase known as G1 (gap 1), after the G1
phase they move into a phase during which duplicate DNA
is synthesized, the S phase. Following DNA synthesis there
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Figure 3. Schematic representation of the phases of the cell cycle.

is another gap phase, G2, which precedes cell division or
mitosis (the M phase). The S, G2, and M phase have a
similar duration for all mammalians cells, being typically
8,4, and 1 h, respectively. It is the G1 phase that varies for
rapidly and slow growing cells, being as short as 1 h for fast
growing cells and as long as 200 h for slow growing cells.
The variation in the radiosensitivity of cells irradiated with
conventional X rays at different phases of the cell cycle can
be considerable (9). The late G1 phase is a relatively radio-
resistant phase and in cells with a long G1 there is also a
period of radioresistance during early G1. As a result, slow
growing cells, which spend a larger proportion of the cell
cycle in G1 phase than rapidly proliferating cells, would be
expected to be more resistant to radiation than the fast
growing cells. Withers et al. (10) have shown that the
variation of cell sensitivity during the cell cycle is less
for fast neutron irradiation than for conventional X-ray
radiation. This is a potential advantage for fast neutron
therapy, since is means that neutrons are relatively more
effective in killing cells in the radioresistant phases of the
cell cycle. This would explain the observed efficacy of
neutrons in the treatment of slow growing tumors. Another
observation, which confirms the efficacy of fast neutrons in
treating slow growing tumors, was made by Battermann
et al. (11), who showed that the relative biological effective-
ness of fast neutrons increases with tumor doubling time.

Thus by the early 1980s it had been established that fast
neutron therapy could be justified on radiobiological ratio-
nale related to both tumor hypoxia and volume doubling
time.

REVIEW OF CLINICAL RESULTS

After the original unsuccessful clinical trials at Berkeley,
fast neutron therapy was restarted in 1970 by Dr. Mary
Catterall, at Hammersmith Hospital in London. Although
Dr. Catterall’s studies were not controlled clinical trials
they did demonstrate the potential efficacy of fast neutron
therapy in the treatment of advanced or recurrent tumors.
The success of these studies lead to the establishment of
many fast neutron therapy centers around the world and to
the instigation of a number of clinical studies of those
tumors thought to be the most promising candidates for
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neutron therapy. These tumors included advanced inoper-
able tumors of the salivary glands; squamous carcinoma of
the head and neck; adenocarcinoma of the prostate, rectum,
bladder, and soft-tissue; oesteo- and chondro- sarcomas.
The results of these studies demonstrated that fast neutron
therapy was particularly promising for the treatment of
salivary gland tumors, prostate tumors, and bone tumors.
The results for squamous carcinoma of the head and neck,
however, were ambiguous. Prompted by these results, the
NClIin the United States decided to fund four purpose-built
hospital-based neutron therapy facilities to contribute to a
definitive series of controlled clinical trials performed at
these and other approved centers.

The NCI trials were undertaken in two phases starting
with dose searching studies, designated as phase II trials,
followed by efficacy studies (phase III trials). The patient
accrual into these trials is shown in Table 1. The phase II
trials established the general treatment protocol for the
phase III studies, that is, a dose of 20.4 Gy would be
delivered in 12 fractions over 4 weeks and after 13.6 Gy
abdominal and pelvic treatment fields would be reduced in
size.

Of the seven phase III trials undertaken, only three
were successfully completed; the head and neck, lung, and
prostate trials. The salivary gland trial was terminated
early; the investigators thought it unethical to continue
with randomization because of the excellent results
obtained with neutron therapy (12). The remaining three
trials were closed because of poor patient accrual. The only
other trial to yield a positive result was the prostate trial
(13). This trial also highlighted the importance of shaping
the beam to conform to the tumor outline. The three centers
contributing patients to this trial had facilities with dif-
ferent beam collimation systems of varying degrees of
sophistication. The occurrence of normal tissue complica-
tions in the bladder and rectum was closely related to the

Table 1. Patient Accrual for NCI-NTCWG Clinical Trials
Using the New Generation of Neutron Therapy Facilities
in the United States (1984-1991)

Site No of Patients

Dose searching studies

Head and neck 59
Thorax 169
Abdomen 78
Pelvis 102
Extremity 92
Subtotal 500
Phase III studies
Salivary gland 9
Head and neck (squamous) 178
Lung 232
Prostate 178
Cervix 28
Rectum 2
Resistant histology 47
Subtotal 674
Total accrual 1174
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sophistication of the beam collimator. The University of
Washington, which utilized a sophisticated multileaf col-
limator for beam shaping, had the least number of treat-
ment related complications, while the M.D. Anderson
Hospital in Houston, which used an insert-based collima-
tion with limited shaping capability, had the greatest
number of normal tissue complications (13).

An earlier NCI funded Phase III trial for advanced
adenocarcinoma of the prostate had shown that a mixed-
beam treatment regimen of 60% photons combined with
40% neutrons was superior to conventional photon only
therapy (14). With this in mind, Forman et al. (15) under-
took a series of in-house neutron therapy trials at Wayne
State University using mixed-beam therapy (50% photons
and 50% neutrons) for early and some late stage patients.
This trial also utilized a sophisticated beam shaping sys-
tem, a multirod collimator. These trials demonstrated that
mixed-beam therapy is as effective as any other state-of-
the-art radiation therapy techniques (Intensity Modulated
Radiation Therapy or IMRT, proton therapy, brachyther-
apy) in the treatment of early stage prostate cancer, and
that it is probably superior for the treatment of late stage
disease (15).

Full reviews of neutron therapy in the treatment of
cancer can be found in the work of Wambersie et al. (16)
and in a recent International Atomic Energy Agency
(TAEA) publication (17). The IAEA report concludes that
fast neutrons are superior to photons in the treatment of
salivary gland tumors (locally extended, well differen-
tiated), paranasal sinuses (adenocarcinoma, adenoid cystic
carcinomas, and possibly other histologies), some tumors
of the head and neck (locally extended, metastatic adeno-
pathies), soft tissue sarcomas, osteosarcomas, chondrosar-
comas (especially slowly growing/well differentiated),
prostatic adenocarcinomas (locally extended), and melano-
mas (inoperable and recurrent). The IAEA report also
identifies tumors for which conflicting or incomplete
results have been reported and for which additional studies
are necessary, these include inoperable pancreatic tumors,
bladder carcinoma, recurrent and inoperable adenocarci-
noma of the rectum, tumors of the esophagus, locally
advanced tumors of the uterine cervix, and brain tumors
for treatment with a neutron boost irradiation before or
after X-ray therapy.

NEUTRON SOURCES FOR RADIATION THERAPY

Characteristics of Neutron Sources for Medical Use

In order to be useful for medical applications, fast neutron
therapy facilities must meet a set of minimum require-
ments. As described above, in the early years of the 1970s
many neutron therapy centers were set up to carry out
clinical trials. Most of these centers made use of existing
physics research accelerators (cyclotrons or proton linacs),
which were adapted for clinical use. The trials produced
results, which were often ambiguous and much of this
ambiguity was ascribed to the inadequacies of the equip-
ment. When the NCI in the United States decided to fund a
number of therapy facilities, the basic specifications for
these accelerators were defined to ensure that the equip-

Table 2. Summary of Some of the Key Requirements for a
Hospital-Based Neutron Therapy Facility as Defined by
the NCI¢

Neutron beams having build-up and depth-dose characteristics
equivalent to 4 MV X rays, penumbra not less sharp than %°Co
gamma-ray beams, and dose rates not less than 20 cGy/min.

Preferably an isocentric beam delivery system and as a minimum
one horizontal and/or vertical beam delivery port.

Access to the neutron beam therapy facility for a minimum of 8 h/
day, 4 days/week, 45 weeks/year for patient treatment and 16 h/
week additional for physics and biology.

Methodology for providing a variety of square, rectangular, and
irregularly shaped fields ranging in size from 5 x 5 cm? to
20 x 20 cm?

Capability to shape treatment fields using a variety of wedges and
blocks so that any treatment field normally used for conventional
X ray therapy can be reproduced on the neutron beam.

“See Ref. (18).

ment would be adequate to allow meaningful clinical trials
to be completed (18); the key requirements are summarized
in Table 2. All the facilities funded by the NCI were
hospital-based and had rotational isocentric capability,
that is, the neutron beam could be rotated around the
patient in the treatment position.

Several of these requirements depend critically on the
neutron source. In particular, the attenuation (depth-dose)
characteristics of the beam, the neutron dose rate (treat-
ment time), and the reliability of the device may be depen-
dent on the neutron source and the means of neutron
production.

In order to fully characterize a neutron source it is
necessary to have a detailed knowledge of a number of
physical characteristics of the neutron beam. Most impor-
tantly, the physical data must be sufficient to allow for the
accurate calculation of the physical dose delivered both to
the tumor site and the surrounding normal tissues in the
patient. In addition, physical data may also be necessary to
adequately interpret the biological effects that are
observed with high linear energy transfer (LET) beams.
Table 3 lists the type of data, which are necessary to fully
characterize the neutron source. These data are also neces-
sary to fully assess the relative merits, usefulness, and

Table 3. Physical Data Necessary to Characterize Neutron
Sources for Radiation Therapy

Total neutron yield or dose or kerma rate.

Neutron spectrum (i.e., Neutron yield as a function of neutron
energy).

Neutron yield as a function of angle relative to the forward
direction of the beam.

Neutron dose as a function of depth in a water phantom (i.e, depth-
dose data).

Relative neutron dose as a function of the lateral postion (i.e, dose
profiles).

The microdosimetric properties of the beam (i.e., the LET distri-
bution of the secondary particles).

Neutron interaction data (cross-sections or kerma) for the inter-
action for the neutron beam with the constituent nuclei of tissue
(C, N, O, H, Ca).




suitability of the various different neutron sources for radi-
ation therapy applications. Much of the data in Table 3
are interconnected. In theory, a detailed knowledge of
the neutron spectrum as a function of angle should be
sufficient to calculate the other data provided there are
comprehensive data on the nuclear cross-sections for the
interaction of the neutrons with all the various biological
target nuclei involved across the energy range of interest.
Although, these data do exist for fast neutron beams they
are not comprehensive and performing the necessary cal-
culations with Monte Carlo codes remains a formidable and
time consuming task. For this reason, until now it has
proved simpler and more efficient to rely on various types of
direct measurements to collect the necessary data; this
situation may change in the future.

Basic Source Data

Neutron Yield. Neutron yields may be measured using a
suitable detector that counts the number of particles arriv-
ing at the detector with no regard to the energy of the
particle. Such detectors must usually be calibrated in order
to determine their absolute efficiency. An excellent account
of neutron detectors can be found in the work of Knoll (19).
Neutron yields are generally expressed in terms of neu-
trons per steradian per microcoulomb of incident beam
charge (WCLsr™).

Neutron Spectra. Neutron spectra are measured using a
variety of neutron detectors (19,20). For a spectral mea-
surement, the detector must exhibit an energy response in
which the magnitude of the detector signal is proportional
to the energy of the incident neutrons. Such detectors must
also be calibrated so that correction can be made for their
counting efficiency.

In a spectrum measurement, the neutron yield is mea-
sured as a function of energy (WC~1-MeV~1.sr1). The total
neutron yield at a particular angle can be calculated from a
spectral measurement by integrating over the neutron
energy.

Neutron Dose. Neutron dose is most easily and accu-
rately measured using the methods of mixed-field dosime-
try (21). A tissue equivalent plastic ionization chamber is
used to measure the total neutron plus gamma-ray dose
and a Geiger—-Muller (GM) tube is used as a neutron
insensitive detector. From the two measurements, the
neutron and gamma-ray dose can be determined sepa-
rately. This does not mean that spectral and kerma data
are not important. Indeed, the calculation of dose from an
ionization chamber reading involves the use of factors,
which rely on the exact nature of the neutron spectrum
(e.g., kerma ratios and the energy to produce an ion pair).
These factors are readily available in the literature in
ICRU Report No. 46 (22). In practice, it is sufficient to
measure the total dose only, since the percentage of
gamma-ray dose is relatively small and its biological effec-
tiveness is ~3 times less than an identical neutron dose.

Microdosimetric Measurements. Microdosimetric data
are most commonly measured using a Rossi type A-150
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tissue equivalent plastic proportional counter in which the
sensitive volume of the counter is filled with a tissue
equivalent proportional counter gas at reduced pressure
(23). Typically, the internal diameter of these counters is
12.7 mm, and when filled to a pressure of 8.8 kPa with
propane-based tissue equivalent gas, the counter simulates
a sphere of solid tissue of diameter 2 wm. The counter
detects the energy deposited in the gas as recoil particles
traverse the gas volume after a neutron interaction has
occurred in the plastic wall of the counter. From a knowl-
edge of the counter geometry, it is possible to calculate
the energy deposited per unit path length (keV/pum) (24).
The microdosimetric spectrum is usually plotted as a single
event spectrum in which the event size (y), in units of keV/
pm, is plotted on a log scale as the ordinate and the
differential dose distribution in event size (y) per unit
logarithmic interval, y-d(y), is plotted on a linear scale
as the abscissa. A typical microdosimetric spectrum plotted
in this form is shown in Fig. 4. In this representation, the
area under the curve represents the total dose. The various
peaks in the curve can be interpreted as due to the different
components of the dose, gamma-rays, recoil protons, alpha
particles, and recoil heavy ions. Hence, such plots can be
used to distinguish between neutron beams produced by
different sources. A detailed account of microdosimetric
methods can be found in ICRU Report No. 36 (24).

Beam Characteristics. From a practical radiation ther-
apy physics point of view, the most useful data is that
which allows you to calculate the neutron radiation dose
distribution within the patient. A detailed knowledge of the
neutron fluence and energy is not necessary to make
these calculations. In radiation therapy measurements of
absorbed dose in a water tank, ~60 x 60 x 60 cm’® are
made using a small volume (typically 0.3 cm?®) ionization
chamber; the tank is known as a “water phantom”. Neu-
tron dose at a point in the phantom must be determined at
a known depth, field size, and source-to-surface distance
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Figure 4. A typical microdosimetric event size spectrum
measured with a tissue equivalent plastic Rossi proportional
counter. The portions of the spectrum attributable to recoil
electrons from gamma-ray interactions and recoil protons,
alphas, and heavy ion recoils (C12, N14, and O16) from neutron
interactions are identified. Reproduced with permission from Kota
and Maughan, Med. Phys. 1996;23:1593.
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Table 4. A Comprehensive List of All Neutron Therapy Centers

Facility Reaction Type of Machine  Zsg, cm Dy, cm Beam Type  Beam Shaping First T,  Status
Berkeley d(16.0)0Be  Cyclotron 8.8 0.2 Fixed Inserts 1938 Closed
London d(16.0)0Be  Cyclotron 8.8 0.2 Fixed Inserts/Jaws 1966 Closed
Dresden d(13.5)Be  Cyclotron 7.9 0.2 Fixed Inserts 1972 Closed
Houston MDAH d(50)Be Cyclotron 13.1 0.8 Fixed Inserts 1972 Closed
Washington MANTA d(35)Be Cyclotron 11.7 0.5 Fixed Inserts 1973 Closed
Univ. of Washington d(21)Be Cyclotron 9.4 0.2-0.3 Fixed Inserts 1973 Closed
Chiba-Chi d(30)Be Cyeclotron 10.8 0.5 Fixed Multileaf 1975 Closed
Fermi Lab p(66)Be Proton Linac 16.6 1.6 Fixed Inserts 1976 Open

Amsterdam d(0.25)T D-T 10.3 0.2-0.3 Rotational Inserts 1976 Closed
Essen d(14.3)Be  Cyclotron 8.1 0.2 Rotational Inserts 1976 Open

Glasgow d(0.25)T D-T 10.3 0.2-0.3 Rotational Inserts 1977 Closed
Manchester d(0.25)T D-T 10.5 0.2-0.3 Rotational Inserts 1977 Closed
Heidelburg d(0.25)T D-T 10.6 0.3 Rotational Inserts 1977 Closed
Hamburg d(0.5)T D-T 8.8 0.25 Rotational Inserts 1977 Closed
Cleveland (GLANTA) p(25)Be Cyclotron 10.3 0.5 Fixed Inserts 1977 Closed
Louvain-la-Neuve p(65)Be Cyclotron 17.5 1.8 Fixed Multileaf 1978 Closed
Tokyo d(14.0)0Be  Cyclotron 8.3 0.2 Fixed Inserts 1978 Closed
Krakow d(12.5)Be  Cyclotron 7.7 0.2 Fixed Inserts 1978 Closed
Edinburgh d(16.0)Be  Cyclotron 8.7 0.2 Rotational Inserts 1978 Closed
Chicago d(8.0)D Cyclotron 9.8 0.15 Fixed Inserts 1981 Closed
Orleans p(34)Be Cyclotron 12.8 0.5 Fixed Inserts 1981 Open

Cleveland (GLANTA) p(42)Be Cyclotron 13.5 2.2 Fixed Inserts 1982 Closed
Houston (MDA) p(42)Be Cyclotron 14 1.2 Rotational Inserts 1983 Closed
Riyadh p(26)Be Cyclotron 10.3 0.5 Rotational Inserts 1984 Closed
Munster d(0.25)T D-T 10.5 0.3 Rotational Inserts 1984 Closed
Univ. of Washington p(50)Be Cyclotron 14.8 1.2 Rotational Multileaf 1984 Open

Univ. of Pennsylvania  d(0.25)T D-T 10.3 0.2-0.3 Rotational Inserts 1985 Closed
Clatterbridge p(62)Be Cyclotron 16.2 14 Rotational Jaws 1986 Closed
Seoul p(50)Be Cyclotron 14.8 1.2 Rotational Jaws 1986 Closed
UCLA p(46)Be Cyclotron 13.1 1.7 Rotational Jaws 1986 Closed
Faure S.Africa p(66)Be Cyclotron 16.2 1.5 Rotational Jaws/MLC trim 1988 Open

Detroit d(48.5)Be  SC Cyclotron 13.6 0.9 Rotational Multirod 1991 Open

Beijing p(35)Be Proton Linac ~13.0 ~0.5 Fixed Inserts 1991 Closed
Nice p(65)Be Cyclotron 17.5 1.8 Fixed Multileaf 1993 Closed

(see the section: Neutron Dose). Measurements are also
made along the radiation beam central axis to determine
the attenuation of the beam. The parameter Zs, is a
measure of the beam penetration as defined by the depth
in a water phantom at which the neutron dose is reduced to
50% of its maximum value for a 10 x 10 cm? field. The Z5,
value varies as a function of the energy and type of particle
used in the primary beam. As the incident particle energy
increases the mean neutron energy increases and the Zsq
increases; this can be seen from the data in Table 4. This
50% depth-dose point also varies with the dimensions of the
irradiation field (normally known as the field size). Some
form of collimator is required to set the field size, this may
be an attenuating block with a predefined rectangular
opening, a pair of attenuating jaws, which provide a vari-
able rectangular opening, or a multileaf collimator, which
can define rectangular fields or more complex shapes.
Generally, square fields are used for beam data measure-
ments and the field size is defined at the center of the
treatment volume (isocenter). The Z5, variation with field
size arises because the dose at a point depends not only on
attenuation of the primary beam in the water phantom, but
also on the scattered component of the beam, which is field
size dependent. To fully characterize a therapeutic beam it

is, therefore, necessary to measure depth dose curves at a

variety of field sizes; Fig. 5 illustrates this phenomenon.
Another beam parameter, which varies with the pri-

mary beam particle and energy is the beam build-up. When
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Figure 5. Depth-dose curves for d(48.5)Be neutron beam plotted
as a function of field size. Reproduced with permission from
Maughan and Yudelev, Med. Phys. 1995;22:1462.



Table 5. The Variation of surface dose and d,.x as
function of the neutron producing nuclear reaction and
the energy of the incident particle®

Neutron Incident Surface Dose

Producing Particle as a % of the

Reaction Energy, MeV Dose at dpax drmax, CM
d + Be 48.5 42 0.9

p + Be 50 38 1.2

p + Be 66 40 1.6

“Data taken from Ref. (21) and (25).

an indirectly ionizing radiation beam (neutrons or X rays)
passes from air into a solid water medium, the secondary
particle fluence in the surface layers is much less than at
depth, because in the shallower layers the secondary par-
ticles are those that originated in the air and passed into
the solid. Since air is much less dense than the solid, there
are relatively few secondary particles in the surface layer.
As the neutron beam penetrates the solid medium, more
and more secondary particles are set in motion in the solid
medium, until an equilibrium situation is reached at a
depth that is about equal to the average range of the
secondary particles in the solid. The energy deposition
(dose) reaches a maximum at this depth (known as the
depth of maximum dose, d,.,) and is attenuated beyond
this point as shown in Fig. 5. This build-up region of the
curve cannot be measured using the instrumentation used
to measure the attenuation data in Fig. 5. A specialized
thin pill box shaped ionization chamber (known as an
extrapolation ionization chamber) is required for these
measurements. The build-up region has considerable clin-
ical significance, when treating tumors at depths >d .y,
since the dose in the surface layers of the skin is reduced
relative to the tumor dose and, hence, the skin can be
spared from excessive radiation damage. Table 5 shows
how the surface dose (dose at zero depth), expressed as a
percentage of the dose at d,.x, and d,.x vary as a function
of the neutron producing nuclear reaction and the incident
particle energy.

Beam profiles are also measured in the water phantom
by scanning the ionization chamber in a direction perpen-
dicular to the radiation beam central axis. A typical beam
profile is shown in Fig. 6. As can be seen from this figure,
the exact shape of the profiles depends on the depth in the
phantom and the radiation field size. The most important
feature of the profiles is the sharpness of the beam edges;
This parameter degrades with both increase in field size
and depth due to increased scattering of the neutrons. The
exact sharpness of this penumbra region depends on many
factors including, the source size, scattering from the
collimator system and beam monitoring components in
the beam path, the collimator geometry (i.e., whether the
edges of the collimator jaws or leafs are divergent), and
finally on neutron scattering in the patient (or phantom).
Generally, phantom scatter is the predominating factor.

Depth-dose and profile date are inputted to the compu-
ter programs used for calculating the dose distribution in
patients. These programs use a variety of different math-
ematical algorithms to calculate the dose distributions in
the patient.
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Figure 6. Beam profiles for field sizes of 5 x 5 cm? (solid line),
10 x 10 cm? (dotted line), and 25 x 25 cm? (dashed line) at depths of
(@) 1.2, (b) 10, and (c¢) 20 cm in a water phantom. Reproduced with
permission from Maughan and Yudelev, Med. Phys. 1995; 22: 1461.

NEUTRON PRODUCTION

Fast Neutron Therapy Beams

Over the past 65 years, there have been at least 34 centers
that have been involved in fast neutron radiation therapy.
Table 4 lists these centers and indicates which nuclear
reaction has been used to produce the neutron beam. In
column 2, the lower case letter indicates the accelerated
particle, the number in parenthesis is the energy in mega-
electronvolts of this projectile and the final letter(s) repre-
sents the target nucleus. Of the facilities, 12 have used
the deuteron stripping reaction with a beryllium target,
14 the proton inelastic scattering reaction on a beryllium
target, 7 the deuteron—tritium fusion reaction and only 1,
the deuteron—deuterium fusion reaction. The relative
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merits of these various modes of neutron production will be
discussed.

The d-Be Reaction

In practice, the deuteron stripping reaction on beryllium is
the most prolific neutron producing reaction since a solid
beryllium target capable of stopping the full energy of the
beam can easily be constructed. There are basic physical
reasons for the deuteron stripping reaction on beryllium
being more prolific in producing neutrons than the inelas-
tic scattering of protons from a beryllium target. The
deuteron is a loosely bound structure of a neutron and a
proton in which the two particles spend most of their time
at greater distances from each other than the range of the
forces between them. Hence, when an energetic deuteron
approaches a beryllium target nucleus it is possible for the
proton to be absorbed into the target nucleus, breaking free
from the neutron that carries on following its original path
at its original velocity (i.e., with half the kinetic energy of
the original deuteron). The excited 1°B nucleus formed may
also decay by neutron emission. When a proton beam
interacts with a beryllium target the proton is absorbed
into the target nucleus to form a compound nucleus, °B, in
an excited state, which may decay by emitting a neutron.
Hence, the stripping reaction is a much more prolific source
of neutrons, since many neutrons originate from the break-
up of the deuteron. In addition, the stripping reaction is
very forward-peaked in the laboratory, while the (p,n)
reaction on beryllium produces a more isotopic distribu-
tion, since it involves the formation of a compound nucleus.
The theoretical aspects of the production of intense neu-
tron beams using the deuteron stripping reaction with
beryllium targets has been discussed by August et al.
(26). Experimental neutron yield data and spectral data
on the characteristics of neutrons from beryllium targets
bombarded with protons and deuterons with energies of 16,
33, and 50 MeV are available in the work of Meulders et al.
(27). The above experiments measure the total neutron
fluence at 0° or the differential fluence as a function of
neutron energy at various angles relative to the forward
direction. In order to estimate the usefulness of a given
reaction as a neutron source for radiation therapy, it is
necessary to know the neutron dose rate produced in
practice by a given attainable beam current. Such informa-
tion can be calculated from neutron spectrum data using
neutron kerma factors for water or body tissue (22).
Another vitally important parameter is the penetration
of the neutron beam in tissue. Although in principle it is
possible to calculate this information from the spectral and
kerma data, in practice there are insufficient data and the
calculations are difficult. Therefore, ionization chamber
measurements are often more convenient for measuring
both the dose rate and penetration of neutron beams. There
is extensive data on neutron dose rates and depth dose
characteristics of neutron beams across a wide range of
energies for the deuteron stripping reaction on beryllium.
Smathers et al. (28) reviewed the available dose rate data
in the incident deuteron energy range of 11-50 MeV and
concluded that the tissue kerma measured free-in-air at a
target-to-detector distance of 1.25 m and for a 5 x 5 cm?

field size could be fitted by an equation of the form
InK=1Ina+bInkE (1)

In this equation, E is the energy of the incident beam in
million electronvolts, K is the tissue kerma in units of cGy
min ' pA~! and @ and b are constants with numerical
values of 1.356 x 10~ * and 2.97, respectively.

Later, Wootton (29) reviewing ionization chamber dose
rate data for the d-Be reaction quoted the following expres-
sion for the dose rate at 1.25 m

D-Q ' =249 x1072 EZ% (2)

where D - Q! (in Gy/C) is the absorbed dose to tissue free-
in-air at a 1.25 m target to detector distance per unit charge
of deuteron beam, and E4 is the incident deuteron energy in
million electronvolts. If Eq. 1 is rewritten in this form and
normalized to the same units it becomes

D-Q ' =226x10"2 E2% (3)

At E4 = 50 and 10 MeV, these equations agree to within 2
and 5%, respectively. Of course, such equations can only be
used to give a rough estimate of the neutron dose output of
a neutron therapy device, since the exact output depends
on the details of the target, flattening filter, collimator, and
dose monitor design.

The spectral data of Lone et al. (30) gives information on
the fluence averaged energy of the neutron beam (E,), they
derived the following expression:

En=04E4—03 (4)

relating the mean neutron energy to the incident deuteron
energy (Eg) in million electronvolts.

Data on the penetration of neutron beams, produced
by the d-Be reaction, have been published by Shaw and
Kacperek (31). In Fig. 7, the values of Z5, from Table 4 for
the d-Be reaction is plotted as a function of incident
deuteron energy. A power law fit to the curve yields the
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Figure 7. The neutron beam 50% depth-dose value (Z5o) for
neutrons produced by the d-Be reaction plotted as a function of
the incident deuteron energy (E4). The solid line is a power law fit
to the data (Eq. 5). The data are fora 10 x 10 cm? field at a range of
source-surface distances (SSD) between 91 and 183 cm.



following equation
Zso = 2.90 Eg~39 (5)

The exact value of Z5y depends on the target structure and
the beam filtering effects of the flattening filter and the
dose monitor devices.

The clinical relevance of microdosimetric data in neu-
tron therapy planning has been discussed by Pihet et al.
(32). The microdosimetric dose distribution shown in Fig. 4
can be analyzed in several ways, the most useful single
parameter, which can be used to describe the distribution is
the dose mean lineal energy corrected for saturation

¥ = jysat di(y)-dy (6)

This parameter was defined in the dual radiation action
theory of Kellerer and Rossi (33). The function yg, is a
response function that accounts for the saturation effect
that is observed in mammalian cell systems (34); as the
LET of the beam is increased the observed RBE decreases
due to the overkill effect (35). In Fig. 8, the y,* values for a
variety of different therapy beams are plotted as a function
of the mean neutron energy, as defined in Egs. (4) and (8).
The closed circles represent the data for the d-Be reaction.

The p-Be Reaction

From Table 4, it can be seen that most of the early neutron
therapy centers (i.e., those operating at lower energies)
utilized the deuteron stripping reaction or the fusion reac-
tion as the source of neutrons (see Section: The d-T Reac-
tion). Interest in the p-Be reaction increased when the
importance of constructing neutron sources with rotational
isocentric capability (i.e., capable of rotating around the
patient with the tumor center on the axis of rotation) and
with penetration equivalent to 4 MV photon beams was
realized (Table 2). Good penetrability requires deuteron or
proton beams with energies of 40—-50 MeV or greater, and
isocentricity requires bending magnet systems capable of

34 e
r . e d-Be reaction
32F o p-Be reaction
3 . A d-T reaction
30f
= C
< E o)
> L
0 28 g ° Qe
£ C
S 26 A
L o O:
24 ¢ O
2200 v ]
0 5 10 15 20 25 30

E, (MeV)

Figure 8. The microdosimetric parameter mean lineal energy
corrected for saturation (y;*) plotted as a function of the mean
energy of the neutron beam for various neutron producing
reactions: d-Be, open circles (E, from Eq. 4); p-Be, open circles
(E, form Eq. 8), and d-T reaction, open triangle (E,, = 14.1 MeV).
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bending these beams 180° (a 45° bend followed by a 135°
bend). Conventional cyclotrons capable of producing
50 MeV deuterons were too large and expensive as were
the magnet systems for bending these beams. Proton cyclo-
trons of 50 or 60 MeV offered a much less expensive
alternative in the late 1970s, when the decision to install
a new generation of hospital-based neutron therapy facil-
ities was being made by the NCI in the United States. The
problems of switching from the deuteron stripping to the
p-Be reaction were soon recognized: the energy spectrum
from the reaction of protons on a beryllium target has a
significant low-energy tail, which reduces the average
neutron beam energy and spoils the penetration. Also
the neutron output is much less, therefore, higher beam
currents are required with an increase in the problems
associated with target cooling and target activation. The
penetration problem can be overcome by using nonstopping
targets (i.e., beryllium targets in which the incident proton
beam does not lose all its energy) in conjunction with
polyethylene filters, which filter out the low energy com-
ponent of the beam. These techniques have been discussed
in detail for proton beams with energies between 30 and 60
MeV by Bewley et al. (36) and for a 41 MeV proton beam by
Smathers et al. (37). The absorbed dose rate (D-Q 1) to
tissue at 1.25 m from the target is given by Wootton (29) as

D Q'=244x10% E2¥ (7)

where D-@ ! is in units of Gy/C and E, is the incident
proton energy in million electronvolts.

For the p + Be reaction with a stopping target, the
average neutron energy for neutrons with energies >2
MeV (E,) measured at 0° to the incident beam is given by

En=047TE, —22 (8)

where E,, is the incident proton energy (29).

In Fig. 9, the value of Z5y from Table 4 for the p-Be
reaction is plotted as a function of incident proton energy,
the solid curve is a power law fit to the data that gives the
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Figure 9. The neutron beam 50% depth-dose value (Z5o) for
neutrons produced by the p-Be reaction plotted as a function of
the incident proton energy (E,). The solid line is a power law fit to
the data (Eq. 9). The data are for a 10 x 10 cm? field for range of
SSD between 125 and 190 cm.
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following equation:
Zs50 = 2.06 ES° (9)

The greater spread in the data points, when compared with
the similar data plotted in Fig. 7, is a result of the greater
variety in the target design (i.e., target thickness and
filtration conditions) used at the different facilities.

The microdosimetric data for the p-Be reaction is repre-
sented by the open circular data points in Fig. 8. The dose
mean lineal energy corrected for saturation correlates with
the mean neutron energy for both the p-Be and the d-Be
produced neutron beams.

The d-D Reaction

This reaction was used in the neutron radiation therapy
facility at the University of Chicago, where a deuteron
beam of energy 8.3 MeV was incident on a thick cryogenic
deuterium gas target designed by Kuchnir et al. (38). Two
reactions predominate when a deuterium target is bom-
barded with deuterons:

d+D=3%He+n Q=+327MeV

and,

d+D=d+n+p Q=-222MeV

Hence, there are two distinct groups of neutrons pro-
duced, the higher energy group resulting from the first of
these two reactions. The neutron energy spectrum for
bombardment of a thick stopping target exhibits two max-
ima corresponding to the two groups. The relative magni-
tude of the two peaks depends on the incident deuteron
energy. At an incident deuteron energy of 6.8 MeV the
higher energy peak due to the D(d,n)*He reaction predo-
minates, but for an incident energy of 11.1 MeV, the two
peaks are comparable (39). Waterman et al. (39) calculated
the neutron spectra at 6.8, 8.9, and 11.1 MeV from a
knowledge of the mass stopping power of deuterons in
deuterium and from the cross-sections of the two reactions
as given by Schraube et al. (40).

The dosimetric properties of the d—D neutron beam are
summarized in the work of Kuchnir et al. (38). Figure 10
shows the variation in absorbed tissue dose rate (Gy/u.C) as
a function of the incident deuteron energy for a thick
deuterium gas target. The measurements were made at
a SSD of 126 cm with a 11.1 x 11.1 cm? field size. The data
can be fitted by a power law expression.

D-Q'=241x10"2E3? (10)

where D- Q™! (Gy/C) is the absorbed dose to tissue mea-
sured free-in-air per coulomb (C) of incident beam current,
and E, is the incident deuteron beam energy. Measure-
ments have been made by Weaver et al. (41) at an incident
deuteron energy of 21 MeV, but with a transmission gas
target. For a target filled to a pressure of 3.33 MPa (33
atm), equivalent to an energy loss of ~3.5 MeV, the mea-
sured dose was 2.25 x 10~* Gy/uC for a 10 x 10-cm field at
1.25 m SSD.

In practice, the University of Chicago neutron therapy
facility produced a maximum dose rate of 0.12 Gy/min at an
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Figure 10. Absorbed dose at the depth of maximum dose as a
function of incident deuteron energy for the d—D reaction. The data
are from Kuchnir et al.(38). The solid curve is a power law fit to the
data (Eq. 10). Measurements were made in a 11.1 x 11.1 cm? field
at an SSD of 126 cm.

SSD 0f 91 cm, for a 10 x 10 cm field size. The penetration of
the University of Chicago d—D beams in terms Z5q is 9.8 cm
(Table 4). An interesting feature of the d—D reaction is that
as the incident deuteron energy is increased the mean
neutron energy produced remains practically constant.
This finding is evident in the depth-dose data of Kuchnir
et al. (38), where changing the incident deuteron energy
has no significant effect on the value of Z5y. Even at 21 MeV
with a transmission target the Z5o remains constant at ~10
cm. Thus, the inherent poor penetration of neutron beams
produced by the d—D reaction, combined with the difficul-
ties of producing a cryogenic deuterium gas target discour-
aged the use of this reaction as a neutron source for
radiation therapy.

The d-T Reaction

For many years, this reaction was seen as the ideal reaction
for producing a relatively inexpensive source of neutrons
for radiation therapy. The large positive @-value for the
reaction

d+3H—*He+n Q+16.6 MeV

results in monoenergetic neutrons of energy ~14 MeV.
In principle, a relatively modest deuteron energy of 250—
500 keV should be sufficient to produce an intense source
of 14-MeV neutrons if sufficient beam current can be
obtained. The original intention was to produce the source
and target assembly in the form of a sealed tube, which
could be easily replaced in the treatment head and would
have a lifetime of 1000 h or more. Such a unit would have
been similar in this respect to the 250-kVp X-ray units that
were in widespread use before the advent of *°Co units and
high-energy electron linacs in conventional photon radia-
tion therapy. Initially, the main problem with these devices
was that associated with producing a target in the sealed
tube configuration that would provide sufficient neutron
dose rate. However, many different systems were used in
attempts to produce a practical d—T generator and these
have been reviewed in detail in ICRU Report No. 45 (21).



Of the five types of commercially available d-T genera-
tors, which were used in clinical trials to treat significant
numbers of patients, four were of a type that employed
some form of sealed tube in which a mixed deuterium-—
tritium beam was accelerated to an energy of 200—250 keV
and used to bombard a tritiated rare earth target (tita-
nium, erbium, or scandium). The characteristics of these
four machines are given in Table 4. The Haefely device
produced the highest dose rate with the longest average
tube life of ~300 h and was installed in Heidelberg and
Miinster. The operation of the Philips and Elliot tubes are
described by Broerse et al. (42). A Philips machine was
installed in Amsterdam and the Elliot devices were used in
Glasgow and Manchester. An account of the construction of
the Haefely machine is given by Schmidt and Rheinhold
(43) while a detailed appraisal of its clinical operation can
be found in the work of Héver et al. (44). The University of
Pennsylvania D-T generator was built by the Cyclotron
Corporation (Berkeley, CA).

The fifth commercial unit, installed in Hamburg, was
produced as a collaboration between AEG in Germany and
Radiation Dynamics Inc. (RCI) in the United States. The
machine used a pure deuterium beam accelerated to 500-
keV incident on a replaceable rotating tritiated titanium
target (45). The source and target design were improved by
incorporating an analyzed deuterium beam (to remove
molecular Dy" beam components) and a larger target
(46). With these improvements a dose rate of 0.12-0.13
Gy/min was achieved.

PRACTICAL FAST NEUTRON THERAPY FACILITIES

In fast neutron radiation therapy the need for state-of-the-
art neutron facilities, which allow neutron treatments to be
delivered with precision and sophistication equivalent to
that used in modern conventional X-ray therapy, is well
recognized. Modern trends in X-ray therapy are toward
conformal therapy with multiple static fields, multileaf
collimators, three-dimensional (3D) treatment planning
and most recently (IMRT). All these tools must be available
for neutron radiation therapy if effective randomized phase
IIT clinical trials are to be completed to compare the two
modalities.

An important aspect of this problem is beam penetra-
tion. The problem with neutron beams is that it is not
possible to increase the mean energy of the neutrons to a
point at which the neutron beams have percentage depth-
dose characteristics that are equivalent to modern high
energy (1525 MV) photon beams, since as the neutron
beam energy increases, the average LET of the beam
decreases. If the average LET is decreased too far, the
radiobiological advantage of the neutron beam will be
significantly diluted (e.g., RBE tends to decrease and neu-
tron beam advantages associated with hypoxia decrease,
the radiosensitivity variation within the cell cycle tends to
that of low LET radiations). Hence, there is a trade-off
between beam penetration and LET effect. This trade-off
can be seen in Fig. 8, which illustrates how the effective
LET (y;") of the neutron beam decreases as the mean
neutron energy (E,) increases.
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The requirement that neutron beams should be at least
equivalent to 4 MV photon beams (Table 2) arises in part
from this trade-off. Of the 34 facilities listed in this Table 4,
only 10 satisfied this penetration requirement. Of the 6
operational facilities 4 satisfy the requirement and the
most penetrating beams at the Ithemba Laboratory in
South Africa and Fermi Laboratory in the United States,
produced by the p(66)Be reaction, are equivalent to an 8-
MYV photon beam. If all the requirements of Table 1 are
considered and in addition a multileaf or multirod colli-
mator for producing irregularly shaped fields is made
mandatory, then only three of the operational facilities
meet all the requirements. These are at the University
of Washington in Seattle, the Ithemba Laboratorty in
South Africa and at Harper Hospital, Wayne State Uni-
versity in Detroit. The fact that the neutron beams are less
penetrating than the 15-25 MV photon beams that are
commonly used for treating deep-seated tumors may not be
a problem. In a treatment planning comparison of 3D
conformal neutron and photon radiotherapy for locally
advanced adenocarcinoma of the prostate, Forman et al.
(47) showed that the dose—volume histograms for gross
tumor, rectal, and bladder volumes treated with neutrons
and photon beams are not significantly different. Wootton
(29) suggested that neutron beams with a Z5, of >15 cm are
required, and that for the d-Be reaction to be useful in this
case, an incident deuteron energy of 61 MeV would be
required. Forman’s data, however, indicate that a Z5y of
13.6 cm is adequate for producing acceptable dose distribu-
tions for the treatment of pelvic tumors.

In the late 1970s, economic considerations led to the
choice of the p—Be reaction as the neutron source for a new
generation of hospital-based high-energy proton cyclotrons
for clinical trials in the United States, because deuteron
producing conventional cyclotrons and the associated
bending magnet system required to produce rotational
beams were too costly. These machines were installed at
the MD Anderson (MDA) Hospital in Houston, at the
University of California Los Angeles, and at the University
of Washington in Seattle (Table 4). Since this time the
development of a compact superconducting deuteron cyclo-
tron for neutron radiation therapy by Henry Blosser and
his associates at the National Superconducting Cyclotron
Laboratory at Michigan State University has had a sig-
nificant impact on the technology of neutron therapy. This
superconducting facility (25,48) has many innovative fea-
tures. The accelerator weighs ~25 Mg (25 tons), ~10 times
less than a conventional 50 MeV deuteron cyclotron. The
unit has an internal beryllium target and is mounted
between two large rings (4.3 m outer diameter) in order
to provide for 360° rotation around the treatment couch. A
25 Mg counterweight mounted on the rings acts as a
primary beam stop, which reduces the required thickness
of the shielding walls. The total rotating mass is ~60 Mg
(60 tons). Figure 11 is a schematic of the cyclotron and
gantry. Figure 12 shows a section through the median
plane of the cyclotron indicating its’ main components.
The unit does not require a separate bending magnet
system to produce an isocentric beam and it can be
installed in a single shielded room. With no beam extrac-
tion or elaborate bending magnet system, the operation is
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Figure 11. A schematic of the superconducting cyclotron
mounted on the rotating gantry at the Wayne State University
Facility. Reproduced with permission from Maughan et al., Med.
Phys. 1994;21:781.
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Figure 12. Schematic section through the median plane of the
superconducting cyclotron, showing the following features Y =
magnet yoke, MC = magnet superconducting coil, PT = magnet
hill pole tip, IW = cryostat inner wall, OW = cryostat outer wall,
CL = magnet coil electrical leads, CS = cryogen supply and gas
return lines, D = radio frequency system dees, BT = internal
beryllium target, VL. = target vacuum lock, VW = beam chamber
vacuum window, and C = neutron beam collimator. Reproduced
with permission from Maughan et al., Med. Phys. 1994;21:780.

Figure 13. A photograph of the multirod collimator. One-half of
the polystyrene foam form used to push the rod array into the
desired shape is visible on the left. Reproduced with permission
from Maughan et al., Med. Phys. 1994;21:781.

considerably simplified. The unit also incorporates a
unique multirod collimator for producing irregularly
shaped fields (49), which conform accurately to the tumor
volume (Fig. 13). This facility has been in routine clinical
use since March of 1992, and up to the end of 2002, ~1800
patients have been treated. Close to 10,000 individual
treatment fields have been routinely treated in a single
year making this the busiest and most efficient neutron
therapy facility in the world.

DISCUSSION AND CONCLUSIONS

Neutron therapy has been demonstrated to be superior to
conventional therapy in the treatment of salivary gland
tumors, some tumors of the paranasal sinuses and other
head and neck sites, soft tissue sarcomas, chondrosarco-
mas, osteosarcomas, advanced adenocarcinoma of the pros-
tate, and inoperable and recurrent melanoma (17). For a
range of other sites, further investigation is necessary to
establish the efficacy of neutron therapy; these sites
include pancreas, bladder, rectum, esophagus, uterine
cervix, and brain.

However, in spite of these successes, neutron therapy
appears to be in decline with only six centers actively
treating patients (three in the United States and one each
in Germany, France, and South Africa). The emphasis on
precision radiation therapy has resulted in the develop-
ment of intensity modulated radiation therapy techniques
in conventional X ray therapy. These techniques allow for
highly conformal dose delivery, maximizing the dose to the
tumor volume and minimizing the dose to the surrounding
normal tissues. There is also a considerable increase in the
number of proton beam therapy centers, using the unique
energy deposition patterns associated with proton beams to
achieve even greater conformality than is achievable with
IMRT.

In Europe and Asia, there is interest in developing '2C
ion beams for radiation therapy. These developments are
spurred by the superior results achieved with neutron
therapy in the cases outlined above. Heavy ion beams,



such as '2C beams, are high LET beams, which combine the
biological advantages of neutrons with the dose distribu-
tion advantages of protons. Such beams are extremely
expensive to produce. The application of intensity modu-
lated radiation therapy techniques in neutron therapy
(IMNT) could improve the conformality of neutron therapy.
Compact superconducting cyclotrons with computer con-
trolled multileaf collimators, which allow IMNT to be deliv-
ered, could be an attractive and less expensive alternative
to 12C therapy.

The superconducting technology could be applied to
designing a compact 60—70 MeV gantry mounted proton
cyclotron to provide a beam with better depth dose char-
acteristics than the existing Wayne State University cyclo-
tron. The possibility of building a compact conventional
50 MeV proton cyclotron in a similar configuration to the
superconducting deuteron cyclotron has been suggested
(Jongen, unpublished data). A computer controlled MLC
is at present under construction at Wayne State University
with the intention of using it to implement IMNT (50). Such
advances in neutron therapy technology are important if it
is to achieve its full potential and remain competitive with
the other radiation therapy modalities (i.e., conventional
X rays and electrons, protons, and heavy ions).

In the >80 years since its discovery in Cambridge by
James Chadwick, the neutron has found an important place
in radiation therapy research, and much has been done to
improve the means of neutron production and delivery.
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INTRODUCTION

Non-ionizing radiation (NIR) refers to that portion of the
electromagnetic (EM) spectrum in which the characteristic
wavelength is greater than around 180 nm. Radiation of
shorter wavelength than this has sufficient quantum
energy (given by hc/\, with h = Planck’s constant,
¢ = wavespeed in vacuo, and N = wavelength) to remove
outer electrons from neutral atoms to cause the atom to
become ionized, hence, the term “ionizing radiation.” NIR
consequently does not have the same intrinsic potential
for atomic and molecular alteration or the health effects
consequent to this. For this reason, damage to DNA and
other biomolecules due specifically to the removal of elec-
trons is difficult to envisage. The main groupings of NIR,
with increasing wavelength (and decreasing frequency)
are ultraviolet (UVR), visible, infrared (IR), radio fre-
quency (RF), and extremely low frequency (ELF). The
RF spectrum can be further divided as shown in Table 1
to include microwaves (MW), millimeter waves (MMW),
terahertz radiation (THzR), as well as the conventional
divisions for broadcast communications. Although not
part of the EM spectrum, UVR is normally considered
to be part of NIR, as are static (0 Hz) electric, and
magnetic fields. The application of the term “radiation”
to the ELF portion is also of little consequence, because
the wavelength is several thousand kilometers at 50/60-Hz
power frequencies.

NON-IONIZING RADIATION PROTECTION

Guidelines on NIR radiation protection are developed by the
International Commission on NIR Protection (ICNIRP). In
North America, other bodies have developed standards,
such as the IEEE International Committee on Electro-
magnetic Safety and the American National Standards
Institute (ANSI), or guidelines, such as the American
Conference of Government Industrial Hygienists (ACGIH).
Some jurisdictions have chosen to incorporate these (or
related) guidelines into legislation.

The mechanism of interaction of NIR with living tissue
varies with the groupings just mentioned. These are sum-
marized below, along with effective protection measures
against overexposure.



UVR

UVR exposure from the sun outweighs that from all other
sources except for a small group of persons in exceptional
circumstances. Solar UVR over-exposure is a worldwide
problem, leading to increased skin cancer, and by World
Health Organization estimates, up to 3 million people are
made blind through cataracts. Burning of the skin is a
direct indicator of overexposure, at least in the short term.
Solar radiation and other UVR sources can initiate photo-
chemical reactions, such as the breakdown of atmospheric
oxygen to form oxygen-free radicals and ozone. UVR also
has a role in vitamin D control and production. Of greater
relevance to adverse health effects, biomolecules (such as
DNA components and proteins) can undergo resonant UVR
absorption to give rise to dimers (where two similar mole-
cules join to form a single unit). For example, adjacent
thymine bases in DNA can fuse to cause an abnormal form.
The cell repair mechanisms can sometimes fail to detect
this, leading to mutations. The initial response of the skin
to UVR within hours of exposure is reddening (erythema or
sunburn) due to increased blood flow and edematous
changes. The role of photochemical reactions in erythema
is unclear. In addition, the immune response can also be
suppressed by UVR, increasing risk of infection. On the
other hand, the socially attractive tanning of the skin is
caused by UVR-induced increase in melanin pigmenta-
tion. Chronic exposure leads to skin aging and increased
risk of skin cancer. Non-melanoma skin cancers (NMSC)
include basal cell carcinoma (BCC: 80%) and squamous
cell carcinoma (SCC). The risk of NMSC varies with
annual solar UVR dose to the power of between 2 and
3. Melanoma, which has a poor prognosis due it its ability
to metastasize, is related to the amount of sun exposure or
sunburn during childhood. Chronic eye exposure leads to

Table 1. The Non-ionizing Radiation Spectrum
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increased cataract risk. Certain pharmaceutical and
other agents lead to photosensitization, in which absorp-
tion of longer wavelength UVR can lead to resonant
absorption usually associated with shorter wavelengths.
The UVR range is usually divided into UV A, B, and C, as
indicated in Table 1. The rationale for this is that (1)
biological photoreactions are less important above 315—
320 nm, and (2) there is virtually no terrestrial solar
radiation below 280-290 nm. The boundaries between
the ranges are somewhat imprecise. UVA has less cap-
ability to cause erythema (by a factor of around 1000) than
UV B, but because UVA radiation is the predominant form
of solar radiation, it contributes around one sixth of
erythemal dose. A minimum erythemal dose (MED) is
the UVR exposure (in joule per centimeter squared),
which gives rise to just noticeable reddening in the skin
of previously unexposed persons. Overexposure is defined
as that which leads to erythema within 3 hours or lessin a
normal population. MEDs have been determined experi-
mentally for narrow bandwidths in the range 180-400
nm, giving a minimum of 30 J-m 2 at 270 nm. A set of
values S\, which denote the relative effectiveness of UVR
to cause erythema at a specific wavelength \, are then
derived. For example, because at 180 nm, 2500 J-m 2 is
required for the occurrence of erythema compared with
30 J-m~2 at 270 nm, S50 is 30/2500 or 0.012. As exposures
are usually to a range of wavelengths (and mainly in the
UVA range), a weighted sum for each wavelength compo-
nent according to its capacity to cause erythema can be
obtained. The standard erythemal dose (SED) is then
defined such that 1 SED is 100 J-m 2. This measure is
independent of skin type, because MED measurements
relate to fair-skinned subjects. Most commonly, over-
exposure is a result of being outdoors without skin pro-
tection, but it can also result from artificial sun-tanning

Name of Range Frequency Range

Wavelength Range

Common Sources

Ultraviolet UVC 1.07-3 PHz"
UVB 0.95-1.07 PHz
UVA 750-950 THz®
Visible 430-750 THz
Infrared® Near IR (IR A) 214-430 THz
Mid IR (IR B) 100-214 THz
Far IR (IR C) 0.3-100 THz
Terahertz

Microwave (including
millimeter wave)

Extremely High Freq 30-300 GHz

Super High Freq 3-30 GHz
Ultra High Freq 1-3 GHz
Ultra High Freq 0.3-1 GHz
Very High Freq 30-300 MHz
High Freq 3-30 MHz
Medium Freq 0.3-3 MHz
Low Freq 30-300 kHz

Very Low Freq 3-30 kHz

< 3 kHz

0 Hz

Radio frequency

Extremely low frequency
Static

3 pm—1 mm

1 mm-1 cm

100—280 nm Germicidal lamps, Arc welding
280-315 nm Solar radiation, Arc welding
315-400 nm Solar radiation, Solarium
400-770 nm Solar radiation, indoor and outdoor illumination
0.7-1.4 pm Furnaces
1.4-3 pm Night photography

Infrared spectroscopy

Satellite, radar, and remote sensing

1-10 cm Speed radar guns, Communications
10-30 cm Mobile telephony
30 cm-1m Mobile telephony
1-10 m TV, FM Radio Broadcasting
10-100 m Electro-welding equipment
100 m—1 km AM Radio
1-10 km Long-wave radio
10-100 km Navigation and time signals
> 100 km Electrical power, Electrotherapy

Geomagnetic field, Magnetic Resonance
Imaging systems

“PHz = peta-Herz, or 10'° Hz
®THz = tera-Herz, or 10'2 Hz

“The boundaries between near-, mid-, and far-IR are imprecise, as is the terahertz range indicated.
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(in a solarium), proximity to tungsten halogen lamps
(without filtering glass covers), proximity to UVR light-
boxes in scientific and industrial applications, and certain
forms of flame welding, with the main possibility of eye
damage in these latter sources. Cases of erythema from
fluorescent tubes have been reported in extreme cases of
photosensitization. The main forms of protection are
wearing appropriate clothing, sunblocks (such as zinc
oxide cream), sunscreens (based on photo-absorbers, such
as para-amino-benzoic acid and cinnamates), and effec-
tive sunglasses. Staying out of the sun where this can be
avoided is a good behavioral approach for exposure mini-
mization. The “sun protection factor” (SPF) is effectively
the ratio of time of exposure before erythema occurs in
protected skin to the corresponding time in unprotected
skin. A ratio of at least 30 is recommended for effective
protection in recreational and occupational exposure to
solar radiation. It is important to ensure that sunglasses
have sufficient UVR absorption to protect against cataract.
Various forms of clothing protect against UVR exposure to
differing degrees, ranging from wet open-weave cotton,
which offers an ultraviolet protection factor or UPF (which
is analogous to SPF) of only around 3-6, to elastane (Lycra)
with UPF values of around 100 (99% absorption). It should
be noted that these protection factors are computed as the
ratio of effective dose (ED) with and without protection (ED/
ED,,). The ED is the sum of solar spectral radiance compo-
nents weighted according to erythemal effectiveness. Here
ED =) E;S;A%, where E, is the solar spectral irradiance
in watt per centimeter squared per nanometer, S, is the
relative effectiveness of UVR at wavelength N\ causing
erythema (as mentioned), and A\ is a small bandwidth
in nanometers. The units of ED are watt per centimeter
squared. ED,, is similar, but it contains a factor T\ to
denote the fractional transmission of the test sunscreen
(cream, fabric) at a particular wavelength (.e.,
ED,, =Y E;S;T;)A%). The Global UV Index (UVI) is a
dimensionless quantity in which the ED is summed over
the range 250—400 nm and multiplied by 40 m*W~!. In
Darwin, Australia, this ranges from 0 to 3 in the early
morning and evening to 14 or more at noon on a clear day. At
this UVI, erythema will result in fair skin after 6 minutes.
See http://www.icnirp.de/documents/solaruvi.pdf for further
information.

It is estimated that significant reductions in the inci-
dence of both malignant and benign forms of skin cancer
could be achieved by the enforcement of protective mea-
sures, particularly in occupational settings involving
fair-skinned people in outdoor work in tropical or sub-
tropical regions. Occupational exposures in Australia
have recently been measured (1), and UVR safety has
been reviewed in several publications (see Reference (2),
for example). Indicative exposure limits are given in
Table 2. It should be emphasized that for brevity many
details are omitted from this table. For full details of
limits pertaining to a particular geographical region,
local radiation protection authorities should be con-
sulted. The ICNIRP guidelines are readily accessible
via downloads from http://www.icnirp.de. These repre-
sent reviewed publications originally appearing in Health
Physics.

Visible Radiation

This is the region of NIR to which the retinal pigments of
the eye are sensitive, so understandably, eye injury is the
main concern in overexposure. There are two forms of
hazard: photochemical and thermal. In addition, if the
eye lens has been surgically removed (aphakia), there is
an enhanced risk of damage. Photochemical damage
becomes more likely with shorter wavelengths and is some-
times referred to as the “blue light hazard.” The type of
photochemical reaction is bleaching of the visual pigments,
leading to temporary loss of vision. Thermal injury can
result in permanent impairment of vision, especially if the
foveal region, used for fine focus, is involved. Thresholds for
these forms of injury have been determined in the wave-
length range 400—1400 nm (thus including near infrared,
see below) and an assessment of whether these are
exceeded, for a particular source takes into consideration
the spectral characteristics of the source. For exposures
shorter than a few hours, the total radiance should be
below 10 W-m2-sr~!, where sr refers to a unit solid angle
tended by the source. Lasers represent the sources most
likely to cause injury, and because these emit a small
number of discrete wavelengths, this assessment can be
straightforward. Eye injury is minimized by the blink
reflex, but laser wavelengths outside the visible range
are less easy to control, because their paths are difficult
to track, especially from incidental reflections. Lasers are
classified according to the luminous power, their visibility,
and their effective aperture, as described further in a sepa-
rate entry on LAsERs. High-power lasers are used in machin-
ing, welding, and engraving of a variety of materials,
including plastics, metals, and fabrics. They also provide
the source of beams in communications and photonics
research laboratories. During normal operation, a combina-
tion of administrative and engineering controls
provide adequate protection for workers. On the other hand,
high-power lasers used in “light show” entertainment have
sometimes given rise to unintentional beams directed at
members of the public. The unrestricted distribution of laser
pointers, with a capacity of causing eye damage, has also been
a concern in several jurisdictions. Apart from laser sources,
welding flames represent the next most common form of
visible light hazard (“welder’s flash”). Hazard can be mini-
mized by the use of appropriate goggles. Recently, high-
powered light-emitting diode (LED) sources have been eval-
uated by the ICNIRP for their potential for visible light
hazard, particularly those emitting blue light. Although
injury is unlikely, the power density of these devices con-
tinues to increase as technology develops.

IR

The major sources of IR radiation that are of concern are
furnaces and some high-powered non-visible laser devices
(femtosecond lasers). Here there is an increased possibility
of local thermal injury, but because there is poor pene-
tration of the lens of the eye, the possibility of retinal
damage is reduced compared with the visible range. The
IR range is divided into three ranges as shown in Table 1.
Above 1-2 pm, water is a strong absorber of IR. Whereas
guidelines for optical radiation extend up to 1.4 pm (near
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Table 2. Approximate Exposure Limits for NIR: Exact Limits Vary Between Countries and In Some Cases Between

Different Contexts of Exposure

Indication of Level Above Which

Name of Range Intervention Is Recommended

Biohazard Forming

References to Health Physics

Basis of Protection Publications

Ultraviolet U-shaped over wavelength range:
180 nm-2.5 kJ-m~;
270 nm—30 J-m 2 (minimum);
400 nm—1 MJ-m 2

Visible Depends on viewing position

and spectral content of source
Depends on wavelength,

exposure duration, and size

of aperture. For long exposures

(> 100 ), limits are of

the order of 1 W-m~2

Lasers (includes
above and below)

Infrared 100 W-m~2 for long exposure”*
Not well defined
Terahertz
Microwave 6-300 GHz: 50 W-m 2
(including (time averaged) 50 kW-m 2 peak®

millimeter wave)
10 mJ kg™ within 50 ps interval®
0.1-6,000 MHz: 0.4 W-kg™!
for whole-body exposure; 10 W-kg !
for 10 g mass (head and torso)“.
3-10,000 kHz: £f/100 (f in Hertz)
mA-m~2 in head and torso®

Radio frequency

Extremely low Tissue induced field: 18 mV-m™!

frequency for f, 20 Hz; 18(f/20) mV-m ™!
for f between 20 & 800 Hz IEEE)’,
10 mA-m 2 for range 4-1,000 Hz
(ICNIRP)
Static 0.2 T time weighted average?, 2 T

ceiling, 5 T limbs

Skin reddening due to burn

Retinal thermal or

Retinal (esp. foveal) damage:

Thermal injury to lens and cornea

Rise in tissue temperature

Microwave hearing
Rise in tissue temperature

Shocks or burns due to

Magnetophosphenes, micro-shock

Magnetophosphenes associated

Vol 71, p 978 (1996)
(erythema), also Vol 84, pp 119-127 (2004)

prevention of cataract

Vol 73, pp 539-554 (1997)
photochemical damage

Vol 71, pp 804-819 (1996)
photochemical Vol. 79, pp 431440 (2000)

or thermal Also skin.

Vol 73, pp 539554 (1997)

Vol. 74, pp 494-522 (1998)
sufficient to cause protein

denaturation

As above
As above
sufficient to cause

protein denaturation

As above
induced current or

contact current

As above

Vol 66, pp 100-106 (1994)
with movement

4 These basic restrictions are for occupational exposures: Divide by 5 to get general public limits.
b These basic restrictions are for “controlled environment” (i.e., occupational) exposures: Divide by 3 to get general public limits.

infrared), there is some disagreement on the appropriate
levels beyond that. Levels of incident radiation above
100 W-m~2 are considered as posing an unacceptable thermal
hazard. Those at risk of overexposure include foundry
workers and welders. Recently, advances have extended
telecommunications frequencies into the “terahertz gap,”
the region between 0.3 and 3 THz, which has been un-
exploited by technological applications. The health effects
are currently unknown, but they are expected to be similar
to those of the contiguous frequency ranges. However,
there is a current discontinuity between IR and RF
standards or guidelines for a 1 mm wavelength (0.3 THz).

RF

Common sources of high-power RF emissions include
welding equipment and induction heaters used in indus-
trial drying processes. Radio, TV, and telecommunications
transmitters can involve high broadcast powers (400 kW
or more for commercial TV stations). There are two
types of potential hazard: thermal injury in the range
100 kHz—300 GHz and neural stimulation due to induced

currents or contact with metallic surfaces at frequencies
below 10 MHz. At 300 GHz, the effective wavelength in
tissue is less than 1 mm, so very little will penetrate below
the skin. On the other hand, at 80 MHz, the wavelength is
comparable with the long axis of the human body, so
absorption is enhanced. Protective measures in terms of
incident RF power density (W/cm™2) are thus strictest in
the range 10-400 MHz. The basic restriction above 100
kHz is on the rate of energy absorption by tissue (specific
absorption rate, or SAR, in W/g of tissue). SAR is related
to the RF electric field induced in tissue (E; V-m~') such
that

SAR =oE;/p

where o is local conductivity in S/m and p is tissue density
in kg/em®. In unperfused insulated tissue, SAR is related
to the rate of rise of temperature dT'/dt via

SAR =& - dT/dt

where % is the specific heat of tissue, 3480 Jkg 1K!
approximately.
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This basic restriction is limited to values for whole-body
or localized exposures such that normal thermoregulation
would not be compromised, with a 10-fold safety margin.
Although there is some variation between standards in
place throughout the world, many countries employ a
distinction between occupationally exposed persons
(“aware users”) and the general public, for whom an extra
five-fold level of protection is provided. The ICNIRP value
for whole-body SAR for the general public is 0.08 W-kg™?,
with higher values of 2 W-kg ! in the head and trunk and 4
W-kg™! in the limbs, averaged over 10 g of tissue. The
power density of incident plane-wave radiation (in watt per
centimeter squared), which would give rise to these levels
of SAR (for far-field exposures), has been computed by
mathematical modeling and animal studies in a conserva-
tive manner, such that if these reference levels are com-
plied with, the basic restrictions will be met. As, for free
space, the power density S is related to the electric and
magnetic field values (E and H, respectively) by S = E%/
377 = H?0.377, compliance testing can be accomplished by
measuring E-field values alone. Reference levels at parti-
cular frequencies can be found by reference to the ICNIRP
guideline as indicated in Table 2.

Induced current density restrictions are imposed at
10 MHz and below. Above this frequency, it is considered
that the fields vary too quickly to produce neural stimu-
lation. Again, there is a safety factor of 10 between
occupational levels and the level at which mild stimulatory
effects can be noted in 1% of the population. This ranges
from 100 A-m™~? at 10 MHz to 10 mA-m™* at 4 Hz-1 kHz, in
the ICNIRP guidelines. This will be discussed further in
the ELF section.

At frequencies between 0.2 and 6 GHz, a phenomenon of
“microwave hearing,” due to thermoelastic expansion of
brain tissue in response to pulsed radiation, occurs. Addi-
tional restrictions are in place in the ICNIRP guidelines to
prevent this from occurring.

Overexposure to RF radiation, leading to serious burns,
is usually due to the failure of control measures, such as
guards on RF seam welding apparatus or work on RF
antennas mistakenly thought to be nonoperational.

The safety of communications equipment, including
mobile telephony handsets and base stations, is a major
community concern. There is little substantive evidence of
harm from long-term exposure at so-called “non-thermal”
levels, but because there are many young users of hand-
sets, many countries have endorsed a precautionary
approach, encouraging use only for necessity. The scientific
evidence for the possibility of “non-thermal” effects has
been reviewed in the United Kingdom by the Independent
Expert Group on Mobile Phones TEGMP) (3) and by other
bodies. The IEGMP concluded that although “the balance
of evidence to date suggests that (low levels of RF radia-
tion) do not cause adverse health effects” that “gaps
in knowledge are sufficient to justify a precautionary
approach.” Some national standards (for example, Austra-
lia and New Zealand) incorporate a “precautionary” clause;
that is, exposures incidental to service delivery should be
minimized (but taking other relevant factors into consid-
eration). The limiting of mobile phone use by children was
recommended by the IEGMP (3), but the Health Council of

the Netherlands sees no convincing scientific argument to
support this (4).

ELF and Static

The range of frequencies (0-3 kHz) includes power trans-
mission and distribution systems (50/60 Hz) as well as
transportation systems (0, 16.7, 50, and 60 Hz), surveil-
lance systems, and screen-based visual display units. Here
the main potential hazard from exposure to fields (rather
than direct contact with conductors) seems to be from
inappropriate neural stimulation due to induced current
(as in the case of RF, above). Consequently, treating ELF
as a special case may seem out of place, but because the
ELF range is precisely that of biogenic currents due the
operation of nerves and muscles, its separate treatment is
justified. The susceptibility of cells to the influence of
exogenous currents is related to the time constants for
the operation of cell membrane channels, which are typi-
cally of the order of milliseconds. At lower frequencies, cell
membranes tend to adapt to imposed electrical changes, so
restrictions need to be strictest in the range 10-1000 Hz. In
humans, the retina of the eye represents a complex net-
work of interacting nerve-cells, giving rise to sensations of
pinpoints of light when stimulated by external electric and
magnetic fields (EMFs). As this gives a guide to the levels
at which stimulatory effects could become an annoyance, or
could possibly be interpreted as a stressor, a basic restric-
tion for occupational exposure of 10 mA-m~2 (which corre-
sponds to an induced field of around 100 mV-m~!) has been
adopted by the ICNIRP for the range 4-1000 Hz. This
restriction rises above and below this range. In particular,
at 0 Hz (static fields), levels are restricted to 40 mA-m 2.
Levels for the general public are less by a factor of 5.
Reference levels for magnetic fields are derived from these
basic restrictions by considering the body to be simple
geometric objects, but more advanced modeling yields
similar results. For sinusoidally varying fields, the refer-
ence magnetic fields can be derived from basic restrictions
via the formulas

B=E/(wfr) or B=dJ/(omfr)

where E refers to the basic restriction in terms of
induced tissue electric field (in volt per meter), J is
the basic restriction in induced current density (A/cm?),
f is the frequency in Hertz, o is the tissue conductivity
(S/m), and r is the radial distance from the center of
symmetry (in the same direction as the external magnetic
field B).

Electric field reference levels are derived more from
considerations of avoiding “microshocks,” which may
occur, for example, if an arm with finger extended is raised
in an intense electric field. Details of these reference levels
can be found (for the ICNIRP limits) at http:/www.ic-
nirp.de. As it is possible to exceed the electric field
reference levels in electrical switchyard work, special
precautions need to be taken. Exceeding magnetic field
reference levels is rare. Some government and other orga-
nizations have advocated a much more prudent approach
to limiting exposure, particularly to the general public.
This comes from some dozen or so well-conducted



epidemiological studies linking exposure of children to a
time-weighted average magnetic field of 0.4 T or more, to
an approximate doubling of leukemia incidence. The pos-
sibility of low-level health effects of ELF has been the topic
of research for nearly three decades. As there is no agreed
mechanism for how elevated leukemia rates could be
brought about, nor is there adequate evidence from long-
term animal studies, there is doubt that magnetic fields are
the causative agent. Nevertheless, time-varying ELF mag-
netic fields (but not electric fields, nor static fields) have
been categorized by the International Agency for Research
in Cancer (IARC) as a “possible carcinogen” (category 2B)
(5). Essentially, the U.S.-government funded EMF-RAPID
(Electric and Magnetic Field Research and Public Infor-
mation Dissemination) program, whose Working Group
reported in 1998 (6), came to a similar conclusion. The
final report of the NIEHS Director (7), on the other hand,
concluded that “the scientific evidence suggesting that
ELF-EMF pose any health risk is weak” but also acknowl-
edged that “exposure cannot be recognized as entirely safe
because of weak scientific evidence that exposure may
pose a leukemia hazard.” The report also advocated “edu-
cating both the public and regulated community on means
aimed at reducing exposures.” There is intense debate on
how a policy of prudence should actually be interpreted,
because approximately 1% of homes would be in the “over
0.4 pT” category (8,9) (this percentage varies widely
between and even within countries). Several moderate
cost engineering measures can be employed to reduce field
levels from transmission lines, and electric power compa-
nies often employ these in new installations.

PERCEIVED ELECTRO-SENSITIVITY

Several persons claim debilitating symptoms associated
with proximity to electrical installations or appliances or
in association with the use of mobile (cell) phones. Despite
several well-conducted, independent, “provocation stu-
dies,” in which sufferers have been subjected to energized
and not energized sources in random order, no association
between exposure status and occurrence of symptoms has
been established. A recent Dutch study of psychological
sequelae of mobile phone use implied that the overall
baseline responses in a group of “electro-sensitives” dif-
fered from a similarly sized group of “normals,” but that the
changes associated with mobile phone use were similar in
both groups.

ULTRASOUND

Few processes and devices outside of clinical medicine
involve the possibility of human exposure to ultrasound if
normal protective guarding measures are in place. Airborne
ultrasound is used in surveying instruments and in a
variety of drilling, mixing, and emulsification industrial
processes. Ultrasonic descalers are used in dentistry and to
clean jewelry. Reports of injury are rare. For industrial
applications, the frequency range of 20-100 kHz is covered
by ICNIRP limits and is based on the pressure amplitude of
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the ultrasound in air (these are of the order of 110 dB,
referenced to 2 x 107° Pa). In clinical applications, ultra-
sonic energy is usually delivered across the skin via cou-
pling gel and is in the frequency range 1-25 MHz.
Diagnostic ultrasound is designed to prevent tissue tem-
perature rising above 41 °C for sustained periods (10,11).
Effectively, beam intensities are capped at 1000 W-m™2
(spatial peak, temporal average), except for short periods of
insonation. Higher intensities are possible if the energy
density is below 500 kJ-m~2. This gives a large margin
below established hazardous effects. Therapeutic ultra-
sound exposure is usually limited by patients reporting
excessive heat, but use on patients with limited sensation is of
concern. Intensities of 10 kW-m~2 are common in therapeutic
applications. Tissue damage occurs above 10 MW-m 2,

SERIOUS INJURY FROM NIR

From above, it would appear that NIR is fairly innocuous.
It should be stressed, however, that high-power devices, if
inappropriately used or modified, can cause serious injury.
UVC is routinely used as in germicidal devices, and the
micro-cavitation produced by intense ultrasound beams is
used to disrupt tissue. Laser skin burns occasionally occur
in research laboratories. Severe injury and fatalities have
resulted from surgical uses of lasers in which gas embo-
lisms have become ignited within body cavities. Early
unshielded microwave ovens were associated with severe
kidney damage. Cases of severe burns are still too common
in small businesses using RF heat sealers, often due to the
removal of guards. Serious burns result from an accidental
or ill-advised approach to broadcast antennas and other
communications equipment (12). In addition to burns,
severe chronic neurological deficits can also result from
overexposure to RF currents (13).

ACHIEVING ADEQUATE PROTECTION AGAINST NIR

Opinion is divided about the need to control NIR exposure
by legislation. Communications equipment manufacturers
have to comply with rigid requirements related to health
guidelines and standards, and many countries have the
power to prosecute in instances where equipment is tam-
pered with or altered such that the guidelines would be
exceeded. Codes of practice often have provisions for mark-
ing “no go” areas where levels could be exceeded, with
appropriate signage. In terms of the potential for prevent-
ing debilitating illness or early death, the link between
solar UVR and skin cancer and cataract represents the
area where intervention is most warranted. It is estimated
that adequate sun protection could perhaps save tens of
lives per million of population per annum with over $5M pa
per million in savings in health costs. The costs of ensuring
employers of outdoor workers and the workers themselves
complying with measures of UVR exposure reduction are
hard to estimate, but they are likely to be high. Whereas
compliance with a limit of 30 J-m 2 equivalent (or MED) is
achievable in relation to artificial sources, this level can be
exceeded in less than an hour’s exposure to intense solar
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radiation around noon in low latitudes. Employers can be
required to educate their workforce to use appropriate
measures to reduce the risk of becoming sunburnt, but it
is virtually impossible to eliminate this from actually
occurring. It would seem unreasonable to require employ-
ers to be responsible for an overexposure to a familiar and
essential source of energy to which we have all been
exposed since the dawn of time.

As several forms of NIR carry with them an uncertainty
of possible harm in the long term, several national radia-
tion protection authorities have espoused the “Precaution-
ary Principle.” This entails taking measures to reduce
exposure, even where exposures are well within levels
set by scientific evaluation of the available research. It is
recognized that reducing exposure might itself introduce
new hazards or increase other hazards (such as being
unable to use a cell-phone in an emergency because of
extra power restrictions), so an evaluation of the need to
be “Precautionary” with respect to NIR should be in the
wider context of overall risk management. In general, the
introduction of arbitrary extra margins of safety, in order
to appease public outcry, is not warranted.

USES OF NIR IN MEDICAL DIAGNOSIS AND THERAPY

UVR

The UVR-induced photochemical reactions form the basis of
an effective treatment of the disease psoriasis, which is
marked by widespread red itchy scales on the skin. This is
caused by an accelerated cell cycle and DNA synthesis in skin
cells. The drug psoralen is preferentially taken up by these
dividing cells, which on subsequent exposure to UVA radia-
tion, leads to binding with DNA and subsequent inhibition of
synthesis and cell division. A normal course of treatment
consists of 25 monthly visits to a clinic, with 8-methoxypsor-
alen taken orally, followed 2 h later by a UVR exposure of 10—
100 kJ-m 2 per visit. This is usually delivered via a bank of 48
or so high-intensity fluorescent tubes.

A second use of UVR in biological and clinical analysis
and research is in the identification of biomarkers through
fluorescence. One technique involves placing electrophore-
tic gels over a UVR lightbox to localize the fluorescent
regions. As mentioned, the possibility of overexposure in
those who perform multiple observations is a matter of
concern.

Lasers

The high intensity of laser radiation, particularly if it is
pulsed, provides a means of tissue ablation, carbonization,
coagulation, and desiccation. High-intensity short pulses
produce photomechanical disruptions of tissue. At longer
pulse lengths (~ 1 s), thermal and photochemical processes
become more important. Excimer (= excited dimer) laser
radiation has proved to be useful in the surgical treatment
of defects in vision. This technique, radial keratotomy or
keratectomy, reshapes the corneal surface to alter the
effective focal length of the eye and thus do away with
the need for spectacles or contact lenses. Laser ablation is
also useful in the treatment of ocular melanoma, Barratt’s

esophagus, removal of “port wine” stains on the skin, and
(using an optical fiber delivery system in a cardiac cathe-
ter) the removal of atheromatous plaque in coronary
arteries. A second property of intense laser light, that of
photo-activation, is exploited in a range of treatments
known as photodynamic therapy (PDT). In this, several
compounds are known to be preferentially taken up by
tumor tissue but also have the property of resonant absorp-
tion of light to produce free radicals, such as singlet oxygen
and oxygen radical, which ultimately lead to endothelial
cell membrane damage, blood supply shutdown, and hence
necrosis of tumor tissue. These photosensitizing com-
pounds are injected, or in some cases taken by mouth.
Intense laser light (of 600-770 nm wavelength) is then
directed at the tumor to produce this photo-activation.
Energy thresholds are of the order of 1 MJ-m~2. Although
used mainly on superficial tumors (depth less than 6 mm),
optical fiber delivery into deeper tissue (such as the breast)
has also been trialled. As the tumor tissue becomes fluor-
escent on uptake of these compounds, diagnostic techni-
ques (photodynamic diagnosis or PDD) are based on a
similar principle. Suitable compounds are related to hemo-
globin (hematoporphyrin derivative or HpD), rhodamine,
amino levulinic acid, bacteriochlorins, and phthalocya-
nines. The herb St John’s Wort also yields hypericins that
have similar properties. The ability to use scanning optics
in association with optical fibers has provided ways of
making microscopic endoscopy possible.

Incoherent sources of blue light are used in the treat-
ment of neonatal jaundice (hyperbilirubinemia). Bilirubin
is decomposed during the exposure of the neonate to fluor-
escent tubes (filtered to remove wavelengths shorter than
380 nm).

IR

Infrared reflectivity from the skin and from layers imme-
diately below the skin varies with skin temperature. Ther-
mography has been used to identify regions of enhanced or
reduced peripheral blood flow, occurring, for example, in
mammary tumors. The high false-positive rate has inhib-
ited its use in mass screening for this disease. On the other
hand, breast imaging using time-of-flight IR transmission
methods shows promise. Blood oxygen saturation is easily
measured noninvasively via the ratio of reflectances at two
wavelengths, 650 and 805 nm (the wavelengths showing
greatest and least sensitivity to the degree of saturation,
respectively). This forms the basis of the pulse oximeter,
which clips on the finger and gives an indication of pulse
rate in addition to oxygen saturation. Laser Doppler blood
flow meters give an indication of capillary blood flow via the
autocorrelation of reflected light signals. Wavelengths of
780 nm are selected because of the good depth of penetra-
tion of skin.

IR spectroscopy has a wide range of industrial and
research applications, because of specific molecular stretch-
ing, bending, and rotational modes of energy absorption.

Terahertz

Several medical applications have been proposed for ter-
ahertz radiation, arising out of differential reflection from



cancerous/normal skin and from its relatively good trans-
mission through bones and teeth. Its use in biosensing is
also being investigated.

RF

The tissue heating and consequent protein denaturation
has been used in catheter-tip devices for ablating accessory
conduction pathways in the atria of the heart, giving rise to
arrhythmias. The use of focused RF in cancer hyperther-
mia treatment has been used in conjunction with conven-
tional radiotherapy to improve the hit rate of the latter,
most likely due to the increased available oxygen via
thermally induced blood flow increase. Increased blood
perfusion is also thought to underlie the use of RF dia-
thermy in physiotherapy, although this has now been
almost entirely replaced by therapeutic ultrasonic dia-
thermy (see below). RF exposures are part of magnetic
resonance imaging (MRI), where some care has to be
taken to avoid “hot spots” during investigation. SARs can
exceed 2 W-kg™?! at frequencies in the region of 100 MHz. If
we can extend the term “radiation” to include the direct
application of RF currents, then electrical impedance tomo-
graphy (EIT) should be included. In this technique, current
of approximately 50 kHz is applied via a ring of electrodes
to the torso or head, essentially to identify differential
conductivity values in different organs and thus track
shifts in fluid content, post-trauma, for example.

ELF

In clinical diagnosis, nerve conduction and muscular func-
tion studies are performed by examining responses to
electrical stimulation (by single pulses or trains of pulses
of the order of a few milliseconds in duration) of particular
groups of nerve fibers. Electrical stimulation of specific
regions of the body are also reported to give rise to bene-
ficial effects. For example, or transcutaneous electrical
nerve stimulation (TENS) is of some efficacy in controlling
pain by raising the threshold for pain perception. Inter-
ferential therapy, which consists of a combined exposure of
regions of the skin to low currents at two narrowly sepa-
rated frequencies (for example, 4 kHz and 3.7 kHz) are
claimed to be useful for a range of muscular and joint pain
conditions and for circulatory disorders, but the mode of
interaction is unclear. The currents are of the order of 50
mA, and the tissue is reportedly performing a demodula-
tion of the 4 kHz carrier to produce a TENS-like deep
current of a few hundred Hertz. Similarly, pulsed magnetic
fields (PEMFs) are claimed to be effective in speeding
healing in bone fractures, despite the small magnitude
of induced currents. On the other hand, electroconvulsive
therapy (ECT), in which pulses of current of several milli-
amperes are passed through the head, cause general nerve
activation. This therapy is of proven value in cases of
severe depression, but the origin of this benefit is an
enigma. Transcranial magnetic stimulation (TMS) can
be used both in diagnosis by eliciting specific responses
and in therapeutic mode, in a manner analogous to ECT.
However, the therapeutic efficacy of TMS still awaits
clarification.
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Static

The application of permanent magnets to painful joints
is claimed to have beneficial effects, but the evidence
for efficacy is equivocal. It has been suggested that the
Lorentz-type forces on flowing electrolytes (such as blood)
produce electric fields and currents. However, at typical
blood flow velocities of 0.1 m-s%, a 1 mT magnet will only
induce 0.1 mV-m~!, which is well below levels shown in
Table 2.

Ultrasound

The use of ultrasound in the range 1-25 MHz in diagnosis
originates from the wavelength (and, hence, resolution)
being of the order of a few millimeters. Acoustic mismatch
between tissue layers gives radar-type echoes that form the
basis of 2D and 3D imaging. The Doppler shift due to
flowing fluid forms the basis of its use in blood flow mea-
surements. Differential absorption provides a means for
tissue characterization. In therapeutic ultrasound, the
warmth is produced by adiabatic expansion and contrac-
tion within the tissue, to a depth of several centimeters. At
higher intensities, cavitation and mechanical movement of
organelles can occur.
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INTRODUCTION

When two independent groups of physicists (Bloch, Han-
sen, and Packard at Stanford and Purcell, Torrey, and
Pound at MIT) discovered the phenomenon of nuclear
magnetic resonance (NMR) in bulk matter in late 1945,
they already knew what they were looking for. Earlier
experiments by Rabi on molecular beams, and the attempts
of Gorter to detect resonant absorption in solid LiF, seeded
the idea of NMR in bulk matter. Fascinating stories
describing the trials and tribulations of the early develop-
ments of NMR concepts have been told by several authors,
but Becker et al. (1) deserve a special citation for the
completeness of coverage.

For his achievements, Rabi was awarded a Nobel Prize
in 1944, while Bloch and Purcell jointly received theirs in
1952. What was the importance of the Bloch and Purcell
discoveries to warrant a Nobel Prize despite an abundance
of prior work offering numerous clues? It was not the issue
of special properties of elementary particles, such as a
spin or magnetic moment: This was first demonstrated
by the Stern—Gerlach experiment. It was not the issue of
the particle interactions with magnetic field: This was
first illustrated by the Zeeman effect. It was not even

the magnetic resonance phenomenon itself: This was first
demonstrated by Rabi. It was the discovery of a tool that
offered a robust, nondestructive way to study the dynamics
of interactions in bulk matter at the atomic and molecular
level that forms the core of Bloch and Purcell’s monumental
achievements. However, despite the initial excitement at
the time of their discovery, no one could have predicted
just how extensive and fruitful the applications of NMR
would turn out to be.

What is the NMR? The answer depends on who you ask.
For Bloch’s group at Stanford, the essence of magnetic reso-
nance was a flip in the orientation of magnetic moments.
Bloch conceptual view of the behavior of the nuclear
magnetic moments associated with nuclear spins was, in
essence, a semiclassical one. When a sample substance
containing nuclear spins was kept outside a magnetic field,
the magnetic moments of individual spins were randomly
oriented in space, undergoing thermal fluctuations (Brow-
nian motion). The moment the sample was placed in a
strong, static magnetic field, quantum rules governing the
behavior of the spins imposed new order in space: the
magnetic moments started precessing around the axis of
the main magnetic field. For spin ¥ particles (e.g., protons),
only two orientations w.r.t. static magnetic field were
allowed; thus some spins precessed while oriented some-
what along the direction of the external field, while other
spun around while orienting themselves somewhat oppo-
site to the direction of that field. To Bloch, a resonance
occurred when externally applied radio frequency (RF)
field whose frequency matched the precessional frequency
of the magnetic moments, forced a reorientation of preces-
sing spins from parallel to antiparallel (or vice versa). They
called this effect a nuclear induction.

As far as the Purcell’s group was concerned, NMR was a
purely quantum mechanical phenomenon. When a diamag-
netic solid containing nuclei of spin I is placed in a static
magnetic field, the interactions of nuclear magnetic
moments with the external magnetic field cause the energy
levels of the spin to split (the anomalous Zeeman effect).
When an external RF field is applied, producing quanta of
energy that match the energy difference between the Zee-
man levels, the spin system would absorb the energy and
force spin transitions between lower and upper energy
states. Thus, they described the phenomenon as resonance
absorption.

It can be proven that these two concepts of NMR phe-
nomenon are scientifically equivalent. However, the two
views are psychologically very different, and have been
creating a considerable chasm in the accumulated body of
knowledge. Some aspects of NMR applications are intui-
tively easier to understand using Bloch’s semiclassical
vector model, while other naturally yield themselves to
the quantum picture of spin transitions among energy
states. The details of this dichotomy and its impact on
the field of NMR applications are fascinating by themselves
and have been extensively discussed by Ridgen (2).

At the time of the NMR discovery, nobody had any
inkling that this phenomenon might have any applications
in medicine. To understand how NMR made such a big
impact in the medical field, one has to examine how the
NMR and its applications evolved in time. Nuclear mag-



netic resonance was discovered by physicists. Thus it is
not surprising that the initial focus of the studies that
followed was on purely physical problems, such as the
structure of materials and dynamics of molecular motions
in bulk matter. During a period of frenzied activities that
followed the original reports of the discovery, it was
very quickly understood that interactions among nuclear
spins, as well as the modification of their behavior by
the molecular environment, manifest themselves in two
different ways. On the one hand, the Zeeman energy
levels could shift due to variations in the values of local
magnetic field at different sites of nuclear spins within the
sample. This causes the resonant absorption curve to
acquire a fine structure. Such studies of NMR lineshapes
provide valuable insights into the structure and dynamics
of molecular interactions, especially in crystals. This
branch of NMR research is customarily referred to as
radiospectroscopy.

On the other hand, when a sample is placed in the exter-
nal magnetic field, the polarization of spin orientations
causes the sample to become magnetized. When the sample
is left alone for some time, an equilibrium magnetization
develops. This equilibrium magnetization, My, is propor-
tional to the strength and aligned in the direction of the
external static magnetic field, By. An application of RF field
disturbs the equilibrium and generally produces a mag-
netization vector, M, that is no longer aligned with B, .
When the RF field is switched off, the magnetization
returns over time to its equilibrium state; this process is
called a relaxation. The process of restoring the longitu-
dinal component of the equilibrium magnetization requires
that the spins exchange energy with their environment;
thus, it is commonly referred to as spin-lattice or long-
itudinal relaxation. The characteristic time that quantifies
the rate of recovery of the longitudinal component of
magnetization toward its equilibrium value, M, is called
the spin-lattice relaxation time and denoted T'; or, in
medical applications, T'1. At equilibrium, the transverse
magnetization component is zero. Thus, any nonzero trans-
verse component of nonequilibrium magnetization must
decay back to zero over time. This process tends to be
dominated by interactions among spins and is thus called
a spin—spin or transverse relaxation. The characteristic
time that quantifies the rate of decay of the transverse
component of magnetization is called the spin—spin relaxa-
tion time and denoted T's or, in medical applications, T2.
Both T; and T. strongly depend on the nature of the
molecular environment within which the spins are
immersed, thus offering a robust probe of molecular
dynamics and structure in a variety of materials (solid,
liquid, and gaseous) over a range of conditions (tempera-
ture, phase transitions, chemical reactions, translational
and rotational diffusion, etc.). Studies of relaxation times
are referred to simply as NMR relaxation studies, and
sometimes as relaxometry.

In solids, dipole—dipole interactions among spins are
dominant, which for proton NMR (*H NMR) studies results
in fairly wide lineshapes (with a width of several kHz) with
very little fine structure. In most liquids, however, the
substantially faster molecular reorientations average the
dipole—dipole interactions, effectively suppressing them to
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produce a vanishing net effect on the NMR absorption
curves that become much narrower (typically of the order
of Hz). This feature has led to a discovery of chemical shift
phenomenon.

The most dramatic demonstration of the chemical shift
was the observation made in 1951 by Arnold et al. (3) who
showed separate spectral NMR lines from nonequivalent
protons in a sample containing a simple organic substance,
ethanol. This gave birth to high-resolution NMR spectro-
scopy or HR NMR, a powerful tool that assists chemists
in nondestructive analysis of organic compounds. This
in vitro technique underwent massive developments over
the years and almost overshadowed the NMR applications
in physics. An exhaustive overview of HR NMR applica-
tions has been published by Shoolery (4). Today, HR NMR
spectroscopy plays a major role in studies of biological
materials in vitro and in drug development research. This
research, although not directly used in clinical care, never-
theless is having a major impact on the development of
medical arts. A comprehensive review of biological applica-
tions of NMR spectroscopy has been provided by Cohen
et al. (5).

Standard NMR studies are performed in vitro: The
sample is placed in the bore of a laboratory magnet, and
the signal is collected from the entire volume of the sample.
Samples are relatively small: The typical NMR tube vial is
~ 5 mm outside diameter (OD) and holds ~ 0.5 mL of
sample material. Nuclear magnetic resonance magnets
have relatively small active volumes [typical bore size of
modern NMR cryomagnets is ~ 70 mm inside diameter
(ID)], but very high magnetic field homogeneity, routinely
> 10"° By.

In the early 1970s, a revolutionary concept emerged from
the pioneering work of Lauterbur in the United States and
Mansfield, Andrew, and Hinshaw in the United Kingdom.
They discovered that by using judiciously designed mag-
netic field gradients it was possible to retrieve an NMR
signal from a small localized volume (called a voxel) within a
much larger sample (e.g., a human body). This started a new
field of NMR applications, called magnetic resonance ima-
ging (MRI) that greatly enhanced the practice of diagnostic
medicine (see the section Magnetic Resonance Imaging).

One of the frustrating limitations of MRI applications
was the ambiguity of lesion characterization. The develop-
ment of MRI focused on the noninvasive visualization of soft
tissues within the living human body; as a result, the
technical and engineering trade-offs made in the process
of improving the quality of images have essentially rendered
the method nonquantitative. In essence, MRI proved to be
extremely sensitive in the detection of various lesions within
the patient’s body, but not very robust in providing informa-
tion needed to fully identify the characteristics of the tissue
within the lesion. Thus, in addition to basic NMR tissue
characteristics (proton density, T'1, and T2), the interpreters
of medical MR images came to rely on morphology of lesions
(size, shape, and location) to draw conclusions about lesion
pathology. In this context, the concept of localized NMR
spectroscopy experiments, where MRI techniques are used
to locate the lesion and localize the volume of interest, while
NMR spectroscopic techniques are used to acquire NMR
spectra of the tissue within a lesion, becomes intuitively
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evident. However, while the concept may appear naturally
obvious, implementations have proven to be extremely dif-
ficult. Despite first successful experiments in acquiring
localized phosphorus *'P NMR in vivo spectra from a human
forearm, performed in 1980 by a group led by Chance, the
true clinical applications of localized NMR spectroscopy
have only recently begun to appear. While first attempts
focused on 3'P NMR spectroscopy using surface coils to
localize the signals within the human body, current clinical
applications almost exclusively utilize 'H NMR spectra to
gain additional, clinically relevant information about the
lesion of interest. The methodology used in this approach is
referred to as magnetic resonance spectroscopy (MRS),
magnetic resonance spectroscopic imaging (MRSI), or che-
mical shift imaging (CSI). Techniques of this particular
application of the NMR phenomena in medical practice
will be the subject of further discussion here. While the
interest in exploring clinical applications of MRS of nuclei
other than protons (e.g., 3P, 3C, °F, and 2*Na) still
remains, a vast majority of current clinical applications
uses 'H MRS and thus only this particular nucleus will be
considered in further discourse. Readers interested in
other nuclei are encouraged to explore literature listed
in the Reading List section.

THEORY

In this section, the quantum mechanical approach of form-
alism is used, since this formalism is most naturally suited
to explain the various features of NMR spectra. To begin
with, consider an ensemble of noninteracting protons, free
in space where a strong, perfectly uniform magnetic field
B, is present. Because all spins are considered identical,
the Hamiltonian of the system includes a single spin and all
quantum mechanical expectation values are calculated
over the entire assembly of spins. Under those conditions,
the Hamiltonian () describes the Zeeman interaction of
the nuclear magnetic moment . with the external mag-
netic field and has a form

H =—p x By =—ghByl, (D

where v is the gyromagnetic ratio, % is the Planck’s constant,
and I, is the z component of the nuclear spin operator I,
which for protons has an eigenvalue value of Y. Because I,
has only two eigenvalues, & Y2, the system’s ground energy
level is split into two sublevels, with the energy gap propor-
tional to By, as shown in Fig. 1. Now assume that spins are
allowed to weakly interact with their molecular environ-
ment, which are collectively described as the lattice (regard-
less of the actual state of the sample; e.g., in liquids the
lattice refers to thermal diffusion, both rotational and
translational, of the atoms or molecules that host the
spins). When the system is left undisturbed over time, it
will reach a thermal equilibrium, where the spin popula-
tions at the higher and lower energy levels are described by
a Boltzmann distribution, as shown in Fig. 2. The resultant
sample equilibrium magnetization is equal to
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Figure 1. The Zeeman splitting of the ground-state energy levels
for the spin % system as a function of the external magnetic field
strength, By.

where T is the absolute temperature of the sample, N is a
number of spins in the sample, and % is the Boltzmann
constant. At normal conditions, this equilibrium magne-
tization is too small to be detectable, but when a resonance
phenomenon is exploited by applying a short burst of RF
energy at resonance frequency wg (called an RF pulse), the
magnetization can be flipped onto a transverse plane,
perpendicular to the direction of By. This transverse
magnetization will precess at the resonant frequency of
the spins and thus will generate an oscillating magnetic
field flux in the receiver coils of the NMR apparatus,
which will be detected as a time-varying voltage at the
coils terminals. This signal is called a free induction decay
(FID) and its time evolution contains information about
the values of resonant frequency of the spins, wq, the spin-
spin relaxation time, T2, and the distribution of local
static magnetic fields at the locations of the spins, T2".
The local static magnetic fields, experienced by spins at
different locations in the sample, may vary from spin site
to spin site, chiefly due to the inhomogeneity of the main
magnetic field By. In addition, in heterogeneous samples,
commonly encountered in in vivo experiments, local
susceptibility variations may contribute to T2 effects.
For a variety of reasons, the chief one being the ease of
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Figure 2. An illustration of Boltzmann distribution of spin
populations for an ensemble of identical spins Y%, weakly
interacting with the lattice, at thermal equilibrium.
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Figure 3. Real and imaginary components of an FID signal.

interpretation, the FID signal is always recorded in the
reference frame that rotates at the frequency w close to wo,
(called “the rotating frame”). From the engineering point
of view, recording the signal in the reference frame,
rotating at the frequency o, is equivalent to frequency
demodulation of the signal by frequency w.

The recorded FID has two components: one, called real,
or in-phase, is proportional to the value of transverse spin
magnetization component aligned along the y’ axis of the
rotating frame (the [x’, ’, z] notation is used to denote
rotating frame, as opposed to the stationary, laboratory
frame [x, y, z]). The other FID component is proportional to
the value of transverse spin magnetization projected along
the x’ axis and is referred to as imaginary, or out-of-phase
signal (see Fig. 3). To a human being, the FID signals can
be difficult to interpret; thus an additional postprocessing
step is routinely employed to facilitate data analysis. A
Fourier transform (FT) is applied to the FID data and the
signal components having different frequencies are
retrieved, producing an NMR spectrum (see Fig. 4).

The chemical shift, mentioned earlier, is responsible
for a plethora of spectral lines (peaks) seen in a typical
NMR spectrum. Consider a simple organic molecule that
contains hydrogen localized at three nonequivalent mole-
cular sites. Chemists call molecular sites equivalent if the
structure of chemical bonds around the site creates an
identical distribution of electron density at all proton
locations. When the sites are nonequivalent, different dis-
tributions of electron cloud around the protons will have a
different shielding effect on the value of the local magnetic
field, experienced by individual protons. The strength of
electron shielding effect is proportional to the value of B,
and is accounted for in the Hamiltonian by using a shield-
ing constant, o.

3
H= —ghél(l — Si)B()Izi 3)
i=

In this example, a molecule with only three nonequivalent
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Figure 4. A method of generating an NMR spectrum from the
FID signals.

proton sites has been considered; in general, the summa-
tion index in Eq. (3) must cover all nonequivalent sites,
however, many may be present. It is evident from Eq. (3)
that individual protons located at different sites will have
slightly different resonant frequencies, which will give rise
to separate resonant peaks located at different frequencies
in the observed NMR spectrum, as shown in Fig. 4. This
accounts for a fine structure of NMR spectra that consists
of multiple lines at different frequencies, identifying all
nonequivalent molecular sites in the sample studied.

The interaction of the nuclear spin with the electron
cloud surrounding it has a feedback effect, resulting in a
slight distortion of the cloud; the degree of this alteration is
different depending on whether the spin is up or down
w.r.t. the magnetic field By. This distortion has a ripple
effect on surrounding nonequivalent spins, and conse-
quently they become coupled together via their interac-
tions with the electron cloud; this phenomenon is called a
spin—spin coupling or J coupling, and is accounted for by
adding another term to the spin Hamiltonian:

n é u
HZ*'EI égh(lfsl)B()IZl+ EIJ”II ><IJ1:1 4)
i=1 ¢ Jj<i a

whereJ;;, known as a spin—spin coupling constant, describes
the strength of this effect for each pair of nonequivalent
protons. The presence of spin—spin coupling leads to a
hyperfine structure of the NMR spectra, splitting peaks into
multiplet structures, as shown in Fig. 5 that contains two
fragments of an NMR spectrum of lactic acid. The structure
of each multiplet can be explained using simple arrow
diagrams, visible next to NMR lines. The signal at 1.31
ppm is generated by 3 equiv protons located in the CHjy
group that are linked to the proton spin in the CH group via
J coupling. The spin of the proton in the CH group can have
only two orientations: up or down, as indicated by arrows
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Figure 5. A fragment of experimental spectrum (lactic acid at 500 MHz) showing resonances from
a CHj3 group (at 1.31 parts per million, ppm) and a CH group (at 4.10 ppm), respectively. The
splitting of CH3 resonance into a doublet and the CH resonance into a quadruplet is caused by the JJ
coupling. The structure of each multiplet can be derived using simple rule of grouping spins
according to their orientations, as shown by groups of arrows.

that follow the bracket next to the CHs label. Thus, the
signal from CHjs protons is expected to split into a doublet
with relative signal intensities 1:1, as indeed is seen in the
recorded spectrum. Similarly, the signal at 4.10 ppm is
generated by a single proton in the CH group that is linked
viad coupling to 3 equiv protons in the CH; group. The spins
within this group of three protons can assume eight differ-
ent configurations, depending on their orientation w.r.t. to
the magnetic field By. Some of those orientations are equiva-
lent (i.e., they have the same energy) and thus can be
lumped together, as shown by groups of arrows that follow
the bracket next to the CH label. Simple counting leads to a
prediction that the signal from the CH proton should split
into a quadruplet with relative signal intensities 1:3:3:1.
Again, this is clearly visible in the recorded spectrum.

As illustrated in Fig. 6, these simple considerations
show that each peak in the spectrum can be fully char-
acterized by specifying its position w.r.t. an established
reference peak (chemical shift), amplitude, intensity
(intensity, or the area under the peak, is proportional to
the concentration of spins contributing to the given peak),
linewidth (provides information ~ T2 and magnetic field
homogeneity), and multiplet structure (singlet, doublet,
triplet, etc., carries information about J coupling). Thus,
the NMR spectra, like the one in Fig. 4 showing an experi-
mental spectrum of vegetable (maize) oil, contain a wealth
of information about the structure and conformation of
molecules found within the sample.

Strictly speaking, the linewidths of the peaks in the
NMR spectrum are determined by the values of T2* and
thus are sensitive to the homogeneity of the main magnetic
field and other factors contributing to the distribution of
local static magnetic fields seen by the spins. Wider dis-
tributions of local fields, lead to shorter T2 values and
broader corresponding peaks in the NMR spectrum. Broad
peaks make spectra harder to interpret due to overlap
between peaks located close to each other. This feature
puts a premium on shimming skills of the NMR spectro-
meter operator (shimming includes methods to improve the
homogeneity of the static magnetic field). For in vivo
studies, the shimming tasks are made even more difficult
by tissue heterogeneity that causes local variations in the
magnetic field (referred to as susceptibility effects within
the MRS community).

There is a peculiar feature in the way the NMR spectra
are recorded that routinely confounds the NMR newbies.
For historical reasons, the NMR spectra are plotted as if
the spectrometer frequency was kept constant and the
magnetic field By was varied (swept) over a range of values
to record all the characteristic peaks (see Fig. 7a). In this
approach, the horizontal axis of the plot represents the
values of the external magnetic field necessary to reach a
resonant condition for a given group of spins. However, all
modern NMR spectrometers use an acquisition method in
which the magnetic field By is kept constant and differ-
ences in resonant frequencies of various nuclei (due to their
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Figure 6. A schematic representation illustrating various
characteristic parameters used to describe elements of an NMR
spectrum.

diverse chemical shifts) are recorded instead. It is funda-
mental to understand that if the horizontal axis of an NMR
spectrum was meant to represent the resonant frequencies
of nuclei with different chemical shift, all residing in the
same external magnetic field By, then the lines to the right
would represent signals with lower frequencies, which at
best is counterintuitive. This paradox is resolved when one
looks at the relationship between magnetic field and NMR
resonance frequency for nuclei located at sites with varying
electron shielding. This relationship is derived from Eq. (3),
leading to the well-known Larmor equation:

w =g(1-s)By (6))

This equation is plotted in Fig. 7b for three sites with
different values of the chemical shielding constant 0. As o
increases, the slope of the line decreases. Thus, if the RF
frequency is kept constant and the magnetic field is swept
to reach subsequent resonant conditions, the weakly
shielded nuclei will resonate at lower field, and as the
strength of the shielding effect increases, the external
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magnetic field must be increased to compensate for the
increased shielding. It must be reiterated that the term
magnetic field used in this context refers to the external
magnetic field B, produced by the spectrometer’s magnet,
and not to the value of the local magnetic field that the
spin is actually experiencing. Therefore, the signals from
heavily shielded nuclei will appear at the high end of the
spectrum, as illustrated by the horizontal line in Fig. 7b.
On the other hand, if the external magnetic field By is kept
constant and the frequency content of the FID signal is
looked at, it will be noticed that nuclei at heavily shielded
sites resonate at lower frequency, which reflects the
decrease of the local magnetic field due to the shielding
effects. Therefore, the signals from heavily shielded nuclei
will appear at the low end of the spectrum, as illustrated
by the vertical line in Fig. 7b. Historically, magnetic field
sweeping was used in the early days of NMR spectroscopy
and a sizeable volume of reference spectra were all plotted
using the fixed-frequency convention. This standard was
retained after pulsed NMR technology replaced the ear-
lier continuous wave NMR spectroscopy, despite the fact
that the fixed-field approach would have been far more
natural.

The size of the chemical shift varies linearly with the
strength of the magnetic field By, which makes comparison
of spectra acquired with NMR spectrometers working at
different field strengths a chore. To simplify matters,
chemists introduced a concept of relative chemical shift,
which is defined as follows: It is realized that the term o in
Eq. 5 represents a resonant frequency of a group of equiva-
lent spins in their local magnetic field, By,. Thus, Eq. (5) can
be used to define a variable T as

By, - By o
)

T=5x106 = 108 (6)
The value of 7 is dimensionless and expresses the value of
the shielding constant o in ppm. It is interpreted as a
change in the local magnetic field relative to the strength
of the main magnetic field produced by the spectrometer’s
magnet. As seen from Eq. (6), the 7 scale is directly propor-
tional to o, that is, heavily shielded nuclei will have a large
value of 7 (see Fig. 7a). This also makes the 7 scale collinear
with the B axis, which is inconvenient in modern NMR
spectroscopy, which puts a heavy preference on spin reso-
nant frequencies. To address this awkward feature, che-
mists use a more practical chemical shift scale, called 3,
that is defined as

d=10—-1 (7

This scale is a measure of the change in local resonant
frequency relative to the base frequency of the NMR spec-
trometer, wg. The factor 10 in the above relationship arises
from the fact that a vast majority of observed proton
chemical shifts lie in the range of 10 ppm; by convention,
tetrametylsilane (TMS), which exhibits one of the stron-
gest shielding effects, has been assigned a value of = 0.
This was done after careful practical consideration: all 12
protons in TMS occupy equivalent positions, and thus an
NMR spectrum of TMS consists of a strong, single line. The
referencing procedure has evoked a considerable amount of
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Figure 7. An apparent paradox in the interpretation of the abscissa calibration for an NMR
spectrum: (a) the same spectrum can have a value of magnetic field B assigned to the abscissa so that
the values of B increase when moving to the right, or have the value of frequency w assigned to the
same abscissa, but increasing when moving to the left. (b) The diagram on the right provides an
explanation of this effect (see the main text for details).

debate over the years and currently the International
Union of Pure and Applied Chemistry (IUPAC) specifies
that shields are to be reported on a scale increasing to high
frequencies, using the equation

Wy — W
d =% " Tref 108
Wref

8)

where o, and o, are the frequencies of the reported and
reference signals, respectively.

Since TMS easily dissolves in most solvents used in
NMR spectroscopy, is very inert, and is quite volatile, it
is a very convenient reference compound. In practice, a
small amount of TMS can be added to the sample, which
will produce a well-defined reference peak in the measured
spectrum (see Fig. 5). After the experiment is completed,
TMS is simply allowed to evaporate, thus reconstituting
the original composition of the sample.

In MRS applications, the 8 scale is used exclusively to
identify the positions of the peaks within the spectra. For
example, the water peak is known to have 3 = 4.75 ppm;
therefore, if an MRS spectrum is acquired on a machine
with the main magnetic field of 1.5 T and the base RF
frequency of 63.86 MHz, the water line will be shifted by
4.75"63.86 = 303 Hz toward the higher frequency from the
reference TMS peak. It also means that the protons in
water experience weaker shielding effects than protons in
the TMS. Finally, if the spectrum is plotted according to the
accepted conventions, the water line appears to the left of
the reference peak. Unfortunately, TMS cannot be used as
an internal reference in MRS applications (it cannot be
administered to humans). Thus in practice, the signal from
NAA is used as a reference and has an assigned value of
3 = 2.01 ppm, which is the chemical shift of the acetyl
group within the NAA NMR spectrum, acquired in vitro.

EQUIPMENT AND EXPERIMENTS

In medical applications, standard MRI equipment is used
to perform MRS acquisitions. Thus, in contrast to standard
in vitro NMR experiments, in vivo MRS studies are per-
formed at lower magnetic field strength, using larger RF
coils, and with limited shimming effectiveness due to mag-
netic susceptibility variations in tissue. As a result, the
MRS spectra inherently have lower signal-to-noise char-
acteristics than routine in vitro spectra; this is further
aggravated by the fact that in MRS signal averages are
accumulated using fewer scans due to examination time
constraints. This creates a new set of challenges related to
the fact that when the MRI equipment is used to perform
MRS, it is utilized outside its design specifications that
focus on the imaging applications of MR technology. For-
tunately, many hardware performance characteristics that
are absolutely crucial to the successful acquisition of spec-
troscopy data, such as magnetic field uniformity and sta-
bility, or coherence and stability of the collected NMR
signals, are appreciated in MRI as well. Thus, steady
improvements in MRI technology are contributing to the
emergence of clinical applications of MRS. Since this arti-
cle focuses on MR spectroscopy, the following considera-
tions will describe features of data acquisition schemes
that are unique to MRS applications, and disregard those
aspects of hardware and pulse sequences design that form
the core of the MRI technology (see the section on Mag-
netic Resonance Imaging).

The first challenge of MRS is volume localization.
Obviously, an NMR spectrum from the entire patient’s
body, while rich in features, would be of very little clinical
utility. Over the years, many localization techniques have
been proposed, but in current clinical practice only two



methods are routinely used. The first one collects NMR
spectra from a single localized volume and is thus referred
to as single voxel MRS, or simply MRS. The other allows
collection of spectra from multiple voxels arranged within a
single acquisition slab. It is often referred to as multi voxel
MRS, MRS imaging (MRSI), or chemical shift imaging
(CSI). With this method, more advanced visualization
techniques can be used, such as generation of specific
metabolite concentration maps over larger regions of
interest (ROI).

Single voxel (SV) MRS is simpler to implement. The
volume of interest (VOI, or voxel) is selected using one of
the two alternative data acquisition pulse sequences. The
first one uses a phenomenon known as a stimulated echo to
produce a signal used to generate the spectroscopic FID
that is then transformed into the NMR spectrum. To
produce a stimulated echo, three RF pulses are used, each
rotating (flipping) the magnetization by 90°. The theory of
this process is too complex to be discussed in detail here; an
interested reader is referred to the original paper by Hahn
(6) or to more specific texts on NMR theory, such as those
listed in the Reading List section. The application of the
stimulated echo method for in vivo MRS was first proposed
by Frahm et al. (7) who coined an acronym STEAM (Sti-
mulated Echo Acquisition Mode) to describe it. A simplified
diagram of the stimulated echo MRS acquisition pulse
sequence is shown in Fig. 8. The three RF pulses are shown
on the first line of the diagram, the echo signal from the
localized voxel can be seen on the bottom line of the
diagram. How does this sequence allow the selection of a
specific VOI as a source of collected signal? The key to
successful VOI localization is to use a slice-selective RF
excitation. This technology is taken straight from main-
stream MRI, and thus the reader is referred to MRI-specific
information for further details (see the section Magnetic
Resonance Imaging or MRI monographs listed in the
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Reading List). Briefly, the slice selection technique relies
on the use of band-limited RF pulses (notice the unusual
modulation envelope of RF pulses shown in Fig. 8) applied
in the presence of tightly controlled magnetic field gradi-
ents (MFG), shown as pulses labeled G, G,, and G, in Fig.
8. When a band-limited RF pulse is played in the presence
of an MFG, only the spins in a narrow range of positions,
located within a thin layer of the studied object (a slice) will
achieve the resonance conditions and respond accordingly;
all the spins outside the slice will be out of resonance and
remain unaffected. Thus, the spin magnetization within
the selected slice will be flipped by the RF, and magnetiza-
tion outside the slice will remain unaffected. An analysis of
this process shows that the slice orientation is perpendi-
cular to the direction of the MFG, slice thickness is con-
trolled by the amplitude of the MFG pulse, and location
(offset from the magnet’s isocenter) is determined by the
shift in carrier frequency of the RF pulse. Thus, the first
pulse in Fig. 8 will excite spins in a slice that is perpendi-
cular to the z axis of the magnet (G, was used), the two
remaining pulses will excite spins in slices perpendicular to
the x and y directions, respectively. Since the condition
required to produce a stimulated echo is that the spins be
subject to all three pulses, only the matter located at the
intersection of the three perpendicular slices fulfills the
criterion, and thus only the spins located within this
volume will generate the stimulated echo signals. The
dimensions of the VOI selected in such a way are deter-
mined by the thickness of individual slices, and the location
of the VOI is determined by the position of individual slices,
as illustrated in Fig. 9.

The other single voxel MRS protocol uses a spin echo
sequence to achieve volume selection. To produce the loca-
lized signal, three RF pulses are used, as before. However,
while the first RF pulse still rotates the magnetization by
90°, the remaining two RF pulses flip the magnetization by
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Figure 8. A simplified diagram of a basic STEAM MRS sequence. Time increases to the right, the
time interval covered by this diagram is typically ~ 100 ms. On the first line the RF pulses are
shown; the next three lines show the timing of the pulses generated by the three orthogonal
magnetic field gradient assemblies (one per Cartesian axis in space); the last line, labeled signal,
shows the timing of the resulting stimulated echo NMR signal.
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L.

Figure 9. The principle of VOI selection in STEAM protocol (see
text for details).

180° each. As a result, two spin echoes are produced, as
shown on the bottom line of Fig. 10. The first echo contains
a signal from a single column of tissue that lies at the
intersection of the slices planes generated by the first and
second RF pulses, while the second echo produces a signal
from a single localized VOI within this column. As with the
stimulated echo, the theory of this process is too complex to
be discussed here; an interested reader is referred to the
original paper by Hahn (6) or to more specific texts on NMR
theory, such as those listed in the Reading List section.

TE

A

The application of dual echo spin echo method to in vivo
MRS has been proposed by Bottomley (8) who coined an
acronym Point Resolved Spectroscopy (PRESS) to describe
it. A simplified diagram of the PRESS acquisition pulse
sequence is shown in Fig. 10. The three RF pulses are
shown on the first line of the diagram; but only the second
echo signal seen on the bottom line of the diagram comes
from the localized voxel region.

What are the advantages and weaknesses of each
volume localization method? First, in both methods an
echo is used to carry the spectroscopy data. Since echoes
are produced by transverse magnetization, the echo ampli-
tudes are affected by T2 relaxation and the time delay, TE,
that separates the center of the echo from the center of the
first RF pulse that was used to create the transverse
components of magnetization. The longer the TE, the
stronger the echo amplitude attenuation due to T2 effects
will be. Since the amplitude of the echo signal determines
the amplitude of the spectral line associated with it, the SV
MRS spectra will have lines whose amplitudes will depend
on the selected TE in the acquisition sequence. For the
STEAM protocol, it is possible to use relatively short TE
values; mostly because the magnetization contributing to
the stimulated echo signal is oriented along the z axis
during the period of time between the second and third
RF pulses, and thus it is not subject to T2 decay (in fact, it
will grow a little due to T'1 relaxation recovery). Therefore,
the time interval between the second and the third RF
pulse is not counted toward TE. Furthermore, 90° RF pulse
have shorter duration than 180° ones, offering an addi-
tional opportunity to reduce TE. Consequently, in routine
clinical applications the STEAM protocols use much
shorter TE values (~ 30 ms) than PRESS protocols (routine
TE values used are ~ 140 ms). Therefore, when using the
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Figure 10. A simplified diagram of a basic PRESS MRS sequence. Notice similarities in VOI
selection algorithm within both STEAM and PRESS protocols.



STEAM protocol one is rewarded with a spectrum whose
line intensities are closer to the true metabolite concentra-
tions in the studied tissue. However, theoretical calcula-
tions show that the signal intensity of a stimulated echo is
expected to be 50% less than that of a spin echo generated
under identical timing conditions (i.e., TE). This is an
inherent drawback of the STEAM protocol, since the spec-
tra tend to be noticeably noisier than those produced using
PRESS.

PRESS, by design, uses two spin echoes to generate a
signal from localized VOI. This limits the minimum TE
possible for the second echo to ~ 80 ms or so, depending on
the MR scanner hardware. Since the magnetization never
leaves the transverse plane (except during RF pulses), the
T2 effects are quite strong. As a result, metabolites with
shorter T2 will decay down to the noise levels and vanish
from the final spectrum, which has an ambivalent impact
on clinical interpretations, simplifying the spectrum on
one hand while removing potentially valuable inform-
ation on the other. This effect can be further amplified
by signal intensity oscillations with varying TE, caused by
J coupling. For further details on this topic the reader is
referred to the specific texts on MRS theory and applica-
tions, listed in the Reading List section.

One word of caution is called for now. The numbers
quoted here reflect capabilities of MR hardware that repre-
sent a snapshot in time. As hardware improves, these
parameters rapidly become obsolete.

There are other, finer arguments supporting possible
preferences toward either method (STEAM or PRESS).
These include such issues as suppression of parasitic sig-
nals arising from outer-volume excitation (residual signals
coming from outside the VOI), sensitivity to baseline dis-
tortion of the spectra due to the use of solvent suppression,
accuracy of VOI borders defined by each method, and so on.
Thus, in current clinical practice there are strong propo-
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nents of both STEAM and PRESS techniques, although
lately PRESS seems to be gaining popularity because of
simpler technical implementation issues, such as magnetic
field homogeneity correction (shimming), or compensation
of effects caused by eddy currents induced in the magnet
cryostat by magnetic field gradient and RF pulses.

While SV MRS is relatively straightforward, and thus
preferred by novices in the practice of clinical MRS, most
routine applications today demand spectroscopic data col-
lected from multiple locations within the organ studied.
Therefore, a solution that would allow collection of MR
spectra from multiple locations at the same time has a
natural appeal to physicians. To achieve such a task is no
small matter, and many schemes have been proposed
before a method that today is considered most practical
in daily use has been found. The method was first proposed
by Brown et al. (9). Their method is both conceptually
simple and revolutionary. It utilizes a method that encodes
both space—(localization) and time—dependent (NMR
spectra) information using mechanisms that manipulate
the phases of signals emitted by individual spins at differ-
ent locations. The acquisition sequence is schematically
shown in Fig. 11, which illustrates the two-dimensional
(2D) CSI principle using a PRESS pulse sequence. Of
course, this approach is equally applicable to STEAM
method as well. An astute reader will immediately recog-
nize that the spatial encoding part of the protocol is vir-
tually identical to dual phase encoding techniques used in
3D MRI acquisitions. At this point, readers less familiar
with advanced MRI techniques probably would want to
read more about this method elsewhere (see Magnetic
Resonance Imaging or MRI monographs listed in the
Reading List). The enlightenment occurs when one realizes
that with this scheme the acquired signal is not frequency
encoded at all. Therefore, after 2D FT processing in the two
orthogonal spatial directions, one ends up with a collection
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Figure 11. A simplified diagram of a basic 2D CSI MRS sequence. The dotted gradient lobes
represent phase encoding gradients responsible for multivoxel localization.
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of FIDs that are free from any residual phase errors due to
spatial encoding, but nevertheless represent NMR signals
from localized VOlIs, anchored contiguously on a planar
grid. The size and orientation of the grid is determined by
the spatial encoding part of the protocol; thus, localization
is conveniently decoupled from NMR frequency beats
caused by the chemical shifts of studied metabolites.

If this method is so simple, why do people still want to
acquire SV spectra? First, the method is quite challenging
to implement successfully in practice, despite the seeming
simplicity of the conceptual diagram shown in Fig. 11. Both
spatial and temporal components affect the phase of col-
lected NMR signals, and keeping them separated requires
a great deal of MR sequence design wizardry and the use of
advanced MR hardware. Due to peculiarities of the FT
algorithm, even slight phase errors (of the order of 1°) are
capable of producing noticeable artifacts in the final spec-
tra. Second, the VOI localization scheme is ill suited to a
natural way of evaluating lesions spectroscopically; most
clinicians like to see a spectrum from the lesion compared
to a reference spectrum from a site that is morphologically
equivalent, but otherwise appears normal. In the human
brain, where most spectroscopic procedures are performed
today, this means that the reference spectrum is acquired
contralaterally to the lesion location. Such an approach
represents a drawback in CSI acquisitions where VOIs are
localized contiguously, and typically a few wasted voxels
must be sacrificed to ensure the desired anatomic coverage
of the exam. Finally, the dual-phase encoding scheme
requires that each pulsed view (a single execution of the
pulse sequence code with set values of both phase encoding
gradients) is repeated many times to collect enough data to
localize voxels correctly. As many views must be acquired
as there are voxels in the grid, which causes the required
number of views to grow very fast. For example, even for a
modest number of locations, say 88, 64 views must be
generated. This leads to acquisition times that appear long
by today’s imaging standards (typical MRSI acquisition
requires 3-8 min).

It is difficult to fully exploit the richness and diversity of
technical aspects of localization techniques used in in vivo
MRS; extended reviews, such as papers by Kwock (10), den
Hollander et al. (11), or Decorps and Bourgeois (12), can be
used as springboards for further studies.

The second major challenge of in vivo 'H MRS arises
from the fact that the majority of tissue matter is simply
water, which for humans can vary from 28% in the bones to
99% in CSF, with an average of ~ 75-80% in soft tissues
(e.g., brain matter, muscle, lung, or liver). Thus, if a proton
spectrum from just about any soft tissue (except adipose) is
recorded, the result would look like the one presented in
Fig. 12a, where an experimental spectrum from a muscle
tissue of a young (and lean) rat, collected ex vivo on a
300 MHz NMR spectrometer, is shown. At a first glance,
the result is boring: Only a single, strong peak from water
is visible. Closer inspection, however, uncovers some addi-
tional details: First of all, the background of the spectrum
is not totally flat, but composed of a broad peak, much
wider than the normal range of chemical shifts expected in
HR 'H NMR spectra. This is illustrated in Fig. 12b, where
the background of the spectrum in Fig. 12a has been

enhanced by amplifying the background and cutting off
most of the strong, narrow water peak. The broad spectrum
is produced by protons in macromolecular components of
the tissue: the proteins, DNA, RNA, and thousands of other
compounds responsible for function and control of cellular
activities. The spectrum broadening is caused by the resi-
dual dipolar interactions that were not fully averaged out
because large molecules move more slowly than the small
ones. Note: This component of the NMR signal is normally
not visible in MRI and MRS applications; since the line is so
broad, the relaxation time T2 of this component is quite
short (on the order of hundreds of ps), thus by the time the
MR signals are collected at TE that are in the range of
milliseconds, this signal has decayed out. One can see some
small blips on the surface of the broad line in the Fig. 12b:
Those are signals from tissue biochemical compounds
whose molecules are either small enough, or have specific
chemical groups that are free to move relatively fast due to
conformational arrangements. These clusters of protons
have T2s long enough to produce narrow lines, and their
chemical environment is varied enough to produce a range
of chemical shifts. In short, those little blimps form an
NMR spectral signature of the tissue studied. As such, they
are the target of MRS. To enhance their appearance,
various solvent suppression techniques are used. In sol-
vent suppression, the goal is to suppress the strong (but
usually uninteresting signal) from solvent (in case of tis-
sue, water), thus reserving most of the dynamic range of
signal recorder for small peaks whose amplitudes are close
to the background of a tissue spectrum. This point is
illustrated in Fig. 12¢, which shows a spectrum from the
same sample as the other spectra in this figure, but
acquired using a water suppression technique. Now, the
metabolite peaks stand out nicely against the background,
in addition to some residual signal from water peak (it is
practically impossible to achieve 100% peak suppression).

The most common implementation of water suppression
in MRS in vivo studies uses a method known as CHESS:
Chemical Shift Selective suppression, first proposed by
Haase and colleagues at the annual meeting of the Society
of Magnetic Resonance in Medicine in 1984. It consists of a
selective 90° pulse followed by a dephasing gradient (homo-
geneity spoiling gradient, or homospoil). The bandwidth of
the RF pulse is quite narrow, close to the width of the water
line, and the carrier RF frequency offset is set to the water
signal center frequency. When such a pulse is applied, only
the water protons will be at resonance and they will flip by
90°, leaving magnetizations of all other protons unchanged.
The resultant FID from the water signal is quickly dispersed
by using the homospoil gradient. When the CHESS segment
is followed by a regular spectroscopy acquisition sequence
(STEAM or PRESS), the first RF pulse of those spectroscopic
sequences will tip all the magnetizations from metabolites,
but will not create any transverse magnetization from
water. The reason is that at the time the spectroscopic
acquisition routine starts, the longitudinal magnetization
for water protons is zero, as prepared by the CHESS
routine. The description of technical details of various
solvent suppression methods can be found in the paper by
van Zijl and Moonen (13). The side effect of solvent sup-
pression is a baseline distortion of the resulting spectrum;
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Figure 12. An example of NMR spectra obtained from the same sample (a lean muscle from a young
rat’s leg) collected in vitro: (a) standard spectrum obtained using a single RF pulse and performing
an FT on the resulting FID; (b) the same spectrum scaled to reveal a wide, broad line generated by
protons within macromolecules, notice small humps on top of this broad line: these are signals from
small mobile macromolecules; (c) the high-resolution spectrum of the same sample, obtained using a
spin—echo method and applying water suppression, both water and macromolecular peaks are
suppressed, revealing small narrow lines that are subject to clinical MRS evaluations.

this distortion can be particularly severe in the vicinity of
the original water peak, (i.e., at 4.75 ppm). To avoid
difficulties associated with baseline correction, the MRS
spectra in routine clinical applications are limited to the
chemical shift range from 0 to ~ 4.5 ppm.

In this short description of clinical MRS, the dis-
cussion had to be limited to its main features. There are
many interesting details that may be of interest to a
practitioner in the field, but had to be omitted here because

of space constrains; the reader is encouraged to consult
comprehensive reviews, such as the work of Kreis (14), to
further explore these topics.

APPLICATIONS

Now that there is a tool, it is necessary to find out what can
be done with it. The clinical applications of MRS consist of
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three steps: first, an MR spectrum is acquired from the
VOI; second, specific metabolite peaks are identified within
the spectrum; and third, clinical information is derived
from the data, mostly by assessing relative intensities of
various peaks. The first step has been covered, so let us now
look at step two. The easiest way to implement the spectral
analysis is to create a database of reference spectra and
perform either spectrum fitting or assign individual peaks
by comparing the experimental data to the reference
spectra. This is easier said than done; the reliable peak
assignment in NMR spectra acquired in vivo has been one
of the major roadblocks in the acceptance of MR spectro-
scopy in clinical practice.

Currently, the majority of clinical MRS studies are
performed in the human brain. Over the past several years,
a database of brain metabolites detectable by proton MRS
in vivo has been built and verified. This process is far from
finished, as metabolites with lower and lower concentra-
tions in the brain tissue are identified by MRS and their
clinical efficacy is explored. A list of components routinely
investigated in current clinical practice is shown in Table 1.
Even a short glance at this list immediately reveals the
first major canon of the MRS method: more than a cursory
knowledge of organic and biochemistry is required to fully
comprehend the information available. An appreciation of
the true extent of this statement can be quickly gained by
taking a closer look at the first molecule listed in that table:
N-acetylaspartate, or NAA. This compound belongs to a
class of N-alkanoamines; the italic letter N represents the
so-called locant, or a location of the secondary group
attached to the primary molecule. In this case, N is a locant
for a group that is attached to a nitrogen atom located
within the primary molecule. The primary molecule in this
case is an L-aspartic acid, which is a dicarboxylic amino
acid. Dicarboxylic means that the molecule contains two
carboxylic (COOH) groups. As an amino acid, L-aspartic
acid belongs to the group of the so-called nonessential
amino acids, which means that under normal physiological
conditions sufficient amounts of it are synthesized in the
body to meet the demand and no dietary ingestion is
needed to maintain the normal function of the body. The
N-acetyl prefix identifies a molecule as a secondary amine;
in such compounds the largest chain of carbon compounds
takes the root name (aspartic acid), and the other chain
(the acetyl group, CH3CO—, formed by removal of the OH
group from the acetic acid CH3;COOH) becomes a substi-
tuent, whose location in the chain (the N-locant) identifies
it as attached to the nitrogen atom. But what about the L
prefix in the L-aspartic acid mentioned above? It has to do
with a spatial symmetry of the molecule’s configuration.
The second carbon in the aspartic chain has four bonds (two
links to other carbon atoms, one link to the nitrogen atom,
and the final link to a proton). These four bonds are
arranged in space to form a tetrahedron with the four
atoms just mentioned located at its apexes. Such a config-
uration is called a chiral center, to indicate a location where
symmetry of atom arrangement needs to be documented.
There are two ways to distribute four different atoms
among four corners of a tetrahedron, one is called levor-
otatory (and abbreviated by a prefix L-), and the other is
called dextrorotatory (and abbreviated by a prefix p-). It

turns out that the chirality of the molecular configuration
has a major significance in biological applications: Since
successful mating of different molecules requires that
their bonding sites match, only one chiral moiety is bio-
logically active. In our case, L-aspartic acid is biologically
active; the p-aspartic acid is not. Last, but not least, the
reader has probably noticed that the name of the mole-
cule is listed as N-acetylaspartate, while we keep talking
about aspartic acid. .. well, when an acid is dissolved in
water, it undergoes dissociation into anions and cations;
the molecule of aspartic acid in the water solution looses
two protons from the carboxylic groups COOH (the loca-
tions of the cleavages are indicated by asterisks in the
structural formulas shown in Table 1), and becomes a
negatively charged anion. To reflect this effect, and suffix -
ate is used. Thus, the name N-acetylaspartate describes
an anion form of a secondary amine, whose primary chain
is a levorotatory chiral form of aspartic group, with a
secondary acetyl group attached to the nitrogen atom.
The NAA is so esoteric a molecule that most standard
biochemistry books do not mention it at all; its chief claim
to prominence comes from the fact that it is detectable by
MRS. A recent review of NAA metabolism has been
recently published by Barlow (15).

The example discussed above emphasizes that much can
be learned just from a name of a biological compound. To
gain more literacy in the art of decoding the chemical
nomenclature of biologically active compounds, the reader
is encouraged to consult the appropriate resources, of
which the Introduction to Subject index of CAS (16) is
one of the best.

As mentioned earlier, routine clinical MRS studies focus
on proton spectra spanning the range from 0 to ~ 4.5 ppm;
the NMR properties of compounds listed in Table 1 are
presented in Table 2, which identifies each molecular group
according to carbon labeling used in structural formulas
shown in Table 1. For each molecular group, the chemical
shift of the main NMR peak is listed, along with the
spectral multiplet structure characterizing this line. A
simulated theoretical spectrum shows all lines in the range
from 0 to 5 ppm, to give the reader an idea where the
molecular signature peaks are located in the spectra
acquired in vivo. Finally, information is provided whether,
for a particular line, the signal acquired in standard MRS
in vivo studies is strong enough to emerge above the noise
levels and become identifiable. This information is further
supplemented with comments indicating whether a par-
ticular line is expected to be visible on spectra acquired
with short or long TE values. It is evident that the
information provided in Table 2 is absolutely critical to
successful interpretation of clinical MRS results; unfor-
tunately, space limitations prevent us from further
dwelling into details of spectral characteristics of clini-
cally important metabolites. This information can also be
difficult to locate in the literature since most of the data
still reside in original research papers; fortunately, a
recent review by Govindaraju et al. (17) offers an excellent
starting point.

An examination of data shown in Table 2 quickly
leads to a realization that only a limited number of meta-
bolite signature lines can be successfully used in the
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Table 1. Basic Properties of Metabolites Most Commonly Detected in MRS Spectra of the Human Brain

Normal
Concen-
tration
Range in
CAS“ Molecular  brain,
Metabolite Full Name Acronym  Formula Number Structure Weight  mmol
N-Acetylaspartate N-Acetyl-L-aspartic =~ NAA CgHoNO5  [997-55-7] D(‘:oo*H 175.14 8-17
acid; amino acid %h f"\"CO—NH—@(‘: "
féé‘:Hz
ha ‘cooH
Creatine (1-Methylguanidino) Cr C,HgN30,  [57-00-1] NH;—C—N—CH;— COO*H 131.14 5-11
acetic acid; |
non-protein CH,
amino acid ‘Coo*H
Glutamate L-Glutamic acid; Glu CsHoNO,  [56-86-0] ‘NHZ—@(!?H 147.13 6-13
amino acid o
i
‘CH,
‘Coo*H
B?OO*H
Glutamine L-Glutamic Gln CsH,oN,O3 [56-85-9] ‘NHZ—@CH 146.15 3-6
acid-5-amide; ol
amino acid
myo-Inositol 1,2,3,5/4,6- m-Ins CeH1206  [87-89-8] 180.2 4-8
Hexahydroxy-
cyclohexane
) . Il D
Phosphocreatine  Creatine phosphate ~ PCr C4H1oN3O05P [67-07-2] H*O—Ill —NH—C—N—CH—Ccoo*H 211.11 3-6
| |
O*H CH,
Choline Choline hydroxide, Cho CsH 4, NO [62-49-7] 104.20 0.9-2.5
Choline base,
2-Hydroxy-
N,N,N-trimethyl-
athanaminium
Glucose D-Glucose, dextrose  Gle CeH 1506 [60-99-7] 180.15 1.0
anhydrous, corn
sugar, grape sugar
Lactate L-Lactic acid, Lac C3HgO [79-33-4] 90.07 0.4
2-hydroxypropanoic ol
acid H,
Alanine L-Alanine, 2-amino-  Ala CsH,NO,  [65-41-1] ‘coo*H 89.09  0.2-14
propanoic acid ‘NH Z—\)CH
‘cH,

%CAS = Chemical Abstracts Service Registry Number of the neat, nondissociated compound. In structural formulas, an asterisk * indicates a site where, upon
dissociation, a proton is released; apostrophe indicates a site where, upon dissociation, a proton is attached. Metabolite names refer to dissociated (ionic) forms
of the substances since this is the form they are present in the in vivo environment.
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Table 2. The NMR Properties of Metabolites Most Commonly Detected in MRS Spectra of the Human Brain

Theoretical
Molecular Chemical Multiplet  Visibility Spectrum —Range
Metabolite Acronym Group Shift 8 ppm® Structure® in vivo® (0,5) ppm
N-Acetylaspartate = NAA e CHj3 Acetyl 2.00 s Yes
e CH, Aspartate 2.49 dd No
o CH; Aspartate 2.67 dd No
e CH Aspartate 4.38 dd No
N E—
5 4 3 2
Creatine Cr N-CHj; 3.03 s Yes
o CH, 3.91 s Yes
[ T | T
5 4 3 2
Glutamate Glu e CH, 2.07 m Yes, on short TE
e CH, 2.34 m Yes, on short TE
¢ CH 3.74 dd No
|
5 4 3 2
Glutamine Gln e CH, 2.12 m Yes
e CH, 2.44 m Yes
e CH 3.75 t No
[ T T
5 4 3 2
Myo-inositol m-Ins e CH 3.27 t No
e CH, ¢ CH 3.52 dd Yes, on short TE
e CH, e CH 3.61 t Yes, on short TE
¢ CH 4.05 t No
s 4 3 2
Phosphocreatine PCr N-CH; 3.03 S Yes
e CH, 3.93 s Yes
[ T T T
5 4 3 2
Choline Cho N-(CHj3)s 3.18 s Yes
e CH, 3.50 m No
e CH, 4.05 m No
[ ‘\ L T T
5 4 3 2
Glucose Gle B—e CH 4.63 d Not visible in
normal brain
All other CH 3.23-3.88 m due to low
concetration

>
w
N
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Theoretical
Molecular Chemical Multiplet Visibility Spectrum —Range
Metabolite Acronym Group Shift 8 ppm Structure in vivo (0,5) ppm
Lactate Lac e CH; 1.31 d Not visible in
normal brain
e CH 4.10 q due to low
concetration
I “‘\ T T T 1
5 4 3 2 1 0
Alanine Ala e CHs 1.47 d Not visible in
normal brain
e CH 3.77 q due to low
concetration
I T ‘H‘ T T T 1
5 4 3 2 1 0

“The bold type indicates a dominant line in the spectrum.

bs = singlet, d = doublet, dd = doublet of doublets, t = triplet, q = quadruplet, m = multiplet.
‘Reference to short TE indicates that those signals have short 72s and thus will be suppressed in acquisitions with long TE.

interpretation of clinical proton MRS spectra. In normal
volunteers, five major markers can routinely be detected
and evaluated:

The N-acetylaspartate peak at 2.0 ppm, commonly
referred to as NAA.

The combination of creatine (Cr) and phosphocreatine
(PCr); reported together as two lines positioned ~ 3.0
and 3.9 ppm, respectively. Mostly referred to as Cr,
but some people use a label tCr (for total creatine).
The peak at 3.0 ppm is often identified as Cr, and the
peak at 3.9 ppm as Cr2,

The combination of glutamine (Gln) and glutamate
(Glu) at 2.2-2.4 ppm; since the peaks from those
two compounds strongly overlap and are typically
unresolvable, the are routinely reported together and
referred to as Glx.

The choline peak at 3.25 ppm, referred to as Cho; The
primary contributions to this peak are from bound
forms of choline: phosphorylcholine (PC) and glycer-
ophosphorylcholine (GPC), with only minor signal
from free choline.

The myo-inositol group at 3.6 ppm is visible only in
spectra acquired with short TE (due to J coupling
effects that suppress the intensity of lines forming
this signal at long TEs). Myo-inositol name poses
evidently a challenge to acronym creators, since it
can be found labeled as m-Ins, MI, mI, and In.

In addition, the following markers are routinely eval-
uated in a variety of diseases:

Lactate (Lac), often visible as a doublet at 1.3 ppm.

Mobile lipds (Lip) whose methyl (CH3) groups are visible
at 0.9 ppm and methylene (CHy) groups provide
signal at 1.3 ppm.

In special cases other metabolites may become visible,
and we list here two examples:

Alanine (Ala) with a signature peak at 1.5 ppm.

Glucose (Gle), mostly showing as a broad peak ~ 3.5 ppm;
note that the theoretical spectrum shown in Table 2 is
a superposition of a- and B-anomers that occur in 1:2
ratio, respectively, in equilibrium in vivo conditions.

Examples of typical MRS spectra obtained from healthy
subjects are shown in Fig. 13. The first thing to notice is
that the signal noise ratio in those spectra is poor, so
indeed, only the strongest lines from metabolites listed
in Table 2 have a chance to become visible.

In the context of this discussion, the following ques-
tions have been discussed: What is MRS, how to perform
it, who is interested in those studies, and why? If an actual
clinical MRS examination were being performed, at this
stage of MRS study we would have localized the lesion,
collected an in vivo MR spectrum from the tissue within
this lesion, identified the signature metabolite peaks, and
analyzed their relative intensities. Now would have come
the time to ponder what the results mean and what is
their clinical significance. It is not an easy task, since the
last analytic step listed above produces results that must
be compared to “normal” baseline references. These refer-
ence data are obtained by performing statistical analysis
of multiple results obtained from healthy people: a chal-
lenging task given biological diversity of normal subjects.
Thus, MRS results are reported using such imprecise
terms as unchanged, elevated, or suppressed. Sometimes,
when clinicians want to be particularly precise, they will
report ratios, such as the NAA/Cr ratio, which essentially
renormalizes all observed signal intensities by assigning
an arbitrary intensity of one unit to the Cr peak. In other
words, this approach uses the Cr peak as an internal
reference. As mentioned in Table 3, the rationale for such
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Figure 13. Examples of typical MRS spectra obtained in vivo for a normal volunteer: (a) STEAM SV
protocol with TE = 30 ms and TR of 2000 ms, magnitude mode; (b) PRESS SV protocol with TE = 144
ms and TR = 1500 ms, magnitude mode; (¢) PRESS 2D CSI with TE = 135 ms, TR = 1000 ms, 16"16
voxel locations, real mode; (d) Image reference showing a location of selected VOI associated with the
spectrum shown in (¢) The VOI is generated by combining voxel locations. All data acquired within a
single study, lasting ~ 15 min; spectra (a) and (b) were acquired at the same location using the same

VOI size, no signal averaging was used (NEX = 8).

an approach is that the levels of Cr tend to be relatively
stable under normal physiologic conditions. Such findings
are purely phenomenological and their value is estab-
lished over time by practicing evidence-based medicine,
that is by performing statistical analysis of a large num-
ber of findings and looking for correlations between MRS
results and the patient’s clinical status. The drawback of
such an approach is that in the early stages of new
methodology, there is no established consensus regarding
data interpretation, thus one is forced to read a large
number of published clinical reports and develop one’s

own approach to the inclusion of MRS findings into the
clinical decision making process. A short summary of the
current understanding of clinical findings related to MRS
results is provided in Table 3. However, since these find-
ings are still subject to frequent updates, it would have
been pointless to try to provide in-depth coverage of these
issues here, knowing full well that the data are likely to be
obsolete by the time this publication appears in print.
Instead, the reader is strongly encouraged to survey the
current literature for reviews of clinical MRS topics; some
excellent, previously published papers can serve as a
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Table 3. Clinical Properties of Metabolites Most Commonly Detected in MRS Spectra of the Human Brain

Metabolite  Full Name Acronym Function Pathological Variation
N-Acetylas- N-Acetyl-L- NAA Plays osmoregulatory function Decrease in NAA levels is indicative of reversible
partate aspartic acid; in the intercompartmental axonal injury or neuronal loss. In adults it has
amino acid system, thought to be been associated with neoplasia, multiple sclerosis,
responsible for the removal hypoxia, ischemia, stroke, trauma, epilepsy,
of intracellular water, against encephalitis, and neurodegenerative syndromes
the water gradient, from
myelinated neurons
Creatine (1-Methylgu- Cr Synthesized in the liver, it is Levels of creatine and phosphocreatine are tightly
anidino)acetic exported to muscle and brain controlled under physiologic conditions, and thus
acid where it is phosphorylated into this peak has been suggested as an internal
phosphocreatine and used as reference for metabolite amplitude or area ratios.
an energy store Increased levels of Cr and PCr have been observed,
however, in hyperosmolar states, as well as
in trauma. They also increase with aging
Glutamate 1-Glutamic acid; Glu Most abundant amino acid found Plays a role in detoxification of ammonia in the
amino acid in the human brain, acts as an hyper ammonemic states
excitatory neurotransmitter
Glutamine L-Glutamic Gln Plays a role in glutamate Elevated levels of glutamate and glutamine have
acid-5-amide; regulation; astrocytes metabolize been observed in hepatic encephalopathy,
amino acid glutamate to glutamine, thus Reyes syndrome, meningiomas, and rare inherited
preventing excitotoxicity enzyme deficiency. Reduced levels have been
associated with Alzheimer’s disease
myo- 1,2,3,5/4,6- m-Ins A component of Concentration fluctuates more than that of any other
Inositol Hexahydroxy- membrane phospholipids, major metabolite in the brain. Increased levels of
cyclo hexane functions as a cerebral osmolyte. myo-inositol have been observed in neonates,
It is also thought to play Alzheimer’s disease, diabetes, and hypersomolar
an essential role in cell growth states. myo-Inositol levels are decreased in
hepatic encephalopathy, hypoxia, stroke, and some
neoplasms
Phospho- Creatine PCr A major energy storage in the body See notes for creatine.
creatine phosphate
Choline Choline hydroxide, Cho Choline is important for normal Increased levels of choline have been detected in
Choline base, cellular membrane composition normal infants, and aging adults. They were also
2-Hydroxy-N,N, and repair, normal brain function associated with neoplasia, gliosis, demyelinating
N-trimethyl- and normal cardiovascular function disease, inflammation or infection, trauma,
athanaminium diabetes, chronic hypoxia, and AIDS.
Decreased levels of choline
have been found in hepatic encephalopathy, stroke,
and dementias, including Alzheimer’s disease
Glucose D-Glucose GLc A major energy carrier Increased levels notes in diabetes mellitus, parental
throughout the body. feeding, hypoxic encephalopathy
Lactate L-Lactic acid, Lac Lactate is a signature byproduct Visible in a variety of diseases. Increased levels of
2-hydroxypro- of carbohydrate catabolism and lactate were observed in some tumors, during
panoicacid thus when normal cellular the first 24 h after infarction, in hypoxia, anoxia,
oxidative respiration mechanisms near-drowning, and hypoventilation
are active, its levels in the brain
tissues are very low
Alanine L-Alanine, ALa Alanine is a nonessential amino The alanine peak is difficult to detect since it is easily
2-Aminopro- acid of uncertain function overshadowed by lactate. Alanine
panoic acid in the brain levels might be elevated in meningiomas
Lipids Fatty acids, Lip Normally the lipid signals are not =~ Mobile protons from lipids (0.9 ppm for CHz and

glycerides,
glycolipids,
lipoproteins

visible in the MRS spectra of the
brain, but might appear

due to fat contamination

(voxel bleed)

1.3 ppm for CHs) are not normally visible in

brain spectra, but can appear in diseased conditions.
Lipid signals are suppressed at long TEs. Elevated
lipid levels are observed in cellular necrosis,
high-grade astrocytoma, and lymphoma

starting point (18-21). The last paper on this list,
by Smith and Stewart (21), also offers excellent overview
of spectroscopy studies in organs other than the brain.
It is impossible, in one short article, to offer a fully
comprehensive coverage of such an advanced and rapidly

evolving discipline as clinical magnetic resonance spectro-
scopy. The author can only hope that this brief overview
offers sufficient information and enough reference poin-
terstolet the readers start exploring this new and exciting
field on their own.
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INTRODUCTION

Nuclear medicine exists as a clinical specialty due to two
basic reasons involving signal detection. Of primary impor-
tance is the high sensitivity of tissue measurements. In
principle, a single labeled molecule or nanostructure may
be detected upon the decay of its attached radiolabel.
A second reason is the possibility of using radiolabeled



materials of interest to study the physiology of animals and
eventually patients. While imaging is the primary applica-
tion of nuclear techniques, targeting implies an associated
therapeutic strategy. All three traditional forms of radio-
active emission, alpha («), beta (3~ and ), and gamma
radiation (y) are available to the investigator. Negative
betas are identical to the electrons found external to the
atomic nucleus and are the antiparticle to B (positron).
Penetration distances in soft tissue for a and B rays range
from wm and up to several millimeters, respectively, and so
limit imaging use to organ samples or perhaps very small
intact animals. Both of these particles are, however,
employed in radiation therapy.

It is the photon emitter that is most valuable as an imaging
label since it can be used In vivo on relatively large animals
and patients. One exception to this general rule is the applica-
tion of positron emitters (3%) in imaging. Notice that a p*
annihilates with a local atomic electron to form two or three
photons of high energy. Thus, the positron emitter is effec-
tively giving off quanta of a detectable type although up to
several millimeters away from the site of the original decay.
Because of momentum conservation, emission of two annihila-
tion photons is essentially back-to-back; that is, at 180° separa-
tion, so as to define a line in space. This fact allows positron
emitters to be an almost ideal label for 3D imaging.

Labeling Strategies

Radioactive labels may be used, in principle, to locate and
quantitatively measure pharmaceuticals within excised
samples, intact animals, and patients. Several strategies
of labeling are possible. The radioactive tag may be used
directly in the atomic form, such as '2’I as a test species
replacing the stable isotope '27I for evaluation of the
patient’s thyroid physiology. A secondary method is to
replace a stable atom in a biological molecule by a radio-
active isotopic form as C in lieu of stable '2C in a sugar.
Finally, as is most common, the label is simply attached by
chemical means to a molecule or engineered structure of
interest. One can tag an antibody with radioactive *'I or
use ''1n inside a 50 nm phospholipid vesicle to track their
respective movements inside the body of a patient. Because
of protein engineering and nanotechnology, such radiola-
beled manmade structures are of growing importance.
Table 1 gives an outline of the three types of labeling
and examples of associated clinical studies.

Applications of nuclear tagging can literally go far
beyond clinical assays. When the 1976 Viking landers came
down on the surface of Mars, a test for living organisms was
performed using various **C labeled nutrients. An assay

Table 1. Methods and Examples of the Three Types of Nuclear
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was then performed on a scoop of Martian soil mixed with
the radiotracers using a radiation detector sampling
emitted gases. It was thought that *C-methane would
prove metabolism (i.e., life). While a weak positive signal
was detected in the reaction chamber, these results have
yet to be verified by other test procedures. Methane has,
however, been found as an atmospheric gas by more recent
exploratory spacecraft.

Limitations of Radioactive Labels

In the last two types (I and III) of labeling, radionuclides can
become separated from the molecule or structure of interest.
This disassociation may occur during preparation and/or
delivery of the pharmaceutical or later In vivo. Responsible
processes include reversible binding of the radionuclide,
enzymatic action, or even competition with stable isotopes
of the same element. Nuclear medicine specialists must
recognize such limitations in any resultant analyses: a
subtlety often overlooked in a report or document.

A second important logical issue associated with nuclear
imaging is tissue identification and anatomic localization.
Nuclear imaging physicians are very analogous to astron-
omers in that entities may be observable, but indetermi-
nate as to type or location. Relatively strong (hot) sources
appearing against a weak background in a nuclear image
may be coming from a number of tissues. The physician
may not, in fact, be able to identify what structure or organ
is being observed. Hybrid imaging devices combining
nuclear and anatomic imagers such as computed tomogra-
phy, (CT) are being implemented to correct for this ambi-
guity and are discussed below.

Lack of specific radiopharmaceuticals has been the
greatest limitation to the growth of nuclear medicine.
Many tracer agents owe their discovery to accidental
events or the presence of a traditional metabolic marker
for a given tissue type. Yet, these historical entities may
target to several different organs In vivo and thus lead to
ambiguous images. More recently, molecular engineering,
computer modeling and the generation of specific antibodies
to tissue and tumor antigens have improved production of
novel and highly specific agents. The most specific of these
entities is the monoclonal antibody binding to a particular
sequence of amino acids in the target antigen’s structure.

Therapy Applications

Detection and imaging via tracers are not the only clinical
tasks performed in nuclear medicine. Of increasing impor-
tance is the provision of radiation therapy when there is
preexisting imaging evidence of radiopharmaceutical

Medicine Labeling

Method Label Example

Clinical Study Detector Device

I.  Substitution of 1231 for 1271 (stable)
radioactive atom for
common stable atom

II. Insertion of radioactive
atom in a molecule

II1. Attachment of

radioisotope to a structure

¢ for '2C in glucose

11h attached to an
liposome

Thyroid uptake Single probe or gamma

camera

Glucose metabolism Liquid Scintillator (LS)
detecting exhalation of *CO,

Planar or SPECT image Gamma camera

of cancer patient
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targeting to the lesion(s) in question. The oldest such
treatment is the use of '*'I as a therapy agent for thyroid
cancers including both follicular and papillary types. Here,
the radionuclide emits imaging photons and moderate
energy beta radiation so that localization can be demon-
strated simultaneously with the treatment phase of the
study. In some applications, the therapy ligand is inten-
tionally a pure beta emitter so as to limit radiation expo-
sure to the medical staff and patient’s family. In this case,
no gamma photons are available to the imaging devices.
The therapist must use the coadministration of a surrogate
tracer to track the position of the pure beta therapy agent.
An example is the use of 'In-antibodies to cancer
antigens to track the eventual location of the same anti-
body labeled with the pure beta emitter *°Y.

RADIONUCLIDE PRODUCTION

Reactor Production of Radionuclides

Production of radionuclides that are useful in nuclear
medicine relies on several different methodologies. The
most common nuclear medicine radiolabel, **™T¢, is pro-
duced as a decay product of its parent ®*Mo. Production of
%Mo is generally done via nuclear fission occurring inside a
nuclear reactor. Radioactive ®*Mo is taken into the radio-
pharmacy where it is attached to an alumina (Al,O3)
column. By washing physiological saline through this gen-
erator device, the user may elute the technetium that is
chemically dissimilar from the ®®Mo, and so comes free of
the column. Possible breakthrough or leakage of Mo is mea-
sured upon each so-called “milking” procedure to assure
the pharmacist that the eluted material is indeed techne-
tium. While other generator systems are available, obtain-
ing specific radionuclides generally requires provision of
the appropriate reaction using a suitable accelerator.

Cyclotron Production of Radionuclides

A more general way to produce radioactive species of a
given type is via a designated nuclear reaction. For exam-
ple, while many isotopes of iodine can be found in fission
reactor residues, their chemical identity makes separation
a difficult problem. For that reason, '?°I has been obtained
with the nuclear transmutation:

Proton + 24Te — 1231 4 2neutrons

More than one reaction can occur given the same initial
conditions. In the above case, production of 1?*I is possible
when only one neutron is generated by the bombarding
proton in an isotopically pure '24Te target. This contam-
ination is intrinsically present in any 2°I product resulting
from the bombardment. Since 12*I has a 100 h half-life that
is much longer than that of *23I (13 h), the relative amount
of this impurity increases with time and may become
difficult to correct for in resultant gamma camera images.

While a variety of particle accelerators may be used,
the most common device to produce a given radionuclide by
a specific reaction is the industrial or clinical cyclotron.
This is a circular accelerator invented by Lawrence and

Livingston in which large electromagnets hold the proton
(or other charged particle) beam in a circular orbit of
increasing radius as its energy is enhanced twice per cycle
with radio frequency (rf) radiation. Circulation of the beam
is permitted over extended acceleration times as the
volume between the magnetic poles is kept in a relative
high vacuum condition.

Straight-line machines, such as tandem Van de Graaff
units and linear accelerators (linacs), in which the beam
moves in a geometric line from low energy ion source to
the reaction site, have some disadvantages compared to a
cyclotron design. In linear devices, length is generally
proportional to the desired energy so as to make the
machine difficult to house: particularly in a clinical set-
ting. The clinical cyclotron is small enough to fit within a
medium-sized room as shown in Fig. 1. Second, the high
voltage needed to accelerate the proton or other ion may
be difficult to maintain over the length of the straight-
line device. Electric breakdowns not only interrupt accel-
erator operation, they may also damage the internal
electrodes.

In order that the appropriate nuclear reaction is possi-
ble, the proton beam must strike an isotopically purified
target. This may occur within the cyclotron or in a separate
chamber external to the accelerator. The latter method is
preferred as it permits easier access to the resultant pro-
duct and rapid switching of one target with another as the
reactions are varied. External target locations also reduce
the radiation level inside the accelerator. In the '2’I exam-
ple shown above, the target is a foil of highly purified Te
metal; this is an isotope that is ~ 5% abundant in natural
tellurium.

Unlike linear machines, beam extraction into the target
chamber can be problematic for a cyclotron since the ion
being accelerated is moving in a stable circular orbit.
Traditionally, extraction was done using an electrode. A
more effective way to extract protons from the vacuum
chamber is to initially attach two electrons to each proton
to form an H™ ion. This molecular species is accelerated
until it reaches the correct reaction energy and a corre-
sponding outer orbit. At this point, the circulating negative
hydrogen ion is allowed to hit a so-called stripper foil that
removes both electrons and converts the ion back to an
ordinary proton (H"). The proton is not geometrically
stable at that radius and field and is magnetically led
out of the cyclotron’s vacuum chamber and into the target
chamber for the desired reaction.

In addition to longer lived radionuclides, such as
57Ga, and 2°TIl, cyclotrons are conventionally used to
manufacture short-lived radionuclides for positron emis-
sion tomography (PET) imaging. The latter include '1C
(20 min half-life), >N (10 min), and 'O (2 min). Com-
mercially, the most common product is **F (110 min) for
use in fluorodeoxyglucose (FDG) as described below.
Because of the several minute half-lives of the first three
of these labels, it is necessary that the cyclotron is
available on-site within the nuclear pharmacy. With
18F production, the accelerator may be more remote;
perhaps as far as an hour’s drive from the clinical site
so that fluorine decay does not appreciably reduce the
delivered activity.
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SYSTEMATICS OF RADIATION DETECTION

Detection Methods for lonizing Radiation

Ionizing radiation is detected using electrons liberated
within a sensitive volume of a detector material. All three
classical states of matter, gas, liquid, and solid have
been used as an ionization medium. Table 2 lists examples
of each state and the devices associated with it. Most
materials have ionization energies on the order of 30 eV
per electron—ion pair. In solid-state semiconductors, such
as Si or Ge, electron—hole pairs can be formed using ~3 eV.
This lower value means that semiconductors can provide
many more (~10x) ionization events for a given photon or
electron energy. Such an increased number of events in
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Figure 1. Medical cyclotron.

turn yields improved statistical certainty that the particle
has activated the counter. High thermal noise levels and
elevated costs of large arrays of semiconductors have lim-
ited their use clinically.

Spectrometry

Signals of various sizes can arise in the detection process.
Radionuclide counting depends on selection of the appro-
priate signal in a milieu of background radiation and other
sample decays. For example, the technologist may have to
count several beta emitters simultaneously or to detect a
given gamma ray energy among many other emissions.
Figure 2 shows a gamma spectrum from '*’Cs; both

Table 2. Detector Materials used to Measure Ionizing Radiation

Energy per

State of Matter Material Ionization, eV Device Application
Gas Argon 32 Dose calibrator Photon activity assay

Air 32 Ion chamber Exposure level measurement
Liquid Scintillation fluid (toluene) 30 Liquid counter Beta assay in biological samples
Solid Nal (TD 30 Gamma camera or probe Photon counting

Si (Li) 3 Solid-state probe Photon and beta counting

LiF (T1) 30 TLD (Thermoluminescent Radiation safety

dosimeter)
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Figure 2. Energy spectrum of *’Cs as measured by a NaI(T1)
probe.

Compton scattering and photoelectric effect (PE) are
observed in this probe made of Nal (T1).

In the PE, all of the photon energy is given over to an
electron—ion pair in the absorbing material. Compton scat-
ter may go on inside the patient prior to the photon coming
into any detection system. In such cases, the direction and
energy of the quantum may be changed so that an
unwanted source may contribute to the counting process.
Photon energy analysis is used to guard against such
events in imaging; if the energy is seen to be reduced from
that of the expected value, an electronic discriminator
circuit rejects the ionization event. This pulse height ana-
lysis (PHA) is common to all nuclear detector systems and
is described for imaging devices below.

ONE-DIMENSIONAL NUCLEAR MEDICINE DETECTORS

Well Counters

The most primitive instrument for photon detection is the
counter or probe. In this case, a Nal(T]) crystal is generally
used to form a single large scintillation detector. In the
scintillation process, the ionization event within the crystal
is converted to visible light with a decay time on the order
of 2 ps or less. Note that Nal is hygroscopic so that isolation
of the crystal from the atmosphere is required. A reflective
cap of Al is generally used as part of this hermetic seal.
Resultant scintillation light is amplified by photomultiplier
(PM) tubes to yield an electric signal proportional to the
total amount of visible light. Well counters have the crystal
in a hollow (cup) shape with the sample within the cup to
maximize geometric sensitivity. Shielding is provided by
an external layer of lead so as to reduce background counts.
This is particularly important in a laboratory or clinical
context. A mobile combination of well counter and probe
system is shown in Fig. 3. Applications include sample
assay using a standard source to give absolute values to the
amount of detected activity. Counting experiments may
involve patient tissue specimens obtained from the surgeon
or animal organs obtained during measurement of biodis-
tributions. Radiation protection is an additional applica-
tion, whereby surface swab samples are counted to see if
contamination is removable and possibly being spread
around a lab or clinical area.

A second type of well counter, using high pressure Argon
gas as the detector, is the dose calibrator. This device is

Figure 3. Well counter and probe mounted on a mobile chassis.

used in all nuclear pharmacies and clinics to measure the
amount of radioactivity (mCi or MBq) in the syringe prior
to administration via injection into a patient’s vein. A curie
is defined as 3.7 x 10'° decays per second and a bequerel is
one decay per second. Standards are used to calibrate the
device at the relevant energy of the radiopharmaceutical.
Since the walls of the counter stop alpha and beta radia-
tion, a dose calibrator generally may be used only for the
photon component of the decay radiation. One excep-
tion is the assay of very high energy beta emitters, such
as 9°Y or 22P. In these cases, the betas give off a continuous
spectrum of X rays of appreciable energy while they are
decelerated before coming to rest. Such brake radiation
(bremsstrahlung in German) may be detected quanti-
tatively to calculate the amount of high energy beta emitter
presentin the syringe. Lower energy beta emitters, however,
present difficulty in quantitative assays and generally
require a different strategy for detection.

Liquid scintillation (LS) counters are a third form of well
counter. Here, the beta emitter is dissolved into a liquid
hydrocarbon that has been doped so as to produce scintilla-
tions suitable for PM detection. These devices have wide
application in the quantitative assay of low energy beta
emitters used for In vitro biological research. Radionu-
clides of interest include ®H (Eje, max = 18 keV), “C
(155 keV) and 35S (167 keV). Energies cited refer to the
kinetic energy of the betas. These labels are generally used
in type II labeling as shown in Table 1. Multiple samples
are sequentially measured for a fixed counting interval by
lowering the tube containing mixed scintillator and radio-
active material into a darkened space viewed by one and
probably two PM tubes. The sample is dissolved in a liquid
(usually toluene), which is activated with small amounts of
fluors, such as PPO (2,5-diphenyloxazole) and POPOP (4-
bis-2,5-phenyloxazolyl) benzene as solutes so as to provide
visible light upon being struck by the electrons released
during decay. Standards are included in the experimental
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Figure 4. Operating principle of the clinical probe. Note that the
observed field of view increases with distance from the opening of
the collimator.

run to give absolute values for the activity. Efficiencies may
approach 90% or more for moderately energetic betas.
Reduction (quenching) of the light output due to solvent
impurities and biological molecules within the sample can
significantly affect the results and are accounted for by
using standards.

The addition of fluors may not be needed to count very
high energy beta particles. If the beta speed exceeds that of
light in the solvent (Eg max > 0.26 MeV in water), a photon
shock wave is produced in the medium. Termed Cerenkov
radiation, the emitted light is analogous to that of the
acoustic wave or sonic boom produced by an aircraft exceed-
ing the speed of sound. An observer may use Cerenkov light,
which includes a continuum of visible and ultraviolet (uv)
photons, to directly quantitate beta activity in the sample.

Probes

Clinical probes contain a planar crystal, usually a right
circular cylinder, placed at the end of a long, shielded tube
called a collimator. The central field of view is typically on
the order of a circle 10 cm in diameter. The collimator is
another right circular cylinder so that the total field
observed increases with distance from the opening. Since
the patient has a relative small thickness, on the order of
30 cm or less, this expanding view is not detrimental to the
resultant clinical counting experiments. Such static Nal
(T1) devices are routinely used in measurements of thyroid
uptake of radioactive 2’ as described above. Figure 4
contains a cross-section through a typical probe. With a
single probe giving a result of activity for a relatively small,
fixed field of view, it is necessary that sets of several probes
be employed for measurement in an extended or spatially
variable organ.

Conformal arrays have been used to yield information
on regional cerebral blood flow (rCBF) in patients. Sets of
10 or more detectors have been arranged around the
patient’s skull so as to measure regional accumulation of
perfusion tracers, such as **Xe in the brain. Because of the
low gamma energy (81 keV) of *3Xe, a given probe essen-
tially views only physically adjacent tissues in rCBF count-
ing. Such arrays led to the discovery that regional brain—
blood flow varied with the mental task that the patient was
performing during the time of observation. In this applica-
tion, it is necessary that the intervening scalp blood flow be
subtracted from the time-activity curves for each region.
Tomographic methods such as PET do not suffer from this
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limitation. The PET flow measurements have confirmed
the probe rCBF results and generalized them to other
aspects of brain blood flow and metabolism during con-
scious and subconscious thought processes.

A more recent probe application is the detection and
uptake measurement of so-called sentinel lymph nodes in
melanoma, breast, and other cancer patients. These sites
are defined as the first draining node associated with the
lesion. They are located following a near-primary injection
of a %™ Tc-labeled cluster of sulfur colloid particles. Particle
sizesupto 1 x 10° nm may be used. Of necessity for spatial
resolution, the hand-held probe has a greatly reduced field
of view, on the order of a few millimeters, and may be
driven by battery power for convenience in the operating
room (OR). Because of size limitations at incision sites,
such probes may be of the solid-state type, whereby the
ionizing event is converted to an electronic signal directly
without the necessity of PM tube signal amplification. At
present, CdTe and CsI(T1) detectors have been incorpo-
rated into clinical probe systems. In the latter case, a
photodiode is used in lieu of a PM tube to provide minia-
turization of the device. An example of a surgical probe is
shown in Fig. 5. For use in the OR, the device is usually gas
sterilized, and then placed into a plastic sleeve before being
put into an operating field.

Similar probe applications can involve radiolabeled anti-
body proteins used to locate small metastatic lesions in
cancer patient after removal of their primary tumor. This
has been termed radioimmune-guided surgery (RIGS). By
measuring the gamma activity per gram of excised tissue,
the radiation oncologist may estimate the radiation dose
achievable with that patient’s disease if radioimmunother-
apy (RIT) were eventually utilized. In the case of RIT, a
beta label is attached to the antibody in lieu of the gamma
label used in localization if the radionuclide label does not
emit both types of ionizing radiation. Probe-guided biopsy
allows direct treatment planning for the RIT procedure
that may follow.

Probes are also available for positron detection in the OR.
This measurement assures the surgeon that the resection
has taken out all of the suspect tissue that has been pre-
viously located using a FDG imaging study and a PET
scanner. Because of the presence of both annihilation
511 keV photons and positrons, some correction mechanism
is necessary for these instruments. A dedicated micropro-
cessor attached to the detector system will provide this
information if the probe has separate sensitive elements
for positrons plus photons and for photons alone so that a
subtraction may be done in real time.

TWO-DIMENSIONAL DETECTORS

Rectilinear Scanners

Because of the limited field of view of single probes, it was
once considered clinically relevant for such devices to be
mounted on a motor-driver chassis so as to pass in raster
fashion over an entire organ. The trajectory of the probe in
this context is the same as a gardener mowing the lawn. A
simple thyroid probe in this application would prove pro-
blematic since it is focused at infinity; that is, observes all
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Figure 5. Operating room probe. Miniaturization is
dictated by the need to minimize the incision site at
the sentinel lymph node. With robotic developments,
even smaller designs will be necessary.

tissues from one side of the patient through to the opposite
side. It can be used on the thyroid since no other organ
taking up radioiodine usually lies within the neck region.
In order to generally restrict the depth of the field of view,
focused (converging) collimation was developed for raster-
driven rectilinear scanner systems so that only emitters at
a fixed distance were detected with relatively high effi-
ciency. Dynamic studies, whereby activity was imaged
during its physiological motion within the body, were
difficult with this device unless the kinetics were signifi-
cantly slower than the total raster scan time. Today the
rectilinear scanner is a historical artifact that is no longer
used in the clinic because of the development of the gamma
camera. A camera allows both static and dynamic imaging
over a reasonably large field (50 cm) without requiring
movement of the detector assembly.

Gamma Cameras

H. Anger, in the late 1950s, avoided most of the scanner
problems by inventing a gamma camera. As in the probe
example, a right circular cylinder of Nal(Tl) was used to
detect the photon. However, instead of a single PM tube, a
hexagonal array of such tubes was employed to determine
(triangulate) location of a given scintillation within the
detector’s lateral (x, y) dimensions. This fundamental prin-
ciple is illustrated in Fig. 6. In order to spread the light
somewhat more uniformly over the PM cathode, a light
pipe (diffuser) is generally interposed between scintillation
crystal and photomultiplier array. Localization was origin-
ally done with an analogue computer measuring the rela-
tive signal strength from each of a set of PM tubes. A second
type of processing occurs with the sum of the PM signals.
An energy window is set so that only photons having

energy within a prespecified range are recorded as true
events. The window is sufficiently wide, for example,
+10%, that most signals arising from PE absorption of a
monoenergetic gamma are recorded, but other photons, such
as those scattered in the patient, are rejected. If the radio-
nuclide emits several different photons, separate energy
windows are set to count each energy level. The sum of all
counts within all windows is then taken as the clinical result.

The original camera had cylindrical geometry arising
from the single-crystal shape. Modern cameras generally
have rectangular Nal(Tl) detectors made by combining
annealed crystals of relatively large size allowing the
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Figure 6. Principle of the Anger gamma camera. If no collimation
is included (as shown) there is ambiguity of decay position.



entire width of the patient to appear in one field of view.
The ensemble of crystal, multiple PM tubes, and associated
computer electronics is referred to as the camera head. It is
usually in the form of a rectangular solid and is mounted on
a gantry allowing rotation and translation with respect to
the patient bed. In the latter case, the motion is one
dimensional (ID).

In the absence of directional information, a photon
coming from anywhere within the entire hemisphere above
the detector may impact the same position on the camera
face. To remove the ambiguity, it is necessary that a
collimator be provided between the detector crystal and
the radioactive object(s). A collimator projects the activity
distribution onto the crystal face. Essentially, this is a
shadow or projection of the radioactivity distribution. Four
standard types of collimators are shown in Fig. 7. The most
common of these in clinical use is the parallel-hole type
that is focused at infinity; that is, only passes parallel
photons (rays) coming from the tissue of interest. Notice
that the image and object size are equal in this case
(magnification, M, = 1). This is essentially the same geo-
metry used in the thyroid probe. Divergent collimators
minify (M < 1) and convergent collimators magnify
(M > 1) radioactive objects being imaged. The terms diver-
gent and convergent refer to the point of view of the camera
crystal. Convergent collimation is focused at a point in
space; this is the same type of system used in the rectilinear
scanner described above. However, in the camera case, the

Object

Image
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focal point is on the other side of the patient where this is no
activity. Pinhole collimation may lead to either magnifica-
tion or minification depending on the location of the object
relative to the pinhole aperture.

Efficiencies of all collimators are relatively poor
with pinholes becoming the worst at extended distances
from the camera face. Typical values are on the order of
1 x 10~* for commonly used parallel-hole types. Thus, if
an experimenter deals with a very flat (essentially 2D)
source, such as a thin radioactive tissue sample, it is better
to simply remove all collimation and use the intrinsic
localizing capability of the bare crystal and attached
PM system. A transparent plastic sheet should be placed
between source and camera fact to minimize possible
contamination.

Every collimator is designed to be effective at a given
photon energy. Lead septae in the device are effectively
four to five half-value layers for the quantum of interest. A
half-value layer is that thickness of material that reduces
the intensity of gamma radiation by a factor of 2. Thus,
using a collimator designed for high energy photons in the
case of a relatively low energy emitter will lead to both
lower efficiency as well as poorer image quality. For radio-
nuclides emitting several different photons, the collimation
must be appropriate for the highest gamma ray energy
being measured. If this is not done, a hazy background of
events due to these photons passing through the collimator
walls will obscure the image.

by
AR

N\
it

7/
Wil
N\

\Image Figure 7. Four standard types of
collimators used on the gamma
D camera.
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Spatial resolution of gamma camera systems is on the
order of 1 cm near the collimator surface, but generally
becomes worse with increasing source depth inside the
patient. When the count rate becomes extremely elevated,
however, the localizing algorithms of such devices can be
confused by multiple simultaneous scintillations with
resulting imaging artifacts and reduced resolution. Most
clinical protocols recognize this limitation by keeping the
count rate at or below 5 x 10* counts per second (cps).

Because absolute measurement of resolution as well as
object (organ) size is important, it is useful to image point
sources of radiation for testing each camera-collimator
system. This test object may be a set of small (1 mm) radia-
tion sources of the imaged radionuclide having a known
spacing. Resolution and object size in any resultant film or
digital image can be defined directly using such devices.
Variation with depth (patient thickness) and distance from
the collimator may also be evaluated.

Digital Processor Applications Within the Camera Head

Anger’s patented design originally relied on an analog
computer to position the scintillation flash within the
lateral dimensions of the NalI(T1) crystal. Each scintillation
event was weighted by location and signal amplitude of the
several recording PM tubes. One of the original problems of
the design has been the non-uniformity of response due to
intrinsic and temporal variation in PM tube and other
analog circuit components. In modern camera heads, digi-
tal processors are used to position the scintillation flash as
well as perform spectroscopic analyses in real time on the
detected events. Such dedicated processors inside the cam-
era head observing individual PM tubes can greatly
improve the uniformity so that the central field of view
(CFOV) can have uniformities approaching 2%. Uniformity
is particularly important for 3D imaging involving rotation
of the camera head as described below. Values for each
head are measured regularly with a flat source of radio-
activity of an appropriate energy for most of the clinical
imaging. Cobalt-57 is the radionuclide of choice for this
procedure since it is close in emission energy (120 keV) to
the common radiolabel %°™Tc¢ (140 keV) and has an
extended half life of 270 d.

Note that communication formats are now available for
information transfer between cameras and external com-
puters. The digital imaging and communications in med-
icine (DICOM) standard is the international format for this
transfer of information. This information may be used to
produce comparisons of nuclear and other images to
improve the diagnostic process.

Types of Acquisition from Gamma Cameras

One very important choice made by an operator prior to any
camera study is the method of photon event recording in any
external computer or work station memory. It is most com-
mon to acquire each scintillation as an event or count at
coordinates (x, y). With total time of acquisition fixed at some
realistic (patient-derived) limit, these events are added at
their spatial positions to form a single digital image. This
method of data recording is called frame mode. It is, by far,
the most common type of camera data acquisition.

It may be that the timing of the tracer movement is
either very rapid or uncertain for the patient—study. In
that case, one may a priori choose list mode acquisition
whereby each event is recorded as a triplet: (x, y, ) with
computer clock time (¢) included. After all events are list
mode recorded, the operator or clinician may reconstruct
the study in any sequence of time frames that is desired.
For example, the first minute may be assigned to image 1,
the second minute to image 2, and minutes 3—10 to image 3.
Each of these images would appear to the reader as if
they were taken in frame mode over that interval. Such
an allotment may be revised subsequently as clinical
questions arise. Large memory sizes are clearly useful if
list mode imaging is to be pursued. Modern cameras often
do not offer the possibility of list mode acquisitions,
but instead rely on use of high speed frame-mode data
recording.

A special type of frame mode acquisition is the gated
study. Here, data are acquired in synchrony with a
repeated physiological signal, usually the patient ECG.
The R-wave-to-R-wave interval is predivided into a num-
ber (n) of equally spaced segments. Data obtained during
time segment 1 of the cardiac cycle are placed into image 1,
from time segment 2 into image 2, and so on. The result is a
closed loop of n images that shows the beating heart when
the gating signal is derived from the electrocardiogram
(ECG).

External computer processing of camera data has been
used to generate an additional type of output referred to as
a functional image. For example, the clinician may wish to
measure the rate of physiological clearance of a radiotracer
from individual pixels within a time sequence of organ
images. Using the external computer to calculate regional
rate constants and to store this array, the resultant
functional image displays the relative magnitudes of the
computed kinetic values. Using an arbitrary scale, faster
clearing regions are shown as brighter pixels. By looking at
the functional image, regions of slower clearance can be
readily identified and followed post subsequent therapies
such as microsurgery for stroke patients.

Gamma Camera Types

Mobile Cameras. Battery-powered Anger cameras may
be mounted on motor-driven chassis for use at the bedside
or other remote areas. In such cases, the head is generally
smaller than a static camera, on the order of 25 cm in
diameter, and the energy range limited to 140 keV (°*™Tc)
due to shielding weight concerns. Movement up ramps and
using elevators would be restricted otherwise. Mobile units
are most often utilized in planar heart work and have been
involved in the testing of patients under escalating stress
such as on a treadmill in cardiology. Patient evaluations in
the OR or ICU are other applications of the device. Aside
from breast imaging using **mTc -sestamibi, use of mobile
gamma cameras has been limited, however, because of two
specific reasons listed below.

Tomographic imaging is generally not possible with the
mobile camera due to the difficulty of rotating the device in
a rigorous orbit about the patient. In addition, use of high
energy gamma labels is not possible for the minimally



shielded detector head. Because of the importance of 3D
imaging of the heart (see below), clinical usage has dictated
that the more optimal study results if the patient is brought
to the nuclear medicine clinic in order that optimal tomo-
graphic images be obtained.

Static Single-Head Cameras. The most common camera
type, the static single head, is usually a large rectangular
device with a Nal(T]) crystal having a thickness of ~6—
9 mm. Larger thicknesses up to 25 mm may be useful for
higher energy gammas, but loss of spatial resolution occurs
as the PM location of the scintillation becomes more inde-
terminate. Lateral crystal dimensions are approximately
35 x 50 cm, although actual external size of the head
would be significantly larger due to the necessity of having
lead shielding surrounding the detector. This shielding
must go both around the detector crystal as well as behind
it to prevent radiation coming into the sensitive Nal(T1l)
from the direction opposite the patient. Such protection is
of importance in a busy clinical situation where more than
one study is being conducted simultaneously in a relatively
small space. Large rectangular camera heads permit
simultaneous imaging over the entire width of a typical
patient and allow whole body imaging with a single pass of
the detector from the head to the feet. This is essentially an
updating of the rectilinear scanner concept although here
it is a 1D motion (2).

Images from Single-Head Cameras. Two standard ima-
ging formats are employed with the gamma camera. Regio-
nal images, or vignettes, are taken of the organs of interest
in the clinical study. A patient complaining of pain in the
knee will be placed adjacent to the camera to permit
various views of that joint following administration of a
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bone-seeking radiotracer, such as **™Tc¢-MDP. In addition,
a whole-body image may be acquired to check for overall
symmetry of tracer uptake. An example of the latter is
given in Fig. 8. Here, the camera head is driven from the
head to the foot of the patient and a series of frame images
acquired over a span of 20-30 min. A computer attached to
the camera allows these separate images to be seamlessly
united to form the whole-body format.

Anger’s camera concept has had one of its greatest
impacts in cardiac dynamic imaging, whereby the sequen-
tial heart images are stored in a repetitive sequence that is
correlated to the ECG signal obtained from the patient as
described above. Figure 9 includes a continuous loop of 16
images of the left ventricle during a cardiac cycle using
a labeled red cell tracer based on °°™Tec. By setting a
computer-generated region of interest (ROI) over the ven-
tricle, one can measure the relative amount ejected; that is,
the left ventricular ejection fraction (LVEF). Note that
absolute amount of the tracer is not needed in the study
since it is only a fractional ejection fraction that is of
interest to the cardiologist. Irregular heart beats and/or
patient motion during the 10-20 min of data taking can
make such studies difficult to process.

Other dynamic studies are popular and clinically impor-
tant. These include the renogram whereby the uptake and
clearance of a filtered agent, such as 2 Tc-DTPA is mea-
sured over a 1 h period. Both kidneys are followed and
characteristic times of tracer accumulation and excretion
are estimated by the radiologist: often using external
computer software. A partial listing of typical studies
involving gamma camera image data is included in Table 3.

Multiple-Head Cameras. It is becoming common to
use more than one gamma detector head within a single

Figure 8. Whole-body image of a
bone scan patient using translation of
the gamma camera from head to foot.
A sample of 20 mCi of ®™Tc-MDP was
used as the radiotracer for this image
taken at 4 h postinjection.
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Figure 9. A multiple gated (MUGA) study of the left ventricle. The 16 images acquired over a
heartbeat are uniformly assigned in time to the R wave-to-R wave cardiac interval. An ejection
fraction of 69% was calculated.

supporting gantry (cf. Fig. 10). Speed of data acquisition,
in either 2D or 3D mode, is the most important reason for
this augmentation. By using two heads in a 2D study, the
patient may be imaged from opposing sides simulta-
neously. Thus, if the organ of interest or tumor site were
closer to the back of the patient, one could obtain informa-
tion from the posterior head that would be useful even if
the anterior head showed no discernible uptake sites.
Alternatively, anterior and lateral views of an organ
system may be obtained simultaneously and serially in
a dynamic study of gastric emptying, for example. A
second, and very important, application of multiple head
camera systems is in more efficient 3D imaging.

THREE-DIMENSIONAL DETECTORS

There are two quite distinct methods to provide 3D imaging
in nuclear medicine. If one uses ordinary (nonpositron)
gamma-emitters, the strategy is referred to as single-
photon emission computer tomography or SPECT.

SPECT Imaging

Here, the detector head or, more likely the set of two or three
heads, is rotated around the patient over an extended arc.
This orbit may be a full 360° arc or may be less due to body
habitus or tissue location. One uses the rectangular Anger

Table 3. Representative Gamma Camera Imaging Studies Done in Nuclear Medicine

Study Agent Label Device Results

Renogram DTPA and MAG3 99m, Camera Kinetic values

MUGA Red cells 99mm Camera with EKG gating Ejection fraction of LV
Myocardium Sestamibi 99me Camera Bulls eye image of LV

Bone scan MDP 99mme Camera Fracture location. Tumor location
Lung scan Aggregated albumin 99m Camera Regions of reduced perfusion
Lung scan Aerosolized albumin 99mme Camera Regions of reduced ventilation
Lung scan Xenon gas 133%e Camera Regions of reduced ventilation
Thyroid imaging Todine 1231 Camera Uniformity of uptake in gland
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Figure 10. Dual-headed gamma camera. Both detector heads are
mounted on the same gantry to allow translation (for whole body)
and rotation (for SPECT) of the system. An open geometry permits
use of gurneys with this system.

head as described above with the parallel-hole collimation in
place. With injected activities on the order of 100-300 MBq,
data acquisitions require on the order of 20 min. Patient
immobility is necessary. Data may be taken in a shoot-
and-step mode at fixed angular intervals or they may be
acquired continuously during the rotation. Storage of such
vast amounts of information requires a dedicated computer
system recording the counts at each spatial position on the
head (x,y) and at each angle (f) during the rotation.

Several reconstruction algorithms are available to the
technologist to generate the requisite tomographic images
of the patient. Corrections for attenuation and Compton
scatter must also be applied for the generation of these
images. While pseudo-3D images may appear on the com-
puter monitor as an output of the reconstruction, the
radiologist will review and file to the picture archival
and communication system (PACS) system the transaxial,
sagittal, and coronal projections of the activity. It is impor-
tant to realize that numerical values usually shown in
these various projection images are not absolute, but only
relative quantities. Quantitative SPECT, in which the
numerical pixel value is equal (or at least proportional)
to the activity in Bq, requires, in addition to the above
corrections, that a set of standard sources of the same
radionuclide be imaged along with the patient. Such cali-
brations can be done simultaneously with the clinical
study, but are usually performed as a separate procedure.
Figure 11 shows the three projection sets (axial, sagittal
and coronal) in the case of a patient having a %°™Tc
sestamibi myocardial scan of the left ventricle.

PET Systems

Back-to-back photon emission (511 keV each) characteris-
tic of positron decay of a labeling radionuclide has led to the
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development of PET. While paired Anger camera heads
have been used as the detectors, it is much more efficient to
use a ring of solid-state scintillation detectors arrayed
around the patient. Bismuth germinate (BGO) has been
the standard material, but LSO (lutetium orthosilicate) is
becoming more popular due to its higher light output and
shorter pulse length at 511 keV. In the standard situation,
each detector block is broken into separate light emitting
substructures that act as individual scintillation detectors.
By having a few phototubes observing a separate block of
such elements, the number of PMs may be reduced using
Anger’s gamma camera principle. Whole body PET scan-
ners may have > 10* individual scintillators arrayed in an
open circle or set of rings around the patient bed. Multiple
rings are conventional so that several axial sections may be
acquired simultaneously over a distances of 10-15 cm.
Note that no detector rotation is inherently required since
the solid-state system completely encircles the patient. If
needed, the bed will be driven along the axis of the detector
rings in order to perform extended imaging of the subject.
The most common study utilizes FDG with 8F as the
radiolabel and covers the patient from head to groin. Sites
within the body that metabolize glucose are imaged
thereby. Brain and possible tumor areas are important
applications of PET glucose imaging. Ambiguity with infec-
tion sites is a limitation to this protocol; this is particularly
the case in the immune-compromised patient.

Because the two emitted photons are coincident in time
and define a line in space, the positron detection process
does not, in principle, require collimation (Fig. 12). Using
contiguous rings of detectors is the most common system
design; if the rings act alone or together as a single detector
system defines the two types of imaging that are performed
on a PET system. Internal (patient) photon attenuation is
taken into account in the reconstruction of the PET image
set. This is done using a transmission source of positron
emitter, usually ®8Ge, to evaluate the patient thickness for
the various ray directions at each bed position. Typically,
the attenuation correction occurs during the scanning
procedure with a short time interval given over to use of
the source at each bed location.

Two-Dimensional PET Imaging

A clinical PET scanner is shown in Fig. 13. In 2D PET,
every ring of detectors is isolated by tungsten collimation
from all but single adjacent rings. Thus, each circle of solid-
state scintillators is used in isolation to generate a single
axial slice through the patient. This approach yields the
highest resolution available in positron tomography with
systems having spatial resolutions on the order of 5 mm.
Reduction in the amount of scatter radiation is also
obtained in 2D images. A FDG image is given in Fig. 14.
While described as 2D, the result is actually tomographic
and gives the usual projections in the three planes inter-
secting the patient’s body. In these planes, the precise
estimate of resolution depends on the positron’s kinetic
energy. One must combine, in quadrature, the positron
range in soft tissue with inherent ring resolution to predict
the overall spatial distance ambiguity. Higher energy posi-
tron emitters will have correspondingly poorer spatial
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Figure 11. The SPECT image set for a gated myocardial study. In each pair of rows, the upper set
of images gives the stress result, the lower set the resting result. The patient received 30 mCi of

99mT¢_sestamibi for the study.

resolution due to the greater range of the positron prior to
decay.

Other criteria for the selection of a positron label may be
applied; for example, the half-life of the radionuclide. If
that lifetime is very short, manufacturing and targeting
may take so many physical half-lives that imaging is not
possible. Additionally, one should consider the relative
probability of Bt emission in the decay scheme. This like-
lihood may be reduced because of competition with electron
capture from the K shell of the radionuclide. Additionally,
there is the possibility that other photons may be emitted
along with the positrons so as to cause a background effect
in the PET scanner. For example, '2*I, along with annihi-
lation radiation at 511 keV, also emits ordinary gamma
rays with energy in excess of 2 MeV. Such high energy
photons readily penetrate collimators to reduce contrast in
the images and make quantitation of the absolute radio-
iodine activity difficult.

Three-Dimensional PET Imaging

When the collimation between PET scanner rings is
removed, each circle of detectors can have coincidences
with itself as well as with all other detector rings. This
mode of operation is referred to as 3D imaging. Spatial
resolution is somewhat worse than that of the collimated
(2D) case and may be 1 cm or more. However, the added

sensitivity may be very important: particularly if whole
body images are to be obtained in a patient with possible
multiple sites of interest such as a referral from medical
oncology. Sequential PET images of the whole body may be
used to evaluate chemotherapy or other interventions. A
quantitative method is available for such comparisons.
One feature of PET imaging merits emphasis. In the
quality assurance of the positron scanner, the operator will
routinely obtain transmission images through a phantom of
known size using 511 keV photons from an external source.
With this information and calibration using a known activ-
ity source, the user may reconstruct radioactivity distribu-
tions in the patient with absolute units. Thus, the
concentration of positron emitter at a given image voxel
can be estimated. Called the specific uptake value (SUV),
this parameter is essentially %ID-g !, where ID refers to the
injected activity or dose (MBq). The resultant SUV value is a
function of time. Two direct consequences result. First, the
clinician can make comparisons between organ sites both
now and with regard to earlier studies on that patient or
relative to normal individuals. Results of therapy may be
directly evaluated thereby. The SUV values may even be
used to make diagnostic assessments, such as the likelihood
of malignancy at the voxel level. In addition, the radiation
dose to the entire organ and even to local volumes within the
tissue may be directly made with the SUV parameter. This
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Figure 12. Principle of a PET scanner. Note that the direction of
the annihilation radiation defines a line in space. 2D and 3D
configurations are accomplished with and without collimation,
respectively.

is in contrast to gamma camera planar data whereby the
results may be quantified only with associated calculations
that depend upon acquiring a set of images from at least two
sides of the patient.

HYBRID IMAGING INSTRUMENTS

Nuclear image information, of either gamma camera or
PET type, is limited in that regions of elevated (or reduced)
activity are not necessarily identifiable as to anatomic
location or even organ type. A patient may exhibit a hot

Principle of PET Scanning

® The PET
gantry is
much like a
CT scanner

Figure 13. A clinical PET scanner.
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Figure 14. A PET image of a breast cancer patient following
injection of 10 mCi of FDG. A MIPS projection is shown with
areas of elevated FDG appearing as dark foci. Note accumu-
lation in regional lymph nodes near the breast primary.

spot in a planar gamma camera view that could correspond
to uptake in a lobe of a normal organ, such as the liver or
perhaps to an adjacent metastatic site. Similar arguments
may be made with SPECT or PET images. Clinical deci-
sions and surgical options are difficult to determine in this
ambiguous context. Radiologists viewing nuclear medicine
images are forced to cloak their patient assessments in
correspondingly vague spatial terms.

Lack of anatomic correlation has been one of the most
difficult issues in the history of nuclear imaging. Physio-
logical data determined with nuclear techniques are
considered complementary to anatomical information
separately obtained by other imaging modalities such as
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CT or magnetic resonance imaging (MRI). The radiologist
or referring clinician will frequently have to conceptually
fuse disparate data sets to help identify the specific organ
or tissue where a nuclear tracer uptake zone occurs. Using
DICOM and PACS technologies, one may also attempt to
digitally overlay nuclear and anatomic images. In this case,
however, magnification, rotation, and translation of one
image relative to the other must be accounted for with
appropriate software and adjustable parameters. Using
commercial programs, CT and MRI digital images may
be fused to nuclear imaging results using least-squares
techniques and an external workstation.

In order to remove this conceptual and computational
bottleneck, recent developments in nuclear medicine have
included manufacture of hybrid physiologic/anatomic ima-
gers. In this strategy, both devices share a common patient
bed so that two types of images are spatially registered and,
although successive, nonetheless obtained within a few
minutes of each other. Note that the PM tubes of a typical
gamma camera or PET system are sensitive to magnetic
field effects at the level of the earth’s value; that is, at
~0.5 G. Yet clinical MRI scanners operate in the range of
1.5-3.0 T (1.5 x 10*t0 3.0 x 10* G) so that hybrids of MRI
and nuclear devices would be problematic. Thus, essen-
tially all of the hybrid systems have involved combinations
of nuclear and CT imagers.

SPECT/CT Hybrid Imagers

A logical approach to the issue of radionuclide localization
is to have two scanners, one nuclear and one based on X-ray
attenuation, located on attached gantries. This pair of
devices shares the same patient couch. Because the dis-
tances of bed movement can be known within 1 mm or less,
the user can identify an uptake volume in the nuclear
SPECT image with a geometrically corresponding part of
the anatomy as seen via CT scan. Additionally, attenuation
corrections may be made more effectively using the CT
data to improve SPECT sectional images. Some difficulties
remain: (I) the breathing motion of the patient, and (2)
possible changes in posture from one sequence to the other
during the double imaging procedure. Complementary
nature of the two images makes the interpretation of either
somewhat clearer.

PET-CT Hybrid Imagers

Analogous to the gamma camera, a PET detector ring
imager can be mounted adjacent to a CT scanner to provide
registration of images from two modalities. As in the case of
SPECT-CT devices, disparities in the speed of the two data
acquisitions leads to some remaining ambiguity involving
organs that move with respiration such as liver or lungs.
While it is possible to hold one’s breath for a CT scan, the
PET whole body nuclear imaging time remains on the order
of 20—30 min to preclude such possibilities for the emission
segment of the study. A set of hybrid images and their
superimposition are given in Fig. 15.

Radiation therapy treatment planning has been one
of the primary beneficiaries of hybrid imaging devices.
It may be that some mass lesions visible via CT or other
anatomic imagers are necrotic or at least not active meta-

bolically. This result can most clearly be seen in the fused
image so that the more physiologically active sites may be
treated with higher external beam doses. Likewise, with
appropriate resolution, the radiation oncologist may elect to
treat part of a lesion that has heterogeneous tracer uptake
in an effort to spare contiguous normal (albeit sensitive)
sites, such as in the lung, spinal cord, or brain. Those
segmental regions of a tumor mass that are metabolically
active may be targeted with external beam therapy using a
number of linear accelerator strategies including conformal
therapy, intensity modulated radiation therapy (IMRT) and
tomotherapy using a rotating radiation source.

ANIMAL IMAGING DEVICES

As indicated previously, the growth of nuclear medicine is
limited by availability of specific radiopharmaceuticals.
Historically, useful agents were often discovered (some-
times by accident) and were almost never invented. This
strategy is inefficient and modern molecular biologists and
pharmacists attempt to directly engineer improved tracers
for a given clinical objective; that is, imaging or therapy of a
particular tissue or tumor type. A specific molecule or
cellular organelle is generally the target in these efforts.
Molecular imaging has become an alternative name for
nuclear medicine. After initial protein or nanostructure
development is completed, the next task is the determina-
tion of the relative usefulness of the prototype in an animal
study. Usually, this work involves mouse or rat radiotracer
biodistributions involving sacrifice of 5-10 animals at each
of a number of serial times. If multiple time points and
comparison of various similar radiotracers are involved,
numbers of mice may approach thousands for the develop-
ment of a single radiopharmaceutical.

It is more analogous to clinical procedure if serial images
of the same animal are obtained during the course of the
research study. Far fewer animals are required and the data
are more homogenous internally. Imaging with standard-
sized nuclear technology is generally unsatisfactory due to
poor spatial resolution associated with typical gamma cam-
eras (1 cm) or PET scanners (0.5 cm). Early investigators
had utilized a suitably small pinhole collimator and gamma
camera combination on mouse and rat imaging studies. By
collimator magnification, the image can be made large
enough that the internal structures can be resolved. As
noted previously, magnification and sensitivity depend on
distance from the pinhole so that quantitative interpreta-
tion of these images was difficult. Sensitivity of pinhole
imaging was likewise low so that relatively large amounts
of activity were required for the study. It is more effective
if a dedicated, high efficiency, animal-size imaging device
is designed for the experimental species. Such instru-
ments have been developed for planar and SPECT gamma
camera as well as PET imager systems.

Animal Gamma Cameras

Imaging a 10 cm mouse is best done with a gamma camera
having approximately that sized crystal. Rather than
employing a hexagonal array of multiple, miniaturized
PM tubes to locate the scintillation, an animal camera
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Figure 15. The CT-PET hybrid image showing respective CT, PET, and combined images. Clarity
of location follows from the last of these results.

relies on the use of a single spatially sensitive PM tube.
This device sends both x and y coordinates and the energy
of the scintillation to a dedicated computer. Otherwise, the
murine camera is operated essentially identically to the
full-size version. Parallel-hole collimation is most common,
although pinholes may be used to form highly magnified
images of murine organs, such as the liver, kidneys, or even
the thyroid. Figure 16 illustrates the last of these targets
for a mouse receiving a tracer injection of 12°I to enable
imaging of the murine thyroid. SPECT imaging is also
possible; it is accomplished by rotating a rigorously con-
strained mouse or other small animal within the field of
view of the camera. The usual projections, coronal, sagittal
and transaxial are then available.

Animal PET Imagers

Miniature PET scanners have become of importance to the
development of new radiopharmaceuticals. Here, a ring of
BGO or LSO crystals is installed in a continuous cylinder
extending over the entire length of the mouse. Spatial
resolution is on the order of 2 mm or less over the 12 cm
axial dimension. A sample image is given in Fig. 17 where a
number of coronal sections are superimposed to improve the
image statistics. Both ¥F-FDG and ‘Cu labeled to a

modified antibody protein called the minibody were the
positron emitters used in this study. Again, as in the clinical
case, the PET images are intrinsically tomographic unlike
the gamma camera results. Therefore, the PET animal
imagers have a theoretical advantage in biodistribution

Sample spect image
Transaxial reprojection '2°I mouse thyroid

Figure 16. Animal gamma camera image of a mouse thyroid.
Todine-123 was used as the tracer with a pinhole collimator to
obtain an image of the normal organ.
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Figure 17. A PET animal scanner murine image. Both FDG
(Image a) and **Cu-minibody (Image b) were used as radiotracers.
Images ¢ and d show pathology and autoradiographic results,
respectively.

assays. As mentioned there remains the difficulty of finding
a suitable positron emitter and method of attachment for a
particular imaging experiment.

Hybrid Animal Imaging Devices

Quantitation of radioactivity at sites within the mouse’s
body is more easily done with an animal gamma camera
than in the comparable clinical situation. This follows since
attenuation of photons is relatively slight for a creature
only a few cm thick in most cross-sections. Because of this
simplicity, the output of the small animal gamma camera
imaging systems can be modified to yield percent-injected
dose (%ID). In order to correct for organ perfusion, it is
historically conventional in biodistribution work using
sacrificed animals to obtain uptake in %ID/g of tissue.
Given the organ %ID, this last parameter may be obtained
if the total mass of the target organ can be determined. Two
avenues are available; one may employ miniaturized CT or
a reference table of organ sizes for the particular strain of
animal being imaged. We should note that suitably sized
CT scanners are produced commercially and may be used
to estimate organ mass. Hybrid SPECT/CT, PET-CT and
SPECT-PET-CT animal imagers are now available for
mouse-sized test animals.

One caveat regarding the small-scale imaging devices
should be added; these systems cannot give entirely com-
parable results to biodistribution experiments. In animal
sacrifice techniques, essentially any tissue may be dis-
sected for radioactivity assay in a well counter. Miniature
cameras and PET systems will show preferentially the
highest regions of tracer accumulation. Many tissues
may not be observable as their activity levels are not above
blood pool or other background levels. Hybrid animal
scanners can reduce this limitation, but not eliminate it
entirely. Those developing new pharmaceuticals may not
be concerned about marginal tissues showing relatively
low accumulation, but regulatory bodies, such as the U.S.
Food and Drug Administration (FDA), may require their
measurement by direct biodistribution assays.

BIBLIOGRAPHY

Reading List

Aktolun C, Tauxe WN, editors. Nuclear Oncology, New York:
Springer; 1999. Multiple images, many in full color, are presented
of clinical studies in oncology using nuclear imaging methods.

Cherry SR, Sorenson JA, Phelps ME. Physics in Nuclear Medicine,
3rd ed. Philadelphia: Saunders; 2003. A standard physics text
that describes SPECT and PET aspects in very great detail.
This book is most suitable for those with a physical science
background; extensive mathematical knowledge is important
to the understanding of some sections.

Christian PE, Bernier D, Langan JK, editors. Nuclear Medicine
and PET, Technology and Techniques, 5th ed. St. Louis: Mo.
Mosby; 2004 The authors present a thorough description of the
methodology and physical principles from a technologist’s
standpoint.

Conti PS, Cham DK, editors. PET-CT, A Case-Based Approach,
New York: Springer; 2005. The authors present multiple hybrid
(PET/CT) scan case reports on a variety of disease states. The
text is structured in terms of organ system and describes the
limitations of each paired image set.

Sandler MP, et al. editors. Diagnostic Nuclear Medicine, 4th ed.
Baltimore: Williams and Wilkins; 2002. A more recent exposi-
tion that is a useful compilation of imaging methods and study
types involved in diagnosis. No description of radionuclide
therapy is included.

Saha GP, Basics of PET Imaging. Physics, Chemistry and Regula-
tions, New York: Springer; 2005. This text is a useful for
technical issues and is written at a general level for technol-
ogists. Animal imaging is described in some detail and several
of the commercial instruments are described.

Wagner HN, editor. Principles of Nuclear Medicine, Philadelphia:
Saunders; 1995. The Father of Nuclear Medicine is the editor
of this reasonably recent review of the concepts behind the
field. A rather complete but somewhat dated exposition of
the entire technology of nuclear medicine operations in a
medical context.

Wahl RL, editor. Principles and Practice of Positron Emission
Tomography. Philadelphia: Lippincott Williams and Wilkins;
2002. A solid review of PET clinical principles and practical
results. Logical flow is evident throughout and the reader is
helped to understand the diagnostic process in clinical
practice.

See also COMPUTED TOMOGRAPHY, SINGLE PHOTON EMISSION; NUCLEAR
MEDICINE, COMPUTERS IN; POSITRON EMISSION TOMOGRAPHY; RADIATION
PROTECTION INSTRUMENTATION.

NUCLEAR MEDICINE, COMPUTERS IN

PuiuippE P. BRUYANT

MicHAEL A. KiNg

University of Massachusetts
North Worcester, Massachusetts

INTRODUCTION

Nuclear medicine (NM) is a medical specialty where radio-
active agents are used to obtain medical images for diag-
nostic purposes, and to a lesser extent treat diseases (e.g.,
cancer). Since imaging is where computers find their most
significant application in NM, imaging will be the focus of
this article.

Radioactive imaging agents employed to probe patient
pathophysiology in NM consist of two components. The
first is the pharmaceutical that dictates the in vivo kinetics
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Figure 1. Images after a bone scan.

or distribution of the agent as a function of time. The
pharmaceutical is selected based on the physiological func-
tion it is desired to image. The second component is the
radionuclide that is labeled to the pharmaceutical and
emits radiation that allows the site of the disintegration
to be imaged by a specifically designed detector system (1).
An example of an imaging agent is technetium-99 m
labeled diphosphate, which is used to image the skeleton.
The diphosphate is localized selectively on bone surfaces by
3 h postinjection and the technetium-99 m is a radionu-
clide that emits a high energy photon when is decays. A
normal set of patient bone images of the mid-section is
shown in Fig. 1. Another imaging agent example is thal-
lium-201 chloride, which is localizes in the heart wall in
proportion to local blood flow. In this case, thallium-201 is
both the radiopharmaceutical and radionuclide. A normal
thallium-201 cardiac study is shown in Fig. 2. A final
example is the use of an imaging agent called fluorodeox-
yglucose (FDG), which is labeled by the positron emitting
fluorine-18. As a glucose analog, FDG is concentrated in
metabolically active tissue such as tumors. Figure 3 shows
a patient study with FDG uptake in a patient with lung
cancer. Dozens of tracers are available to study a variety of
pathologies for almost all organs (heart, bones, brain, liver,
thyroid, lungs, kidneys, etc.).

Because the amount of radioactivity and the imaging
duration are kept at a minimum, NM images are typically
noisy and lack detail, compared to images obtained with
other modalities, such as X-ray computerized tomography
(CT), and magnetic resonance imaging (MRI). However,
CT and MRI provide mainly anatomical information.
They provide less functional information (i.e., information
regarding the way organs work) in the part because these
techniques are based on physical properties (such as
tissue density. . .) that are not strikingly different between
normal and abnormal tissues. Actually, after recognizing
the differences between the anatomically and physio-
logically based imaging techniques, the current trend in
the diagnostic imaging strategies is, as seen below, to
combine anatomical information (especially from CT)
and functional information provided by NM techniques
(2,3).

As seen below, computers play a number of funda-
mental roles in nuclear medicine (4). First, they are an
integral part of the imaging devices where they perform a
crucial role in correcting for imaging system limitations
during data acquisition. If the acquired data is to be turned
from two-dimensional (2D) pictures into a set of three-
dimensional (3D) slices, then it is the computer that runs
the reconstruction algorithm whereby this is performed.
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Figure 2. Normal thallium-201 cardiac study. The first three rows show six slices of the left
ventricle in three different axes (vertical long axis, short axis, horizontal long axis) of the heart. The
fourth row shows how the images can be reoriented along each axis.

Once the final set of pictures are ready for clinical use, then
it is the computer that is used for image display and
analysis. The computer is also used for storage of the
clinical studies and to allow their use by multiple readers
at various sites and time points during patient care as
required for optimal usage of the diagnostic information
they provide. They are also very useful in research aimed at
optimizing imaging strategies and systems, and in the
education and training of medical personnel.

NM IMAGING

Computers play an essential role in NM as an integral part
of the most common imaging device used in NM, which is a
gamma camera, and in the obtention of slices through the
body made in emission computerized tomography (ECT).
Emission CT is the general term referring to the computer-
based technique by which the 3D distribution of a radio-
active tracer in the human body is obtained and presented
as a stack of 2D slices. The acronym ECT should not be
confused with CT (for computerized tomography), which
refers to imaging using X rays. Historically, the use of two
different kinds of radioactive tracers has led to the parallel

evolution of two types of ECT techniques: Single-photon
emission computerized tomography (SPECT) and positron
emission tomography (PET). The SPECT technology is
used with gamma emitters, that is, unstable nuclei whose
disintegration led to the emission of high energy photons,
called y rays. Gamma rays are just like X rays except that
X rays are emitted when electrons loose a good amount of
energy and vy rays are emitted when energy is given off as a
photon or photons during a nuclear disintegration, or when
matter and antimatter annihilate. As the name implies,
the gamma camera is used with gamma emitters in
planar imaging (scintigraphy) where 2D pictures of the
distribution of activity within a patients body are made. An
illustration of a three-headed SPECT system is shown in
Fig. 4. The evolution of SPECT systems has led to a
configuration with one, then two and three detectors that
are gamma-camera heads. The positron emission tomogra-
phy is used with emitters whose disintegration results in
the emission of a positron (a particle similar to an electron,
but with the opposite charge making it the antiparticle to
the electron). When a positron that has lost all of its kinetic
energy hits an electron, the two annihilate and two photons
are emitted from the annihilation. These two photons have
the same energy (511 keV) and opposite directions. To
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detect these two photons, a natural configuration for a PET
system is a set of rings of detectors. The two points of
detection of the opposite detectors form a line, called the
line of response (LOR). A state-of-the-art PET system com-
bined with an X-ray CT system (PET/CT) is shown in Fig. 5.

A gamma camera has three main parts: the scintillating
crystal, the collimator, and the photomultiplier tubes (PMT)
(Fig. 6). When the crystal (usually thallium-activated
sodium iodide) is struck by a high energy photon (y or
X ray), it emits light (it scintillates). This light is detected
by an array of PMT located at the back of the camera. The
sum of the currents emitted by all the PMT after one
scintillation is proportional to the energy of the incoming

Figure 4. A three-headed SPECT system with the third head
below the imaging bed the patient lays on.

photon, so the y rays can be sorted according to their energy
based upon the electrical signal they generate. Because, for
geometrical reasons, the PMT closer to the scintillation
see more light than the PMT located farther away, the
relative amounts of current of the PMT are used to locate
the scintillation. This location alone would be of little use if
the direction of the incoming photon was not known. The
current way to know the direction is by using a collimator.
The collimator is a piece of lead with one or more holes,
placed in front of the scintillating crystal, facing the
patient. Although different kinds of collimators exist, they
are all used to determine, for each incoming photon, its
direction before its impact on the crystal. To understand
the role of the collimator, one can use the analogy of the
gamma-camera with a camera that takes photographs. The

Figure 5. Illustration of a state-of-the-art PET/CT system
(Philips Medical Systems) with patient bed. The CT system is
the first ring-shaped gantry and the PET system is the second
ring-shaped gantry. (Reproduced with permission of Philips
Medical Systems.)



110 NUCLEAR MEDICINE, COMPUTERS IN

Figure 6. Main parts of a SPECT camera and

location and energy of incoming photons =

ADC converter of

)

Photo-multipliers for
signal transduction

A

basic principle. A gamma photon going through

the holes of the collimator strikes the crystal.  Scintillating

The crystal restitutes the energy of the gamma  crystal

photon by scintillation, that is, by emitting some

t ient ultraviolet light. S fthe UV i &
ransient ultraviolet (UV) lig ome of the Collimator

light is collected by photomultiplier tubes,
whose function is to ensure the transduction
of the signal (i.e., the conversion of light into
electricity). The location of the scintillation and
the energy ofthe photon are estimated, digitized
and sent to the computer.

collimator plays the role of the objective lens in a camera.
An image acquired without a collimator would be totally
blurry, as would be a photograph taken with a camera with
no lens. This is because y rays are emitted in all directions
with equal probabilities, and without a collimator, the
photons emitted from a radioactive point source would
strike the detector almost uniformly. With a collimator,
only the photons whose direction is parallel to the axis of
the holes may be potentially detected, while others are
stopped by the lead. As a result, the image of a source is
(ideally) the projection of the source distribution onto the
crystal plane (Fig. 7). Gamma rays can be stopped or
scattered, but due to their high penetrating power, it is
very difficult to bend them like light rays with lenses, and
this is the reason why collimators are used instead of
lenses. Photons emitted at different distances from the
camera, but along the same direction parallel to a hole,
are detected at the same location in the crystal. Thus, the
image obtained is the projection of the 3D distribution of
the tracer onto the 2D plane of the detector. In that sense, a
projection is similar to a chest X ray, in which the images of
all the organs (ribs, heart, spine, etc.) are overlaid on the
film even though organs do not spatially overlap in the
body. The overlay might not be a problem for relatively thin
parts of the body, such as a hand, or when tracer-avid
structures do not overlap, such as the skeleton. In that
case, only one projection is obtained from the best angle of
view for the gamma-camera head. As stated above, this
technique is called planar imaging, or scintigraphy. How-
ever, for other thicker organs like the myocardium and the
brain, for which one is interested in measuring the 3D
tracer inner distribution, more information is gathered by
rotating the heads to acquire projections from multiple
angles of view (tomographic acquisition, presented later
in this article).

A. B.
Crystal
Point Point
source source
Collimator

Figure 7. The role of the collimator in a SPECT system.
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In PET scanners, hundreds of small crystals arranged in
rings are used so that the data can be simultaneously
acquired along multiple LOR (Fig. 8). Thousands of
photons hit the crystals every second, so how to know
which two photons are the result of the same electron-
positron annihilation? If two photons are detected almost
simultaneously, chances are that they are of the same pair
(it is called a true coincidence), so an electronic circuitry
checks whether one photon is detected ~ 10 ns (the time
window) at most after the previous one. It may happen
that, although two photons are detected within that time
window, they are not of the same pair, and such an event is
called a random coincidence. Because in PET the direction
of the photons is known (it is the LOR), collimators are not
needed; however, because of the limited counting rate
capabilities of older systems, septa made of lead may be
used to limit the acquisition to the LORs roughly perpen-
dicular to the axial direction, inside the same ring (2D
acquisition). With modern PET systems having a high
couting rate capability, a 3D acquisition is possible by
detecting LORs even when the two photons hit crystals
of different rings.

The computer plays an important role in the formation
of the image coming from the gamma camera. As described
above, the crystal is viewed by an array of 37 to > 100,
depending on the model, of PMT. These are analog devices
that can drift with time. Also the positioning in the image of
the location of the flash of light when a y ray is absorbed in
the crystal depends to some extent on where the ray
interacts relative to the array of PMT. Such local variations
lead to nonuniformity (uneven apparent sensitivity) and

Coincidence
detector

AXIAL VIEW |

LATERAL VIEW |  pants are not to scale

Figure 8. Main parts of a PET system. Pairs of photons are
detected in coincidence following the annihilation of a positron
with an electron.



nonlinearity (straight lines of activity are bent in the
image). Prior to the incorporation of computers into the
gamma camera electronics, the impact of such local varia-
tions was minimized by allowing the light to spread out
before reaching the PMT by passing it through a light
guide. This resulted in more PMT receiving enough light
to participate in determining the location of the interaction
thus improving uniformity and linearity, but at the
expense of spatial resolution (i. e., determination of where
in the crystal the flash of light originated). Modern gamma
cameras incorporate computers to correct for local variations
in camera performance so that the light guide is virtually
eliminated. This in turn has improved spatial resolution.

Computer correction of the camera image usually takes
place in three steps (5). The first is energy correction. As we
said, the total magnitude of the signal from all the PMT is
related to the energy deposited in the crystal by the vy ray.
However, if a large number of vy rays of exactly the same
energy interact in the crystal, the magnitude of the elec-
trical signal will vary due to the statistics of turning the
light emitted into an electrical signal and local variation in
camera performance. By placing a source that will uni-
formly irradiate the crystal, such as the commercial sheet
source shown in Fig. 9, the local variation on average in the
magnitude of the signal can be determined on a pixel by
pixel basis by computer. The centering of the window
employed to select electrical pulses for inclusion in image
formation can then be adjusted to give a more uniform
response.

Besides varying in the average size of the total electrical
pulse detected from the PMT locally, gamma cameras vary
in how well they map the true location of the flash of light
into its perceived location in the image. Thus, in some
regions, detected events are compressed together and in
others they are spread apart. Correction of this nonlinear
mapping constitutes the second step in computer correc-
tion of the gamma-camera image and is called linearity
correction. Linearity correction is performed by placing an
attenuating sheet with an exactly machined array of very
small holes in a precise location between the gamma

Figure 9. Radioactive sheet source in front of the third head of a
three-headed SPECT system in position for checking uniformity
and loading correction factors.
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Head 1 Head 2

Head 3

Figure 10. Output from checking camera uniformity when a
single PM on head 2 of the three-headed SPECT system of
Fig. 9 has failed.

camera and the sheet source of Fig. 9. A high resolution
image consisting of a large number of gamma-ray events is
then acquired. The images of the holes do not match where
they should appear. The vector displacement of the image
of the hole back to its true location defines how the mapping
from true to detected location is inaccurate at that location.
By using the computer to interpolate between the array of
measured distortions at the pixel level, a map is generated
giving how each event detected at a location in the crystal
should be displaced in the resulting image.

The final step in image correction is called flood correc-
tion. If an image of a large number of events from a sheet
source is acquired with energy and linearity correction
enabled, then any residual nonuniformity is corrected by
determining with computer a matrix that when multiplied
by this image would result in a perfectly uniform image of
the same number of counts. This matrix is then saved and
used to correct all images acquired by the gamma camera
before they are written to disk.

An example of testing camera uniformity is shown in
Fig. 10. Here again, a sheet source of radioactivity is placed
in front of the camera head as shown in Fig. 9. High count
images of the sheet source are inspected numerically by
computer and visually by the operator each day before the
camera is employed clinically. Heads 1 and 3 in Fig. 10
show both numerically and visually good uniformity. A
large defect is seen just below and to the left of center in the
image from head 2. This is the result of the failure of a
single PMT. A single PMT affects a region much larger
than its size because it is the combined output of all the
PMT close to the interation location of a gamma-ray that
are used to determine its location.

Images can be classified in two types, mutually exclu-
sive: analog or digital. A chest X ray on a film is a typical
example of an analog image. Analog images are not divided
into a finite number of elements, and the values in the
image can vary continuously. An example of digital image
is a photograph obtained with a digital camera. Much like
roadmaps, a digital image is divided into rows and col-
umns, so that it is possible to find a location given its row
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Figure 11. Left: example of an 8 x 8 image. Each square
represents a pixel. The dark gray borders of each square have
been added here for sake of clarity, but are not present in the image
when stored on the computer. Each pixel has a level of gray
attached to it. Right: the values in each pixel. In its simplest
form, the image is stored in a computer as a series of
lexicographically ordered values. The rank of each value in the
series defines the pixel location in the image (e.g., the 10th value of
the series refers to the 10th pixel of the image). There is a 1:1
relationship between the brightness and the value. The
correspondence between the color and the value is defined in a
table called look-up table (LUT) or a color map. An image can be a
shade of grays (black and white) or in color.

and column. The intersection of a row and a column defines
one picture element, or pixel, of the image. Each pixel has a
value that usually defines its brightness, or its color. A
digital image can be seen as a rectangular array of values
(Fig. 11), and thus be considered, from a mathematical
point of view, as a matrix. Computers cannot deal with
analog values, so whenever an analog measurement (here,
the current pulse generated after the impact of a gamma
photon in the crystal) is made, among the first steps is the
analog-to-digital conversion (ADC), also called digitization.
The ADC is the process during that an infinite number of
possible values is reduced to a limited (discrete) number of
values, by defining a range (i.e., minimum and maximum
values), and dividing the range into intervals, or bins
(Fig. 12). The performance of an ADC is defined by its
ability to yield a digital signal as close as possible to the
analog input. It is clear from Fig. 12 that the digitized data
are closer to the analog signal when the cells are smaller.
The width of the cells is defined by the sampling rate, that
is, the number of measurements the ADC can convert per
unit of time. The height of the cells is defined by the
resolution of the ADC. A 12-bit resolution means that
the ADC sorts the amplitude of the analog values among
one of 22 = 4096 possible values. The ADC has also a
range, that is, the minimum and maximum analog ampli-
tudes it can handle. For example, using a 12-bit analog-to-
digital converter with a —10 to +10 V range (i.e., a 20 V
range), the height of each cell is 20/4096 (i.e., ~ 0.005 V).
Even if the analog signal is recorded with a 0.001 V accu-
racy, after ADC the digital signal accuracy will be at best
0.005 V. The point here is that any ADC is characterized by
its sampling rate, its resolution and its range. Both the
SPECT and PET systems measure the location and the
energy of the photons hitting their detectors. The measure-
ments are initially analog, and are digitized as described
above before being stored on a computer. In SPECT, prior
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Figure 12. (a) Example of an analog signal, for example the
intensity of gray (vertical axis) along a line (horizontal axis)
drawn on a photograph taken with a nondigital camera. (b) The
process of ADC, for example when the photograph is scanned to be
archived as an image file on a computer. The 2D space is divided
into a limited number of rectangular cells as indicated by the tick
marks on both axes. For sake of clarity, only the cells whose center
is close to the analog signal are drawn in this figure, and this set of
cells is the result of the ADC. (¢) The digital signal is drawn by
joining the center of the cells, so that one can compare the two
signals.

to the beginning of the acquisition, the operator chooses
the width and height (in pixels) of the digital image to be
acquired. Common sizes are 64 by 64 pixels (noted 64 x 64,
width by height), 128 x 128 or 256 x 256. Dividing the
size of the field of view (in cm) by the number of pixels
yields the pixel size (in cm). For example, if the usable size
for the detector is 40 x 40 cm, the pixel size is 40/64 =
0.66 cm for a 64 x 64 image. Because all devices are
imperfect, a point source is seen as a blurry spot on the
image. If two radioactive point sources in the field of view
are close enough, their spots overlap each other. When the
two sources get closer, at some point the spots cannot be
visually separated in the image. The smallest distance
between the sources that allows us to see one spot for each
source is called the spatial resolution. The pixel size is not
to be confused with the spatial resolution. While the pixel
size is chosen by the operator, the spatial resolution is
imposed by the camera characteristics, and most notably
by the collimator now that thick light guides are no longer
employed. The pixel size is chosen to be smaller than the
resolution, so that we can get as much detail as the
resolution allows us to get, but it is important to under-
stand that using a pixel size much smaller than the resolu-
tion does not increase the image quality. If the pixel size is
small (i.e., when the number of pixels in the field of view is
large), then the spot spills over many pixels, but with no
improvement to image resolution.

The energy resolution (i.e., the smallest change in
energy the detector can measure) is limited, and its value
has a great impact on image quality, as explained below.
Between the points of emission and detection, photons with
an energy < 1 MeV frequently interact with electrons by
scattering, during which their direction changes and some
of their energy is lost. Because their direction changes, an
error is made on their origin. However, it is possible to
know that a photon is scattered because it has lost some
energy, so an energy window, called the photopeak window
defined around the energy of nonscattered (primary)
photons (the photopeak), is defined prior to the acquisition,
and the scattered photons whose energy falls outside the



photopeak window can be identified by energy discrimina-
tion and ignored. Unfortunately, photons in the photopeak
window can either be scattered photons, or a primary
photon whose energy has been underestimated (due to
the limited energy resolution of the detectors, an error
can be made regarding the actual energy of the photons).
If the photopeak window is wide, many scattered photons
are accepted, and the image has a lot of scattered activity
that reduces the contrast; if the energy window is narrow,
many primary photons are rejected, and the image quality
is poor because of a lack of signal. As the energy resolution
increases, the energy window can be narrowed, so that
most scattered photons can be rejected while most primary
photons are kept.

As mentioned above, the 3D distribution of the tracer in
the field of view is projected onto the 2D plane of the camera
heads. As opposed to the list-mode format (presented later
in this article), the projection format refers to the process of
keeping track of the total number of photons detected (the
events, or counts) for each pixel of the projection image.
Each time a count is detected for a given pixel, a value of 1
is added to the current number of counts for that pixel. In
that sense, a projection represents the accumulation of the
counts on the detector for a given period of time. If no event
is recorded for any given pixel, which is not uncommon
especially in the most peripheral parts of the image, then
the value for that pixel is 0. Usually, 16 bits (2 bytes) are
allocated to represent the number of counts per pixel, so the
range for the number of events is 0 to 2'°—1 = 65,535
counts per pixel. In case the maximal value is reached
for a pixel (e.g., for a highly active source and a long
acquisition time), then the computer possibly stops incre-
menting the counter, or reinitializes the pixel value to 0
and restarts counting from that point on. This yields
images in which the most radioactive areas in the image
may paradoxically have a lower number of counts than
surrounding, less active, areas.

Different acquisitions are possible with a gamma camera:

Planar (or static): The gamma-camera head is station-
ary. One projection is obtained by recording the
location of the events during a given period from a
single angle of view. This is equivalent to taking a
photograph with a camera. The image is usually
acquired when the tracer uptake in the organ of
interest has reached a stable level. One is interested
in finding the quantity of radiopharmaceutical
that accumulated in the region of interest. Planar
images are usually adequate for thin or small struc-
tures (relative to the resolution of the images), such
as the bones, the kidneys, or the thyroid.

Whole body: This acquisition is similar to the planar
acquisition, in the sense that one projection is
obtained per detector head, but is designed, as the
name implies, to obtain an image of the whole body.
Since the human body is taller than the size of the
detector (~ 40 x 40 cm), the detector slowly moves
from head to toes. This exam is especially indicated
when looking for metastases. When a cancer starts
developing at a primary location, it may happen that
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cancer cells, called metastases, disseminate in the
whole body, and end up in various locations, espe-
cially bones. There, they may start proliferating and
a new cancer may be initiated at that location. A
whole-body scintigraphy is extremely useful when
the physician wants to know whether one or more
secondary tumors start developing, without knowing
exactly where to look at.

Dynamic: Many projections are successively taken, and
each of them is typically acquired over a short period
(a few seconds). This is equivalent to recording of a
movie. Analyzing the variations as a function of
time allows us to compute parameters, such as
the uptake rate, which can be a useful clinical index
of normality.

Gated: The typical application of a gated acquisition is
the cardiac scintigraphy. Electrodes are placed on
the patient’s chest to record the electrocardiogram
(ECG or EKG). The acquisition starts at the begin-
ning of the cardiac cycle, and a dynamic sequence of
8 or 16 images is acquired over the cardiac cycle (~
1 s), so that a movie of the beating heart is obtained.
However, the image quality is very poor when the
acquisition is so brief. So, the acquisition process is
repeated many times (i.e., over many heart beats),
and the first image of all cardiac cycles are summed
together, the second image of all cardiac cycles are
summed together, and so on.

Tomographic: The detector heads are rotating around
the patient. Projections are obtained under multiple
angles of view. Through a process called tomographic
reconstruction (presented in the next section), the set
of 2D projections is used to find the 3D distribution of
the tracer in the body, as a stack of 2D slices. The set
of 1D projections of one slice for all projection angles
is called a sinogram.

Tomographic gated: As the name implies, this acquisi-
tion is a tomographic one with gating information.
The ECG is recorded during the tomographic acqui-
sition, and for each angle of view, projections are
acquired over many cardiac cycles, just as with a
gated acquisition (see above). Thus, a set of projec-
tions is obtained for each point of the cardiac cycle.
Each set is reconstructed, and tomographic images
are obtained for each point of the cardiac cycle.

In contrast with the types of acquisition above in which
the data are accumulated in the projection matrix for
several seconds or minutes (frame-mode acquisition), a
much less frequent type of acquisition called list-mode
acquisition, can also be useful, because more information
is available in this mode. As the name implies, the infor-
mation for each individual event is listed in the list-mode
file, and are not arranged in a matrix array. In addition to
the coordinates of the scintillations, additional data are
stored in the file. Figure 13 illustrates the typical list-
mode format for a SPECT system. List-mode information
is similar with a PET system, except that the heads loca-
tion and X-Y coordinates are replaced with the location of
the event on the detector rings. The list-mode file (~ 50 Mb
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Gantry Angle 123 degrees
Timestamp: 0 ms
X:1002, Y:1270, Energy:1640
X:1044,Y:1211, Energy:1767
X:1077,Y:741, Energy:1788
X:570, Y:819, Energy:1674
Timestamp: 10 ms
X:1280, Y:1595, Energy:1603
X:576, Y:1181, Energy:1768
Timestamp: 20 ms
X:919, Y:1162, Energy:1828
X:973, Y:1078, Energy:1765
X:1023, Y:1045, Energy:1708
Timestamp: 30 ms
X:955, Y:773, Energy:1717
X:989, Y:702, Energy:1732
X:1060, Y:1145, Energy:1853

Timestamp: 19990 ms
X:577, Y:862, Energy:1818
X:556, Y:766, Energy:1682
Gantry Angle 126 degrees
Timestamp: 0 ms

Figure 13. Example of data stored on-the-fly in a list-mode file
data in a SPECT system. Gantry angle defines the location of the
detectors. The X and Y coordinates are given in a 2048 x 2048
matrix. The energy is a 12-bit value (i.e., between 0 and 4,095), and
a calibration is required to convert these values in usual units (i.e.,
kiloelectron volt, keV).

Figure 14. Rebinning process. (a)
The line joining pairs of photons
detected in coincidence is called a
line of response (LOR). (b and ¢) LOR
are sorted so that parallel LOR are
grouped, for a given angle.

in size in SPECT) can be quite large relative to a projection
file. The list-mode format is far less common than the
projection format, because it contains information, such
as timing, that would usually not be used for a routine
clinical exam. The list-mode data can be transformed into
projection data through a process called rebinning
(Fig. 14). Since the timing is known, multiple projections
can be created as a function of time, thus allowing the
creation of “movies” whose rate can be defined postacquisi-
tion. A renewed interest in the list-mode format has been
fueled these past years by the temporal information it
contains, which is adequate for the temporal correlation
of the acquisition with patient, cardiac, or respiratory
motions through the synchronized acquisition of signal
from motion detectors.

TOMOGRAPHIC RECONSTRUCTION

Tomographic reconstruction has played a central role in
NM, and has heavily relied on computers (6). In addition to
data acquisition control, tomographic reconstruction is the
other main reason for which computers have been early
introduced in NM. Among all uses of computers in NM,
tomographic reconstruction is probably the one that sym-
bolizes most the crunching power of computers. Tomo-
graphic reconstruction is the process by which slices of
the 3D distribution of tracers are obtained based upon the
projections obtained under different angles of view.
Because the radioactivity emitted in the 3D space is pro-
jected on the 2D detectors, the contrast is usually low.
Tomographic reconstruction greatly restores the contrast,
by estimating the 3D tracer distribution. Reconstruction is
possible using list-mode data (SPECT or PET), but mainly

Line of response (LOR)
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One of the three heads of a SPECT
system. Each head includes a collimator,
a scintillati::g crystal and PM tubes.
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PM tubes
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I Figure 15. The SPECT acquisition. Left. A three-
/ head IRIX SPECT system (Philips Medical Systems).

f(x.y)

for research purposes. The PET data, although initially
acquired in list-mode format, are usually reformatted to
form projections, so that the algorithms developped in
SPECT can also be used with PET data. There are many
different algorithms, mainly the filtered back-projection
(FBP) and the iterative algorithms, that shall be summar-
ized below (7-9).

In the following, focuses on tomographic reconstruction
when input data are projections, which is almost always
the case on SPECT systems. Duringa SPECT acquisition, the
detecting heads rotate around the subject to gather pro-
jections from different angles of views (Fig. 15). Figure 16
presents the model used to express the simplified pro-
jection process in mathematical terms. Associated with
the projection is the backprojection (Fig. 17). With back-
projection, the activity in each detector bin g is added to
all the voxels which project onto bin g. It can be shown (10)
that backprojecting projections filtered with a special
filter called a ramp filter (filtered backprojection, or FBP)
is a way to reconstruct slices. However, the ramp filter is
known to increase the high frequency noise, so it is usually
combined with a low pass filter (e.g., Butterworth filter) to
form a band-pass filter. Alternatively, reconstruction can
be performed with the ramp filter only, and then the
reconstructed images can be smoothed with a 3D low pass
filter. The FBP technique yields surprisingly good results
considering the simplicity of the method and its approx-
imations, and is still widely used today. However, this
rather crude approach is more and more frequently
replaced by the more sophisticated iterative algorithms,
in which many corrections can be easily introduced to yield
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A subject is in the field of view while the camera
heads are slowly rotating around him. Right.
Physical model and geometric considerations. The
2D distribution of the radioactivity f(x,y) in one slice
of the body is projected and accumulated onto the
corresponding 1D line g(s,0) of detector bins.

more accurate results. An example of an iterative recon-
struction algorithm includes the following steps:

1. An initial estimate of the reconstructed is created, by
attributing to all voxels the same arbitrary value (e.g.
0 or 1).

2. The projections of this initial estimate are computed.

3. The estimated projections are compared to the mea-
sured projections, either by computing their differ-
ence or their ratio.

4. The difference (resp. the ratio) is added (resp. mul-
tiplied) to the initial estimate to get a new estimate.

5. Steps 2—4 are repeated until the projections of the
current estimate are close to the measured projections.

Figure 18 illustrates a simplified version of the multi-
plicative version of the algorithm. This example has been
voluntarily oversimplified for sake of clarity. Indeed, image
reconstruction in the real world is much more complex for
several reasons: (1) images are much larger; typically, the
3D volume is made of 128 x 128 x 128 voxels, (2) geo-
metric considerations are included to take into account
the volume of each volume element (voxel) that effectively
project onto each bin at each angle of view, (3) camera
characteristics, and in particular the spatial resolution,
mainly defined by the collimator characteristics, are intro-
duced in the algorithm, and (4) corrections presented below
are applied during the iterative process. The huge number
of operations made iterative reconstruction a slow process
and prevented its routine use until recently, and FBP was

(Forward) Projection

Figure 16. Projection. Each plane in the FOV

'; ? r; (left) is seen as a set of values f (center). The
————— collimator is the device that defines the geometry
Gel1]3]2 of the projection. The values in the projections are
Ge=| 5|12 the sum of the values in the slices. An example is
se| 053 presented (right). (Reproduced from Ref. 8 with
modifications with permission of the Society of

Nuclear Medicine Inc.)
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Figure 17. Projection and backprojection. Notice that
backprojection is not the invert of projection. (Reproduced from
Ref. 8 with modifications with permission of the Society of Nuclear
Medicine Inc.)

preferred. Modern computers are now fast enough for
iterative algorithms, and since these algorithms have
many advantages over the FBP, they are more and more
widely used.

A number of corrections usually need to be applied to the
data during the iterative reconstruction to correct them for
various well-known errors caused by processes associated
with the physics of the detection, among which the more
important are attenuation (11-13), Compton scattering
(11,12), depth-dependent resolution (in SPECT) (11,12),
random coincidences (in PET) (14), and partial volume
effect (15). These sources of error below are briefly pre-
sented:

Attenuation occurs when photons are stopped (mostly in
the body), and increases with the thickness and the density
of the medium. Thus, the inner parts of the body usually
appear less active than the more superficial parts (except
the lungs, whose low density makes them almost trans-
parent to gamma photons and appear more active than the
surrounding soft tissues). Attenuation can be compensated
by multiplying the activity in each voxel by a factor whose
value depends upon the length and the density of the
tissues encountered along the photons path. The correction
factor can be estimated (e.g., by assuming a uniform
attenuation map) or measured using an external radio-
active source irradiating the subject. A third possibility,
which is especially attractive with the advent of SPECT/CT
and PET/CT systems (presented below), is to use the CT
images to estimate the attenuation maps.

Photons may be scattered when passing through soft
tissues and bones, and scattered photons are deflected from
their original path. Because of the error in the estimated
origin of the scattered photons, images are slightly blurred
and contrast decreases. As mentioned in the previous
section, the effects of scattering can be better limited by
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Figure 18. A simplified illustration of tomographic reconstruction
with an iterative algorithm. (a) The goal is to find the values in a
slice (question marks) given the measured projection values 7, 10,
3, 6,9, 5. (b) Voxels in the initial estimate have a value of 1, and
projections are computed as described in Fig. 17. (c¢) The error in
the projections is estimated by dividing the actual values by the
estimated values. The ratios are then backprojected to get a slice of
the “error”. (d) Multiplying the error obtained in ¢ by the estimate
in b yields a second estimate, and projections are computed again
(g). After an arbitrary number of iterations (e, ), an image whose
projections are close to the measured projections is obtained. This
image is the result of the iterative tomographic reconstruction
process. Such a process is repeated for the stack of 2D slices.

using detectors with a high energy resolution. Scatter can
also be estimated by acquiring projection data in several
energy windows during the same acquisition. Prior to the
acquisition, the user defines usually two or three windows
per photopeak (the photopeak window plus two adjacent
windows, called the scatter windows). As mentioned,
photons can be sorted based upon their energy, so they
can be assigned to one of the windows. The amount of
scattering is estimated in the photopeak window using
projection data acquired in the scatter windows, and
assuming a known relationship between the amount of
scattering and the energy. Another approach to Compton
scattering compensation uses the reconstructed radioac-
tive distribution and attenuation maps to determine the
amount of scatter using the principles of scattering inter-
actions.

In SPECT, collimators introduce a blur (i.e., even an
infinitely small radioactive source would be seen as a spot
of several mm in diameter) for geometrical reasons. In
addition, for parallel collimators (the most commonly used,
in which the holes are parallel), the blur increases as the
distance between the source and the collimator increases.
Depth-dependent resolution can be corrected either by fil-



tering the sinogram in the Fourier domain using a filter
whose characteristics vary as a function of the distance to
the collimator (frequency—distance relationship, FDR) or by
modelling the blur in iterative reconstruction algorithms.

In PET, a coincidence is defined as the detection of two
photons (by different detectors) in a narrow temporal
window of ~ 10 ns. As mentioned, a coincidence is true
when the two photons are of the same pair, and random
when the photons are from two different annihilations. The
amount of random coincidences can be estimated by defin-
ing a delayed time window, such that no true coincidence
can be detected. The estimation of the random coincidences
can then be subtracted from the data including both true
and random, to extract the true coincidences.

Partial volume effect (PVE) is directly related to the
finite spatial resolution of the images: structures that are
small (about the voxel size and smaller) see their concen-
tration underestimated (the tracer in the structure
appears as being diluted in the voxel). Spillover is observed
at the edges of active structures: some activity spreads
outside the voxels, so that although it stems from the
structure, it is actually detected in neighboring voxels.
Although several techniques exist, the most accurate can
be implemented when the anatomical boundaries of the
structures are known. Thus, as presented below, anatomi-
cal images from CT scanners are especially useful for PVE
and spillover corrections, if they can be correctly registered
with the SPECT or PET data.

IMAGE PROCESSING, ANALYSIS AND DISPLAY

Computers are essential in NM not only for their ability to
control the gamma cameras and to acquire images, but also
because of their extreme ability to process, analyze and
display the data. Computers are essential in this respect
because (1) the amount of data can be large (millions of
pixel values), and computers are extremely well suited to
handle images in their multimegabytes memory, (2) repe-
titive tasks are often needed and central processor units
(CPUs) and array processors can repeat tasks quickly, (3)
efficient algorithms have been implemented as computer
programs to carry on complex mathematical processing,
and (4) computer monitors are extremely convenient to
display images in a flexible way.

Both the PET and SPECT computers come with a
dedicated, user-friendly graphical environment, for acqui-
sition control, patient database management, and a set of
programs for tomographic reconstruction, filtering and
image manipulation. These programs are usually written
in the C language or in Fortran, and compiled (i.e., trans-
lated in a binary form a CPU can understand) for a given
processor and a given operating system (OS), usually the
Unix OS (The Open Group, San Francisco CA) or the
Windows OS (Microsoft Corporation, Redmond WA). As
an alternative to these machine-dependent programs, Java
(Sun Microsystems Inc.) based programs have been pro-
posed (see next section).

As seen in the first section, an image can be seen as a
rectangular array of values, which is called, from a math-
ematical point of view, a matrix. A large part of image
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processing in NM is thus based upon linear algebra (16),
which is the branch of mathematics that deals with
matrices. One of the problems encountered in NM imaging
is the noise (random variations due to the probabilistic
nature of the radioactive processes and to the limited accu-
racy of the measurements). A number of methods are avail-
able to reduce the noise after the acquisition, by smoothing
the minor irregularities or speckles in the images (10). The
most common way to filter images is by convolution (a pixel
value is replaced by a weighted average of its neighbors) or
by Fourier methods. Computers are extremely efficient at
computing discrete Fourier transforms thanks to a famous
algorithm called the fast Fourier transform (FFT) developed
by Cooley and Tukey (17).

The NM images can be displayed or printed in black and
white (gray levels) or in color. Pixel values can be visually
estimated based on the level of gray or based on the color.
Color has no special meaning in NM images, and there is no
consensus about the best color map to use. Most often, a
pixel value represents a number of counts, or events.
However, units can be something else (e.g., flow units),
especially after some image processing. So, for proper
interpretation, color map and units should always accom-
pany an image.

Regions of interest (ROIs) are defined by line segments
drawn to set limits in images and can have any shape or be
drawn by hand. The computer is then able to determine
which pixels of the image are out and which are in the ROI,
and thus computations can be restricted to the inside or to
the outside of the ROI. ROIs are usually drawn with the
mouse, based on the visual inspection of the image. Draw-
ing a ROl is often a tricky task, due to the low resolution of
the images and to the lack of anatomical information
regarding the edges of the organs. In an attempt to speed
up the process, and to reduce the variability among users,
ROIs can also be drawn automatically (18). When a
dynamic acquisition is available, a ROI can be drawn on
one image and reported on the other images of the series,
the counts in the ROI are summed and displayed as a time—
activity curve (TAC), so that one gets an idea of the kinetics
of the tracer in the ROI. The TAC are useful because with
the appropriate model, physiological parameters such as
pharmacological constants or blood flow can be determined
based on the shape of the curve. An example of dynamic
studies with ROI and TAC is the renal scintigraphy, whose
goal is to investigate the renal function through the vas-
cularization of the kidneys, their ability to filter the blood,
and the excretion in the urine. A tracer is administered
with the patient lying on the bed of the camera, and a two-
stage dynamic acquisition is initiated: many brief images
are acquired (e.g., 1 image per second over the first 60 s).
Then, the dynamic images are acquired at a lower rate
(e.g., 1 image per minute for 30 min). After the acquisition,
ROIs are drawn over the aorta, the cortical part of the
kidneys, and the background (around the kidneys), and the
corresponding TAC are generated for analysis (Fig. 19).
The TAC obtained during the first stage of the acquisition
reflect the arrival of the tracer in the renal arteries
(vascular phase). The rate at which the tracer invades
the renal vascularization, relative to the speed at which
it arrives in the aorta above indicates whether the kidneys
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Figure 19. Output of a typical renal scintigraphy.
Left: the TAC for both kidneys in the first minute
after injection of the tracer. The slope of the TAC gives
an indication of the state of the renal vascularization.
Center: One-minute images acquired over 32 min after
injection. The ascending part evidences the active tracer
uptake by the kidneys, while the descending part shows
the excretion rate. Right: Insert shows the accumulation
of the tracer in the bean-shaped kidneys. The ROI are
drawn over the kidneys and the background.

are normally vascularized. The renal TAC obtained in the
second stage of the acquisition (filtration phase) show the
amount of tracer captured by the kidneys, so that the role of
the kidneys as filters can be assessed. When the tracer is no
longer delivered to the kidneys, and as it passes down the
ureters (excretion phase), the latest part of the renal curves
normally displays a declining phase, and the excretion rate
can be estimated by computing the time of half-excretion
(i.e., the time it takes for the activity to decreases from its
peak to half the peak), usually assuming the decrease is an
exponential function of time.

The corrections presented at the end of the previous
section are required to obtain tomographic images in which
pixel values (in counts per pixel) are proportional to the
tracer concentration with the same proportion factor
(relative quantitation), so that different areas in the same
volume can be compared. When the calibration of the
SPECT or PET system is available (e.g., after using a
phantom whose radioactive concentration is known),
the images can be expressed in terms of activity per volume
unit, (e.g., in becquerels per milliliters, Bq-mL™; absolute
quantitation). Absolute quantitation is required in the
estimation of a widely used parameter, the standardized
uptake value (SUV) (19), which is an index of the FDG
uptake that takes into account the amount of injected
activity and the dilution of the tracer in the body. The
SUV in the region of interest is computed as
SUV = (uptake in the ROI in Bq-mL~)/(injected activity
in Bg/body volume in mL). Another example of quantita-
tion is the determination of the blood flow (in
mL-g ' min~1), based upon the pixel values and an appro-
priate model for the tracer kinetics in the area of interest.
For example, the absolute regional cerebral blood flow
(rCBF) is of interest in a number of neurological patholo-
gies (e.g., ischemia, haemorrage, degenerative diseases,
epilepsy). It can be determined with xenon '*3Xe, a gas
that has the interesting property of being washed out from
the brain after its inhalation as a simple exponential
function of the rCBF. Thus, the rCBF can be assessed after
at least two fast tomographic acquisitions (evidencing the
differential decrease in activity in the various parts of the
brain), for example, using the Tomomatic 64 SPECT sys-
tem (Medimatic, Copenhagen, Denmark) (20).

An example of image processing in NM is the equili-
brium radionuclide angiography (ERNA) (21), also called
multiple gated acquisition (MUGA) scan, for assessment of

the left ventricle ejection fraction (LVEF) of the heart.
After a blood sample is taken, the erythrocytes are labelled
with % ™Tc and injected to the patient. Because the tech-
netium is retained in the erythrocytes, the blood pool can be
visualized in the images. After a planar cardiac gated
acquisition, 8 or 16 images of the blood in the cardiac
cavities (especially in the left ventricle) are obtained during
an average cardiac cycle. A ROI is drawn, manually or
automatically, over the left ventricle, in the end-diastolic
(ED) and end-systolic (ES) frames, that is, at maximum
contraction and at maximum dilatation of the left ventricle
respectively. Another ROI is also drawn outside the heart
for background activity subtraction. The number of counts
nED and nES in ED and ES images, respectively, allows
the calculation of the LVEF as LVEF = mED-nES)nED.
Acquisitions for the LVEF assessment can also be tomo-
graphic in order to improve the delineation of the ROI over
the left ventricle, and several commercial softwares are
available (22) for largely automated processing, among
which the most widely used are the Quantitative Gated
SPECT (QGS) from the Cedars-Sinai Medical Center, Los
Angeles, and the Emory Cardiac Tool box (ECTb) from the
Emory University Hospital, Atlanta.

INFORMATION TECHNOLOGY

An image file typically contains, in addition to the image
data, information to identify the images (patient name,
hospital patient identification, exam date, exam type, etc.),
and to know how to read the image data (e.g., the number of
bytes used to store one pixel value). File format refers to the
way information is stored in computer files. A file format
can be seen as a template that tell the computer how and
where in the file data are stored. Originally, each gamma-
camera manufacturer had its own file format, called pro-
prietary format, and for some manufacturers the proprie-
tary format was confidential and not meant to be widely
disclosed. To facilitate the exchange of images between
different computers, the Interfile format (23) was proposed
in the late 1980s. Specifically designed for NM images, it
was intended to be a common file format that anyone could
understand and use to share files. At the same period, the
American College of Radiology (ACR) and the National
Electrical Manufacturers Association (NEMA) developed
their standard for NM, radiology, MRI and ultrasound
images: the ACR-NEMA file format, version 1.0 (in 1985)



and 2.0 (in 1988). In the early 1990s, local area networks
(LANSs) connecting NM, radiology and MRI departments
started to be installed. Because Interfile was not designed
to deal with modalities other than NM, and because ACR-
NEMA 2.0 was “only” a file format, and was not able to
handle robust network communications to exchange
images over a LAN, both became obsolete and a new
standard was developed by the ACR and the NEMA,
ACR-NEMA 3.0, known as Digital Imaging and Commu-
nications in Medicine (DICOM) (24). Although quite com-
plex (the documentation requires literally thousands of
pages), DICOM is powerful, general in its scope and
designed to be used by virtually any profession using
digital medical images. Freely available on the Internet,
DICOM has become a standard among the manufacturers,
and it is to be noted that DICOM is more than a file format.
It also includes methods (programs) for storing and
exchanging image information; in particular, DICOM ser-
vers are programs designed to process requests for hand-
ling DICOM images over a LAN.

DICOM is now an essential part of what is known as
Picture Archiving and Communications Systems (PACS).
Many modern hospitals use a PACS to manage the images
and to integrate them into the hospital information system
(HIS). The role of the PACS is to identify, store, protect
(from unauthorized access) and retrieve digital images and
ancillary information. A web server can be used as an
interface between the client and the PACS (25). Access
to the images does not necessarily require a dedicated
software on the client. A simple connection to the Internet
and a web browser can be sufficient, so that the images can
be seen from the interpreting or prescribing physician’s
office. In that case, the web server is responsible for sub-
mitting the user’s request to the PACS, and for sending the
image data provided by the PACS to the client, if the proper
authorization is granted. However, in practice, the inte-
gration of NM in a DICOM-based PACS is difficult, mainly
because PACS evolved for CT and MR images (26,27), that
is, as mostly static, 2D, black and white images. The NM is
much richer from this point of view, with different kinds of
format (list-mode, projections, whole-body, dynamic, gated,
tomographic, tomographic gated, etc.) and specific postac-
quisition processing techniques and dynamic displays. The
information regarding the colormaps can also be a problem
for a PACS when dealing with PET or SPECT images fused
with CT images (see next section) because two different
colormaps are used (one color, one grayscale) with different
degrees of image blending.

In the spirit of the free availability of programs symbo-
lized by the Linux operating system, programs have been
developed for NM image processing and reconstruction as
plug-ins to the freely available Imaged program developed
at the U.S. National Institutes of Health (28). Imaged is a
general purpose program, written with Java, for image
display and processing. Dedicated Java modules (plugs-in)
can be developed by anyone and added as needed to per-
form specific tasks, and a number of them are available for
Imaged (29). Java is a platform-independent language, so
that the same version of a Java program can run on
different computers, provided that another program, the
Java virtual machine (JVM), which is platform-dependent,
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has been installed beforehand. In the real world, however,
different versions of the JVM may cause the Java programs
to crash or to cause instabilities when the programs require
capabilities the JVM cannot provide (30). The advantage of
the Java programs is that they can be used inside most
Internet browsers, so that the user has no program to
install (except the JVM). A Java-based program called
JaRVis (standing for Java-based remote viewing station)
has been proposed in that spirit for viewing and reporting
of nuclear medicine images (31).

It is very interesting to observe how, as the time goes by,
higher levels of integration have been reached: with the
early scintigraphy systems, such as rectilinear scanners
(in the 1970s), images were analog, and the outputs were
film or paper hard copies. In the 1980s images were largely
digital, but computers were mainly stand alone machines.
One decade later, computers were commonly intercon-
nected through LANs, and standard formats were avail-
able, permitting digital image exchange and image fusion
(see next section). Since the mid-1990s, PACS and the
worldwide web make images remotely available, thus
allowing telemedecine.

HYBRID SPECT/CT AND PET/CT SYSTEMS

Multimodality imaging (SPECT/CT and PET/CT) combines
the excellent anatomical resolution of CT with SPECT or
PET functional information (2,3). Other advantages of
multimodality are (I) the use of CT images to estimate
attenuation and to correct for PVE in emission images, (2)
the potential improvement of emission data reconstruction
by inserting in the iterative reconstruction program prior
information regarding the locations of organ and/or tumor
boundaries, and (3) the possible comparison of both sets of
images for diagnostic purposes, if the CT images are of
diagnostic quality. The idea of combining information pro-
vided by two imaging modalities is not new, and a lot of
work has been devoted to multimodality. Multimodality
initially required that the data acquired from the same
patient, but on different systems and on different occa-
sions, be grouped on the same computer, usually using
tapes to physically transfer the data. This was, ~ 20 years
ago, a slow and tedious process. The development of hos-
pital computer network in the 1990s greatly facilitated the
transfer of data, and the problem of proprietary image
formats to be decoded was eased when a common format
(DICOM) began to spread. However, since the exams were
still carried out in different times and locations, the data
needed to be registered. Registration can be difficult, espe-
cially because emission data sometimes contain very little
or no anatomical landmarks, and external fiducial markers
were often needed. Given the huge potential of dual-
modality systems, especially in oncology, a great amount
of energy has been devoted in the past few years to make it
available in clinical routine. Today, several manufacturers
propose combined PET/CT and SPECT/CT hybrid systems
(Fig. 20): The scanners are in the same room, and the table
on which the patient lies can slide from one scanner to the
other (Fig. 21). An illustration of PET/CT images is pre-
sented in Fig. 22.
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Figure 20. Current commercial PET/CT scanners
from 4 major vendors of PET imaging equipment: (a)
Hawkeye (GE Medical Systems); (b) Biograph
(Siemens Medical Solutions) or Reveal (CTI, Inc);
(¢c) Discovery LS (GE Medical Systems); (d)
Discovery ST (GE Medical Systems); (e) Gemini
(Philips Medical Systems); (f) Biograph Sensation
16 (Siemens Medical Solutions) or Reveal XVI
(CTI, Inc.). (Reproduced from Ref. 2, with
permission of the Society of Nuclear Medicine Inc.)

Although patient motion is minimized with hybrid sys-
tems, images from both modalities are acquired sequentially,
and the patient may move between the acquisitions, so that
some sort of registration may be required before PET images
can be overlaid over CT images. Again, computer programs
play an essential role in finding the best correction to apply to
one dataset so that it matches the other dataset. Registration
may be not too difficult with relatively rigid structures, such
as the brain, but tricky for chest imaging for which nonrigid
transformations are needed. Also, respiratory motion intro-
duces in CT images mushroom-like artifacts that can be
limited by asking the patients to hold their breath at mid-
respiratory cycle during CT acquisition, so that it best
matches the average images obtained in emission tomogra-
phy with no respiratory gating.

Gantry dimensions:
228.cm x 188 cm x 158 cm

Rotation: CT: 0.8s,1.0s,1.5s
PET: none

= -

145em ———
Dual-modality imaging range

Figure 21. Schematic of PET/CT developped by CPS Innovations.
Axial separation of two imaging fields is 80 cm. The coscan range
for acquiring both PET and CT has maximum of 145 cm.
(Reproduced from Ref. 2, with permission of the Society of
Nuclear Medicine Inc.)

Dedicated programs are required for multimodality
image display (I) to match the images (resolution, size,
orientation); (2) to display superimposed images from
both modalities with different color maps (CT data are

Figure 22. Image of a 66 years old male patient with history of
head-and-neck cancer. In addition to ®FDG uptake in lung
malignancy, intense uptake is seen on PET scan (a) in midline,
anterior and inferior to bladder. Note also presence of lung lesion
(arrowhead) due to primary lung cancer. **™Tc bone scan (b)
subsequently confirmed that uptake was due to metastatic bone
disease. PET/CT scan (c) directly localized uptake to pubic ramus
(arrowed). (Reproduced from Ref. 2, with permission of the Society
of Nuclear Medicine Inc.)



typically displayed with a gray scale, while a color map is
used to display the tracer uptake); (3) to adjust the degree
of transparency of each modality relative to the other in the
overlaid images; and (4) to select the intensity scale that
defines the visibility of the bones, soft tissues and lungs in
the CT images. For the interpretation of SPECT/CT or
PET/CT data, the visualization program has to be opti-
mized, for so much information is available (dozens of slices
for each modality, plus the overlaid images, each of them in
three perpendicular planes) and several settings (slice
selection, shades of gray, color map, the degree of blending
of the two modalities in the superimposed images) are to be
set. Powerful computers are required to be able to handle
all the data in the computer random access memory (RAM)
and to display them in real time, especially when the CT
images are used at their full quality (512 x 512 pixel
per slice, 16-bit shades of gray). Finally, these new systems
significantly increase the amount of data to be archived
(one hundred to several hundreds megabytes per
study), and some trade-off may have to be found between
storing all the information available for later use and
minimizing the storage space required. An excellent review
of the current software techniques for merging anatomic
and functional information is available (32).

COMPUTER SIMULATION

Simulation is a very important application of computers in
NM research, as it is in many technical fields today. The
advantage of simulation is that a radioactive source and a
SPECT or PET system are not required to get images
similar to the ones obtained if there were real sources
and systems. Simulation is cheaper, faster and more effi-
cient to evaluate acquisition hardware or software before
they are manufactured and to change its design for opti-
mization. Thus, one of the applications is the prediction of
the performance of a SPECT or PET system by computer
simulation. Another application is to test programs on
simulated images that have been created in perfectly
known conditions, so that the ouput of the programs can
be predicted and compared to the actual results to search
for possible errors.

Computer simulation is the art of creating information
about data or processes without real measurement devices,
and the basic idea is the following: if enough information is
provided to the computer regarding the object of study (e.g.,
the 3D distribution of radioactivity in the body, the
attenuation), the imaging system (the characteristics of
the collimator, the crystal, etc.), and the knowledge we
have about the interactions of gamma photons with matter,
then it is possible to generate the corresponding projection
data (Fig. 23). Although this may seem at first very com-
plex, it is tractable when an acquisition can be modeled
with a reasonable accuracy using a limited number of
relevant mathematical equations. For example, a radio-
active source can be modeled as a material emitting par-
ticles in all directions, at a certain decay rate. Once the
characteristics of the source: activity, decay scheme,
half-life, and spatial distribution of the isotope are given,
then basically everything needed for simulation purposes
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INPUT DATA PROCESSES OUTPUT DATA
HUMAN BODY
v Organ shape, size
v'Tracer uptake
v Disease...
DETECTOR
v Collimator characteristics « Radioactivity
v Crystal dimensions $ N
; : v Attenuation
v
Efficiency, resolution 7 Scatter > v Projections
v . o 7 Sii
ACQUISITION 9 ’ ;B\%cg motion (respiration) Slices
v" Administered dose

v Reconstruction

v Acquisition duration

v Matrix size... /

RECONSTRUCTION
v Algorithm

v Filters

v Matrix size...

Figure 23. Principle of computer simulation in NM. Parameters
and all available information are defined and used by the simulation
processes (i.e., computer programs), which in turn generate output
data that constitute the result of the simulation.

is known. Radioactive disintegrations and interactions
between gamma photons and matter are random processes:
one cannot do predictions about a specific photon (its initial
direction, where it will be stopped, etc.), but the probabil-
ities of any event can be computed. Random number gen-
erators are used to determine the fate of a given photon.

Let us say that we want to evaluate the resolution of a
given SPECT system as a function of the distance from the
radioactive source to the surface of the detector. The first
solution is to do a real experiment: prepare a radioactive
source, acquire images with the SPECT system, and
analyze the images. This requires (1) a radioactive source,
whose access is restricted, and (2) the SPECT system,
which is costly. Because the resolution is mainly defined
by the characteristics of the collimator, a second way to
evaluate the resolution is by estimation (analytical
approach): apply the mathematical formula that yield
the resolution as a function of the collimator character-
istics (diameter of the holes, collimator thickness, etc.).
This approach may become tricky as more complex pro-
cesses have to be taken into account. A third solution is to
simulate the source, the gamma camera, and the physical
interactions. It is an intermediate solution, between real
acquisition and estimation. Simulation yields more rea-
listic results than estimations, but does not require the
use of real source or SPECT system. Simulation is also
powerful because when uncertainties are introduced in
the model (e.g., some noise), then it is possible to see their
impact on the projection data.

Simulation refers either to the simulation of input data
(e.g., simulation of the human body characteristics), or to
the simulation of processes (e.g., the processes like the
interaction between photons and matter). For simulation
of input data, a very useful resource in nuclear cardiology is
the program for the mathematical cardiac torso (MCAT)
digital phantom developed at the University of North
Carolina (33). The MCAT program models the shape, size,
and location of the organs and structures of the human
chest using mathematical functions called non-uniform
rational B-splines (NURBS). The input of this program
is a list of many parameters, among them: the amount of
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radioactivity to be assigned to each organ (heart, liver,
spleen, lungs, etc.), the attenuation coefficients of these
organs, their size, the heart rate, and so on. This phantom
used the data provided by the Visible Human Project and is
accurate enough from an anatomical point of view for NM,
and it can be easily customized and dynamic sets of slices
can be obtained that simulate the effects of respiration and
a beating heart. The output is the 3D distribution (as slices)
of radioactivity (called emission data) and 3D maps of the
attenuation (attenuation data) in the human torso. This
output can then be used as an input for a Monte Carlo
program to generate projection data. Monte Carlo pro-
grams (34,35) use computer programs called random num-
ber generators to generate data (for example, the projection
data) based upon the probability assigned to any possible
event, such as the scattering of a photon, or its annihilation
in the collimator. The programs were named Monte Carlo
after the city on the French Riviera, famous for its casinos
and games based upon probabilities. Among the Monte
Carlo simulation programs used in NM are: Geant (36),
Simind (37), SImSET (38), and EGS4 (39). Programs, such
as Geant and its graphical environment Gate (40), allow
the definitions of both the input data (the body attenuation
maps, the collimator characteristics) and the interactions to
be modeled (photoelectric effect, scatter, attenuation, etc.).

EDUCATION AND TEACHING

As almost any other technical field, NM has benefited from
the Internet as a prodigious way to share information.
Clinical cases in NM are now available, and one advantage
of computers over books is that an image on a computer can
be manipulated: the color map can be changed (scale,
window, etc.) and, in addition to images, movies (e.g.,
showing tracer uptake or 3D images) can be displayed.
Websites presenting clinical NM images can be more easily
updated with more patient cases and some on-line proces-
sing is also possible. One disadvantage is the sometimes
transitory existence of the web pages, that makes (in the
author’s opinion) the Internet an unreliable source of
information from this point of view. NM professionals
can also share their experience and expertise on list
servers (see Ref. 41 for a list of servers). The list servers
are programs to which e-mails can be sent, and that dis-
tribute these e-mails to every registered person.

The Society of Nuclear Medicine (SNM) website hosts its
Virtual Library (42), in which > 90 h of videos of presenta-
tions given during SNM meetings are available for a fee.
The Joint Program in Nuclear Medicine is an example of a
program including on-line education by presenting clinical
cases (43) for > 10 years. More than 150 cases are included,
and new cases are added; each case includes presentation,
imaging technique, images, diagnosis, and discussion.
Other clinical cases are also available on the Internet
(44). Another impressive on-line resource is the Whole Brain
Atlas (45) presenting PET images of the brain, coregistered
with MRI images. For each case, a set of slices spanning over
the brain is available, along with the presentation of the
clinical case. The user can interactively select the transverse
slices of interest on a sagittal slice. As the last example, a

website (46) hosts a presentation of normal and pathologic
FDG uptake in PET and PET/CT images.

CONCLUSION

Computers are used in NM for a surprisingly large variety
of applications: data acquisition, display, processing,
analysis, management, simulation, and teaching/training.
As many other fields, NM has benefited these past years
from the ever growing power of computers, and from
the colossal development of computer networks. Iterative
reconstruction algorithms, which have been known for a
long time, have tremendously benefited from the increase
of computers crunching power. Due to the increased speed
of CPUs and to larger amounts of RAM and permanent
storage, more and more accurate corrections (attenuation,
scatter, patient motion) can be achieved during the
reconstruction process in a reasonable amount of time.
New computer applications are also being developed to deal
with multimodality imaging such as SPECT/CT and PET/
CT, and remote image viewing.

ACRONYMS

ACR American College of Radiology
ADC Analog to Digital Conversion (or Converter)
CPU Central Processing Unit

CT (X-ray) Computerized Tomography
DICOM Digital Imaging and COmmunications in
Medicine

ECT Emission Computerized Tomography
FBP Filtered BackProjection

FDG Fluoro-Deoxy Glucose

FDR Frequency-Distance Relationship
FFT Fast Fourier Transform

HIS Hospital Information System
keV kiloelectron Volt

LAN Local Area Network

LOR Line of Response

MCAT Mathematical Cardiac Torso
MRI Magnetic Resonance Imaging

NEMA National Electrical Manufacturers
Association
NM Nuclear Medicine

NURBS Nonuniform Rational B-Splines

PACS Picture Archiving and Communication
System

PET Positron Emission Tomography

PMT Photomultiplier

PVE Partial Volume Effect

RAM Random Access Memory

rCBF regional Cerebral Blood Flow

ROI Region of Interest

SPECT Single-Photon Emission Computerized
Tomography

SNM Society of Nuclear Medicine

SUV Standardized Uptake Value

TAC Time—Activity Curve
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INTRODUCTION

Parenteral nutrition, total parenteral nutrition (TPN),
and hyperalimentation are terms referring to a variety of
methods by which all required nutrients are provided intra-
venously, independent of alimentary tract function. Effective
parenteral nutrition represents one of the major advances in
medicine in the last 50 years and has led to intense interest in
the incidence, consequences, and treatment of malnutrition,
an area of study largely heretofore neglected because of a lack
of effective therapy. The rationale for prescribing nutrients
intravenously for patients unable to eat or receive tube
feedings is based on the fact that malnutrition ultimately
has an adverse impact on all organs and systems including
the heart, lungs, gastrointestinal tract, and the immune
system. The degree of morbidity and the rapidity of its onset
depend on the magnitude and duration of nutritional depri-
vation. In addition, there are subtle, but perhaps quantita-
tively more important, indirect effects of nutritional deficits.
Thus, nutritional derangements often have an adverse effect
on the prognosis and treatment of concurrent illnesses. For
example, malnourished patients who undergo elective sur-
gery have a higher rate of postoperative sepsis and mortality.
In addition, significant nutritional deficits may preclude the
safe administration of optimal neoplastic chemotherapy
because its inherent toxicity may be intolerable in the face
of malnutrition.

DEVELOPMENT OF PARENTERAL NUTRITION

The adverse consequences of malnutrition became appar-
ent to gastrointestinal (GI) surgeons during the first half of
the twentieth century. Their patients with GI diseases
were unable to eat, and the ensuing weight loss was
associated with poor wound healing, anastomotic dysfunc-
tion and leakage, and poor surgical results. Such observa-
tions stimulated experimentation with intravenous
nutrition. The early workers identified the nutrients
required for human beings and further were able to pre-

pare these nutrients in solutions that could be safely
administered intravenously (1,2). However, clinical appli-
cation was hampered by the fact that available nutrient
solutions prepared in isotonic concentration could not
meet energy and protein requirements when given in
physiologic volumes. Experimentally, massive infusions
of isotonic solutions of glucose and protein hydrolysates
were indeed capable of supporting the anabolic state, but
the intensive care required to monitor fluid balance made
it a clinically impractical method. Early attempts at con-
centrating these solutions in order to provide all the
required nutrients in acceptable volumes failed because
of the thrombophlebitis that inevitably developed in the
peripheral veins through which the solutions were
infused. This was the state of the art until the mid-
1960s when Rhoads, Dudrick, Wilmore, Vars, and their
associates at the University of Pennsylvania undertook
experiments in which very concentrated solutions were
infused directly into the superior vena cava or the right
atrium where instantaneous dilution of the solution
occurred (3,4). By using hypertonic solutions of glucose
and protein hydrolysates, these investigators demon-
strated for the first time, initially in animals and then
in humans, that intravenous “hyperalimentation” could
support normal growth and development (2).

ESSENTIAL COMPONENTS OF NUTRIENT SOLUTIONS

The essential ingredients of solutions designed to meet all
known nutritional requirements include nonprotein calories,
utilizable nitrogen for protein synthesis, minerals, essential
fatty acids, trace elements, and vitamins (5). In addition, it is
likely that other micronutrients are necessary for optimal
human nutrition. Normally, these as yet unidentified factors
are automatically provided in a well-rounded diet derived
from natural foodstuffs. Dudrick et al. (2,3) used glucose
exclusively for nonprotein energy. Now fat emulsions are
available as an additional clinically useful caloric source.
Protein hydrolysates, derived from the enzymatic degrada-
tion of fibrin or casein, provided the nitrogen source in the
early studies of parenteral nutrition. Currently, synthetic
amino acid solutions are used to supply nitrogen.

Meeting the therapeutic goal of homeostasis (nitrogen
equilibrium) or growth or nutritional repletion (positive
nitrogen balance) is dependent on a variety of factors, most
important among which are the levels of energy and nitro-
gen consumption. At any given level of protein or nitrogen
intake, nitrogen balance progressively improves to some
maximum level as caloric intake increases from levels
below requirements to levels exceeding requirements (6).
Maximum protein sparing and optimal utilization of diet-
ary protein are achieved when the energy sources include
at least 100-150 g of carbohydrate daily. The remaining
energy requirements of most individuals can be met
equally effectively by carbohydrate, fat, or a combination
of these two. The requirement for this minimum amount of
carbohydrate is based on its unique ability to satisfy the
energy requirements of the glycolytic tissues, including the
central nervous system, erythrocytes, leukocytes, active
fibroblasts, and certain phagocytes.



At any given level of energy intake, nitrogen balance
improves as nitrogen consumption increases. This dose-
response relationship is curvilinear, and the nitrogen bal-
ance plateaus at higher dosages of nitrogen intake (6). To
avoid the limiting effects of calories on nitrogen or of
nitrogen on calories, parenteral nutrition solutions are
prepared so that the nitrogen provided bears a fixed rela-
tionship to the nonprotein calories provided. In studies of
normal, active young men fed orally, optimal efficiency was
achieved at a calorie/nitrogen ratio of ~300-350 kcalto 1 g
of nitrogen (6,7). However, protein economy decreases
during most serious illnesses, and nitrogen losses increase;
therefore, dietary protein requirements rise. Nitrogen
equilibrium or retention can usually be achieved, however,
by approximately doubling the quantity of nitrogen
required by a normal man at any given level of caloric
intake. Thus, a calorie/nitrogen ratio of 150:1 is thought
optimal for seriously ill patients, although the ratio actu-
ally may range between 100:1 and 200:1 (6).

Minerals required in amounts exceeding 200 mg day !
include sodium, potassium, calcium, magnesium, chloride,
and phosphate. These macronutrients are essential for the
maintenance of water balance; cardiac function; minerali-
zation of the skeleton; function of nerve, muscle, and enzyme
systems; and energy transformation. In addition, protein
utilization is affected by the availability of sodium, potas-
sium, and phosphorus in the diet; nitrogen accretion is
impaired when any of these mineral nutrients is withdrawn
from the diet. Nutritional repletion evidently involves the
formation of tissue units containing protoplasm and extra-
cellular fluid in fixed proportion and with fixed elemental
composition (8). Thus, the retention of 1 g of nitrogen is
characteristically associated with the retention of fixed
amounts of phosphorus, potassium, sodium, and chloride.

Linoleic acid is the primary essential fatty acid for
humans, and consequently it must be provided in order
to avoid chemical and clinical evidence of deficiency. Lino-
leic acid requirements are generally met when a fat emul-
sion is used to provide at least 4% of calories as linoleic acid.

Micronutrients, or trace elements, presently recognized
as essential for humans include iron, iodine, cobalt, zinc,
copper, chromium, manganese, and possibly selenium.
Cobalt is supplied as vitamin B12, and iron is generally
withheld because of poor marrow utilization in critical or
chronic illness. The remaining trace elements are routinely
supplied in the nutrient solution (Table 1).

The remaining essential components are the water and
fat soluble vitamins. Guidelines for parenteral vitamin

Table 1. Trace Element Requirements”™

Chromium 10-15 mcg
Copper 0.5-1.5 mg
Todine 1-2 mecg kg!
Manganese 60-100 mcg
Zinc 2.5-4.0 mg

“Daily intravenous maintenance allowances for adults with normal initial
values.

®Based on recommendations of Refs. 9-11.

“Selenium, 40-80 mcg day !, recommended for patients requiring long-term
TPN, or those with burns, acquired immunodeficiency syndrome or liver
failure. Ref. 12. p 125.
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Table 2. Vitamin Requirements®

Thiamine (B;) 6 mg
Riboflavin (By) 3.6 mg
Niacin (Bs) 40 mg
Folic acid 600 mcg
Pantothenic acid (Bs) 15 mg
Pyridoxine (Bg) 6 mg
Cyanocobalamin (B;5) 5 mcg
Biotin 60 mcg
Ascorbic acid (C) 200 mg
Vitamin A 3300 IU
Vitamin D 200 IU
Vitamin E 10 IU
Vitamin K 150 mcg

“Daily intravenous allowances for adults. Based on Food and Drug
Administration requirements Ref. 15.

administration have recently been revised by the Food
and Drug Administration to include vitamin K, heretofore
withheld, and increased amounts of vitamins B1, B6, C and
folic acid (13-15) (Table 2).

The specific nutrient requirements for a given individual
depend on the initial nutritional and metabolic status of the
patient and his/her underlying disease process. Although
the precise requirements for each nutrient can be deter-
mined by metabolic balance studies and direct or indirect
calorimetry, such techniques are generally not employed in
routine clinical practice. Instead, on the basis of data from
clinical investigations applying such balance studies to
patients with various diseases, injuries, and degrees of
stress, requirements can be accurately estimated (16). As
a result of these estimates, it is possible to formulate basic
nutrient solutions of essentially fixed composition that can
be used to meet the needs of most patients by varying only
the volume of the basic formulation and by making simple
adjustments in the electrolyte content of the solution. Thus,
in clinical practice the caloric requirement is usually esti-
mated from simple formulas that are adjusted for activity
and stress. Although nitrogen requirements can likewise be
determined or estimated, nitrogen needs are usually met as
a consequence of the fixed calorie/nitrogen ratio of the
nutrient solution. Thus, as the volume of infusate is
increased to meet increased caloric demands, the additional
nitrogen requirements, which generally parallel the rising
caloric needs, are likewise met. Although such standard
preparations can be used to satisfy the needs of most
individuals, fluid-restricted patients, severely hypermeta-
bolic patients, or those with renal or hepatic failure may
require special nutrient formulations.

FORMULATING NUTRIENT SOLUTIONS

In current practice, nutrient solutions designed for par-
enteral administration are formulated to provide nonpro-
tein calories as carbohydrate or a combination of
carbohydrate and lipid. Glucose is the carbohydrate of
choice since it is the normal physiologic substrate; it natu-
rally occurs in blood; and it is abundant, inexpensive, and
readily purified for intravenous administration. Glucose
can be given in high concentrations and in large amounts
that are well tolerated by most patients after a period of
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adaptation. Other carbohydrates such as fructose, sorbitol,
xylitol, and maltose have been evaluated experimentally,
but each has disadvantages that preclude clinical applica-
tion at the present time. Glucose for parenteral infusion is
commercially available in concentrations from 5 to 70%
and is provided as glucose monohydrate with a caloric
density of 3.4 kecal-g~!. Although isotonic (5%) solutions
of glucose are available, concentrated glucose solutions are
necessary in parenteral nutrition protocols in order to
provide required calories in physiologic volumes of fluid.

Lipid is the alternative clinically useful nonprotein
caloric source. Fat emulsions derived from soybean and
safflower oil were approved for use in the United States in
1975 and 1979, respectively. The soybean oil emulsions had
been used in Europe for nearly 20 years prior to their
introduction in the United States. Currently available
fat emulsions are derived from soybean oil or are mixtures
of soybean and safflower oil emulsions. The use of lipid
emulsions in intravenous feeding regimens is attractive
because of the high caloric density of fat (9 kecal-g~1), and
because they are isotonic solutions that can, therefore,
provide many calories in relatively small volumes via
peripheral veins. Although early experience with lipids
using the cottonseed oil emulsion Lipomul was unsatisfac-
tory because of the toxicity of that preparation, fat emul-
sions derived from soybean and safflower oil have proven
safe for clinical use. These newer preparations are purified
plant oils emulsified in water. Egg phospholipids are added
to regulate the size of the fat particles, stabilize the emul-
sion, and prevent fusion of the oil drops. Glycerol is added
to make the emulsion isotonic, since oil and water emul-
sions have no osmolal effect. The resulting fat droplets
have characteristics that are similar to those of naturally
occurring chylomicrons found in the circulation after
absorption of dietary lipid from the small intestine. Thus
the particle size and the plasma elimination characteristics
of these fat emulsions appear comparable to those of chy-
lomicrons (17,18).

Studies of the elimination kinetics of soybean emulsion
triglycerides indicate that at very low concentrations the
rate of removal from the plasma is dependent on the
triglyceride concentration. Above a certain critical concen-
tration representing saturation of binding sites of lipoprotein-
lipase enzymes, a maximum elimination capacity is
reached that is independent of concentration. This max-
imum elimination capacity is influenced by the clinical
state of the patient. It is increased during periods of
starvation, after trauma, and in severely catabolic states
(18,19). The infusion of fats is associated with an increase
in heat production and oxygen consumption, a decrease in
respiratory quotient, and the appearance of carbon-14 (*C)
in the expired air of patients receiving '*C-labeled fat.
These observations indicate that the infused fats are in
fact used for energy. Soybean and soybean—safflower oil
emulsions are available in 10, 20, and 30% concentrations
and are mixtures of neutral triglycerides of predominantly
unsaturated fatty acids. The major component fatty acids
are linoleic, oleic, palmitic, and linolenic. The total caloric
value of the 10% emulsions, including triglyceride, phos-
pholipid, and glycerol, is 1.1 kcal-mL ™. The corresponding
values for the 20 and 30% emulsions are 2 and 3 keal-mL?,

respectively. In each of these preparations, ~0.1 kcal- mL~!
of the total caloric value is derived from the added glycerol.

All nutrient solutions must provide at least 100-150 g of
glucose day ! to meet the needs of the glycolytic tissues, as
described above. The proportional distribution of glucose
and fat to provide the remaining required nonprotein
calories apparently can be widely variable with the expec-
tation of achieving the same nutritional goals. Commonly
cited guidelines suggest that fat should not provide >30%
of nonprotein calories and that the daily dosage of fat not
exceed 2.5 g kg~ ! in adults (11). However, evidence-based
reports indicate infusions providing >80% of nonprotein
calories as fat and daily dosages of as much a 12 g fat kg~!
day~! have been tolerated with clinical benefit and no
adverse effects (20—22).

Consequently, protocols for solution preparation vary
from institution to institution. Practical considerations in
choosing the amount of glucose and the amount of fat relate
primarily to the route of administration and to the fluid
status of the patient. Parenteral nutrition solutions pro-
viding all nonprotein calories as glucose are highly con-
centrated and require central venous administration (see
below). As an increasing proportion of the caloric content of
the nutrient solution is provided by an isotonic fat emul-
sion, the content of glucose is thereby reduced, and, con-
sequently, the concentration of the resultant solution falls.
Nutrient solutions with an osmolarity not exceeding
approximately three times normal serum levels can be
successfully infused through peripheral veins (23); more
concentrated solutions must be infused centrally. Parent-
eral nutrition solutions are formulated in accordance with
one of three commonly used protocols: the glucose-based
system, the lipid-based system, and a three-in-one system
of variable composition.

The nutrient solution prescribed for a 24 h period
usually is prepared in single container in a pharmacy
under strict aseptic conditions. Manufacturing pharmacies
responsible for preparing solutions for many patients often
employ automated, computerized compounding apparatus
that is programmed to add the specified nutrient compo-
nents to the infusion container.

THE GLUCOSE SYSTEM

This is the original carbohydrate-based system developed
by Dudrick and his associates at the University of

Table 3. The Glucose System®

50% glucose 500 mL
8.5% Amino acids 500 mL
Sodium (as acetate) 25 meq

Sodium (as chloride) 5 meq

Sodium (as phosphate) 14.8 meq
Potassium (as chloride) 40 meq
Phosphate (as sodium salt) 11.1 mM
Magnesium sulfate 8 meq
Calcium gluconate 5 meq

“Composition per liter.

®Provides 850 nonprotein kilocalories and 7.1 g nitrogen/L.

“Trace elements and vitamins are provided daily (see Tables 1 and 2).
9Electrolyte additives based on Travasol as the amino acid source.



Pennsylvania (3). The nutrient solution is prepared by the
admixture of equal volumes of 50% glucose and 8.5%
crystalline amino acids, and the addition of appropriate
electrolytes, vitamins, and trace elements (Tables 1-3).
A 1L solution provides 850 nonprotein kilocalories, and
~7 g of nitrogen, equivalent to 44 g protein. Consequently,
the solution has a calorie/nitrogen ratio of ~ 120:1. The
nitrogen content and the calorie/nitrogen ratio will vary
slightly depending on the brand of amino acid solution
used. Due to the osmolar contribution of each of the con-
stituents, this nutrient solution has a final concentration of
~ 2000 mOsm-L~%. Such a solution can never be safely
infused through peripheral veins; consequently, the glu-
cose system must be delivered into a central vein where the
infusate is immediately diluted. Vascular access is usually
through a percutaneously placed subclavian venous cathe-
ter or, for short-term use, a peripherally inserted central
venous catheter (PICC line). Other routes (eg, via jugular,
saphenous, or femoral veins) are used occasionally with
variable success. The incidence of morbidity associated
with establishing and maintaining central venous access
is influenced by the site and technique of insertion of the
venous cannula and the diligence with which the appara-
tus is managed during the course of nutrition therapy.
Because of the high concentration of glucose in this form
of parenteral nutrition, therapy should begin gradually to
allow adaption and thereby avoid hyperglycemia. Gener-
ally, on the first day a patient receives 1 L of nutrient
solution, which is infused at a constant rate over the full
24 h period. Blood and urine glucose levels are monitored
frequently, and if this initial rate of infusion is well toler-
ated, the volume prescribed is increased from day-to-day
until the volume infused meets the caloric requirement of
the individual patient. For the average patient, the nutri-
tional requirements as well as the requirements for fluid
and electrolytes are usually met by 2.5 L-day ! of the
nutrient solution, providing 2125 nonprotein kilocalories.
Infusion of the glucose system at a constant rate is a
critical feature of safe practice since abrupt changes in the
rate of delivery may be associated with marked fluctua-
tions in blood sugar levels. The constant rate of infusion is
most efficiently achieved by using an infusion pump. At the
conclusion of therapy, the rate of infusion should be
tapered gradually over several hours to avoid hypoglyce-
mia. When infusion must be abruptly terminated, a solu-
tion of 10% glucose is substituted for the nutrient solution.

THE LIPID SYSTEM

The system of total parenteral nutrition based on glucose
as the major caloric source is simple in concept and
the least expensive, but patients’ glucose metabolism must
be closely monitored, and administration of the infusate
requires technical expertise to achieve and maintain
the central venous access necessary for safe treatment.
The use of lipid emulsions as the major caloric source is
attractive because of the high caloric density and isotoni-
city of these products. These considerations have logically
led to the preparation of nutrient solutions based on fat as
the major caloric source, with the goal of providing all
required nutrients by peripheral vein. An example of such
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Table 4. The Lipid System®™

10% Fat emulsion 500 mL
50% Glucose 100 mL
8.5% Amino acids 350 mL
Sodium (as acetate) 35 meq
Sodium (as chloride) 5 meq
Sodium (as phosphate) 6 meq
Potassium (as chloride) 40 meq
Phosphate (as sodium salt)® 4.5 mM
Magnesium sulfate 8 meq
Calcium gluconate 5 meq
Heparin sodium 1000 U

Distilled water g.s.ad 1000 mL

“Composition per liter.

®Provides 720 nonprotein kilocalories and 5.0 g nitrogen/L.

“Trace elements and vitamins are provided daily (see Tables 1 and 2).
9Electrolye additives are based on Travasol as amino acid source.
°Aproximately 7 mM additional phosphorus derived from fat emulsion.

a lipid-based system of total parenteral nutrition is pre-
sented in Table 4. This nutrient solution was devised with
the aim of maximizing caloric and amino acid content
without producing a solution with a concentration that
would preclude safe peripheral venous administration
(23). Each liter provides 720-nonprotein kilocalories and
5.0 g of nitrogen, equivalent to 31 g of protein. The calorie/
nitrogen ratio is 144: 1. The nitrogen content of the
solution will vary slightly, depending on the amino acid
product used in its preparation. As with the glucose
system, sufficient volume is given to meet measured or
estimated caloric requirements. The safety and efficacy of
nutrient solutions utilizing lipid as the major caloric
source were established by Jeejeebhoy and associates in
their landmark investigation of lipid-based TPN in which
83% of nonprotein calories were supplied as fat (22). As
many as 5 L daily of the lipid system described here have
been infused for periods of weeks to months without
apparent adverse effect.

THE THREE-IN-ONE SYSTEM

Innumerable nutrient solutions can be prepared with a
distribution of glucose and lipid calories that differs
from the two systems described above. Although there
is no established biological advantage of differing pro-
portions of fat and glucose as long as the minimum
100-150 g of carbohydrate are supplied, many clinicians
prefer a profile of nutrients that mimics the optimal oral
diet. Such a system calls for the admixture of amino
acids, glucose, and lipids in which carbohydrate provides
65—-85% of nonprotein calories and lipid 15-35% (11,12)
(Table 5).

However, altering the lipid system described here by
increasing the glucose content would have certain nonnu-
tritional effects. Thus, a solution with a higher proportion
of glucose calories could be produced by replacing some of
the fat emulsion with isotonic glucose. The concentration of
the final solution would remain unchanged, but a much
greater total volume would be required to provide the same
number of calories. If the substitution were made with
hypertonic glucose, as called for in the three-in-one system
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Table 5. A Three-in-One System®?

50% Glucose 300 mL
10% Fat emulsion 300 mL
10% Amino acids 400 mL
Sodium (as acetate) 25 meq

Sodium (as chloride) 5 meq

Sodium (as phosphate) 14.8 meq
Potassium (as chloride) 40 meq
Phosphate (as sodium salt) 1.1 mM
Magnesium sulfate 8 meq
Calcium gluconate 5 meq

“Composition per liter.

®Provides 840 nonprotein kilocalories and 6.8 g nitrogen/L.

“Trace elements and vitamins are provided daily (Tables 4 and 5).
@Electrolyte additives based on Travasol as the amino acid source.

described in Table 5, the final concentration of the nutrient
solution would be so increased as to require central venous
administration, thereby losing the advantage of peripheral
venous delivery.

COMPLICATIONS OF PARENTERAL NUTRITION

Morbidity associated with intravenous feedings may be
related to drug toxicity, difficulties with vascular access,
sepsis, or metabolic derangements.

Drug Toxicity

Adverse reactions to the components of parenteral nutri-
tion solutions are uncommon. Although glucose is virtually
nontoxic, the hypertonic solutions employed in the glucose
system of TPN may be associated with potentially serious
complications usually related to alterations in blood glu-
cose levels. Currently used solutions of synthetic amino
acids provide all of the nitrogen in the form of free lI-amino
acids and, in contrast to previously used protein hydro-
lysates, no potentially toxic ammonia or peptide products
are present. Toxicity associated with the intravenous infu-
sion of the currently available fat emulsions also has been
minimal. The most frequent acute adverse reactions are
fever, sensations of warmth, chills, shivering, chest or back
pain, anorexia, and vomiting. Similarly, adverse reactions
associated with chronic infusions of fat emulsions are also
quite uncommon. Anemia and alterations in blood coagula-
tion have been observed during treatment, but the etiologic
relationship to lipid infusions has been unconfirmed. The
most serious adverse effects have been observed in infants
and children. The “fat overload” syndrome associated with
the older cottonseed emulsion has rarely been observed with
the newer current preparations. Nevertheless, several
reports have been published (24) in which children receiving
fat emulsions have developed marked hyperlipidemia, GI
disturbances, hepatosplenomegaly, impaired hepatic func-
tion, anemia, thrombocytopenia, prolonged clotting time,
elevated prothrombin time, and spontaneous bleeding. These
findings resolved when the fat emulsion was withdrawn.

Complications of Vascular Access

The lipid-based system of parenteral nutrition can be
infused through the ordinary peripheral venous cannulae

used for the administration of crystalloid solutions. Local
phlebitis and inflammation from infiltration and cutaneous
extravasation occur with about the same frequency as that
associated with the infusion of nonnutrient solutions. In
contrast, a central venous catheter is required for infusion
of the highly concentrated glucose and three-in-one sys-
tems. Insertion and maintenance of such catheters may be
associated with a variety of complications. Complications
that may occur during the placement of the catheter
include improper advancement of the catheter tip into
one of the jugular veins or the contralateral innominate
vein, instead of into the superior vena cava. In addition, air
embolization or cardiac arrhythmias may occur. Percuta-
neous jugular or subclavian cannulation may rarely result
in an injury to an adjacent anatomic structure, such as the
brachial plexus, great vessels, or thoracic duct. Pneu-
mothorax, usually resulting from inadvertent entrance
into the pleural cavity, is probably the most common com-
plication of attempted subclavian catheterization and has
been reported to occur in ~ 2—3% of attempts in large series.
Late complications after successful central catheterization
may include air embolism, catheter occlusion, central vein
thrombophlebitis, and catheter-related sepsis.

Systemic Sepsis

Sepsis attributable primarily to the administration of par-
enteral nutrition should be an infrequent complication in
modern practice. A variety of factors may contribute to the
development of this complication. Hyperglycemia, which
may be induced or aggravated by nutrient infusions (see
below), has been associated with sepsis in critically ill
patients. Maintaining blood glucose levels between 80
and 110 mg-dL ™! has been shown to significantly reduce
the incidence of septicemia (25). In addition, patients requir-
ing TPN are often inordinately susceptible to infection
because of serious illness, malnutrition, and chronic debil-
itation—all conditions associated with impaired immune
responses. Patients receiving immunosuppressive therapy,
cytotoxic drugs, or corticosteroids are likewise susceptible to
infection. These drugs as well as prolonged administration
of broad-spectrum antibiotics may subject patients to sepsis
from unusual, ordinarily saprophytic, microorganisms.

In addition to these patient-related factors, several
specific TPN-related factors contribute to the pathogenesis
of sepsis. The various components of the nutrient solution
can become contaminated during manufacture or at the
time of component admixture in the hospital pharmacy.
The ability of the nutrient solution to support microbial
growth is well established, but with present techniques of
solution preparation sepsis from contamination should be
rare. The vascular access apparatus appears to be the most
common source of TPN-associated sepsis. Contamination
may take place when the infusion catheter is inserted;
when containers of the nutrient solution are changed;
when intravenous tubing is replaced; when in-line filters
are inserted; or when the intravenous cannula is used for
measurement of central venous pressure, blood sampling,
or the infusion of medication or blood products. In addition,
to-and-fro motion of a subclavian catheter due to inade-
quate fixation will allow exposed portions of the catheter to



enter the subcutaneous tract leading to the vein, which
may result in infection. Hematogenous contamination of
the infusion catheter may occasionally occur following
bacteremia secondary to a distant focus of infection. More
commonly, however, catheter-related sepsis is due to con-
tamination of the catheter by organisms colonizing the skin
surrounding the catheter insertion site. The incidence of
sepsis varies greatly in reported series, but in recent years
TPN has been administered with very low rates of infec-
tion. This improving trend is evidently due to adherence to
rigid protocols of practice, and the employment in many
hospitals of a dedicated, multidisciplinary team to manage
the nutritional therapy. With this approach, TPN-related
sepsis occurs in ~ 3% of patients receiving the glucose
system. This complication is much less common among
patients receiving the lipid-based system of parenteral
nutrition through a peripheral vein (16).

Metabolic Complications

A variety of metabolic derangements have been observed
during the course of total parenteral nutrition. These
derangements may reflect preexisting deficiencies, or they
may develop during the course of parenteral nutrition as a
result of an excess or deficiency of a specific component in
the nutrient solution. As would be expected, the standard
solutions may not contain the ideal combination of ingre-
dients for a given individual. In fact, adverse effects from
an excess or deficiency of nearly every component of nutri-
ent solutions have been described. Consequently, patients
must be carefully monitored so that the content of the
nutritional solution can be adjusted during the course of
therapy. For example, minor alterations in electrolyte
content are often necessary.

Abnormalities of blood sugar are the most common
metabolic complications observed in patients receiving
total parenteral nutrition. Hyperglycemia may be asso-
ciated with critical illness independent of nutrient infu-
sions. However, patients receiving the glucose-rich glucose
and the three-in-one systems are particularly susceptible
to elevated blood sugar levels. In addition, hyperglycemia
may be manifest when the full caloric dosage of the glucose
and three-in-one systems is inappropriately given initially
and later if rates of infusion are abruptly increased. In
addition, glucose intolerance may be a manifestation of
overt or latent diabetes mellitus, or it may reflect reduced
pancreatic insulin response to a glucose load, a situation
commonly observed during starvation, stress, pain, major
trauma, infection, and shock. Hyperglycemia also may be a
reflection of the peripheral insulin resistance observed
during sepsis, acute stress, or other conditions that are
accompanied by high levels of circulating catecholamines
and glucocorticoids. Decreased tissue sensitivity to insulin
is also associated with hypophosphatemia, and hypergly-
cemia has been observed in patients with a deficiency of
chromium. The latter trace metal probably acts as a cofac-
tor for insulin. The incidence of hyperglycemia can be
minimized by initiating therapy gradually with either of
the two glucose-rich systems. Full dosage should be
achieved over a 3 day period, during which time adaption
to the glucose load takes place. In addition, careful meta-
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bolic monitoring during this period will disclose any ten-
dency to hyperglycemia. Subsequently, a constant rate of
infusion is maintained. An inadvertent decrease in the rate
of the infusion should not be compensated by abrupt
increases in rate; such “catching up” is not allowed. When
hyperglycemia supervenes despite these precautions, the
etiology is sought. The common cause of hyperglycemia
after a period of stability is emerging sepsis, the overt
manifestations of which may not appear for 18-24 h after
development of elevated glucose levels.

Recent evidence indicates that maintenance of blood
sugars levels between 80 and 110 mg-dL ™! in critically
ill patients is associated with a significant reduction in
mortality and the incidence of septicemia (25). Uncompli-
cated, moderate hyperglycemia is controlled initially by
subcutaneous or intravenous administration of insulin;
the TPN infusion is continued at the usual rate. Subse-
quently, the appropriate amount of insulin is added to
the TPN solution during its aseptic preparation in the
pharmacy. Providing insulin in the TPN solution has the
advantage that inadvertent alterations in the rate of glucose
delivery are automatically accompanied by appropriate
adjustments in the amount of insulin administered. Patients
with hyperglycemia complicated by massive diuresis,
dehydration, neurologic manifestations, or the syndrome
of hyperosmolar nonketotic coma are managed by immedi-
ate termination of the TPN infusion, fluid resuscitation,
and insulin administration.

In contrast to the problem of hyperglycemia, blood sugar
levels decrease when the rate of infusion of the glucose
system is abruptly reduced. Symptomatic hypoglycemia is
most likely to occur when the reduction of the infusion rate
had been preceded by an increased rate. When the glucose
system is to be discontinued electively, the rate of delivery
should be tapered gradually over several hours. Patients
who are hemodynamically unstable or who are undergoing
surgery should not receive TPN, since fluid resuscitation
may be inadvertently carried out using the TPN solution.
Therefore, the TPN infusion is discontinued abruptly in
such patients, and hypoglycemia is averted by infusing a
solution of 10% glucose. Hypoglycemia may also reflect an
excessive dosage of exogenous insulin. This most commonly
occurs as a result of failure to recognize the resolution of
peripheral insulin resistance and the associated decreased
insulin requirement when the provoking condition responds
to therapy.

Serum lipid profiles, which are routinely monitored
during treatment with the lipid system, commonly reveal
elevations of free fatty acids, cholesterol, and triglycerides.
However, adverse clinical effects are uncommon (22,26).
Nevertheless, triglyceride levels > 400 mg-dL ! should be
avoided since hypertrigylceridemia of this magnitude may
be associated with an increased risk of pancreatitis, immu-
nosuppression, and altered pulmonary hemodynamics (11).

Deficiencies of the major intracellular ions may occur in
the catabolic state, since the protein structure of cells is
metabolized as an energy source, intracellular ions are lost,
and the total body concentration of these ions, including
potassium, magnesium, and phosphate, are decreased.
Furthermore, during nutritional repletion, these ions,
derived from the serum, are deposited or incorporated in



130 NUTRITION, PARENTERAL

newly synthesized cells. When supplementation of these
ions in nutrient solutions is insufficient, hypokalemia,
hypomagnesemia, and hypophosphatemia ensue. Serum
levels of these substances should be measured regularly
during TPN since such monitoring will disclose deficiencies
before the clinical manifestations develop. Symptoms of
hypokalemia are unusual when serum levels of potassium
> 3.0 meq-L~!. Asymptomatic hypokalemia can be managed
by increasing the potassium supplement added to the nutri-
ent solution at the time of preparation. When cardiac
arrhythmias or other significant symptoms develop, the
rate of TPN infusion should be tapered promptly while
serum glucose levels are monitored closely, and an intrave-
nous infusion of potassium chloride is begun.

Intracellular consumption of inorganic phosphate dur-
ing the synthesis of proteins, membrane phospholipids,
DNA, and adenosine triphosphate (ATP) may produce a
striking deficit in the serum phosphate level after only
several days of intravenous feedings devoid of or deficient
in phosphate. Symptoms of hypophosphatemia may occur
when serum phosphate levels fall to 2 mg-dL 1. However,
severe manifestations are particularly apt to occur aslevels
fall to < 1 mg-dL"*. These include acute respiratory fail-
ure, marked muscle weakness, impaired myocardial con-
tractility, severe congestive cardiomyopathy, acute
hemolytic anemia, coma, and death. Hypophosphatemic
patients who are asymptomatic can be managed by increas-
ing the phosphate supplement in the nutrient solution.
Symptomatic patients or those with serum phosphate
levels < 1mg dL™' should be repleted intravenously
through a separate infusion line. Parenteral nutrition
should be stopped, and a 10% glucose solution should be
infused to avert hypoglycemia. Since intracellular phos-
phate consumption is dependent on caloric intake, with-
drawing TPN alone often results in an increased serum
phosphate level within 24 h.

A variety of adverse effects comprising the refeeding
syndrome has been associated with the rapid induction of
the anabolic state in severely malnourished, cachectic
patients using standard nutrient solutions (16). Cardiac
decompensation, the most serious feature of the syndrome,
may be due to overhydration and salt retention in the face of
starvation-induced low cardiac reserve. Hypophosphatemia,
consequent to rapid refeeding, is another important contri-
buting factor to cardiac failure. Rapid nutritional repletion
also is implicated in producing deficits of the other major
intracellular ions, magnesium and potassium, as well as
acute deficiencies of vitamin A (associated with night blind-
ness), thiamine (associated with the high output cardiac
failure of beriberi, Wenicke’s encephalopathy, and lactic
acidosis), and zinc (associated with diarrhea, cerebellar dys-
function, dermatitis, impaired wound healing, and depressed
immunity). Refeeding alkalosis also has been described. To
avoid the refeeding syndrome in the chronically starved
patient, parenteral nutrition should be introduced more
gradually than usual, perhaps reaching the full caloric and
protein requirements over the course of 5-7 days (16).

Healthy or malnourished individuals who receive a
constant parenteral infusion of a fat-free, but otherwise
complete diet eventually develop clinical and biochemical
manifestations that are completely reversed by the admin-

istration of linoleic acid. Thus, the syndrome of essential
fatty acid deficiency in humans is due principally, if not
exclusively, to a lack of linoleic acid. Exogenous linolenic
acid is required by some species, but its essentiality for
humans is unproven. The most commonly recognized man-
ifestation of linoleic acid deficiency is an eczematous des-
quamative dermatitis largely, but not always, confined to
the body folds. Other clinical findings may include hepatic
dysfuntion, anemia, thrombocytopenia, hair loss, and pos-
sibly impaired wound healing. Growth retardation has
been observed in infants. Fatty acid deficiency is treated
by the administration of linoleic acid, usually by infusing
one of the currently available fat emulsions. Patients
receiving the glucose-based system of parenteral nutrition
should be treated prophylactically by providing 4% of
calories as linoleic acid. This requirement is usually met
by infusing 1 L-week ! of a 10% fat emulsion.

Abnormalities in bone metabolism have been observed
in patients receiving parenteral nutrition for prolonged
periods, especially in home treatment programs. Such
metabolic bone disease includes the common disorders of
osteoporosis and osteomalacia and is characterized by
hypercalciuria, intermittent hypercalcemia, reduced ske-
letal calcium, and low circulating parathormone levels.
The clinical features have included intense periarticular
and lower extremity pain. The pathogenesis of this syn-
drome is obscure, but hypotheses include an abnormality of
vitamin D metabolism and aluminum toxicity (27-29).
Most recently, vitamin K deficiency has been considered
an etiologic factor since it has been recognized that this
condition increases the risk of osteoporosis and fractures
and that these risks can be reduced with vitamin K ther-
apy. Vitamin K also appears to be necessary for the synth-
esis of a diverse group of proteins involved in calcium
homeostasis (13,14,30,31). These findings have lead to
the recent recommendation to routinely add vitamin K
to TPN solutions, as discussed above.

NON-NUTRITIONAL EFFECTS OF PARENTERAL NUTRITION

Effects on the Stomach

Gastric acid secretion is significantly increased during the
initial period of treatment with the glucose system, but the
duration of this effect is unknown. The acid secretory
response observed is due primarily to the infusion of crys-
talline amino acids, and this effect of amino acids on gastric
secretion is virtually abolished by the concurrent intrave-
nous infusion of a fat emulsion. The effect of chronic TPN
on gastric secretory function is less clear. Chronic parent-
eral nutrition in animals has been associated with
decreased antral gastrin levels and atrophy of the parietal
cell mass. This observation is consistent with anecdotal
clinical reports in which gastric hyposecretion has been
observed in patients receiving long-term parenteral nutri-
tion at home (32).

Effects on the Intestinal Tract

Morphologic and functional changes occur in the small
intestine and the colon when nutrition is maintained



exclusively by vein. A significant reduction in the mass of
the small and large intestine occurs, and there is a marked
decrease in mucosal enzyme activity. Enzymes affected
include maltase, sucrase, lactase, and peroxidase. These
changes are not in response to intravenous nutrition per se,
but reflect the need for luminal nutrients for maintenance of
normal intestinal mass and function. The mechanism by
which food exerts a trophic effect is at least in part endocrine
in that intraluminal contents stimulate the release of enter-
otrophic hormones such as gastrin (16,33,34).

Effects on the Pancreas

Similar morphologic and functional atrophy of the pan-
creas is observed during the course of parenteral nutrition.
In contrast to the effect of fat consumed orally, intravenous
lipids do not stimulate pancreatic secretion (16,35).

Effects on the Liver

Transient derangements of liver function indexes occur in
the majority of patients receiving parenteral nutrition
regardless of the proportion of glucose and lipid (36,37).
Similar abnormalities also have been observed in patients
receiving enteral nutrition (tube feedings) (38,39). The
etiology of these changes is uncertain and probably multi-
factorial. One hypothesis is that glucose and protein
infusions in amounts exceeding requirements may con-
tribute to these changes. In addition, an infectious etiol-
ogy, perhaps related to the underlying condition requiring
nutritional support, has been suggested, since oral metro-
nidazole has been reported to reverse the changes in some
patients. Administration of ursodesoxycholic acid also
has been associated with improvement of TPN-related
cholestasis (40). In any case, the clinical course associated
with the liver changes is nearly always benign so that
TPN need not be discontinued. Nevertheless, patients
receiving TPN for several years or more are at greater
risk for developing severe or chronic liver disease, but
again the etiologic relationship is unclear (36).

Effects on the Respiratory System

Fuel oxidation is associated with oxygen consumption and
carbon dioxide production. Oxygenation and carbon dioxide
elimination are normal pulmonary functions. Consequently,
patients with respiratory failure receiving aggressive nutri-
tional support may not be able to meet these demands of fuel
metabolism. It is particularly important to avoid infusing
calories in amounts exceeding requirements, since this
aggravates the problem, increases tidal volume, respiratory
rate, and PCO,, and offers no nutritional benefit (41).

INDICATIONS FOR PARENTERAL NUTRITION

Although the clinical benefits derived from nutritional
substrates infused intravenously appear equivalent to
those derived from substrates absorbed from the alimen-
tary tract, feeding through the alimentary tract is prefer-
able when feasible because this route of administration is
less expensive, less invasive, and, most importantly, is
associated with a significantly lower incidence of infectious
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complications (42). Nevertheless, many hospitalized
patients have conditions in which alimentary tract nutri-
tion either by mouth or tube feeding is inadequate, inad-
visable, or would require an operative procedure (e.g.,
gastrostomy or jejunostomy) to establish access. It is for
these patients that parenteral feeding should be consid-
ered. Normally nourished patients unable to eat for as long
as 7-10 days generally do not require parenteral nutrition.
The protein-sparing effect of 100—150 g of glucose provided
in a 5% solution is sufficient. Patients in this category
include those undergoing GI surgery in whom only several
days of ileus are anticipated postoperatively. However, if
the resumption of adequate intake is not imminent after
7-10 days, parenteral feedings are recommended. In con-
trast, normally nourished patients should receive TPN
promptly when initial evaluation discloses gastrointestinal
dysfunction that is expected to persist beyond 7-10 days.
In addition, malnourished or markedly hypercatabolic
patients (e.g., those with severe burns, sepsis, or multiple
trauma) with GI dysfunction are given parenteral nutri-
tion immediately.

In some patients, parenteral feedings have benefits in
addition to improved nutrition. When all nutrients are
provided intravenously, a state of bowel rest can be
achieved in which the mechanical and secretory activity
of the alimentary tract declines to basal levels (see earlier).
These nonnutritional effects may be beneficial in the man-
agement of GI fistulas and acute inflammatory diseases,
such as pancreatitis and regional enteritis. Parenteral
nutrition may also be useful as a “medical colostomy”.
Thus, the reduction or elimination of the fecal stream
associated with intravenous feedings may benefit patients
with inflammation or decubitis ulcers adjacent to the anus
or an intestinal stoma or fistula.

Any preexisting acute metabolic derangement should be
treated before parenteral nutrition is begun. In addition,
TPN should not be used during periods of acute hemody-
namic instability or during surgical operations since the
nutrient solution may be used inadvertently for fluid resus-
citation. Parenteral nutrition is not indicated for patients
with malnutrition due to a rapidly progressive disease that
is not amenable to curative or palliative therapy.

COMPARING METHODS OF TOTAL PARENTERAL
NUTRITION

Factors to be considered in comparing the glucose, the
lipid, and the three-in-one systems of parenteral nutrition
include the composition and nutrient value of the three
systems, the relative efficacy of glucose and lipid calories,
and the ease and safety of administration.

Comparative Composition of Parenteral Nutrition Systems

As outlined in Table 6, the lipid system provides fewer
calories and less nitrogen per unit volume than the glucose
and three-in-one systems. Thus, greater volumes of the
lipid system are required to provide an isocaloric and
isonitrogenous regimen. On the other hand, the lower
osmolarity of the lipid system permits safe peripheral
venous administraton of all required nutrients, whereas
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Table 6. Comparison of Parenteral Nutrition Systems

Glucose System

Lipid System Three-in-One System

Carbohydrate calorie 850 keal L ™!
Lipid calories 0 keal L !
Caloric density 0.85 kcal- mL !
Nitrogen provided 71gL™?t
Protein equivalent 44 gLt

Calorie/nitrogen ratio 120:1
Concentration (approximate) 2000 mOsm-L1!

220 kecal L1 540 kcal L~}
500 keal L~?! 300 keal Lt
0.72 kcal- mL ! 0.84 keal mL !

5.0 gLt 6.8 gLt
31 gL! 425gL7!
144:1 124:1
900 mOsm-L ! 1500 mOsm-L !

the higher concentration of the other two systems man-
dates central venous infusion.

Glucose Versus Lipid as a Caloric Source

The relative impact of glucose and lipid calories on nitrogen
retention or body composition has been the subject of
extensive investigation often with disparate conclusions,
depending on the subset of patients studied (16). However,
the preponderance of evidence supports the conclusion that
the two caloric sources are of comparable value in their
effect on nitrogen retention in normal persons or in chroni-
cally ill, malnourished patients. The major study support-
ing this conclusion is that of Jeejeebhoy and associates (22),
who observed that optimal nitrogen retention with the lipid
system requires a period of ~ 4 days to establish equili-
brium, after which nitrogen balance is positive to a com-
parable degree with both the glucose and lipid systems.
More recent data now attest to the equivalent efficacy of
lipid as a major caloric source in critically illness and sepsis
(43-45).

Ease and Safety of Administration

The glucose and three-in-one systems require central
venous administration. Percutaneously inserted central
venous catheters must be placed by physicians and per-
ipherally inserted central venous catheters (PICC) by
physicians or specially trained nurses under sterile con-
ditions. Insertion and use of central catheters may be
associated with certain complications discussed pre-
viously that are not seen with the peripherally adminis-
tered lipid system.

The ordinary venous cannulae used for infusion of the
lipid system can be easily inserted at the bedside and
maintained by ward personnel. Whereas a central venous
catheter requires special care and attention to prevent
catheter sepsis, best provided by a dedicated team, the
cannulae used in the lipid system require the same simple
care as those used in the peripheral venous administra-
tion of crystalloid solutions. The peripherally-infused
lipid system is rarely associated with systemic sepsis
(16,23).

SELECTING THE TPN REGIMEN

For many patients, the nutritional requirements can be met
equally well by any of the TPN systems discussed. The selec-
tion in these cases is often based on nonnutritional factors,

such as the experience of the physician, ease of administration,
and anticipated duration of therapy. On the other hand, there
are subsets of patients requiring intravenous nutritional sup-
port who have associated or concurrent medical conditions
that influence the choice of treatment.

Fluid Restriction

The lipid system described here has the lowest caloric and
nitrogen content per unit volume of the three standard
regimens (Table 6). Thus, a greater volume has to be
infused to provide the same nutrients. Fluid restriction
is facilitated, therefore, by prescribing the more concen-
trated glucose or three-in-one system. For patients who
must be severely fluid restricted, these two systems may be
modified by substituting 70% glucose and 10-15% amino
acids for the 50 and 8.5% preparations, respectively, in
order to supply equivalent nutrient content in a smaller
volume. The recently available 30% fat emulsion, providing
3 kecal- mL ™!, may prove useful in designing additional TPN
regimens for fluid-restricted patients.

Acute Myocardial Ischemia

In some studies, lipid infusions have been associated with
elevated circulating free fatty acid levels. The effect of the
latter on patients with acute myocardial ischemia is con-
troversial, but there is evidence that arrhythmias may be
precipitated and the area of ischemic damage may be
extended in patients with acute myocardial infarctions
(46-48). In view of these data, the glucose system is
recommended in this group of patients.

Glucose Intolerance

It appears that hyperglycemia due to stress or diabetes
mellitus is more easily managed if less glucose is infused,
as in the three-in-one and lipid systems (49-51).

HYPERLIPIDEMIA

The lipid infusions are contraindicated in patients with
conditions in which the metabolism of endogenous lipids is
abnormal. Here the glucose system is prescribed.

Pulmonary Disease

In patients with pulmonary insufficiency it is particu-
larly important that lipogeneis induced by excess glucose
be avoided because it results in an increase in total CO,



production, which may in turn lead to elevated PCO,
values. In addition, significantly less COy is produced
during the metabolism of isocaloric amounts of lipid
compared to glucose. Thus, increasing the proportion
of lipid calories in the nutrient solution, as in the
three-in-one and lipid systems, may facilitate the clinical
management of patients with chronic pulmonary insuf-
ficiency and hypercarbia (52—-54). In contrast, impaired
pulmonary function has been observed when patients
with acute respiratory distress syndrome receive lipids
infusions. The adverse effects reported include decreased
PO; and compliance and increased pulmonary vascular
resistance (55).

HOME PARENTERAL NUTRITION

Methods of TPN have become sufficiently standardized and
simplified that such care can now be safely and effectively
provided at home on an ambulatory basis. Candidates for
such homecare include those in whom the acute underlying
medical condition requiring initial hospitalization has
resolved, but who still require intravenous nutrition for
a prolonged or indefinite period or even permanently.
Patients with anorexia nervosa, Crohn’s disease, short
bowel syndrome, or severe hyperemesis gravidarum are
among those who have been successfully managed with
ambulatory TPN. Other candidates for home therapy
include cancer patients with anorexia associated with
chemotherapy or radiation therapy and patients with con-
trolled enterocutaneous fistulas, radiation enteritis, or
partial intestinal obstruction.

While the general principles of TPN outlined previously
are applicable here, there are certain specific considera-
tions in homecare necessary to make this method safe,
convenient, and practical. Home patients should receive
their nutrient solution through a tunneled, cuffed, silicone
rubber or polyurethane central venous catheter (Hickman-
type catheter). Such catheters are of low thrombogenicity,
and passing the cuffed catheter through a subcutaneous
tunnel reduces the incidence of ascending infection. Cen-
tral placement, usually through the subclavian vein or
internal jugular vein, frees the patient’s extremities from
any apparatus.

Whereas inpatient TPN is infused around the clock,
home TPN is often infused in cyclic fashion, usually during
sleeping hours, so that patients may be free of the infusion
apparatus for part of the day. Patients must adapt to the
more rapid hourly rates of infusion necessary to provide the
required volume in a shorter period. Alterations of blood
sugar, the commonest acute metabolic abnormalities, are
best prevented by gradually increasing the rate of delivery
over 1-2 h at the beginning of therapy and tapering the rate
over several hours at the conclusion of the daily treatment.

Finally, chronic TPN for months or years appears to be
unmasking requirements for additional nutrients that are
stored in significant quantities or that are required in
minute amounts. For example, further investigation may
indicate requirements for selenium, molybdenum, taurine,
and probably other micronutrients.
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INTRODUCTION

Ophthalmology involves a study of diagnosis and manage-
ment of eye diseases. The retina, also called the fundus
oculi, constitutes a major component of the posterior seg-
ment of the eye. The central area of the fundus that is
responsible for vision is called macula. The macula has a
large number of photoreceptors that are specialized neu-
rons containing colored light sensitive dyes (visual pig-
ments). The center of macula is known as the fovea. The
absorption of light initiates a cascade of events that
bleaches these visual pigments and generates an electro-
chemical signal that is responsible for vision. This
sequence of events is known as the visual cycle. Ocular
fundus reflectometry is a noninvasive technique for an
in vivo study of the visual cycle (1). It provides an objective
and quantitative assessment of the kinetics of visual
pigments.

Fundus reflectometry involves measuring the intensity
of light of different wavelengths reflected by the ocular
fundus (1). It has been primarily used to study reflectance
properties of various structures in fundus, but also can be
used for the study of oximetry and blood flow (2,3). How-
ever, the interpretation of measurement shows a lot of
variation due to the effect of different types of photorecep-
tors with its own type of pigment, and spectral distortions.
It is used in practice to characterize eye disorders with
abnormalities in visual pigments, to detect autofluores-
cence of retinal lesions, and for various research studies
in animals and humans (1).

HISTORICAL ASPECT

In 1851, a qualitative method for observation of the light
reflected at the fundus was developed by Helmhotz. In
1952, the absorption spectrum of macular pigment was
measured by Brindley and Willmer (4,5). In 1954-1971, the
density and spectral properties of human rhodopsin was
established by Rushton (6,7). He further developed a den-
sitometer in 1971. A spectrophotographic technique that
projects the entire spectrum of light was developed by
Weale in 1953. This principle was used by Weale (8,9) to
measure the density of cone pigments.

PHYSIOLOGIC BASIS AND PRINCIPLES

There are two types of photoreceptors in the human retina,
namely, the rods and the cones. The rods are concerned
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with scotopic vision (dim lighting conditions) and the cones
are responsible for photopic (daytime vision) and color
vision. The cones are present in large numbers in the
macula. Ultrastructure of both the types of photoreceptors
as studied by electronmicroscopy consists of an outer and
inner segment. The outer segments are made of stack of
disks containing the visual pigment. The inner segment is
responsible for pigment production and regeneration of
outer segments. The pigment in rods is an aldehyde of
vitamin A and in combination with protein (opsin) forms a
compound known as rhodopsin. Of the various isomeric
forms, the 11-cis form is a vital component of visual cycle
and is converted to all-trans state on absorption of a photon
(8). This sequence of events is responsible for vision and a
similar process occurs in the cones (9).

The ability of visual pigments to absorb certain wave-
length of the projected light can be determined by spectro-
photographic techniques. This forms the basis of fundus
reflectometry. In in vitro conditions, a monochromatic light
can be projected on a sample of pigment and the intensity of
the emergent beam is measured. It is possible to deduce the
absorbing effect of the pigment by again projecting the light
without the pigment. By using various wavelengths, an
absorbance spectrum can be calculated. However, this is
not possible in vivo, and hence an alternative technique has
been devised. It consists of measuring the intensity of the
emergent beam before and after bleaching of the pigment
in vivo. This constitutes the physiologic basis of fundus
reflectometry (1).

METHODS OF FUNDUS REFLECTOMETRY

The reflectometers can be classified as either spectral or
imaging reflectometers. The various types of spectral
reflectometers are Utrecht, Boston 1, Jena, Boston 2,
and Utrecht 2'. These instruments measure the absolute
spectral reflectance. The Utrecht reflectometer measures
the foveal reflectance and determines the absorption char-
acteristics of the cone visual pigments. The Utrecht 2 is a
newer device and measures cone-photoreceptor direction-
ality along with foveal reflectometry. The Boston 1 reflect-
ometer was devised for oximetry and could simultaneously
measure the reflectance at six wavelengths between 400
and 800 nm. The Boston 2 consisted of a modified Zeiss
fundus camera, which could assess the orientation of foveal
photoreceptors, their directionality, and the ratio of direc-
tional to diffuse flux (10-13). The Jena was a combination
of a xenon lamp with a monochromator, and measured
reflectance by photon-counting techniques.

The fundus imaging systems can also be modified to
measure reflectance. This is called as imaging densitome-
try and has inferior resolution as compared to spectral
densitometry. The various techniques used include fundus
camera, video-based systems, scanning laser ophthalmo-
scope, and a charge-coupled device (CCD) camera. The
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fundus camera and the video-based system generate maps
of the visual pigment (14). However, there is an error in
measuring reflectance due to stray light. Therefore a scan-
ning laser ophthalmoscope (SLO) was developed in which a
laser beam is moved in a raster pattern over the retina. In
spite of high contrast and large dynamic range, the SLO did
not provide a quantitative determination of fundus reflec-
tion. Around the same time, the CCD camera came into
vogue and measured fundus reflectance spectra in 400-710
nm wavelength range.

The above-mentioned techniques of reflectometry have
been used to develop models to quantify the spectral dis-
tribution of light pathways in human fundus. The various
structures in the eye with reflectance properties include
the cornea, lens, internal limiting membrane, nerve fiber
layer, photoreceptors, retinal pigment epithelium, and
sclera (15). On the contrary, the various structures that
absorb light include lens, macular pigments, visual pig-
ment, lipofuscin, melanin, and hemoglobin. Taking into
consideration these various structures and their reflec-
tance properties, numerous attempts have been made to
study the visual cycle. These can be as simple as measuring
light transmission by the retina to determining foveal
fundus reflectance using spectral, directional (16—-19) and
bleaching effects.

CLINICAL APPLICATIONS OF FUNDUS REFLECTOMETRY

Fundus reflectometry is primarily used to estimate
the optical density of various pigments in the eye
(19,20). This includes the lens, macular, visual, and mel-
anin pigments. In the lens and macular pigments, optical
density measurement helps in determining the effects of
aging. Visual pigments are vital component of the light
cycle and densitometry can be used to classify photore-
ceptors on the basis of wavelength sensitive pigments. The
extent of melanin pigmentation can be characterized by
reflectometry and an index of pigmentation can be estab-
lished (21).

Apart from measuring the pigment density, reflectome-
try is also used to study oxygen saturation, and orientation
of foveal photoreceptors. These have applications in study-
ing various congenital and acquired disorders of the retina
including nutritional deficiency, infections, and degenera-
tions (22-26). They can be used not only to characterize
diseases, but also to study the effects of various treatment
modalities (25). Moreover, sometimes it also contributes to
early detection of particular diseases.

FUTURE DIRECTIONS

Fundus reflectometry has been principally used to measure
the optical density of visual pigments and study the func-
tion of a normal and diseased retina. However, it is not
used in routine patient care. The reason is because it is
time consuming and requires complicated equipments. In
addition the specificity is low, and so its use is limited only
to research purposes. Therefore it has wide applications in
epidemiologic studies, such as aging related ocular disor-
ders (27,28).

Due to the ability to measure directionality and spatial
distribution, fundus reflectometry is being tested in deter-
mining nerve fiber layer thickness, measurement of oxygen
saturation, and to monitor the effects of laser therapy.
As we move into a new era of prolonged longevity, due
to advances in medicine, fundus reflectometry will be used
to test new hypothesis and treatments.
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INTRODUCTION

This chapter will discuss the different types of eye move-
ments generated by the ocular motor system, the advan-
tages and disadvantages of commonly used recording
systems, the requirements for accurate calibration of those
systems, and the use of eye-movement recordings in
research.

What Can We Record and Why? A Brief Introduction to Types
of Eye Movements and Why We Record Them

Humans are highly visually driven animals. Our hearing
may be inferior to that of the owl and our sense of smell far
poorer than a dog’s, but our visual acuity is excelled by few
other species. High resolution vision, however, creates a
bandwidth problem—if we processed our entire visual field
simultaneously at maximal resolution, we would need so
many optic nerve fibers to carry visual information back to
the brain that our eyes might not fit into our heads. The
solution that has evolved is to make the resolution of the
retina—the light-sensitive neural layer of the eye—
inhomogeneous. Visual acuity in the central 1° of the visual
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field is maximal, but it falls off rapidly as one moves toward
the periphery. What keeps us from ever being aware of this
fact is the nearly incessant motion of our eyes, which use a
number of interconnected control systems to direct our
gaze to an object of interest and to keep it fixated in the
face of target and body movement. Considerable processing
in the visual areas of the brain is needed to integrate the
discontinuous flow of visual images into the clear, stable
perception of the world that we usually experience.

EYE MOVEMENTS

The types of eye movements to be discussed here all play a
part in the maintenance of vision. There are only 6 muscles
per eye, arranged in opposing pairs and moving in a
relatively constrained way by virtue of the anatomy of
the orbit. Although each type of eye movement serves a
specific purpose and is generated by partially distinct brain
mechanisms, they nonetheless interact in the course of
normal life. Examination and recording of eye movements
has a surprisingly long history, going back to the pioneer-
ing work of Dodge and Cline (1). Eye-movement recording
has enjoyed a number of advantages over the analysis of
other motor control mechanisms. The following sections
will briefly describe each type of eye movement, what
purpose it serves, and why one might wish to record it.

Version and Vergence

The ocular motor system may be divided into two major
subsystems: one that controls version (conjugate or con-
junctive) eye movements, and one that controls vergence
(disconjugate or disjunctive) eye movements. Saccades,
pursuit, vestibuloocular, and optokinetic eye movements
are types of version movements, and convergent and diver-
gent refixations and pursuits are types of vergence eye
movements. Patients may exhibit eye-movement abnorm-
alities stemming from disorders in the version or vergence
subsystem and both nystagmus and saccadic intrusions
may be disconjugate, even uniocular. Recording systems
used for all eye movements should be capable of indepen-
dently recording data from both eyes, regardless of
whether they are presumed to be conjugate, which is
especially important when recording patients but is also
applicable to normal individuals because conjugacy is not
absolute. It is a common misconception that one can record
“conjugate” movements from one eye only and presume the
other eye is moving in exactly the same manner. In this
chapter, only methods that fulfill this requirement are
considered, regardless of either the experimental paradigm
(version or vergence) or the subject population (normal or
patient).

Saccades

Saccades are the fastest eye movements made, with velo-
cities at times approaching 1000°/s. We make them nearly
incessantly during our waking hours and during rapid eye
movement sleep. Although at the end of each saccade only
the most central area around the fixation location is seen
with maximal acuity, our brains are able to integrate the



138 OCULAR MOTILITY RECORDING AND NYSTAGMUS

rapidly acquired series of such images into a single, unified
perception of the world. Saccades may be horizontal, ver-
tical, or oblique, which has implications for their recording,
as will be discussed below. Evaluation of saccades may be
grouped broadly into assessment of the saccades them-
selves and analysis of where they go as an individual views
a scene or an image. Some eye trackers are more suitable
for one sort of study than another. In particular, some
methods are poorly suited to vertical and completely
unsuited to torsional eye movements, where as others
may have insufficient temporal resolution for assessment
of latency or accuracy but excel at mapping sequences of
fixations in two dimensions. In this discussion, a somewhat
arbitrary distinction will be drawn between the detailed
evaluation of individual saccades (as is often done clini-
cally) and the assessment of scanpaths (as is sometimes
used in a clinical setting but more often used in studies of
man-machine interaction).

Inherent Saccadic Characteristics.

Accuracy. Saccadic accuracy is usually expressed in
terms of gain (eye position/target position). Most com-
monly, if a refixation were comprised of multiple steps
toward the target, the gain would be based only on the
first step. Gain may be either abnormally high or abnor-
mally low in different neurological conditions.

Latency. Latency is the time between stimulus onset
and onset of eye movement. In humans, latency may range
from 80 to several hundred ms, depending on the task and
the age and health of the patient. Normally, saccades made
in anticipation of target motion are excluded, unless sti-
muli with predictable location and timing are used. To be
measured accurately, data must be acquired at a rate
permitting the precise resolution of saccade timing (e.g.,
500 Hz). Thus, a 25 or 30 Hz video-based system would be
useless for this application.

Peak Velocity. Peak velocity can be measured either
using analog electronics or, more commonly now, by off-line
differentiation using software. Peak velocity is affected by
fatigue, sedating drugs, and diseases that affect the cells in
the brainstem that generate the fast, phasic component of
saccadic innervation. Again, very low frame rates will
make accurate calculation of peak velocity impossible, as
it would not be possible to measure the rate of change in eye
position. Indeed, if the sampling rate is too low, small
saccades may be lost altogether, as they could be completed
between samples (or video frames).

Scanpaths. Scanpaths can be divided into the descrip-
tions of how individuals view a scene and nystagmus
scanpaths that describe the eye trajectories about a fixa-
tion point in an individual with nystagmus. The former
contain refixation saccades and periods of fixation whereas
the latter contain the oscillatory nystagmus movements,
braking, and foveating saccades, plus intervals of rela-
tively stable fixation, if present.

Clinical Applications. Demonstration of how individuals
(including patients) view a scene is probably the most

familiar application of eye movement recording. In these
applications, the “fine structure” of each saccade is of less
interest than knowledge of where the saccades take the
eyes and in what sequence. The classic work of Yarbus
demonstrated the stereotyped way in which individuals
view faces (2). As these investigations are focused on how
cognitive processes control gaze, such work can be used to
examine how patients with Alzheimer’s disease (3) exam-
ine a novel scene or how individuals with schizophrenia
attempt to judge the emotions expressed in a face. For
scanpath analyses, high temporal resolution is unneces-
sary and spatial resolution on the order of a degree, not
minute of arc, is acceptable. A wide linear range for vertical
and horizontal eye movements is essential, however. Unob-
trusiveness and minimal obstruction of the visual field are
highly desirable when behavior is to be interfered with as
little as possible.

Commercial Applications (Usability Studies, Man-Machine
Interactions). Commercial applications are probably one of
the most rapidly growing areas of eye movement research;
it involves evaluating how humans interact with human
displays. Here, the goal may be to see how a web page is
examined or where a pilot is looking in a cockpit. The
technical requirements for the eye tracker are essentially
the same as for clinical applications. An exception is the
area of gaze-contingent displays, where the endpoint of a
saccade is predicted from recording its beginning, and the
display is updated in high resolution only at that point.
Such applications impose stricter temporal and spatial
resolution criteria.

Nystagmus Scanpaths. Plots of the horizontal vs. vertical
motion of nystagmus patients’ eye movements during fixa-
tion of a stationary target provide insight into their ability
to foveate the target in a stable (i.e., low retinal-slip
velocity) and repeatable (i.e., low variance in the mean
positions of target foveation intervals) manner. Nystagmus
phase-plane (eye position vs. eye velocity) and scanpath
plots were developed to study the foveation periods present
in many of the waveforms seen in infantile nystagmus
(4-8). They are important methods that provide insight
into how individuals with such oscillations can achieve
high visual acuity. The recording equipment for nystagmus
scanpaths and phase-planes needs to be both accurate and
of sufficient bandwidth to record the small saccades
imbedded in nystagmus waveforms.

Smooth Pursuit. A correlate of having only a small part
of the retina—the fovea—with high spatial resolution is
that if a moving object is to be seen clearly, it must be
tracked precisely, so that its image remains on the fovea,
which is the function of the smooth pursuit system. The
brain substrates underlying smooth pursuit are, to a
degree, separable from those of the saccadic system, but,
as a recent review has noted (9), a high degree of paralle-
lism exists. Given that the two systems must work together
for successful tracking, this fact is not surprising. For
example, if you hear a bird call in the sky and decide to
follow it, you must first locate it with a saccade (and
possibly a head movement). Your pursuit system then



keeps your gaze on the bird, but if it moves too swiftly for
this system, it can be reacquired by a saccade and tracking
can the recommence. If it is lost again, the pattern repeats.
Indeed, if pursuit gain (eye velocity/target velocity) is low
or even zero, objects can still be tracked by repeated
saccades, giving rise to the clinical observation of “cog-
wheel pursuit.”

In contrast to the many roles that saccades serve, pur-
suit eye movements are rather specialized for tracking. We
all can generate saccades at will, even in the absence of
targets, but voluntary generation of smooth pursuit is
extremely rare and of poor quality. When recorded, it
may be examined qualitatively for the presence of saccades
or the smooth tracking segments can be separated out and
their gain analyzed. As a result of the bilateral organiza-
tion of motor control in the brain, it is possible to have a
unidirectional pursuit abnormality, which may be of diag-
nostic value. However, bilaterally reduced smooth pursuit
is nonspecific, as it may result from boredom, inattention,
alcohol, fatigue, as well as pathology. As the pursuit system
cannot track targets moving at greater than approximately
2 Hz, the requirements for its recording are not very
demanding. If pursuit velocity is to be derived, however,
then a low-noise system with appropriate low-pass filtering
is essential to prevent the velocity signal from being
swamped by noise. A low-noise system is also crucial in
computer analysis of smooth pursuit because the algorithm
used to identify saccades must ensure that none of the
saccade is included in the data segment being analyzed as
pursuit. If the pursuit component of the eye movement is
only 5°/s and portions of saccades with velocities < 30°/s
are included, pursuit gain calculations may be highly
inaccurate, which is a concern when commercial systems
incorporating proprietary algorithms are being used in
clinical settings where this possibility has not been antici-
pated. See Calibration (below) for more information.

Vestibulo-Ocular Response (VOR)

The VOR is a fast reflex whose purpose is to negate the
effects of head or body movement on gaze direction. Accel-
eration sensors in the semicircular canals provide a head-
velocity input to the ocular motor system that is used to
generate an eye-velocity signal in the opposite direction.
The sum of head and eye velocity cancel to maintain steady
gaze in space. The VOR is tuned to negate fast head
movements and works in concert with the optokinetic
reflex (see below), which responds to lower frequency back-
ground motion.

Rotational Testing. For vision to be maximally effective,
it must continue to work properly as humans move around
in the environment. Consider what would happen if the
eyes were fixed in the head as one walked about—the
image falling on the retina would oscillate with every step.
Every turn of the head would cause the point of regard to
sweep away from the fovea. Relying on visual input to
compensate would be far too slow to generate an accurate
compensatory input. Therefore, humans possess the semi-
circular canals, three approximately (but not precisely)
orthogonal transducers of rotational motion, as part of
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each inner ear. Only three neurons separate the canals
from the extraocular muscles that move the eyes. The
canals are filled with fluid and, as the head moves, the
inertia of the fluid causes it to lag behind, stimulating
displacement-sensitive hair cells at the base of each canal.
With only two synapses between sensory transducer and
motor effector, the core of the VOR pathway can act very
rapidly. Note, however, that constant velocity rotation
elicits a signal that eventually decays to baseline, as the
fluid eventually ceases to lag behind the canals (i.e., it
moves with the same rotational velocity as the canals). Of
course, prolonged constant velocity rotations are not part of
our evolutionary history and are rarely encountered in
daily life.

As the function of the VOR is to facilitate the main-
tenance of stable gaze as we move around in the environ-
ment, it makes intuitive sense to assess it in a moving
subject. The most common way to make this assessment is
to measure the horizontal component of the VOR as the
patient is rotated while in the seated position. Spring-
loaded Barany chairs were eventually superseded by elec-
trically driven chairs, which could be driven with velocity
steps, sinusoidally, or with more complex inputs. Step
inputs may be used to quantify the time constant of decay
of the VOR, whereas the other inputs can be used to
generate gain and phase plots. Directional asymmetries
or abnormal gains can be readily detected with such test-
ing. Such tests are also carried out not only under baseline
conditions, with the patient in complete darkness, but also
with the VOR suppressed (patients fixate a target rotating
with them) or enhanced (patients fixate an earth-fixed
target).

Rotary chair testing has several shortcomings, particu-
larly for low frequencies (e.g., 0.05 Hz). It takes a long time
to obtain several cycles of data, during which time the
patient may be lulled to sleep by the slow rotation in the
dark. Alerting tasks (e.g., mental arithmetic) can be used to
overcome this shortcoming, but the overall testing time
may be quite long. Stimuli such as pseudo-random binary
sequences have been used, with data analyzed by cross-
correlation (10) in order to obtain results across a wide
range of frequencies more rapidly. Another limitation,
however, is that in order to obtain VOR data with a chair,
the entire patient must be rotated, which limits the fre-
quency range of the technique, because rotations of, for
example, a 100 kg individual at 2 Hz would require very
high forces. In addition, high frequency rotations increase
the likelihood that because of inertia, the patient would not
rotate precisely in phase or with the same amplitude as the
chair. Systems are available that record eye movement and
sense head movement during patient-initiated head shak-
ing, which allows for testing at more physiological frequen-
cies, but it requires a cooperative patient.

A fundamental problem with rotary chair testing is that
although directional differences can be detected, localizing
pathology to one ear is difficult. Obviously, rotating only
one side of the head is impossible, and the “push-pull”
nature of the vestibular system (due to the juxtaposed
semicircular canals in the ears) makes lateralization diffi-
cult. For this reason, the next test remains valuable, in
spite of its shortcomings.
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Caloric Testing. Introduced by Barany in 1903, caloric
testing is probably the most widely used of all vestibular
tests. When carried out using EOG, it is still often referred
to as “electronystagmography” (ENG), a term that is some-
times mistakenly applied to all forms of eye-movement
recording. It involves the irrigation of the ear canal with
either warm water or cold water, which alters the behavior
of the horizontal semicircular canal on the side being
irrigated. Cold water simulates reduced ipsilateral activity
and warm water simulates an irritative lesion; the tem-
perature of the water thus determines the direction of the
resulting induced nystagmus fast phase in the way
described by the acronym COWS: cold, opposite; warm,
same. Vestibular nystagmus frequency and amplitude can
readily be assessed for each ear at various temperature
levels, which remains the only practical way to assess each
side of the vestibular system independently. However,
caloric stimulation has the appreciable shortcoming that
it is a dc input to the vestibular system. It thus assesses the
function of the system far from its physiological frequency
range of several Hertz.

Optokinetic Response (OKR)

The OKR is a slow reflex whose purpose is to negate the
effects of retinal image movement on gaze direction. Velo-
city sensors in the retina provide an input to the ocular
motor system that is used to generate an eye-velocity signal
in the same direction, maintaining gaze on the moving
background. The OKR is tuned to respond to slow retinal
image movement and works in concert with the VOR (see
above), which responds to high frequency head motion.

Full-Field. The optokinetic nystagmus (OKN) response,
like the VOR, may be induced in healthy individuals with
appropriate visual stimuli. The fundamental form of the
optokinetic response is induced by motion of all (or most) of
the visual field, which elicits a slow eye movement in the
direction of the stimulus, with a fast phase bringing the
eyes back toward their initial position. This response con-
tinues as long as the stimulus continues. If one considers
how the VOR decays with continuous motion and has low
gain at very low frequencies, then it can be seen that the
OKR and the VOR are functionally additive. Indeed, the
relationship between OKR and VOR can be readily
observed by anyone who has sat gazing out of a train
window and felt himself moving, only to discover that it
was the adjacent train which was pulling out of the station.
The optokinetic stimulus evokes activity in the vestibular
nuclei of the brain, and this activity elicits a sense of
motion—the most common way to activate the vestibular
system. This visually-induced motion percept is known as
linearvection if the motion is linear and as circularvection
if the stimulus is rotational. The nature of OKN differs
depending on whether the stimulus is actively followed or
passively viewed.

Small-Field (Hand-Held Drum, Tape). Although “train
nystagmus” may be relatively easy to induce in the real
world, presentation of a full-field OKN stimulus in a clin-
ical setting requires a stimulus that essentially surrounds

the patient. For this reason, OKN is more often tested
using either a small patterned drum or a striped tape, both
of which can be easily held in the examiner’s hands.
Although the OKN induced in this way looks no different
than that deriving from a full-field stimulus, it is primarily
a smooth pursuit response, whereas the full-field OKN
includes both pursuit components as well as responses
deriving from subcortical pathways, including the lateral
geniculate body, accessory optic system, nucleus of the
optic tract, and the brain stem and cerebellar circuitry
governing eye movements.

Spontaneous Nystagmus & Saccadic Intrusions or Oscillations

Diagnostic Classification. In addition to induced nys-
tagmus, some subjects exhibit either spontaneous or gaze-
evoked nystagmus or saccadic intrusions or oscillations.
The waveforms and other characteristics of these move-
ments often have diagnostic value; accurate calibration of
the data is necessary to extract diagnostic information or to
deduce the mechanisms underlying the genesis of an intru-
sion or oscillation (nystagmus or saccadic).

Nystagmus Versus Saccadic Oscillations. The first dis-
tinction to be made when spontaneous oscillations are
present is to distinguish between the many types of nys-
tagmus and saccadic intrusions and oscillations. Both the
slow-phase waveforms and their relationships to target
foveation (placement of the target image on the small, high
resolution portion of the retina) help in making this deter-
mination. Although the details of these determinations are
beyond the scope of this chapter, the basic difference is that
nystagmus is generated and sustained by the slow phases,
whereas saccadic intrusions and oscillations are initiated
by saccades that take the eyes off-target.

Congenital Versus Acquired Nystagmus. If nystagmus is
present, determination of its origin is necessary (i.e., is it
congenital or acquired?). Again, this field is complex and
cannot be fully discussed here. Suffice is to say, certain
nystagmus waveforms exist that are pathognomonic of
congenital nystagmus; they, along with characteristic var-
iations with gaze angle, convergence angle, or fixating eye,
help to determine whether a nystagmus is congenital or
acquired.

OCULAR MOTOR RECORDING SYSTEMS

Overview of Major Eye-Movement Recording Technologies

The following are descriptions of the more common tech-
nologies used to record the eye movements of both normals
and patients. Technical descriptions, engineering, and
physics of these and other methods may be found elsewhere
in this volume (see “Eye Movement Measurement Techni-
ques”). Emphasis in this chapter will be on the abilities of
different types of systems and the calibration requirements
to provide accurate eye-movement data in the basic and
clinical research settings.

Electrooculography. Theory of Operation. Electroocu-
lography (EOG) is the only eye-movement recording



method that relies on a biopotential, in this case, the field
potential generated between the inner retina and the pig-
ment epithelium. This signal may approach 0.5 mV or
more in amplitude. If two electrodes are placed on either
side of, and two more above and below, the orbit (along with
a reference electrode on the forehead or ear), then as the
eye rotates in the orbit, a voltage proportional to the eye
movement may be recorded, because one electrode becomes
more positive and the other more negative with respect to
the reference electrode. The technique is one of the oldest
and most widespread and has been the standard for assess-
ment of eye movements related to vestibular function.
When the term ENG is seen, it is generally EOG that is used.

Characteristics. EOG has the considerable advantage
that it requires only a high impedance, low noise instru-
mentation amplifier for its recording and that the voltage is
linearly proportional to eye movement over most of its
range. Such amplifiers are relatively inexpensive in com-
parison with many other eye-tracking technologies. As the
electrodes are placed on the skin adjacent to the eye, no
contact occurs with the eye itself and no obstruction of any
part of the visual field exists. It also is unaffected by head
motion, because the electrodes move with the head.

Applications. In theory, the EOG can be used anywhere
eye movements are to be recorded. However, as the follow-
ing section will show, it has a number of inherent limita-
tions that practically eliminate it from many applications.
Its widest use remains in the assessment of vestibular
function and for the recording of caloric nystagmus and
the vestibulo-ocular reflex. It is unsuited for use in envir-
onments with changing levels of illumination, as normal
physiological processes will change the resting potential of
the EOG and thus alter its relationship with amplitude of
eye movement. EOG can be used in the assessment of
saccades and smooth pursuit, but the low-pass filtering
generally required will lead to artificially lowered saccade
peak velocities. EOG has occasionally been used in scan-
path studies, but its instability and fluctuating gain make
it undesirable for this application, because if scenes differ-
ing in mean luminance are presented, the EOG will gra-
dually change amplitude.

Limitations. Although conceptually simple and easy to
implement, EOG has many shortcomings. One is that
because the electrodes are placed on the surface of the
facial skin, the EOG is not the only signal they detect. If the
patient is nervous or clenches his or her teeth, the resulting
electromyographic (EMG) activity in the facial muscles will
be recorded as well, with the result that the signal actually
recorded is the sum of the desired EOG and the unwanted
EMG. As the spectra of the two signals overlap, no amount
of filtering can completely separate them.

Another significant problem with EOG is the fact that,
like many biopotential recordings, it is prone to drift. Some
of this droft may reflect electrochemical changes at the
electrode, causing a shift in baseline, which was particu-
larly a problem when polarizable electrodes were used in
the early days of the technique. Even nonpolarizable elec-
trodes such as the commonly used Ag-AgCl button electro-
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des may still yield a varying baseline when first applied.
Furthermore, the potential also shifts with changes in
illumination. Indeed, assessment of this response to light
is itself a clinical tool. This baseline variability can lead to
the temptation to use an ac-coupled amplifier in the record-
ing of the EOG, which has frequently been done, particu-
larly in the ENG literature. Although not a problem if the
only data required is nystagmus frequency, significant
distortion occurs when ac-coupling is used to record sac-
cades. The apparent drift back toward the center closely
resembles a saccade whose tonic innervational component
isinadequate. Noise and drift limit the resolution of EOG to
eye movements of no less than 1°; this threshold may be
even higher in a nervous patient or an elderly patient with
slack, dry skin. An additional limitation undercuts the
EOG’s otherwise significant advantage in being able to
record vertical eye movements, which is the overshooting
seen on vertical saccades. It has long been suggested that
the lids, moving somewhat independently of the globe, act
as electrodes on the surface of the globe, conducting cur-
rent in parallel to the other current path between globe and
electrodes (11).

Another more practical drawback to the use of EOG
when used for recording the movements of both eyes
horizontally and vertically is that a total of nine electrodes
are required (see Fig. 1). Each must be individually
adhered to the patient and must be carefully aligned if
spurious crosstalk between horizontal and vertical motion
is to be avoided. Even if only horizontal motion is to be
recorded, five accurately placed electrodes are still needed.
A common but unfortunate clinical shortcut has been to use
only three—two at either outer canthus of the eye and one

Figure 1. EOG electrodes arranged to record the horizontal and
vertical eye movements of both eyes. Reference electrode is in the
center of the forehead.



142 OCULAR MOTILITY RECORDING AND NYSTAGMUS

P f
(&1 1

¥ o, OB
TOE T
AL BN o

BI-TEMP. |~/

R E EEEu

:dd

Figure 2. False saccadic trajectory from bitemporal EOG
electrodes resulting from the summation of the individual
saccadic trajectories shown below.

for reference. This shortcut effectively records a “cyclo-
pean” eye by summing the potentials obtained from each
eye. Although eye movements other than vergence are
conjugate in normal individuals, it is not generally normal
individuals who are seen for clinical evaluation. Figure 2
illustrates how an overshooting and an undershooting eye
movement may be combined to give the appearance of a
perfect saccade. For this reason, both ac-coupling and
bitemporal electrode placement should be avoided when
anything other than the crudest information about eye
movement is desired.

Infrared Reflectance.

Theory of Operation. Although photographic recording
of eye movements dates back to 1901 (1), such methods
remained cumbersome to use, especially when they
required frame-by-frame analysis of the location of some
marker on the eye. Optical levers, where a beam of light
was reflected from a mirror attached by a stalk to a scleral
contact lens, offered the opportunity for precise registra-
tion of eye position, but occluded the view of the eye being
recorded. As might be imagined, they were also unpleasant
to wear. An alternative recording method that also makes
use of reflected light relies on the differential reflectivity of
the iris and sclera of the eye to track the limbus—the
boundary between these structures. The earliest versions
of this system were developed by Torok et al. (12) and
refined by several investigators over the years (13-15).
Although the number of emitters and detectors vary
between designs, they share the same fundamental prin-
ciple; that is, the eye is illuminated by chopped, low inten-
sity infrared light (to eliminate the effects of variable
ambient lighting). Photodetectors are aimed at the limbus
on either side of the iris. As the eye moves, the amount of
light reflected back onto some detectors increases and onto

others decreases. The difference between the two signals
provides the output signal. As would be expected, these
signals are analog systems, so that the output of the
photodetectors is electronically converted into a voltage
that corresponds to eye position. Figure 3 shows an IR
system mounted on an earth-fixed frame (a), spectacle

Figure 3. IR system to measure the horizontal eye movements of
both eyes shown mounted on an earth-fixed frame (a) and spectacle
frame (b) for human subjects and on a spectacle frame for a canine
subject (c).



Figure 3. (Continued)

frame (b), and spectacle frame on a dog (c). Figure 4 shows
an IR system mounted in goggles on a child (a) and a dog (b).

Characteristics. These systems offer a number of advan-
tages over EOG, at least for the examination of horizontal

Figure 4. IR system to measure the horizontal and vertical eye
movements of both eyes shown mounted in goggles for a human
subject (a) and a canine subject (b).
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eye movements. As the signal is not a biopotential, it is free
of the instability found in the EOG; it is also immune to
interference from muscle artifact and changes in electrode
potentials. Unlike some earlier photographic methods, the
device does not occlude the eyes, as the sensors and emit-
ters are positioned above or below the eye. The field of view
is somewhat obstructed by the emitter/detector, in contrast
to EOG. Resolution is of the order of minutes of arc.
Assuming that nothing disturbs the sensors, a shaken head
or a rubbed eye, for example, stability is excellent. Thus,
the question of using ac-coupling, as in many electronys-
tagmographic applications of the EOG, never occurs. Sys-
tem bandwidth is generally on the order of 100 Hz, which is
sufficient to capture fine details of saccades.

The linear range of these systems generally is between
+15° and 20° in the horizontal plane and half this amount
or less in the vertical plane (which requires vertical orien-
tation of the detectors or summation of the signals from
horizontally-oriented detectors).

Applications. IR limbus trackers are probably second
only to EOG in their range of applications. Their ability to
resolve fine detail with low noise makes them excellent for
conditions where subtle features of the eye movement are
important; examples include analyses of saccadic trajec-
tories or analysis of small corrective saccades within a
nystagmus waveform. An important advantage over
EOG is that if eye velocity is to be calculated, the resulting
signal is far less noisy than the derivative of an EOG
recording, especially where broadband EMG noise has
contaminated the signal developing from the eye. These
systems are well suited to studies of any sort of eye move-
ment that falls within their linear operating range in the
horizontal plane. As they are generally head-mounted,
they will tolerate modest head movement, but if the stimuli
are fixed in the environment, such movement will certainly
cause a loss of baseline and may move the tracker outside
its linear range, which makes head stabilization highly
desirable, especially when stimuli are presented at gaze
angles where subjects would normally make both a head
movement and an eye movement to acquire the target.
Finally, IR systems are noninvasive, a major advantage for
many patients and for children.

Limitations. One of the biggest shortcomings of these
systems is their poor performance for vertical eye move-
ment, their near-uselessness for oblique eye movements,
and their complete lack of value for torsional eye move-
ments. Although the limbus is clearly visible over a wide
range of eye positions in the horizontal plane, the eyelids
obscure its top and bottom margins. Although a degree of
vertical tracking can be obtained by virtue of the differ-
ential reflectivity of the iris and pupil, the range over which
this is possible is limited, again in part because of occlusion
of the lids. Oblique movement suffers from inherent cross-
talk because, as eye position changes in one plane, the
sensitivity to motion in the other plane will vary, which is a
hindrance to using these systems for studies of reading,
scanpath analysis, or other applications where 2D eye
movements are important. The use of the systems in rota-
tional testing is also limited by the range of allowable gaze
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angles and by the possible slippage of the head mounting
on the head if accelerations are sufficiently high. Their
suitability for small children also varies; some of the sys-
tems do not fit small heads well, although if precise cali-
bration is not important, one can generally record patients
as young as 3 years. These systems are not generally
appropriate for use with infants. The one exception is for
diagnosing nystagmus from its waveform by simply hold-
ing the sensors in front of the eyes, which can be done for
even the smallest infants (e.g., a premature infant still in
an incubator).

Scleral Search Coil.

Theory of Operation. Robinson developed the Scleral
Search Coil technique in 1963 (16). It relies on the principle
that a coil of wire in an alternating magnetic field induces a
voltage proportional to the area of the coil, the number of
turns, and the number of field lines. This latter measure
will vary with the sine of the angle the coil makes with the
magnetic field. In the basic configuration, two orthogonal
pairs of field coils are used, each modulated by phase-
locked square wave sources either operating in quadrature
(i.e., one signal 90° phase-shifted relative to the other) (16)
or at a different frequency (e.g., 50 and 75 kHz) (17). An
annular contact lens with a very fine coil of wire is placed
on the eye, so that it surrounds the cornea (or in animals, is
surgically implanted under the conjunctiva). Figure 5
shows an annular search-coil contact lens on the eye of a
subject. Components of the induced voltage generated by
the horizontal and vertical signals can be separated via
phase-sensitive detectors. Note that this method of record-
ing horizontal and vertical components of eye movement
eliminates the crosstalk present in 2D recordings made by
limbus trackers. With an appropriately wound coil added to
the lens, torsional eye movements may also be recorded.
This technique is the only one able to record torsion with
high bandwidth.

Figure 5. An annular search-coil contact lens used to measure
the horizontal and vertical eye movements of a human subject. The
fine wire from the imbedded coil exits at the nasal canthus.

Characteristics. This technology serves as the “gold
standard” for eye-movement recording. Resolution is in
seconds of arc and the linear range + 20°, with lineariza-
tion possible outside this range, because the nonlinearity
follows the sine function. The signals are extremely stable,
because their source is determined by the geometry of coil
and magnetic field alone. In the usual configuration, the
maximum angle that can be measured is 90°. Although the
eyes cannot rotate this far in the head, if the head is also
allowed to turn (and its position recorded by a head coil), a
net change of eye position > 90° is possible. A solution to
this problem was developed whereby all the field coils were
oriented vertically, generating a magnetic field whose
vector rotates around 360°. Now, the phase of the field coil
varies linearly over 360° of rotation (18,19), which is most
often used for horizontal eye movements, with vertical and
torsional eye movements recorded using the original
Robinson design.

Applications. As the search-coil system provides such
high quality data, it can be used in nearly any application
where stability, bandwidth, and resolution are paramount
and free motion by the subject is not essential. However,
recent evidence suggests that the coils themselves may
alter the eye movements being measured (20). Nonethe-
less, the low noise level and ability to independently record
horizontal, vertical, and torsional movements at high
bandwidth and high resolution still make this the gold
standard of eye-movement recording techniques.

Limitations. As aresult of their size, search-coil systems
are clearly not suited for ambulatory studies or those
carried out in other real-world settings such as a vehicle.
The system also cannot be adapted to use in fMRI scanners,
unlike IR limbus trackers or video-based systems. Search
coils are invasive, making them unsuitable for some adult
patients and for most children. A small risk of corneal
abrasion exists when the coil is removed, but this risk is
generally minor. Use of the coil in infants or small children
would be undesirable, because they could not be instructed
not to rub their eyes while the coil was in place. Another
practical issue associated with the technology is the cost of
the coils, which have a single supplier, have a limited life-
time, and are relatively expensive (> US$100 each). As
recommended duration of testing with the coils is
30 minutes or less, long duration studies are also pre-
cluded.

Digital Video.

Theory of Operation. Although electronic systems that
locate and store the location of the center of the pupil in a
video image of the eye were developed in the 1960s, often in
combination with pupil diameter measurement (21,22),
video-based eye trackers became a major force in eye-
tracking technology when digital rather than analog image
analysis was implemented. If the camera is rigidly fixed to
the head, then simply tracking this centroid is sufficient to
identify the location of the eye in its orbit. However, if there
is even slight translational movement of the camera with
respect to the eye, a large error is introduced: 1 mm of
translation equals 10° of angular rotation in the image. For



this reason, video systems also track the specular reflection
of a light source in the image in addition to the pupil
centroid. As this first Purkinje image does not change with
rotation but does change with translation, whereas the
pupil center changes with eye rotation as well as transla-
tion, their relative positions can be used to compensate for
errors induced by relative motion occurring between the
head and camera. Figure 6 shows a digital video system in
use on a human subject (a) and on dogs (b and c).

Figure 6. A high-speed digital video system to measure the
horizontal and vertical eye movements of both eyes for a human
subject (a) and canine subjects (b and c).
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Figure 6. (Continued)

Characteristics. Assuming that the axes of the head and
camera are aligned, then video-based systems are capable
of recording both horizontal and vertical eye movements
over a relatively wide range (often + 30° horizontally,
somewhat less vertically). Resolution is better than EOG
but generally somewhat less than for IR or search-coil
systems, often in the range of 0.5°. As analog video systems
use a raster scan to represent an image, spatial resolution
is limited by the nature of the video system used (e.g., PAL
or NTSC). Bandwidth is limited by the frame rate of the
video system. If conventional analog video is used, then
frame rates are 50 Hz for PAL and 60 Hz for NT'SC. These
rates impose a maximum bandwidth of 25 and 30 Hz,
respectively. Although adequate for examination of slow
eye movements, these frame rates are inadequate for
assessment of saccades; indeed, very small saccades could
be completed within the inter-frame interval. Systems
using digital video are free from the constraints imposed
by broadcast TV standards and can make use of higher
frame rate cameras—several now operate at 250 or 500 Hz.
Generally, a frame rate versus resolution trade-off exists—
higher frame rates imply lower image resolution. However,
continued improvement in digital video technology and
ever faster and cheaper computers continue to improve
performance.

Although older video tracking systems often required a
good deal of “tweaking” of brightness and contrast settings
in an effort to obtain a reliable image of the pupil, many
recent systems have more streamlined set-up protocols. In
the past, some systems internally monitored fixation on
calibration targets and rejected data that were unstable,
thereby making the systems unsuitable for use with
patients with nystagmus. However, default calibration
settings generally permit data to be taken and the nystag-
mus records can then be retrospectively calibrated.

Applications. In principle, digital video is the most
flexible of all eye-movement recording technologies. Some
systems use cameras mounted on the head, using either
helmets or some other relatively stable mounting system.
Other systems use remote cameras, often mounted adja-
cent to or within a computer stimulus display. Systems
used in vehicles may use either remote cameras or
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helmet-mount cameras. In addition to conventional clinical
eye-movement testing, video systems, especially remote
camera models, are increasingly being used in commercial
applications such as advertising studies and usability
analyses of websites. For such applications, the unobtru-
siveness of the technology and the need to only monitor
fixations rather than to study saccade dynamics makes
even relatively low-frame-rate video ideal. Such systems
are also excellent for use with infants and small children,
who may be induced to look at some attractive display on a
screen but who generally respond poorly to head-mounted
apparatus. Remote systems that track more than one first
Purkinje image can cope with a wider range of head move-
ments, making the systems even less restrictive for the
subjects. Some video systems can also analyze torsional eye
movements by identifying some feature on the iris and then
tracking changes in its orientation from frame to frame.
High-speed (500 Hz) digital video systems are seeing
increased use in basic and clinical laboratories, challenging
magnetic search coils as the method of choice.

Limitations. The problems associated with calibrating
patients whose eyes are never still have already been
discussed. As noted before, the other serious limitations
of some of these systems are their somewhat limited spatial
resolution and bandwidth. Both parameters can be opti-
mized, but doing so leads to marked increases in price.
However, unlike other eye-tracking technologies, the limit-
ing factors for high-speed, digital video eye-movement
recording systems are the cameras and computing power.
As the enormous general consumer market rather than the
quite small eye-movement recording market drives
improvements in both technologies, improvements can
be anticipated to occur much faster than they would other-
wise. Even within the eye-tracking field, the development
of commercial uses for the technology will facilitate its
advance faster than the smaller and less prosperous aca-
demic research community.

OCULAR MOTOR RECORDING TECHNIQUES

How Do We Record and Later Calibrate and Analyze Subjects’
Eye Movements?

The initial recording and post-hoc calibration and analysis
of eye movements require following a protocol conducive to
both accurate calibration and obtaining the data specific to
a particular study. Decades of experience have resulted in
the following recording procedures and caveats and in the
development of software that allows accurate calibration
and linearization of the data.

Real-Time Monitoring. When recording subjects (espe-
cially patients), it is necessary to monitor the eye channels
in real-time to ensure that the subject is following instruc-
tions, which is also imperative when calibrating subjects
(see below). Unlike highly dedicated and motivated grad-
uate students, most subjects quickly become bored by the
task at hand or distracted and fail to fixate or pursue the
stimuli; others may have difficulty doing so. Real-time
monitoring via a strip chart or computer display allows

the experimenter to detect and correct such failures with a
simple verbal instruction encouraging the subject (e.g.,
“follow the target” or “look at the target”).

Monocular Calibration. The key to obtaining accurate
eye-movement data that will allow meaningful analysis is
monocular calibration; that is, calibration of each eye
independently while the other is behind cover. Too often,
potentially accurate, commercially available recording
systems are seriously compromised by built-in calibration
techniques that erroneously presume conjugacy, even for
so-called normal subjects. Just as bitemporal EOG makes
it impossible to determine the position of either eye indi-
vidually (see Fig. 2), so do calibration techniques carried
out during binocular viewing of the stimuli. Most com-
mercially available software calibration paradigms suffer
from this fatal flaw, rendering them totally inappropriate
for most clinical research and seriously compromising
studies of presumed normal subjects. For methods that
depend on subject responses to known target positions
(e.g., IR or digital video), both the zero-position adjust-
ment and gains at different gaze amplitudes in each
direction must be calibrated for each eye during short
intervals of imposed monocular fixation (i.e., the other eye
occluded); for methods where precalibration is possible
(e.g., magnetic search coils), the zero adjustment for each
eye in each plane must also be made during imposed
monocular fixation.

Linearization and Crosstalk Minimization. In addition to
monocular calibration, linearization is required of most
systems, even within the stated “linear” regions of those
systems. As a result of different facial geometries and the
inability to position the sensors in the precisely optimal
positions for linearity, these systems are usually not linear
over the range of gaze angles needed for many studies.
System responses may be linearized by taking data during
short intervals (5 s) of monocular fixation at all gaze angles
of interest (e.g., 0°, + 15°, £+ 20°, + 25°, and + 30°) and
applying post-recording linearization software. Even
Robinson-type search coils need an arcsine correction for
a linear response. For IR and video-based systems measur-
ing eye motion in both the horizontal and vertical planes,
crosstalk is a major problem due to sensor placement.
Crosstalk can also be minimized post recording, using
software written for that purpose. However, IR systems
suffer from the additional problem that, as vertical eye
position changes, a change may occur in the sensors’ aim
regions at the left and right limbal borders, which means
that for a diagonal eye movement, the horizontal gain is an
unknown function of vertical eye position, making IR
systems essentially unsuitable for the recording of oblique
eye movements.

All of the problems discussed above are accentuated
when recording subjects with ocular motor oscillations,
such as nystagmus. In these cases, the experimenter must
be familiar with the type of nystagmus the subject has and
be able to identify the portions of their waveforms that are
used for target foveation. It is the “foveation periods” that
are used to set the zero-position and gains at each target
position; without them, accurate calibration is impossible.
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The rest of the nystagmus waveform is irrelevant to target
foveation and should be ignored during calibration. With a
little practice, investigators can easily determine exactly
where the subject with nystagmus is looking, which eye is
fixating, and where the other eye is located with respect to
the target; they can also determine periods of inattention
by the associated waveform changes. Figure 7 demon-
strates precalibration and postcalibration (horizontal)
records of each eye made under imposed monocular fixa-
tion, and Fig. 8 shows the results of applying those cali-
bration factors to a record made during binocular “viewing”
of the targets. Note that the fixating eye is easily deter-
mined as well as the angle/position of the strabismic eye.
Unfortunately, investigators with little or no experience in
recording subjects with nystagmus are often reduced to
using the average eye position during long periods of
presumed binocular fixation to approximate calibration
of subjects with nystagmus (and probably strabismus).
Averaging anathema to accurate calibration and renders
most potentially accurate recording systems (e.g., search
coils) no better than bitemporal EOG. Needless to say, the
results and conclusions of such studies must be highly
suspect and are often incorrect; they exemplify how even
the most sophisticated hardware and software can be
misused, and prove the old adage, “garbage in, garbage
out.”

CONCLUSIONS

During the past 40 years, advances in eye-movement
recording systems, coupled with the control-systems

5 10 15 20 25 30 35 40 45 50

alternating direction, increasing

Time (s) offset, solid line.

approach brought to the field by biomedical engineers,
have resulted in an explosion of basic and clinical ocular
motor research, at the systems as well as single-cell levels.
Using the measurement systems and recording and cali-
bration techniques described above, great strides have
been made in our understanding of the ocular motor sys-
tem. Animal studies have provided understanding at the
single-cell and cell-network (bottom-up) levels, giving rise
to computer models of small portions of the ocular motor
system with neuroanatomical correlations. Normal human
studies have allowed characterization of ocular motor
behavior under a variety of stimulus conditions, giving
rise to functional, top-down computer models of ocular
motor behavior. Finally, studies of patients with many
congenital and acquired ocular motor disorders have pro-
vided insights into the functional structure of the ocular
motor system, which was not forthcoming from studies of
normals (23,24). These latter studies have resulted in
robust, behavioral models of the ocular motor system that
are able to simulate normal responses and patient
responses to a variety of ocular motor stimuli (25-27).

At present, accurate eye-movement recordings are an
integral part of the diagnosis of both congenital and
acquired forms of nystagmus, and of saccadic intrusions
and oscillations. In addition, they provide objective mea-
sures of therapeutic efficacy that are related to visual
function in patients afflicted with disorders producing
ocular motor dysfunction. Indeed, ocular motor studies
of the effects of a specific surgical procedure for congenital
nystagmus produced an entirely new type of “nystagmus”
surgery for both congenital and acquired nystagmus (28—
31). This surgery (named “tenotomy”) simply requires
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direction of the nystagmus.

removal and reattaching, at their original insertion points,
each of the four extraocular muscles in the plane of the
nystagmus. Tenotomy represents a radical paradigm
change from the “strabismus” surgeries that preceded it

Time (s)

and has resulted in new insights into the anatomic struc-
tures responsible for proprioceptive signals from the
extraocular muscles and their neurophysiologic role in
the control of eye movements (32—-34).
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INTRODUCTION

The purpose of this article is to help people in fields, such as
healthcare, engineering, sales, manufacturing, consulting,
and accounting to understand office automation systems
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from the viewpoint of a business professional. This is
important because personal association with office auto-
mation systems is almost unavoidable in today’s business
world. The widespread adoption of personal computers in
conjunction with the development of graphically driven
operating systems gave people a more natural and intuitive
way of visualizing and manipulating information. The
applications that were developed, from word processors
to spreadsheets, to take benefit of these new operating
systems, led to a growth in the use and acceptance of
personal computers that significantly altered the manner
organizations conduct their daily business.

Healthcare enterprises involve complex processes that
span diverse groups and organizations. These processes
involve clinical and administrative tasks, large volumes of
data, and large numbers of patients and personnel. The
tasks can be performed either by humans or by automated
systems. In the latter case, the tasks are supported by a
variety of software applications and information systems
that are very often heterogeneous, autonomous, and dis-
tributed. The development of systems to manage and
automate these processes has increasingly played an
important role in improving the efficiency of healthcare
enterprises.

Office Automation Systems (OAS) are computer-based
automated information systems that are used to execute a
variety of office operations, such as word processing, elec-
tronic spreadsheet, e-mail, and video conferencing. These
different office automation systems allow the automation of
much of the administrative work in the office and typically
focuses on the more repeatable and predictable aspects of
individual and group work. They are more and more
frequently used by managers, engineers, and clerical
employees to increase efficiency and productivity. They
support the general activities of workers and underlie
the automation of document-centric tasks performed by
production office workers.

The OAS encompass a broad set of capabilities, and
provide much of the technological basis for the electronic
workplace. The focus of OAS have typically been used in
supporting the information and communication needs of
office workers, and its use by organizations supporting the
white-collar work force has revealed itself crucial.

HISTORICAL PERSPECTIVE

In its early days, office automation systems focused on
needs generally found in all offices, such as reading and
writing. Before the 1950s, electromechanical and electronic
devices were used to carry out financial and other numer-
ical record-keeping tasks. During the evolution of OAS
solutions, manual typewriters have been replaced by the
electric typewriter and the electronic typewriter.

The electronic typewriter, introduced in the early 1970s,
was the first of the automated office systems. It could store
and retrieve information from memory providing auto-
mated functions such as center, bold, underline, and spell
check.

The advances in the development of mainframes have
caused electromechanical devices to be increasingly

replaced by computers. In the 1970s, integrated circuit
technology made the production of small and relatively
inexpensive personal computers possible. Yet, even with
this available technology, many computer companies chose
not to adopt personal computers. They could not imagine
why anyone would want a computer when typewriters and
calculators were sufficient.

In the mid-1970s, computers began to support offices
and organizations in more complex ways. The rapid growth
of computers furnished the market with sophisticated
office automation devices.

In the late 1970s, several researchers started to describe
the needs of office automation systems. Computer term-
inals had replaced electronic typewriters. With the rapid
evolution of electronic technology, office information sys-
tems were developed to provide for the storage, manipula-
tion, computation, and transmission of large amounts of
information. The first sophisticated OAS prototypes
included the SCOOP project (1), which was oriented to
the automation of office procedures, and Officetalk (2),
which provided a visual electronic desktop metaphor, a
set of personal productivity tools for manipulating
information, and a network environment for sharing
information.

In 1981, IBM introduced the IBM PC (Personal
Computer). The PC was a milestone and proved that
the computer industry was more than a trend, and that
the computer was in fact a necessary tool for the business
community. Computers, designed solely for word proces-
sing and financial tasks, became common. At first, the PC
was utilized to replace traditional typewriters and calcu-
lators, but persistent technological advances and innova-
tion over the past two decades have put powerful PCs at the
center of daily activities for people worldwide.

The growth and widespread adoption of PCs, networks,
graphical user interfaces, and communications as allowed
the development of complete OAS package suites. For
example, in 1985 the Lotus Notes (3) groupware platform
was introduced. The term groupware refers to applications
that enhance communication, collaboration, and coordina-
tion among groups of people. This system included online
discussion, e-mail, phone books, and document databases.
Throughout the years, continuous improvements were
made to Lotus Notes. Nowadays, this system includes
new features, such enterprise-class instant messaging,
calendaring, and scheduling capabilities with a strong
platform for collaborative applications.

In 1992, Microsoft lunched its new operating system
(OS), Microsoft for Workgroups (4). This OS allowed the
sending of electronic mail and provided advanced net-
working capabilities to be used as a client on existing
networks. This was an important stage in the vast evolu-
tion of the world’s most popular operating system since it
enabled the collaboration of groups of people. Microsoft
has also invested in the development of full OAS suites,
which are commonly available nowadays. The most well-
known and widespread productivity software suite is
Microsoft Office (5). Microsoft Office helps workers to
complete common business tasks, including word proces-
sing, e-mail, presentations, data management and
analysis.



ORGANIZATIONAL INFORMATION SYSTEMS AND OAS

While we are interested in studying office automation
systems (OAS), it is important to relate this type of systems
with other information systems (IS) commonly used inside
an organization. An information system can be defined as a
set of interrelated components that retrieve, process, store
and distribute information to support decision making and
control in an organization. The main role of IS is to assist
workers in managing resources and information at each
level in the organization.

This article, is primarily concerned with OAS and how
they can be used in the medical community. For complete-
ness, some other types of information systems commonly
used by organizations are also mentioned. There will be no
description of how such systems are developed, however, a
brief description of their objectives will be given. Organiza-
tional information systems (OIS) are systems that support
several functions in an organization and can be classified
by the activity that they support. The OIS are usually split
into six major types: Transaction Processing System,
Knowledge Work Systems, Office Automation System,
Management Information System, Decision Support Sys-
tem, and Executive Information System. These systems
are illustrated in Fig. 1.

It is important to be able to distinguish the objectives
and the level in the organization where a particular
application or system can be used. For example, Transac-
tion Processing Systems are employed to records daily
routine transactions to produce information for other
systems, while Office Automation Systems are oriented
to increase that productivity of data workers using
applications such as word processing and electronic mail
applications.
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Transaction Processing System (TPS): Is useful for daily
transactions that are essential to the organization
such as order processing, payroll, accounting, manu-
facturing, and record keeping.

Office Automation System (OAS): Aids office workers in
the handling and management of documents, sche-
dules, e-mails, conferences and communications.
Data workers process information rather than create
information and are primarily involved in informa-
tion use, manipulation or dissemination.

Knowledge Work System (KWS): Promotes the creation
of new information and knowledge and its dissemi-
nation and integration within the organization. In
general, knowledge workers hold professional quali-
fications (e.g., engineers, managers, lawyers, ana-
lysts).

Management Information System (MIS): Provides
middle-level managers with reports containing
the basic operations of the organization which are
generated by the underlying TPS. Typically, these
systems focus on internal events, providing the
information for short-term planning and decision
making.

Decision Support System (DSS): Focuses on helping
managers to make decisions from semistructured
or unstructured information. These systems use
internal information from TPS and MIS, but also
information from external data sources, providing
tools to support ‘what-if’ scenarios.

Executive Information System (EIS): Supports senior
and top-level managers. They incorporate data from
internal and external events, such as new legislation,
tax laws, and summarized information from the
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Office information systems can also be classified by the
organizational level they support. The human resources of
an organization work in different areas and levels of opera-
tions, are in charge of different functions, and use different
OIS. Any organization can be viewed as a multilevel entity
with each level representing a different level of control. The
levels of an organization can be arranged in a pyramid
(Fig. 2).

The pyramid is divided into five horizontal sections:

Clerical level: Employees who support managers at all
levels of the organization.

Operational level: First-line managers who make rou-
tine decisions and deal with the day-to-day opera-
tions of the organization.

Knowledge-work level: Advisors to both top and middle
management who are often experts in a particular
area.

Tactical level: Middle managers who deal with plan-
ning, organizing and the control of the organization.

Strategic level: Strategic managers who make decisions
that guide the manner in which business is done.

Each successively lower level has different OIS require-
ments and a different, and less extensive, view of the
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organization. Obviously, the higher the level, the more
interrelated the business functions become until, at the
very top, they are viewed as one homogeneous organization
with one continuous data flow.

Office automation systems can be effectively utilized in
all the clerical, operational, knowledge-work, tactical, and
strategic levels, as illustrated in Fig. 2. They can assist
workers who work with word processors, electronic mail,
and spreadsheets to use, manipulate, disseminate infor-
mation, and help managers in planning, organizing, con-
trol and taking decisions.

OFFICE AUTOMATION SYSTEMS

Typical office automation systems handle and manage
documents through word processing, desktop publishing,
document imaging, and digital filing, scheduling through
electronic calendars, and communication through electro-
nic mail, voice mail, or video conferencing. In this section,
18 different types of OIS are discussed and described that
are classify into four categories: productivity tools, digital
communication systems, groupware applications, and tele-
conferencing systems (Fig. 3).

Productivity Tools

Productivity tools are software programs used to create an
end product, such as letters, e-mails, brochures, or images.
The most easily recognized tool is a word processing pro-
gram, such as Microsoft Word (7) or Corel WordPerfect (8).

Chat systems
P Whiteboard
Collaborative writing systems

Workflow systems

Audio conferencing
Data conferencing
Video conferencing
~~_ IP Telephony

Figure 3. Office information systems.



Other tools help you view, create and modify general office
documents such as letters, spreadsheets, memos, presen-
tations, and images.

Word Processing. Of all computer applications, word
processing is the most common. Almost every computer has
a word processing program of some kind: whether it came
free with the operating system or whether it was purchased
separately.

In order to perform word processing, it is necessary to
acquire a computer, a word processor, and a printer. A
word processor enables you to create a document, store it,
display it on the computer screen, modify it, and print it
using a printer. There are many different word processing
programs available, each offering different tools that make
it easier to write everything from letters and term papers to
theses and Web pages.

Most people use a word processor rather than a type-
writer because it allows greater flexibility and control. It is
possible to make changes without retyping the entire
document. If mistakes are made while typing a text, the
cursor can be used to correct errors. Word processors allow
text rearranging, changing the layout, formatting the text,
and inserting pictures, tables, and charts.

Most word processors available today allow more than
just creating and editing documents. They have a wide
range of other tools and functions, which are used in
formatting documents. The following are the main features
of word processors:

Insert, delete, copy, cut, and paste text: Allow to insert,
erase, and copy text anywhere in the document. Cut
and paste allow removing (cut) a section of text from
one place and inserting (paste) it somewhere else in
the document.

Search and replace: Allow searching for a particular
word and also replacing groups of characters.
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Font specifications: Allow to change fonts within a
document. For example, you can specify bold, italics,
font size and underlining.

Graphics: Allow adding pictures into a document.

Captions and cross-references: Allow placing captions to
describe tables and pictures and creating references
to them anywhere in the document.

Page setup, headers, and footers: Margins and page
length can be adjusted as desired. Allow to specify
customized headers and footers that the word pro-
cessor will put at the top and bottom of every page.

Layout: Allows specifying different margins within a
single document and to specify various methods for
indenting paragraphs.

Spell checker and thesaurus: Spelling can be checked
and modified through the spell check facility. The
thesaurus allows the search for synonyms.

Tables of contents and indexes: Allow creating table of
contents and indexing.

Print: Allows sending a document to a printer to get a
hardcopy.

Spreadsheet. A spreadsheet is a computer program
that presents data, such as numbers and text, in a grid
of rows and columns. This grid is referred to as a work-
sheet. You can define what type of data is in each cell and
how different cells depend on one another. The relation-
ships between cells are called formulas, and the names of
the cells are called labels.

There are a number of spreadsheet applications on the
market, Lotus 1-2-3 (9) and Microsoft Excel (10) being
among the most famous. In Excel, spreadsheets are
referred to as workbooks and a workbook can contain
several worksheets. An example of an Excel worksheet is
shown in Fig. 4.
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Desktop Publishing. Desktop publishing is the use of
the computer and specialized software to create high
quality documents for desktop or commercial printing.
Desktop publishing is the process of editing and layout
of printed material intended for publication, such as
books, magazines, brochures, and flyers using a personal
computer.

Desktop publishing started in 1985, with the commer-
cialization of the software Aldus PageMaker (11) (now from
Abode). Nowadays, there are many software programs
available for desktop publishing. QuarkXPress (12), Adobe
InDesign (13), Abobe PageMaker (11), and Microsoft Pub-
lisher (14) are the most widespread. Figure 5 shows a
document being created and edited with Microsoft
Publisher.

As word processing programs become more sophisti-
cated, the line separating such programs from desktop
publishing systems is becoming fuzzy. Cutting-edge word
processing programs give you most of the features you
could want in a desktop publishing program. Such pro-
grams do not generally replace word processors and gra-
phic applications, but are used to aggregate the text and
graphic content created in these programs. The most
powerful desktop publishing systems enable the creation
of illustrations; while less powerful systems let you insert
illustrations created by other programs.

Initial desktop publishing solutions were expensive
due to the cost of specialized computing systems and
accessories, such as printers and scanners. The cost of
computers and printers has fallen dramatically in recent
years (e.g., inkjet printers are amazingly inexpensive and
most can print in color), allowing most personal users to
acquire desktop publishing systems.

Calendars and Schedulers. A calendar program enables
us to record events and appointments on an electronic
calendar. Calendars allow scheduling, project manage-
ment, and coordination among many people, and may
provide support for scheduling equipment as well. Typical
features identify conflicts in schedules, find meeting times
that will work for everyone, signal upcoming events, and
automatically fill in entries for regular events.

A special type of calendar, called a scheduler, is a
solution to manage the daily scheduling needs of a busi-
ness, such as scheduling appointments, equipment, staff
(technicians, professionals, healthcare workers, others),
vehicles, resources, projects, and meeting rooms. Schedul-
ing software is an important investment for any type of
business that wants to improve its scheduling processes.
Every employee can have instant access to whom or what is
available at any time of the day, week, month, or year and
print detailed list reports. It is also possible to export
schedules that may be easily opened in a word processor
or spreadsheet.

Paint and Draw Program. A paint program or a graphics
program enables the creation of pictures, backgrounds,
buttons, lines, and other creative art. Paint programs
provide easy ways to draw common shapes, such as
straight lines, rectangles, circles, and ovals. Some pro-
grams also have photoediting capabilities and are opti-
mized for working with specific kinds of images, such as
photographs, but most of the smaller paint programs do not
have this option. Paint programs are pixel based. They use
“raster” images made up of small dots called pixels. As each
dot is an individual, it can be difficult to move shapes
around the screen.



A draw program is different from a paint program. Draw
programs are object based, where an object is a geometrical
shape, such as a line, a circle, a curve, a rectangle, a
polygon, or a Bezier curve (curves that have hooks along
their length so you can alter the angle of the curve at any
point.) With draw programs, images are stored as mathe-
matical information in the form of vectors for the lines and
curves of each shape. Sophisticated programs often blur
the difference between draw and paint, so it is possible to
find programs that are able to do both types of work.

Digital Communication Systems

Nowadays, more and more computers are not isolated but,
instead, are connected into a computer network that is
often connected to other computer networks in much the
same way as telephone systems connect telephones. If a
computer is connected to such a network, it is possible to
communicate with people whose computers are connected
to the same network.

Electronic Mail. Electronic mail, or e-mail for short
(another common spelling for e-mail is email), is one of the
most popular uses of the Internet. It is a simple tool for
exchanging brief messages between individuals or among a
larger audience. Most mainframes, minicomputers, and
computer networks have an e-mail system.

An e-mail address identifies a person and the computer
for purposes of exchanging electronic mail messages. It
consists of two parts: user name and mail domain or
domain name. The user name identifies a particular per-
son. The mail domain identifies the place on the Internet to
which the e-mail for that person should be sent. An e-mail
address is read from left to right. An example is illustrated
in Fig. 6.

With an e-mail account, it is possible to send a message
to anyone with an e-mail account. Just as a written letter
can be sent to multiple recipients, an electronic mail mes-
sage can be sent to one or more e-mail addresses. An e-mail
can be broken down into several basic fields that include
‘From’, ‘To’, and ‘Cc’. The ‘From’ field contains the address
of the sender of the message. The ‘To’ field indicates the
addresses of one or more recipients who are the primary
audience. All recipients can see every address listed in this
field. Finally, the ‘C¢’ field (Cc - Carbon Copy) contains the
addresses of recipients how are not the primary audience
for the e-mail.

An electronic mail message is not limited to text. Other
types of files can be added to mail messages as attach-
ments. Attachments can be text files or binary files such as
word processed documents, spreadsheets, images, files of
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sound and video, and software. To see if you have any
e-mail, you can check your electronic mailbox periodically,
although many programs can be configured to alert users
automatically when mail is received. After reading an
e-mail, it may be stored, deleted, replied to, forwarded to
others, or printed.

One of the serious problems with reading e-mail on a PC
computer running Windows operating system is that the
computer can become infected with an e-mail virus pro-
gram. It is always advisable to install and use anti-virus
software. Such software will offer protection against
known malicious programs. A malicious program may
be a virus, a worm, a trojan horse, or a spyware. Once it
is on your system, a malicious program cause disorder by
corrupting, erasing, attaching to, or overwriting other
files. In some cases malicious program, such as spyware,
have the solely intent of monitoring Internet usage and
delivering targeted advertising to the affected system.
Unexpected  e-mail attachments should not be opened
since they are one of the most common ways for computer
viruses to spread.

Newsgroups and Discussion Boards. Newsgroups, also
known as Usenet, are comparable in essence to e-mail
systems except that they are intended to disseminate
messages among large groups of people instead of one-
to-one communication (Fig. 7).

A newsgroup is a collection of messages posted by
individuals to a news server. The concept of newsgroups
was started in 1979 at the University of North Carolina and
Duke University to create a place, where anyone could post
messages.

Although some newsgroups are moderated, most are
not. Moderated newsgroups are monitored by an individual
(the moderator) who has the authority to block messages
considered inappropriate. Therefore, moderated news-
groups have less spam than unmoderated ones. Anyone
who has access to the board of a newsgroup can read and
reply to a message that, in turn, will be read and replied to
by anyone else who accesses it. If you have an interest in a
certain topic, chances are it has its own newsgroup. A few
examples of newsgroups are shown in Table 1.

Discussion boards (also called message boards) and
newsgroups in general both accomplish the same task.
They each have general topics, and visitors can post mes-
sages about specific topics. Discussion boards are usually
read through a web browser, while newsgroups are usually
read through a special program called a newsgroup reader.
Nowadays, most people prefer discussion boards on the
Web to newsgroups because they are easier to use.

wl
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Figure 6. E-mail address struc-
ture.
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Figure 7. Newsgroup architecture. user

Mailing Lists. The main difference between news-
groups and mailing lists is that newsgroups only show
messages to a user when they are explicitly requested,
while mailing lists deliver messages as they become
available. Mailing lists are e-mail addresses that are used
to distribute e-mail to many people. Typically, a list sub-
scriber sends a message to the list address, and the mes-
sage is then distributed to all the list subscribers for
everyone to read.

Mailing lists are simple in operation. The first thing to
do is to subscribe to a particular list; afterward the user can
send messages to the mail server. The following steps are
involved: (1) send a message (e-mail) to a mail server; (2)
the mail server sends the message to everyone who is
subscribed to the list; and (3) if someone replies to the
message, then their reply goes to the mail server and is
disseminated to everyone on the list.

Blogs. A weblog, or “blog”, is a personal journal on the
Web, although it can also be owned by a small group. The
blog owner periodically writes entries and publishes them
onto their blog. Weblogs cover as many different topics and
express as many opinions, as there are people writing them.

Table 1. Examples of Newsgroups

Newgroup name Description

Artificial intelligence discussions

Perception, memory, judgment and
reasoning

Hardware & software for facilitating
group interaction

Interactive multimedia technologies
of all kinds

Any discussion about information
systems

Computer graphics, art, animation,
image processing

Discussion of the needs of blind users

General issues regarding the use
of windows

comp.ai
sci.cognitive

comp.groupware
comp.multimedia
comp.infosystems
comp.graphics

alt.comp.blind-users
comp.windows.misc

News sewe;‘\t

user

A blog is used to show an up-to-date view of the owner’s
work, ideas, and activities. It provides a continuous record
of activities, progress, and development. This type of sys-
tems can be effectively used by the healthcare community
to discuss specific topics of interest. Examples of blog topics
include product reviews, scientific endeavors, and any area
of information where people have a deep expertise and a
desire to express it. The power of blogs is that they are a
fluid and dynamic medium that allow several people to
easily publish their ideas and opinions, and allow other
people to comment on them.

File Transfer Protocol. The ability to share information
throughout organizations is essential in today’s business
environment. With the explosion of content creation and
information in electronic formats, there is simply more
electronic data today than ever before. File Transfer Pro-
tocol (FTP) is a standard method for sending files from one
computer to another over networks, such as the Internet.
Applications allow sharing and managing data between
multiple remote, local, and home folders. It provides the
ability to seamlessly work from a healthcare facility, a
remote office, or home and is most commonly used to
download a file from a server or to upload a file to a server.

Groupware Systems

Groupware refers to any computer-related tool that
improves the effectiveness of person-to-person communi-
cation and collaboration. It is intended to create an
environment that fosters the communication and coordi-
nation among a group of people. Where a traditional user
interface generally focuses on the use of only one person,
groupware relates to groups and understanding how
people work and function in a group.

The groupware concept takes various applications and
functionalities under the umbrella of communication and
collaboration and integrates them together as a single
client application. Groupware systems generally include
some of the following systems: chat systems, whiteboard-
ing, collaborative writing, workflow systems, and hyper-
text linking. Groupware packages are diverse in the
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Figure 8. Web-based chat system.

functions they offer. Some include group writing, chat and/
or e-mail. Sophisticated workgroup systems allow users to
define workflows so that data is automatically forwarded to
appropriate people at each stage of a process.

Chat Systems. Chat systems enable a type of group
communication in which people located in different geo-
graphical locations get together in a virtual room and
interact with each other by typing text. Chat systems make
it possible for many people to write messages in a public
space or virtual room. As each person submits a message, it
appears on the screen of the other users located in the same
virtual room. Chat groups are usually formed via listing
chat rooms by name, location, number of people, topic of
discussion, and so on.

Recently, systems accessible on the World Wide Web
became widely spread among chat users. These types of
chat systems are referred to as Web-based chat because
they are accessible using a typical browser. One example of
Web-based chat can be found at Yahoo.com (see Fig. 8).

Compared to e-mail, a chat system is a real-time syn-
chronous system, while e-mail is neither real-time nor
synchronous. When a user types a comment in a chat
system, it is seen almost immediately by the others users
present in the same virtual room. All the users are con-
nected to the system at the same time. With e-mail, on the
other hand, the two parties involved in the exchange of a
message do not need to be connected to the system at the
same time. For example, when reading an e-mail message
the person who writes it may or may not be sitting in front
of their computer at that time.

Whiteboard. A whiteboard provides real-time commu-
nication over the Internet and has a visual or graphical
component in addition to text-based communication. Using
a whiteboard, multiple users can simultaneously review,
create, and update documents, images, graphs, equations,
text, and information. All changes made by one user to the
whiteboard area are displayed to all the other whiteboard
users. The whiteboard allows participants to manipulate

the contents by clicking and dragging with the mouse. In
addition, they can use a remote pointer or highlighting tool
to point out specific contents or sections of shared pages.

Most whiteboards are designed for informal conversa-
tion, but they may also serve structured communications or
more sophisticated drawing tasks, such as collaborative
graphic design, publishing, or engineering applications.
For example, executives can meet and collaborate on
slides for a presentation and architects can revise building
plans.

Collaborative Writing Systems. Collaborative writing
systems are applications that aim to help the joint editing
of text documents by several authors. Coauthors, spread
out across different network locations, can work together
sharing common documents. When the interactions hap-
pen at the same time, they are called synchronous or real-
time interactions. Otherwise, they are called asynchronous
or non-real-time interactions.

Word processors may provide asynchronous support by
showing authorship and by allowing users to track changes
and make annotations to documents. It is possible to
determine that only certain sections of documents may
be modified by specific people to better protect how docu-
ments are modified and reduce the number of conflicting
comments received. Reviewers can be prevented from
making changes unless they turn revision marks on.

Workflow Systems. Workflow management systems
(WEMS) appeared in the 1980s, but there is some consensus
that the office information systems field is the predecessor
of workflow systems (15). Advances in transaction proces-
sing and integrated office systems made workflow systems
popular in the 1990s. They were innovative and had gained
a high level of popularity. Commercial products include
IBM MQSeries Workflow, Staffware, TIBCO InConcert,
and COSA Workflow. General information on WfMSs
can be found at the web sites of the Workflow and Reen-
gineering International Association (16) and the Workflow
Management Coalition (17).
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A WIMS is implemented in accordance with a business
process specification and execution paradigm. Under a
WIMS, a workflow model is first created to specify organi-
zational business processes, and then workflow instances
are created to carry out the actual steps described in the
workflow model. During the workflow execution, the work-
flow instances can access legacy systems, databases, appli-
cations, and can interact with users.

Workflow systems have been installed and deployed
successfully in a wide spectrum of organizations. Most
workflow management systems, both products and
research prototypes, are rather monolithic and aim at
providing fully fledged support for the widest possible
application spectrum. The same workflow infrastructure
can be deployed in various domains, such as bioinfor-
matics, healthcare, telecommunications, military, and
school administration.

In Fig. 9, a workflow process from the field of genomics
exemplifies how workflow systems can be used to design
business processes.

A major task in genomics is determining the complete
set of instructions for making an organism. Genome pro-
jects are very demanding, and incur high costs of skilled
manpower. There are many different types of tasks that
must be performed, such as sequencing, sequence finish-
ing, sequence processing, data annotation, and data sub-
mission. A single genomic workflow may be spread across
multiple research centers, and the individual tasks in a
workflow may be carried out at one or more of the parti-
cipating centers. Many of the challenges of building an
information system to manage a physically distributed
genome project can be addressed by a workflow system.

The workflow model for such a workflow graphically
specifies the control and data flow among tasks. For exam-
ple, the workflow model in Fig. 9 is composed of several
tasks and subworkflows. The tasks illustrated with
machine gears represent automatic tasks, while the ones
illustrated with boxes represent subworkflows.

At runtime, the workflow system reads the model spe-
cifications and transparently schedules task executions,
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providing the right data at the right time to the right
worker. It manages distributed genomic tasks located at
different research centers, such as DNA sequencing
machines, matching algorithms, and human resources.
Further, the workflow system provides a framework to
easily reengineer a genomic workflow when new techno-
logical, biological, and chemical advances are made.

Teleconferencing

The term teleconferencing refers to a number of technol-
ogies that allow communication and collaboration among
people located at different sites. At its simplest, a telecon-
ference can be an audio conference with one or both ends of
the conference sharing a speakerphone. With considerably
more equipment and special arrangements, a teleconfer-
ence can be a conference, called a videoconference, in which
the participants can see still or motion video images of each
other. Using teleconferencing systems, organizations can
decrease costs and complexity, while increasing efficiency
and productivity.

Audio Conferencing. Audio conferencing is the inter-
action between groups of people in two or more sites in real
time using high quality, mobile, hands-free telephone
technology. The interaction is possible with an audio con-
nection via a telephone or network connection. It makes
use of conventional communication networks such as
POTS (Plain Old Telephone Service), ISDN (Integrated
Services Digital Network), and the Internet.

Data Conferencing. Data conferencing is the connection
of two or more computer systems, allowing remote groups
to view, share, and collaborate on prepared documents or
information. Data conferencing platforms make it possible
to share applications and files with people in other loca-
tions. Everyone can see the same document at the same
time and instantly view any changes made to it.

A user can share any program running on one computer
with other participants in a conference. Participants can
watch as the person sharing the program works, or the
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Figure 9. Genomic workflow example.
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Figure 10. Microsoft NetMeeting with data, audio, and video conferencing (18).

person sharing the program can allow program control to
other meeting participants.

Participants in a data conference can use a chat appli-
cation to communicate in the absence of audio support.
Chat can also be used to type text messages to share
common ideas or topics with other conference participants
or record meeting notes as part of a collaborative process.

Video Conferencing. Video conferencing uses telecom-
munications of audio and video to bring geographically
dispersed people at different sites together for a meeting.
Video conferencing is a valuable strategic tool for millions
of individuals and small businesses for face-to-face meet-
ings, team collaborations, brainstorming and training.
There are two types of video conferencing: point-to-point
and multipoint.

Point-to-point. A point-to-point conference is a connec-
tion between two video terminals. Each participant
has a video camera, microphone, and speakers con-
nected to a computer. As the two participants speak
to one another, their voices are carried over the
network and delivered to the other speakers, and
images that appear in front of the video camera
appear in a window on the other participants’ moni-
tor. Connecting two locations can be arranged simply
by having one location dial the other, just as in a
regular telephone call. No outside assistance is
necessary.

Multipoint. A multipoint conference involves a connec-
tion among several video terminals connecting sev-
eral sites with more than one person at different
sites. This type of connection requires the assistance
of a service to bridge the sites together into one
conference. Until the mid-1990s, hardware costs
made video conferencing prohibitively expensive
for most organizations, but that situation is changing
rapidly.

A video conference can involve just video, but some
systems combine video, audio and data to provide a com-
plete conferencing solution. One of the first and most
popular video conferencing systems is NetMeeting (18).
A product developed by Microsoft Corporation that enables

groups to teleconference using the Internet as the trans-
mission medium. NetMeeting (Fig. 10) supports video and
audio conferencing, chat sessions, a whiteboard, and appli-
cation sharing.

NetMeeting has been updated and extended with sig-
nificant new capabilities designed to make it the most
effective online meeting solution for integrated, interac-
tive, and easy-to-use conferencing. The new version of this
powerful application is now called Live Meeting (19).

Another well-known video conferencing program to
transmit audio and video signals is CU-SeeMe. Originally
developed by Cornell University, CU-SeeMe uses the stan-
dard bandwidth available on the Internet. Currently, CU-
SeeMe is a low-cost software solution to the problem of
electronic communication over the Internet.

IP Telephony. IP Telephony, also called ‘Internet
Telephony’, allows voice and data to be transmitted over
the same network using an open standards-based Inter-
net Protocol (IP). It makes possible to exchange voice, fax,
and other forms of information that have traditionally
been carried over the dedicated circuit-switched connec-
tions of the public switched telephone network (PSTN).
By combining different types of information on a single
network connection, small and medium-sized businesses
offices can decrease the costs of their voice and data
networks.

IP Telephony is essential not just for its capability to
reduce costs by combining voice and data communications,
but also for its flexibility in supporting branch offices,
mobile workers, and telecommuters that were not effective
with PSTN. This technology allows an agile application
deployment across the enterprise, increased personal and
work group productivity, and permits a rapid return on
investment.

CONCLUSIONS

Office Automation Systems specializes in allowing infor-
mation workers to work, communicate, and collaborate.
These systems are interactive and have the ability to allow
workers to show and share documents or applications.
These systems help workers worldwide to minimize the
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costs of business travel and streamline communications
with co-workers, business partners, and customers.

Healthcare processes are very complex, involving both
clinical and administrative tasks, large volumes of data,
and a large number of patients and personnel. For exam-
ple, an out-patient clinic visit involves administrative
tasks performed by an assistant and clinical tasks per-
formed by a doctor or by a nurse. For an in-patient hospital
visit, this scenario involves more activities, and the process
entails a duration that lasts at least as long as the duration
of patient hospitalization. Healthcare processes are also
very dynamic. As processes are instantiated, changes in
healthcare treatments, drugs, and protocols may invali-
date running instances, requiring reparative actions. Com-
mon problems reported by healthcare organizations
include delays due to the lack of timely communication;
time invested in completing and routing paper-based
forms; errors due to illegible and incomplete patient infor-
mation; frustration due to the amount of time spent on
administrative tasks instead of patient interactions; long
patient wait times caused by slow communication of
patient information.

Office automation systems are a major asset to solve
many of the problems identified by the healthcare commu-
nity. For example, using Workflow management systems,
paper forms can be easily converted into digital forms for
use by caregivers. These electronic forms can be used
throughout the patient care process from registration
and triage to placing lab orders and charting treatment
plans. These forms can be easily modified to accommodate
changing business processes. By automating clinical forms
processes and eliminating manual systems, caregivers can
streamline patient information management and treat-
ment flow. Workflow management systems can connect
the data and processes in clinical forms with other systems,
such as a lab or patient records system. As another exam-
ple, using whiteboard technologies, caregivers and admin-
istrators can access a central location to view patient
information and status including triage category, and
lab order status. This level of access can help to quickly
determine the next steps in each patient’s care. Blogs can
also be effectively used by healthcare professionals to
discuss specific topics of interest, such as product reviews,
scientific endeavors, patient’s treatments, and any area of
information where people have a deep expertise and a
desire to express it.
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INTRODUCTION

Optical sensing techniques have attracted extraordinary
interest in recent years because of the key role they play in
the development of medical diagnostic devices. Motivated
by the expense and time constraints associated with tradi-
tional laboratory techniques, there is a growing need to
continue and develop more cost-effective, simpler, and
rapid methods for real-time clinical diagnostics of vital
physiological parameters.

Optical sensors play a pivotal role in the development of
highly sensitive and selective methods for biochemical
analysis. The number of publications in the field of optical
sensors used for biomedical and clinical applications has
grown significantly during the past two decades. Numer-
ous books, scientific reviews, historical perspectives, and
conference proceedings have been published on biosensors
including optical sensors and the reader interested in this



rapidly growing field is advised to consult these excellent
sources for additional reading (see Reading List). Some of
these references discuss different optical sensors used in
research applications and optical-based measurement
techniques employed primarily in bench-top clinical ana-
lyzers. The emphasis of this article is on the basic concept
employed in the development of optical sensors including
specific applications highlighting how optical sensors are
being utilized for real-time in vivo and ex vivo measure-
ment of clinically significant biochemical variables, includ-
ing some examples of optical sensor used for in vitro
diagnosis. To narrow the scope, this article concentrates
on those sensors that have generally progressed beyond the
initial feasibility phase and have either reached or have a
reasonable good potential of reaching the commercializa-
tion stage.

GENERAL PRINCIPLES OF OPTICAL BIOSENSING

The fundamental principle of optical sensors is based on
the change in optical properties of a biological or physical
medium. The change produced may be the result of the
intrinsic changes in absorbance, reflectance, scattering,
fluorescence, polarization, or refractive index of the biolo-
gical medium. Optical sensors are usually based either on a
simple light source—photodetector combination, optical
fibers, or a planar waveguide. Some types of optical sensors
measure changes in the intrinsic optical properties of a
biological medium directly and others involve a specific
indicator.

Biosensors are typically considered a separate subclas-
sification of biomedical sensors. A biosensor, by definition,
is a biomedical sensor consisting of an integrated biological
component that provides the selectivity and a physical
transducer to provide a solid support structure. Two major
optical techniques are commonly available to sense optical
changes at optical biosensor interfaces. These are usually
based on evanescent wave, which was employed in the
development of fiber optic sensors (see the section on Fiber
Optic Sensors), and surface plasmon resonance principles,
which played a pivotal role in the development and recent
popularity of many optical biosensors. The basic principle
of each measurement approach will be described first
followed by examples arranged according to specific clinical
applications.

Evanescent-Wave Spectroscopy

The propagation of light along a waveguide (e.g., a planar
optical slab substrate or optical fiber) is not confined to the
core region. Instead, when light travels through a wave-
guide at angles approaching the critical angle for total
internal reflection, the light penetrates a characteristic
short distance (on the order of one wavelength) beyond
the core surface into the less optically dense (known as the
cladding) medium as illustrated in Fig. 1. This effect causes
the excitation of an electromagnetic field, called the “eva-
nescent” wave, which depends on the angle of incidence
and the incident wavelength. The intensity of the evanes-
cent-wave decays exponentially with distance, starting at
the interface and extending into the cladding medium.
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Figure 1. Principal diagram illustrating evanescence-wave
spectroscopy sensing. Part of the incident light traveling
through the waveguide at the critical angle ($) penetrates a
short distance into the substrate to be sensed and the
remaining light is refracted.

The evanescent-wave can interact with molecules that
are present within the penetration depth distance. This
interaction causes attenuation of the incident light inten-
sity and is related to the concentration of the molecules.
This phenomenon can be exploited in the development of
optical biosensors. For example, if the cladding is stripped
and a substrate (such as a ligand) is immobilized on the
core, the light will travel through this layer into the sample
medium. Reactions close to the interface will perturb the
evanescent field and the change in signal can be related to
the amount of binding between the target and immobilized
ligand at the interface. The measured parameter may be
absorbance, fluorescence, or refractive index.

The method was first used as a means to study ultrathin
films and coatings, and later was widely exploited to con-
struct different types of optical sensors for biomedical
applications. Because of the short penetration depth and
the exponentially decaying intensity, the evanescent wave
is absorbed by compounds that must be present very close
to the surface. The principle can be utilized to characterize
interactions between receptors that are attached to the
surface of the optical sensor and ligands that are present in
the solution probed by the sensor.

The key component in the successful implementation of
evanescent-wave spectroscopy is the interface between the
sensor surface and the biological medium. Receptors must
retain their native conformation and binding activity and
sufficient binding sites must be present for multiple inter-
actions with the analyte. In the case of analytes having
weakly optical absorbing properties, sensitivity can be
enhanced by combining the evanescent-wave principle
with multiple internal reflections along the sides of an
unclad portion of a fiber optic tip. Alternatively, instead
of an absorbing species, a fluorophore can be coated onto
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the uncladded fiber. Light propagating along the fiber core
is partially absorbed by the fluorophore, emitting detect-
able fluorescent light at a higher wavelength and thus
providing improved sensitivity.

Surface Plasmon Resonance

When monochromatic polarized light (e.g., from a laser
source) impinges on a transparent medium having a con-
ducting metalized surface (e.g., Ag or Au), there is a charge
density oscillation at the interface. When light at an appro-
priate wavelength interacts with the dielectric-metal inter-
face at a defined angle, called the resonance angle, there is
a match of resonance between the energy of the photons
and the electrons at the metal interface. As a result, the
photon energy is transferred to the surface of the metal as
packets of electrons, called plasmons, and the light reflec-
tion from the metal layer will be attenuated. This results in
a phenomenon known as surface plasmon resonance (SPR)
as illustrated schematically in Fig. 2. The resonance is
observed as a sharp dip in the reflected light intensity when
the incident angle is varied. The resonance angle depends
on the incident wavelength, the type of metal, polarization
state of the incident light, and the nature of the medium in
contact with the surface. Any change in the refractive
index of the medium will produce a shift in the resonance
angle, thus providing a highly sensitive means of monitor-
ing surface interactions.

The SPR is generally used for sensitive measurement of
variations in the refractive index of the medium immedi-
ately surrounding the metal film. For example, if an anti-
body is bound to or adsorbed into the metal surface, a
noticeable change in the resonance angle can be readily
observed because of the change of the refraction index at
the surface assuming all other parameters are kept con-
stant. The advantage of this concept is the improved ability
to detect the direct interaction between antibody and anti-
gen as an interfacial measurement.

Optical Fibers

An optical fiber consists of two parts: a core (typically made
of a thin glass rod) with a refractive index n, and an outer
layer (cladding) with a refractive index ny, where ny > ns.

Incident Reflected

light light

Sensor chip

Flow cell

Figure 2. Principle of a SPR detection system. Courtesy of
Biacore AB. An increased sample concentration causes a
corresponding increase in refractive index that in turn alters
the angle of incidence required to create the SPR angle.

The refractive indexes of the core and cladding depend on
their material properties. Optical fibers are based on the
principle of total internal reflection where incident light is
transmitted through the core of the fiber with very little
loss. The light strikes the cladding at an angle greater than
the so-called critical angle, so that it is totally internally
reflected at the core—cladding interface.

Several types of biomedical measurements can be
made using either a plain optical fiber as a remote
device for detecting changes in the intrinsic spectral prop-
erties of tissue or blood, or optical fibers tightly coupled to
various indicator-mediated transducers. The measure-
ment relies either on direct illumination of a sample
through the end-face of the fiber or by excitation of a
coating on the sidewall surface through evanescent wave
coupling. In both cases, sensing takes place in a region
outside the optical fiber itself. Light emanating from the
fiber end is scattered or fluoresced back into the fiber,
allowing measurement of the returning light as an indica-
tion of the optical absorption or fluorescence of the sample
at the fiber tip.

A block diagram of a generic instrument for an optical
fiber-based sensor is illustrated in Fig. 3. The basic build-
ing blocks of such an instrument are the light source,
various optical coupling elements, an optical fiber guide
with or without the necessary sensing medium incorpo-
rated at the distal tip, and a photodetector.

Probe Configurations

A number of different methods can be used to implement
fiber optic sensors. Most fiber optic chemical sensors
employ either a single fiber configuration, where light
travels to and from the sensing tip in one fiber, or a
double-fiber configuration, where separate optical fibers
are used for illumination and detection. A single fiber optic
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Figure 3. General building blocks of a fiber optic-based
instrument for biomedical sensing applications. Typically, a
microprocessor is used to control the light intensity and can be
used to select either a fixed or a range of wavelengths for sample
illumination. The microprocessor is also used to process the output
of the photodetector.



configuration offers the most compact and potentially least
expensive implementation. However, additional chal-
lenges in instrumentation are involved in separating the
returning illuminating from the incident light illumina-
tion.

Intravascular fiber optic sensors are introduced into a
vessel via a catheter. The design of intravascular fiber optic
sensors requires additional considerations related to the
sterility and biocompatibility of the catheter. For example,
intravascular fiber optic sensors must be sterilizable and
their material has to be nonthrombogenic and resistant to
platelet and protein deposition. Therefore, these catheters
are typically made of materials covalently bound with
heparin or antiplatelet agents. The catheter is normally
introduced via venous or arterial puncture and a slow
heparin flush is maintained while the catheter remains
in the body for short-term sensing, typically only for a few
hours.

Indicator-Mediated Transducers

Indicator-mediated transducers are based on the coupling
of light to a specific recognition element so that the sensor
can respond selectively and reversibly to a change in the
concentration of a particular analyte. The problem is that
only a limited number of biochemical analytes have an
intrinsic optical absorption that can be measured directly
by spectroscopic methods with sufficient selectivity. Other
species, particularly hydrogen ions and oxygen, which are
of primary interest in diagnostic applications, do not have
an intrinsic absorption and thus are not suitable analytes
for direct photometry. Therefore, indicator-mediated
transducers have been developed using specific reagents
that can be immobilized on the surface of an optical sensor.
These transducers may include indicators and ionophores
(i.e., ion-binding compounds) as well as a wide variety of
selective polymeric materials.

Figure 4 illustrates typical indicator-mediated fiber
optic sensor configurations. In Fig. 4a, the indicator is
immobilized directly on a membrane positioned at the
end of a fiber. An indicator can be either physically retained
in position at the end of the fiber by a special permeable
membrane (Fig. 4b), or a hollow capillary tube (Fig. 4c).
Polymers are sometimes used to enclose the indicator and
selectively pass the species to be sensed.

Advantages and Disadvantages of Optical Fiber Sensors

Advantages of fiber optic sensors include their small size
and low cost. In contrast to electrical measurements, fiber
optic are self-contained, and therefore do not require an
external reference signal from a second electrode. Because
the signal that is transmitted is an optical signal, there is
no electrical risk to the patient and the measurement is
immune from interference caused by surrounding electric
or magnetic fields. This makes fiber optic sensors very
attractive for applications involving intense electromag-
netic or radiofrequency fields, for example, near a mag-
netic resonance imaging (MRI) system or electrosurgical
equipment. Chemical analysis can be performed in real-
time with almost an instantaneous response. Further-
more, versatile sensors can be developed that respond to
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Figure 4. Typical configuration of different indicator-mediated
fiber optic sensor tips showing different methods for placement of
a reagent. Reprinted with permission from Fiber optic chemical
sensors and biosensors, Vol. I, Wolfbeis OS, editor, CRC Press,
Boca Raton, FL, ¢1991.

multiple analytes by utilizing multiwavelength measure-
ments.

Despite unique advantages and promising feasibility
studies, optical fiber sensors exhibit several shortcomings.
Sensors with immobilized dyes and other indicators have
limited long-term stability in vivo and their shelf-life
degrades significantly over time.

INSTRUMENTATION

Instrumentation for optical measurements generally
consist of (1) a light source to illuminate the medium,
(2) optical components to generate a light beam with
specific characteristics and to direct this light to some
sensing agent or physical compartment, and (3) a photo-
detector for converting the optical signal to an electrical
signal. The actual implementation of instrumentation
designed to construct or interface with optical sensors vary
greatly depending on the type of optical sensor used and its
intended medical application.

Light Sources

Wide selections of light sources are available commercially
for use in optical sensor applications. These include: nar-
row-band semiconductor diode lasers, broad spectral band
incandescent lamps, and solid-state light emitting diodes
(LEDs). The important requirement of a light source is
obviously good stability. In certain applications, for exam-
ple, in portable instrumentation, LEDs have significant
advantages over other light sources since they are small,
inexpensive, consume less power, produce selective wave-
lengths, and are easy to work with. In contrast, tungsten
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lamps produce a broader range of wavelengths, have
higher intensities, but require a stable and sizable power
supply. Furthermore, incandescent lamps produce signifi-
cant heat that can degrade or destroy delicate biological
samples so special provisions must be made for thermal
dissipation of excessive heat.

Optical Elements

Different optical elements can be used to manipulate light
in optical instrumentation. These may include mirrors,
lenses, light-choppers, beam-splitters, and couplers for
directing the light from the light source to the measure-
ment site and back to the photodetector. If special wave-
guides are involved, additional components may be
required to direct the light into the small aperture of an
optical fiber or a specific area on a waveguide surface, and
collecting the light from the sensor before it is processed by
the photodetector. For a narrow wavelength selection when
a broad bandwidth incandescent light source is utilized,
optical filters, prisms, or diffraction gratings are the most
common used components.

Photodetectors

Several specifications must be considered in choosing
photodetectors for optical sensors. These include: detector
sensitivity, noise level, spectral response, and response
time. The most popular photodetectors employed in bio-
medical sensors are semiconductor quantum photodetec-
tors, such as Silicon photodiodes. The choice, however, is
somewhat dependent on the wavelength region of interest.
Often, dual photodetectors are used in spectrophotometric
instrumentation because it is frequently necessary to
include a separate reference photodetector to track
fluctuations in source intensity and temperature. By tak-
ing a ratio between the reference photodetector, which
measures part of the light that is not affected by the
measurement, and the primary photodetector, which
measures the light intensity that interacts with the ana-
lyte, it is possible to obtain a more accurate and stable
measurement.

Signal Processing

The signal obtained from a photodetector typically pro-
vides a current or voltage proportional to the measured
light intensity. Therefore, simple analog circuitry (e.g., a
current-to-voltage converter or connection to a program-
mable gain voltage amplifier) is required. Sometimes, the
output from a photodetector is connected directly to a pre-
amplifier before it is applied to a sampling and analog-to-
digital conversion circuitry. More recently, advanced
Sigma-Delta type analog-to-digital converters became
available commercially that can accept input current
directly from a photodiode, thus eliminating the need
for a separate current-to-voltage converter stage.
Frequently, two different wavelengths of light are uti-
lized to perform a specific measurement. One wavelength is
usually sensitive to changes in the analyte being mea-
sured, while the other wavelength is unaffected by changes
in the analyte concentration. In this manner, the unaf-

fected wavelength is used as a reference to compensate for
fluctuations in instrumentation properties over time. In
other applications, additional discriminations, such as
pulse excitation or electronic background subtraction uti-
lizing a synchronized lock-in amplifier, are useful to gain
significant improvement in selectivity and sensitivity.

IN VIVO APPLICATIONS

Glucose Sensors

Research has shown that tightly controlling blood sugar
levels can prevent or slow down the development of pro-
blems related to diabetes. Presently, the conventional
method for measuring blood glucose requires a drop of
blood and relies on an electrochemical reaction of glucose
with a glucose-specific enzyme such as glucose oxidase.
During the past 20 years, numerous attempts have been
made to develop optical sensors for continuous invasive
and noninvasive measurement of blood glucose. The main
driving forces for developing a blood glucose sensor is to
enable the development of a closed-loop artificial endo-
crine pancreas for optimizing the treatment of diabetes.
Continuous monitoring of blood glucose would provide the
patient more useful information on daily fluctuations in
glucose levels, will increase patient’s motivation and com-
pliance for daily self-monitoring, and would aid in the
optimization of insulin therapy resulting in better meta-
bolic control. If perfected, such a system could provide
reliable early warning of large excursions in blood glucose
levels that may lead to hypo- and hyperglycemic condi-
tions. Therefore, it would be valuable in preventing long-
term complications associated with diabetes, such as cor-
onary artery disease, neuropathy, retinopathy, and hyper-
tension.

A fiber optic sensor for measuring blood glucose in vivo
utilizing the concept of competitive binding was described
by Schultz et al. (1). The idea was based on an analyte
(glucose) that competes for binding sites on a substrate (the
Lectin Concanavalin A) with a fluorescent indicator-tagged
polymer [fluorescein isothiocyanate (FITC)-dextran]. The
sensor was arranged so that the substrate is fixed in a
position out of the optical path of the fiber end. The sub-
strate is bound to the inner wall of a glucose-permeable
hollow fiber tubing and fastened to the end of an optical
fiber. The hollow fiber acts as the container and is
impermeable to the large molecules of the fluorescent
indicator. The light beam that extends from the fiber “sees”
only the unbound indicator in solution inside the hollow
fiber, but not the indicator bound on the container wall.
Excitation light passes through the fiber and into the
solution, causing the unbound indicator to fluoresce, and
the fluorescent light passes back along the same fiber to a
measuring system. The fluorescent indicator and the glu-
cose are in competitive binding equilibrium with the sub-
strate. The interior glucose concentration equilibrates with
its concentration exterior to the probe. If the glucose con-
centration increases, the indicator is driven off the sub-
strate to increase the concentration of the indicator. Thus,
fluorescence intensity as seen by the optical fiber follows
changes in the glucose concentration. In vivo studies



demonstrated fairly close correspondence between the
sensor output and actual blood glucose levels. Another
novel approach based on fluorescent molecules was sug-
gested by Pickup et al.(2). The idea relied on the covalent
binding of a fluorescent dye to glucose that results in a
reduction of its fluorescence intensity when excited by
light.

Although the measurement of glucose in plasma and
whole blood in vitro is feasible (3), a more attractive
approach for measuring blood glucose involves noninvasive
measurement (4-6). The basic premise is to direct a light
beam through the skin or laterally through the eye and
analyze either the backscattered or transmitted light
intensity. Three methods have been commonly attempted
based either or changes in light absorption, polarization, or
light scattering induced by variations in blood glucose.
Although light in the visible and lower part of the near-
infrared (NIR) region of the spectrum (700-2400 nm) can
penetrate safely down to the vascular layer in the skin
without significant attenuation there are major obstacles
associated with noninvasive glucose measurement using
spectrophotometry. Specifically, the concentration of glu-
cose in tissue and blood is relatively low and light absorp-
tion in the NIR region is profoundly dependent on the
concentration of water and temperature. Moreover, glu-
cose has no unique absorption peaks in the visible or NIR
region of the spectrum. Therefore, physiological variations
in blood glucose induce only small and nonspecific changes
in backscattered light intensity. Since measurements in
the NIR region are due to low energy electronic vibrations,
as well as high order overtones of multiple bands, NIR
spectroscopy remains purely empirical. Thus, to extract
accurate quantitative information related to variations in
blood glucose, it is necessary to employ multivariate sta-
tistical calibration techniques and extensive chemometric
analysis.

In principle, changes in light scattering caused by var-
iations in blood glucose may offer another potential method
for measuring glucose noninvasively. The fundamental
principle exploited assumes that the refractive index of
cellular structures within the skin remains unchanged
while an increase in blood glucose leads to a subsequent
rise in the refractive index of the blood and interstitial
fluid. Limited studies involving glucose tolerance tests in
humans (7,8) showed that changes in blood glucose could be
measured from changes in light scattering. However,
obtaining reliable and accurate measurement of blood
glucose noninvasively using NIR spectroscopy remains
challenging, mainly because other blood analytes (pro-
teins, urea, cholesterol, etc.), as well as confounding phy-
siological factors such as variations in blood flow,
temperature, water content, and physical coupling of the
sensor to the skin, are known to influence the measure-
ment.

The implementation of an artificial pancreas would
ultimately represent a major technological breakthrough
in diabetes therapy. To date, however, inadequate specifi-
city and insufficient accuracy within the clinically relevant
range provide major obstacle in achieving this milestone
with noninvasive blood glucose sensors using optical
means.
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Oximetry

Oximetry refers to the colorimetric measurement of the
degree of oxygen saturation (SO,), that is, the relative
amount of oxygen carried by the hemoglobin in the ery-
throcytes. The measurement is based on the variation in
the color of deoxyhemoglobin (Hb) and oxyhemoglobin
(HbOy). A quantitative method for measuring blood oxyge-
nation is of great importance in assessing the circulatory
and respiratory status of a patient.

Various optical methods for measuring the oxygen
saturation in arterial (SaO,;) and mixed-venous (SvO,)
blood have been developed, all based on light transmission
through, or reflection from, tissue and blood. The measure-
ment is performed at two specific wavelengths: \;, where
there is a large difference in light absorbance between Hb
and HbO; (e.g., 660 nm red light), and a second wave-
length, Ao, which can be an isobestic wavelength (e.g.,
805 nm IR light), where the absorbance of light is inde-
pendent of blood oxygenation, or a higher wavelength in
the near-IR region, typically between 805 and 960 nm,
where the absorbance of Hb is slightly smaller than that of
HbO.,.

The concept of oximetry is based on the simplified
assumption that a hemolyzed blood sample consists of a
two-component homogeneous mixture of Hb and HbO,,
and that light absorbance by the mixture of these two
components is additive. Hence, a simple quantitative rela-
tionship can be derived for computing the oxygen satura-
tion of blood based on the relationship:

S0z = K3 — K2[OD(\1)/OD(\2)]

where K; and K, are empirically derived coefficients that
are functions of the specific absorptivities (also called
optical extinction) of Hb and HbO,, and OD (optical den-
sity) denotes the corresponding absorbance of the blood at a
specific wavelength.

Since the original discovery of this phenomenon > 50
years ago (9), there has been progressive development in
instrumentation to measure SO, along three different
paths. Bench-top oximeters for clinical laboratories, which
measure the concentration of Hb and HbOs from a small
sample of arterial blood, fiber optic catheters for intravas-
cular monitoring, and transcutaneous sensors, which are
noninvasive devices placed on the skin.

Mixed-Venous Fiber Optic Catheters

Fiber optic oximeters for measuring mixed-venous
oxygen saturation (SvOy) were first described in the early
1960s by Polanyi and Hehir (10). They demonstrated that
in a highly scattering medium, such as blood, it is feasible
to use reflectance measurement to determine SO, in a
flowing blood medium. Accordingly, they showed that a
linear relationship exists between SOz and the ratio of the
infrared-to-red (IR/R) light that is backscattered from
blood:

S0, = A — B(IR/R)

where, A and B are empirically derived calibration coeffi-
cients.
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The ability to rely on light reflectance for measurement
of SOy in vivo subsequently led to the commercial devel-
opment of fiber optic catheters for intravascular monitor-
ing of SvO, inside the pulmonary artery.

Under normal conditions, oxygen consumption is less
than or equal to the amount of oxygen delivered. However,
in critically ill patients, oxygen delivery is often insufficient
for the increased tissue demands, because many such
patients have compromised compensatory mechanisms.
If tissue oxygen demands increase and the body’s compen-
satory mechanisms are overwhelmed, the venous oxygen
reserve will be tapped, and that change will be reflected as
a decreased SvO,. Venous oxygen saturation in the pul-
monary artery is normally ~ 75%. Although no specific
SvO; level has been correlated with adverse physiological
effects, an SvO,, level of 53% has been linked to anaerobic
metabolism and the production of lactic acid (11), while an
SvO, level of 50% or less indicates that oxygen delivery is
marginal for oxygen demands, and thus venous oxygen
reserve is reduced. Thus, continuous SvO; monitoring can
be used to track the available venous oxygen reserve.

A fiber optic pulmonary artery catheter, with its tip in
the pulmonary artery, can be used to sample the outflow
from all tissue beds. For this reason, SvO, is regarded as a
reliable indicator of tissue oxygenation (12) and therefore
is used to indicate the effectiveness of the cardiopulmonary
system during cardiac surgery and in the ICU.

Fiber optic SvO, catheters consist of two separate opti-
cal fibers; one fiber is used for transmitting the light to the
flowing blood and a second fiber directs the backscattered
light to a photodetector. The catheter is introduced into the
vena cava and further advanced through the heart into
the pulmonary artery by inflating a small balloon located
at the distal end. The flow-directed catheter also contains a
small thermistor for measuring cardiac output by thermo-
dilution.

Several problems limit the wide clinical application of
intravascular fiber optic oximeters. These include the
dependence of the optical readings on hematocrit and
motion artifacts due to catheter tip “whipping” against
the blood vessel wall. Additionally, the introduction of
the catheter into the heart requires an invasive procedure
and can sometimes cause arrhythmias.

Pulse Oximetry

Noninvasive monitoring of SaO, by pulse oximetry is a
rapidly growing practice in many fields of clinical medicine
(13). The most important advantage of this technique is the
capability to provide continuous, safe, and effective mon-
itoring of blood oxygenation.

Pulse oximetry, which was first suggested by Aoyagi
et al. (14) and Yoshiya et al. (15), relies on the detection
of time-variant photoplethysmographic (PPG) signals,
caused by changes in arterial blood volume associated with
cardiac contraction. The SaOs is derived by analyzing the
time-variant changes in absorbance caused by the pulsat-
ing arterial blood at the same R and IR wavelength used in
conventional invasive-type oximeters. A normalization
process is commonly performed by which the pulsatile
(ac) component at each wavelength, which results from

Figure 5. A disposable finger probe of a noninvasive transmission
pulse oximeter. Reprinted by permission of Nellcor Puritan
Bennett, Inc., Pleasanton, California. The sensor is wrapped
around the fingertip using a self-adhesive tape backing.

the expansion and relaxation of the arterial bed, is divided
by the corresponding nonpulsatile (dc) component of the
PPG, which is composed of the light absorbed by the
blood-less tissue and the nonpulsatile portion of the blood
compartment. This effective scaling process results in a
normalized R/IR ratio, which is dependent on SaOg, but is
largely independent of the incident light intensity, skin
pigmentation, tissue thickness, and other nonpulsatile
variables.

Pulse oximeter sensors consist of a pair of small and
inexpensive R and IR LEDs and a highly sensitive silicon
photodiode. These components are mounted inside a reu-
sable rigid spring-loaded clip, a flexible probe, or a dis-
posable adhesive wrap (Fig. 5). The majority of the
commercially available sensors are of the transmittance
type in which the pulsatile arterial bed (e.g., ear lobe,
fingertip, or toe) is positioned between the LEDs and the
photodiode. Other probes are available for reflectance
(backscatter) measurement, where both the LEDs and
photodetector are mounted side-by-side facing the skin
(16,17).

Numerous studies have evaluated and compared the
accuracy of different pulse oximeters over a wide range of
clinical conditions (18-21). Generally, the accuracy of most
noninvasive pulse oximeters is acceptable for a wide range
of clinical applications. Most pulse oximeters are accurate
to within 4+ 2-3% in the SaO, range between 70 and 100%.

Besides Sa0Oj;, most pulse oximeters also offer other
display features, including pulse rate and analogue or
bar graph displays indicating pulse waveform and relative
pulse amplitude. These important features allow the user
to assess in real time the quality and reliability of the
measurement. For example, the shape and stability of the
PPG waveform can be used as an indication of possible
motion artifacts or low perfusion conditions. Similarly, if
the patient’s heart rate displayed by the pulse oximeter
differs considerably from the actual heart rate, the dis-
played saturation value should be questioned.



Several locations on the body, such as the ear lobes,
fingertips, and toes, are suitable for monitoring SaOs with
transmission pulse oximeter sensors. The most popular
sites are the fingertips since these locations are convenient
to use and a good PPG signal can be quickly obtained.

Other locations on the skin that are not accessible to
conventional transillumination techniques can be moni-
tored using a reflection (backscatter) SaO, sensor. Reflec-
tion sensors are usually attached to the forehead or to the
temples using a double-sided adhesive tape.

Certain clinical and technical situations may interfere
with the proper acquisition of reliable data or the inter-
pretation of pulse oximeter readings. Some of the more
common problems are low peripheral perfusion associated,
for example, with hypotension, vasoconstriction, or
hypothermia conditions. Also, motion artifacts, the pre-
sence of significant amounts of dysfunctional hemoglobins
(i.e., hemoglobin derivatives that are not capable of rever-
sibly binding with oxygen), such as HbCO and methemo-
globin, and intravenous dyes introduced into the blood
stream (e.g., methylene blue).

Pulse oximetry is widely used in various clinical appli-
cations including anesthesia, surgery, critical care, hypox-
emia screening, exercise, during transport from the
operating room to the recovery room, in the emergency
room, and in the field (22—26). The availability of small and
lightweight optical sensors makes SaOy monitoring espe-
cially applicable for preterm neonates, pediatric, and
ambulatory patients. In many applications, pulse oximetry
has replaced transcutaneous oxygen tension monitoring in
neonatal intensive care. The main utility of pulse oxi-
meters in infants, especially during the administration
of supplemental oxygen, is in preventing hyperoxia
since high oxygen levels in premature neonates is asso-
ciated with increased risk of blindness from retrolental
fibroplasia.

During birth, knowing the blood oxygenation level of
the fetus is of paramount importance to the obstetrician.
Lack of oxygen in the baby’s blood can resultin irreversible
brain damage or death. Traditionally, physicians assess
the well being of the fetus by monitoring fetal heart
rate and uterine contractions through the use of electronic
fetal monitoring, which are sensitive, but generally not
specific. Approximately one-third of all births in the Uni-
ted States are marked by a period in which a nonreassur-
ing heart rate is present during labor. Without a reliable
method to determine how well the fetus is tolerating labor
and when dangerous changes in oxygen levels occur,
many physicians turn to interventions, such as cesarean
deliveries.

Recently, the FDA approved the use of new fetal oxygen
monitoring technology, originally developed by Nellcor
(OxiFirst, Tyco Healthcare). The pulse oximeter utilizes
a disposable shoehorn-shaped sensor (Fig. 6), which is
inserted through the birth canal during labor, after the
amniotic membranes have ruptured and the cervix is
dilated at least 2 cm. The sensor, which comprises the
same optical components as other pulse oximeter sensors
used for nonfetal applications, rests against the baby’s
cheek, forehead, or temple, and is held in place by the
uterine wall. The fetus must be of at least 36 weeks
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Figure 6. Optical probe and a fetal pulse oximeter. Reprinted by
permission of Nellcor Puritan Bennett, Inc., Pleasanton,
California. The shape of the optical sensor is contoured to
enable proper placement of the sensor against the fetus face.

gestation with the head in the normal vertex position for
delivery. A controlled, randomized clinical trial, has
demonstrated the safety and effectiveness of this new
technology (27,28). While some clinical studies found that
the rate of caesarean section for nonreassuring heart rate
was significantly lower among the group of women mon-
itored by the OxiFirst system, it is not yet clear whether the
use of a fetal pulse oximeter may lead to a reduction in the
number of Caesarean sections performed. Therefore, the
American College of Obstetrics and Gynecology has not yet
endorsed the use of this technology in clinical practice.

Noninvasive Cerebral Oximetry

Somanetics, Inc. (Troy, MI) has developed a noninvasive
cerebral oximeter (INVOS) for monitoring of changes in
brain oxygen saturation that can be used to alert clinicians
to changes in the critical balance between arterial oxygen
delivery and cerebral consumption (29-31). The method is
based on NIR light photons injected by a light source into
the skin over the forehead as illustrated in Fig. 7. After
being scattered inside the scalp, skull, and brain, some
fraction of the incident photons return and exit the skin. By
measuring the backscattered light intensity as a function
of two wavelengths, 730 and 810 nm, it is possible to
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Figure 7. Principle of the INVOS cerebral oximeter. Courtesy of
Somanetics, Corp, Troy, MI. Two photodetectors are used to
capture the backscattered light from different depths in the brain.
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measure changes in regional hemoglobin oxygen satura-
tion (rSO;5 index).

The measurement is intuitively based on the fact that
the greater the separation of source and detector, the
greater the average depth of penetration. Photons that
happen to meander close to the surface are very likely to
be lost out of the skin before getting to a distant detector.
Large source-detector separation is therefore biased
against “shallow” photons except in the tissues directly
under the optical sensor. On the other hand, geometry and
absorption also make it statistically unlikely that very
deeply penetrating photons will find their way back to
the detector. Most of the photons reaching the detector
tend to take some optimum middle course. This mean
photon path is shaped approximately like a “banana” with
ends located at the light source and photodetector.

To reduce extraneous spectroscopic interference that is
dominated by light scattered by the surrounding bone,
muscle, and other tissues, the INVOS SomaSensor® oxi-
meter uses two source-detector separations: a “near” (shal-
low) spacing and a “far” (deep) spacing. The dual detectors
sample about equally the shallow layers in the illuminated
tissue volumes positioned directly under the light sources
and photodetectors, but the far-spaced detector “sees”
deeper than the near-spaced detector. By subtracting the
two measurements, the instrument is able to suppress the
influence of the tissues outside the brain to provide a
measurement of changes in brain oxygen saturation.

Measurement of Blood Gases

Accurate measurement of arterial blood gases, that is,
oxygen partial pressure (pOy), carbon dioxide partial pres-
sure (pCOy), and pH, is one of the most frequently per-
formed tests in the support of critically ill patients. The
measurement is essential for clinical diagnosis and man-
agement of respiratory and metabolic acid-base problems
in the operating room and the ICU. Traditionally, blood
gases have been measured by invasive sampling, either
through an indwelling arterial catheter or by arterial
puncture, and analyzed in a clinical laboratory by a
bench-top blood gas analyzer. However, this practice pre-
sents significant drawbacks: Sampling is typically per-
formed after a deleterious event has happened, the
measurement is obtained intermittently rather than con-
tinuously so physicians can not immediately detect sig-
nificant changes in a patient’s blood gas status, there could
be a considerable delay between the time the blood sample
is obtained and when the readings become available, there
is an increased risk for patient infection, and there is
discomfort for the patients associated with arterial blood
sampling. Furthermore, frequent arterial blood gas sam-
pling in neonates can also result in blood loss and may
necessitate blood transfusions.

In view of the above drawbacks, considerable effort has
been devoted over the last three decades to develop either
disposable extracorporeal sensors (for ex vivo applications)
or intraarterial fiber optic sensors that can be placed in the
arterial line (for in vivo applications) to enable continuous
trending that is vital for therapeutic interventions in
ICU patients who may experience spontaneous and often

unexpected changes in acid-base status. Thus, with the
advent of continuous arterial blood gas monitoring, treat-
ment modalities can be proactive rather than reactive.
Although tremendous progress has been made in the min-
iaturization of intravascular blood gas and pH sensors, in
order to be acceptable clinically, further progress must be
achieved on several fronts. Specifically, there is a need to
improve the accuracy and reliability of the measurement
especially in reduced blood flow and hypotensive condi-
tions. Additionally, sensors must be biocompatible and
nonthrombogenic, the readings must be stable and respond
rapidly to changes in physiological conditions, and the
disposable sensors need to be inexpensive and more cost
effective.

Intravascular Optical Blood Gas Catheters

In the early 1970s, Lubbers and Opitz (32) originated what
they called “optodes” (from the Greek word ‘optical path’)
for measurements of important physiological gases in
fluids and in gases. The principle upon which these sensors
were designed originally was based on a closed compart-
ment containing a fluorescent indicator in solution, with a
membrane permeable to the analyte of interest (either ions
or gases) constituting one of the compartment walls. The
compartment was coupled by optical fibers to a system that
measured the fluorescence inside the closed compartment.
The solution equilibrates with the pOs; or pCOy of the
medium placed against it, and the fluorescence intensity
of an indicator reagent in the solution was calibrated to the
partial pressure of the measured gas.

Intraarterial blood gas optodes typically employ a single
or a double fiber configuration. Typically, the matrix con-
taining the indicator is attached to the end of the optical
fiber. Since the solubility of O, and CO; gases, as well as
the optical properties of the sensing chemistry itself, are
affected by temperature variations, fiber optic intravascu-
lar sensors include a thermocouple or thermistor wire
running alongside the fiber optic cable to monitor and
correct for temperature fluctuations near the sensor tip.
A nonlinear response is characteristic of most chemical
indicator sensors, so they are designed to match the con-
centration region of the intended application. Also, the
response time of optodes is somewhat slower compared
to electrochemical sensors.

Intraarterial fiber optic blood gas sensors are normally
placed inside a standard 20-gage arterial cannula, which is
sufficiently small thus allowing adequate spacing between
the sensor and the catheter wall. The resulting lumen is
large enough to permit the withdrawal of blood samples,
introduction of a continuous heparin flush, and the record-
ing of a blood pressure waveform. In addition, the optical
fibers are encased in a protective tubing to contain any
fiber fragments in case they break off. The material in
contact with the blood is typically treated with a covalently
bonded layer of heparin, resulting in low susceptibility to
fibrin deposition. Despite excellent accuracy of indwelling
intraarterial catheters in vitro compared to blood gas
analyzers, when these multiparameter probes were first
introduced into the vascular system, it quickly became
evident that the readings (primarily pO,) varies frequently
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Figure 8. Principle of an indwelling arterial optical blood gas catheter. Courtesy of Diametrics, Inc,
St Paul, MN. A heparin-coated porous polyethylene membrane encapsulates the optical fibers and a
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and unpredictably, mainly due to the sensor tip intermit-
tently coming in contact with the wall of the arterial blood
vessel and intermittent reductions in blood flow due to
arterial vasospasm (33-35).

Recently, a more advanced multiparameter disposable
probe (Fig. 8) consisting of a pOs, pCO2, and pH sensors
was developed by Diametrics Medical, Inc. (36-38). Several
technical issues discovered during clinical evaluations of
earlier probes were successfully addressed by this new
product, and multiple clinical studies confirmed that the
system is adequate for trend monitoring. The device has
been evaluated in neurosurgical patients for continuous
monitoring in the brain and in critically ill pediatric
patients (39—41).

Although significant progress has been made, most of
the intravascular probes are adversely affected by patient—
probe interfacing problems and high manufacturing cost.
These problems must be fully overcome before continuous
intravascular blood gas monitoring can be performed reli-
ably and cost effectively in widely divergent patient groups.
Continuous arterial blood gas monitoring will not comple-
tely replace traditional invasive blood sampling. Never-
theless, it may extend the clinician’s ability to recognize
and intervene more effectively to correct potentially life-
threatening conditions.

pO, Sensors

The basic principle of measuring pOs optically relies on the
fluorescence quenching effect of oxygen. Fluorescence
quenching is a general property of aromatic molecules.
In brief, when light is absorbed by a molecule, the absorbed
energy is held as an excited electronic state of the molecule.
It is then lost by coupling to the mechanical movement of
the molecule (heat), reradiated from the molecule in a

mean time of ~ 10 ns (fluorescence), or converted into
another excited state with much longer mean lifetime
(phosphorescence). Quenching reduces the intensity of
the emitted fluorescence light and is related to the con-
centration of the quenching molecules. The quenching of
luminescence by oxygen was initially described by Kautsky
in 1939 (42).

Opitz and Lubbers (43) and Peterson et al. (44) devel-
oped a fiber optic sensor for measuring pO; using the
principle of fluorescence quenching. The dye is excited at
~ 470 nm (blue) and fluoresces at ~ 515 nm (green) with an
intensity that depends on the pOs. The optical information
is derived from the ratio of light intensities measured from
the green fluorescence and the blue excitation light, which
serves as an internal reference signal. The original sensor
contained a Perylene Dibutyrate dye contained in an oxy-
gen-permeable porous polystyrene envelope (45). The ratio
of green to blue intensity is processed according to the
Stern—Volmer equation (46):

Io/I =1+KpO,

where I and I, are the fluorescence emission intensities in
the presence and absence (i.e., pOs = 0) of the quencher,
respectively, and K is the Stern—Volmer quenching coeffi-
cient. The method provides a nearly linear readout of pO,
over the range of 0-150 mmHg (0—20 kPa), with a precision
of ~ 1 mmHg (0.13 kPa). The original sensor was 0.5 mm in
diameter its 90% response time in an aqueous medium was
~ 1.5 min.

pH Sensors

Peterson and Goldstein et al.(47) developed the first fiber
optic chemical sensor for physiological pH measurement by
placing a reversible color-changing indicator at the end of a
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pair of optical fibers. In the original development, the
popular indicator phenol red was used since this dye
changes its absorption properties from the green to
the blue part of the spectrum as the acidity is increased.
The dye was covalently bound to a hydrophilic polymer in
the form of water-permeable microbeads that stabilized
the indicator concentration. The indicator beads were con-
tained in a sealed hydrogen ion-permeable envelope made
out of hollow cellulose tubing. In effect, this formed a
miniature spectrophotometric cell at the end of the fibers.

The phenol red dye indicator is a weak organic acid, and
its unionized acid and ionized base forms are present in a
concentration ratio that is determined according to the
familiar Henderson—Hasselbalch equation by the ioniza-
tion constant of the acid and the pH of the medium. The two
forms of the dye have different optical absorption spectra.
Hence, the relative concentration of one of the forms, which
varies as a function of pH, can be measured optically and
related to variations in pH. In the pH sensor, green and red
light emerging from the distal end of one fiber passes
through the dye where it is backscattered into the other
fiber by the light-scattering beads. The base form of the
indicator absorbs the green light. The red light is not
absorbed by the indicator and is therefore used as an
optical reference. The ratio of green to red light is mea-
sured and is related to the pH of the medium.

A similar principle can also be used with a reversible
fluorescent indicator, in which case the concentration of
one of the indicator forms is measured by its fluorescence
rather than by the absorbance intensity. Light, typically in
the blue or ultraviolet (UV) wavelength region, excites the
fluorescent dye to emit longer wavelength light. The con-
cept is based on the fluorescence of weak acid dyes that
have different excitation wavelengths for the basic and
acidic forms but the same emitted fluorescent wavelength.
The dye is encapsulated in a sample chamber that is
permeable to hydrogen ions. When the dye is illuminated
with the two different excitation wavelengths, the ratio of
the emitted fluorescent intensities can be used to calculate
the pH of the solution that is in contact with the encapsu-
lated dye.

The prototype device for measuring pH consisted of a
tungsten lamp for illuminating the optical fiber, a rotating
filter wheel to select the red and green light returning from
the fiber, and signal processing to provide a pH output
based on the ratio of the green-to-red light intensity. This
system was capable of measuring pH in the physiologic
range between 7.0 and 7.4 with an accuracy and precision
of 0.01 pH units. However, the sensor was susceptible to
ionic strength variations.

Further development of the pH probe for practical use
was continued by Markle et al. (48). They designed the fiber
optic probe in the form of a 25-gage (¢ = 0.5 mm) hypo-
dermic needle, with an ion-permeable side window, using
75-mm diameter plastic optical fibers. With improved
instrumentation, and with a three-point calibration, the
sensor had a 90% response time of 30 s and the range was
extended to +3 pH units with a precision of 0.001 pH units.

Different methods were suggested for fiber optic pH
sensing (49-52). A classic problem with dye indicators is
the sensitivity of their equilibrium constant to variations in

ionic strength. To circumvent this problem, Wolfbeis and
Offenbacher (53) and Opitz Lubber (54) demonstrated a
system in which a dual sensor arrangement can measure
ionic strength and pH while simultaneously correcting the
pH measurement for ionic strength variations.

pCO; Sensors

The pCO. of a sample is typically determined by measuring
changes in the pH of a bicarbonate solution. The bicarbo-
nate solution is isolated from the sample by a CO2-perme-
able membrane, but remains in equilibrium with the COo
gas. The bicarbonate and CO,, as carbonic acid, form a pH
buffer system and, by the Henderson—Hasselbalch equa-
tion,

HCO;
pCOy

the hydrogen ion concentration is proportional to the pCOq
of the sample. This measurement is done with either a pH
electrode or a dye indicator. Both absorbance (55) and
fluorescence (56) type pCO4 sensors have been developed.
Vurek et al. (57) demonstrated that the same technique
could be used also with a fiber optic sensor. In his design,
one optical fiber carries light to the transducer, which is
made of a silicone rubber tubing ~ 0.6 mm in diameter and
1.0 mm long, filled with a phenol red solution in a 35-mM
bicarbonate. Ambient pCOs controls the pH of the solution
that changes the optical absorption of the phenol red dye.
The CO, permeates through the rubber to equilibrate with
the indicator solution. A second optical fiber carries the
transmitted signal to a photodetector for analysis. A dif-
ferent design by Zhujun and Seitz (58) used a pCO5 sensor
based on a pair of membranes separated from a bifurcated
optical fiber by a cavity filled with bicarbonate buffer.

pH =6.1+log

Extracorporeal Measurement

Several extracorporeal systems suitable for continuous on-
line ex vivo monitoring of blood gases, base-access, and
HCOj3 during cardiopulmonary bypass operations (Fig. 9)
are available commercially (59-61). While this approach
circumvents some of the advantages of continuous in vivo
monitoring, this approach is useful in patients requiring
frequent measurements of blood gases. The basic approach
is similar to the optical method utilized in intravascular
probes, but the sensors are located on a cassette that is
placed within the arterial pressure line that is inserted into
the patient’s arm. The measurement is performed extra-
vascularly by drawing a blood sample past the in-line
sensor. After the analysis, which typically takes ~ 1
min, the sample can then be returned to the patient and
the line is flushed. The sensor does not disrupt the pressure
waveform or interfere with fluid delivery. Several clinical
studies showed that in selected patient groups, the perfor-
mance of these sensors is comparable to that of conven-
tional in vitro blood gas analyzers (62—66).

Hematocrit Measurement

In recent years, an optical sensor has been developed by
Hemametrics (Kaysville, UT) for monitoring hematocrit,
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oxygen saturation and blood volume ex vivo during hemo-
dialysis (67—69). It provides vital and real time trending
information that can be used to alert clinicians instanta-
neously to rapid changes during renal therapy (e.g.,
gastrointestinal bleeding or hemolysis). The optical mea-
surements are based on detecting variations in scattering
and absorption by blood flowing through a disposable cuv-
ette that is connected to the arterial side of the dialyzer. A
noninvasive version of this technology (CritScan) was
recently cleared by the FDA for measuring absolute hema-
tocrit and oxygen saturation by resting a fingertip against
an optical sensor array of LEDs and photodetectors. One
potential applications of this device, which was developed
for spot checking, is for use in blood banking as an anemia
screening tool to qualify blood donors, eliminating the need
for performing hematocrit measurement based on the tra-
ditional and painful needle-stick approach.

Transcutaneous Bilirubin Measurement

Jaundice (hyperbilirubinemia) in newborn babies is
evident in > 50% of newborns during the first week of
birth. While hyperbilirubinemia (i.e., total serum biliru-
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Figure 9. Principle of the GEM SensiCath fiber
optic-based blood gas system. Courtesy of Optical
Sensors, Inc., Minneapolis, MN.

bin > 1.0 mg/dL) occurs in nearly all infants, moderate to
significant hyperbilirubinemia usually peaks between 3
and 7 days of age and typically requires phototheraphy
and/or exchange blood transfusions. If the condition is not
recognized and treated properly, it can lead to potentially
irreversible bilirubin-induced neurotoxicity and neurolo-
gic dysfunction. Visual recognition of jaundice is often
inaccurate and unreliable, but excessive hyperbilirubine-
mia can be diagnosed by laboratory-based assay of
total serum bilirubin obtained from a heel stick or an
umbilical line.

To achieve a more objective measurement of jaundice,
Yamanouchi et al. (70) developed a hand-held transcuta-
neous bilirubinometer developed by the Minolta Company.
The meter used a dual optical filter design to measure a
hemoglobin-corrected yellow color that is a distinctive skin
color in jaundice patients. The measurement gives a reflec-
tance value that must first be correlated to patient’s serum
bilirubin. Clinical testing of this device revealed significant
inaccuracies and patient dependent variability compared
with serum bilirubin determinations due to the presence of
melanin pigmentation in the skin and variations in hemo-
globin content.
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More recently, several companies introduced more
advance hand-held devices that uses multiwavelengths
to measure bilirubin based on spectral analysis of light
reflectance from the skin pioneered by Jacques (71) and
others (72-74). The device consists of a light source, a
fiberoptic probe, and a photodetector, essentially function-
ing as a microspectrophotometer. The unit is housed in a
hand-held assembly that is positioned against the infant’s
forehead.

Pressure Sensors

In vivo pressure measurements provide important diag-
nostic information. For example, pressure measurements
inside the heart, cranium, kidneys, and bladder can be
used to diagnose abnormal physiological conditions that
are otherwise not feasible to ascertain from imaging or
other diagnostic modalities. In addition, intracranial
hypertension resulting from injury or other causes can
be monitored to assess the need for therapy and its efficacy.
Likewise, dynamic changes of pressure measured inside
the heart, uterus, and bladder cavities can help to assess
the efficiency of these organs during muscular contrac-
tions.

There has long been an interest in developing fiber optic
transducers for measuring pressure inside the cranium,
vascular system, or the heart. Several approaches have
been considered in the development of minimally invasive
miniature pressure sensors. The most common technique
involves the use of a fiber optic catheter. Fiber optic pres-
sure sensors have been known and widely investigated
since the early 1960s. The major challenge is to develop
a small enough sensor with a high sensitivity, high fidelity,
and adequate dynamic response that can be inserted either
through a hypodermic needle or in the form of a catheter.
Additionally, for routine clinical use, the device must be
cost effective and disposable.

A variety of ideas have been exploited for varying a light
signal in a fiber optic probe with pressure (75-77). Most
designs utilize either an interferometer principle or mea-
sure changes in light intensity. In general, interferometric-
based pressure sensors are known to have a high sensitiv-
ity, but involve complex calibration and require compli-
cated fabrication. On the other hand, fiber optic pressure
sensors based on light intensity modulation have a lower
sensitivity, but involve simpler construction.

The basic operating principle of a fiber optic pressure
sensor is based on light intensity modulation. Typically,
white light or light produced by a LED is carried by an
optical fiber to a flexible mirrored surface located inside a
pressure-sensing element. The mirror is part of a movable
membrane partition that separates the fiber end from the
fluid chamber. Changes in the hydrostatic fluid pressure
causes a proportional displacement of the membrane rela-
tive to the distal end of the optical fiber. This in turn
modulates the amount of light coupled back into the optical
fiber. The reflected light is measured by a sensitive photo-
detector and converted to a pressure reading.

A fiber optic pressure transducer for in vivo application
based on optical interferometry using white light was
recently developed by Fisco Technologies (Fig. 10). The

Figure 10. Fiber optic in vivo pressure sensor. Courtesy of Fiso
Technologies, Quebec, Canada.

sensing element is based on a Fabry—Perot principle. The
Fabry—Perot cavity is defined on one end by a stainless
steel diaphragm and on the opposite side by the tip of the
optical fiber. When an external pressure is applied to the
transducer, the deflection of the diaphragm causes varia-
tion of the cavity length that in turn is converted to a
pressure reading.

IN VITRO DIAGNOSTIC APPLICATIONS

Immunosensors

The development of immunosensors is based on the obser-
vation of ligand-binding reaction products between a
target analyte and a highly specific binding reagent (78—
80). The key component of an immunosensor is the biolo-
gical recognition element typically consisting of antibodies
or antibody fragments. Immunological techniques offer
outstanding selectivity and sensitivity through the process
of antibody—antigen interaction. This is the primary recog-
nition mechanism by which the immune system detects
and fights foreign matter and has therefore allowed the
measurement of many important compounds at micromo-
lar and even picomolar concentrations in complex biologi-
cal samples.

In principle, it is possible to design competitive binding
optical sensors utilizing immobilized antibodies as selec-
tive reagents and detecting the displacement of a labeled
antigen by the analyte. In practice, however, the strong
binding of antigens to antibodies and vice versa causes
difficulties in constructing reversible sensors with fast
dynamic responses. Other issues relate to the immobiliza-
tion and specific properties related to the antibody-related
reagents on the transducer surface.

Several immunological sensors based on fiber optic
waveguides have been demonstrated for monitoring anti-
body—antigen reactions. Typically, several centimeters of
cladding are removed along the fiber’s distal end and the
recognition antibodies are immobilized on the exposed
core surface. These antibodies bind fluorophore—antigen
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Figure 11. Typical principle of an immunodiagnostic sensor.
Courtesy of Biacore AB. The sensor chip consists of a glass
surface, coated with a thin layer of gold modified with a
Dextran layer for binding of different biomolecules.

complexes within the evanescent wave. The fluorescent
signal excited within the evanescent wave is then trans-
mitted through the cladded fiber to a fluorimeter for pro-
cessing.

Despite an overwhelming number of papers describing
immunosensing techniques, there are still only few com-
mercial instruments based upon immunosensors in clinical
diagnostics today. Among them is the technology intro-
duced by Biacore (Uppsala, Sweden) (81), which utilizes
SPR as the principal probing method (Fig. 11) for real time
monitoring of binding events without labeling or often
purification of the substances involved. The sensor chip
of the Biacore SPR system consists of a glass surface,
coated with a thin layer of gold that is modified with a
carboxymethylated dextran layer. This dextran hydrogel
layer, which provides a hydrophilic environment for
attached biomolecules, preserving them in a nondenatured
state, forms the basis or a range of specialized surfaces
designed to optimize the binding of a variety of molecules
that occurs between active biomolecules. The IAsys from
Affinity Sensors (Cambridge, UK) (82) also exploits the
evanescence field principle, but the method is based on
measuring the difference in the phase of a laser beam
interacting with a waveguide structure. The method is
utilized to study and measure the interactions of proteins
binding to nucleic acids, lipids, and carbohydrates and can
be used in molecular recognition experiments to study for
example the DNA kinetics interactions.

Optical Biosensors in Drug Discovery

Optical biosensors exploit evanescent waves or SPR tech-
niques, where binding of molecules in solution to surface-
immobilized receptors causes an alteration of the refractive
index of the medium near the surface. This optical change
can be used to measure the amount of bound analyte using
very low amounts of compound without the need for prior
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chemical labeling. Hence, evanescent waves and SPR tech-
niques can be used in screening compounds for receptor
binding affinity or to study the kinetic analysis of mole-
cular interactions throughout the process of drug develop-
ment (83). These methods also allow researchers to study
in vitro the interaction between immobilized receptors and
analytes and the general interrogation of intermolecular
interactions (84-88). These sensors have become a stan-
dard method for characterizing biomolecular interactions
and are useful tools to study, for example, if a certain
analyte binds to a particular surface, how strong is the
binding mechanism, and how much of the sample remains
active. The recent development of highly multiplexed opti-
cal biosensor arrays has also accelerated the process of
assay development and target identification that can speed
up the tedious and time-consuming process involved in
screening and discovery of new drugs.
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INTRODUCTION

Since the invention of the microscope, scientists have
peered down at the intricate workings of cellular machin-
ery, laboring to infer how life is sustained. Doubtlessly,
these investigators have frequently pondered What would
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happen if I could push on that, or pull on this? Today, these
formerly rhetorical thought experiments can be accom-
plished using a single-beam optical gradient trap, more
commonly known as “optical tweezers”. This article sur-
veys the history, theory and practical aspects of optical
trapping, especially for studying biology. We start by
reviewing the early demonstrations of optical force gen-
eration, and follow this with a discussion of the theoretical
and practical concerns for constructing, calibrating, and
applying an optical tweezers device. Finally, examples of
important optical tweezers experiments and their results
are reviewed.

OPTICAL TWEEZERS SYSTEMS

History

In 1970, Arthur Ashkin published the first demonstration
of light pressure forces manipulating microscopic, trans-
parent, uncharged particles, a finding that laid the ground-
work for optical trapping (1). Significant application of
optical forces to study biology would not occur until almost
two decades later, after the first description of a single-
beam optical gradient trap was presented in 1986 (2). Soon
after, the ability to trap living cells was demonstrated (3,4)
and by the late 1980s biophysicists were applying optical
tweezers to understand diverse systems, such as bacterial
flagella (5), sperm (6), and motor proteins, such as kinesin
(7). Today, optical tweezers are a primary tool for studying
the mechanics of cellular components and are rapidly being
adapted to applications ranging from cell sorting to the
construction of nanotechnology (8,9).

Trapping Theory

Ashkin and co-workers 1986 description of a single-beam
trap presented the necessary requirements for stable trap-
ping of dielectric particles in three dimensions (2). For laser
light interacting with a particle of diameter much larger
than the laser wavelength, d >> A, that is the so-called Mie
regime, the force on the particle can be calculated using ray
optics to determine the momentum transferred from the
refracted light to the trapped particle. Figure la—c sche-
matically shows the general principle; two representative
rays are bent as they pass through the spherical particle
producing the forces that push the trapped particle toward
the laser focus. A tightly focused beam that is most intense
in the center thus pulls the trapped object toward the beam
waist. More rigorous treatment and calculations can be
found in (2,10).

In the Rayleigh regime, d < A, the system must be
treated in accordance with wave optics, and again the tight
focusing results in a net trapping force due to the fact that
the particle is a dielectric in a non-uniform electric field.
Figure 1d shows a simplified depiction of force generation
in this regime. The electric field gradient from the laser
light induces a dipole in the dielectric particle; this results
in a force on the particle directed up the gradient toward
the area of greatest electric field intensity, at the center
of the laser focus. Detailed calculations can be found in
Ref. 11.

Laser beam
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Figure 1. Optical forces on a dielectric sphere. (Adapted from Ref.
2.) Parts a—c show three possible geometries in the ray optics
regime: particle above, particle below, and particle to the right of
the laser focus, respectively. In each case, two representative rays
are shown interacting with the particle. The two rays change
direction upon entering and exiting the sphere causing a net
transfer of momentum to the particle. Dotted lines show the
focus point in the absence of the sphere. The forces resulting
from each ray are shown in gray along with the summed force.
(Please see online version for color in figure.) In each case the net
force pushes the particle toward the focus. A highly simplified
mechanism for the generation of force in the Rayleigh regime. An
electric field profile is shown above a representative particle. The
labels on the sphere show the net positioning of charges due to
the formation of the dipole and the arrows show the forces. The
induced dipole results in the bead being attracted to the area of
most intense electric field, the laser focus.
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In either regime, the principal challenge to producing a
stable trap is overcoming the force produced by light
scattered back in the direction of the oncoming laser,
which imparts momentum that pushes the particle in
the direction of beam propagation, and potentially out of
the trap. When the trapping force that pulls the particle up
the laser toward the beam waist is large enough to balance
this scattering force, a stable trap results. From examina-
tion of Fig. 1a, it is apparent that the most important rays
providing the force to balance the scattering force come at
steep angles from the periphery of the focusing lens.
For this reason, a tightly focusing lens is critical for
forming an optical trap; typically oil-immersion lenses
with a numerical aperture in excess of 1.2 are used.
Furthermore, the beam must be expanded to slightly over-
fill the back aperture of the focusing lens so that sufficient
laser power is carried in the most steeply focused periph-
ery of the beam.

For biological experiments the preferred size of the
trapped particle is rarely in the range appropriately trea-
ted in either the Mie or Raleigh regime; typically particles
are on the order of 1 pm in diameter, or approximately
equal to the laser wavelength. Theoretical treatment
then requires generalized Lorenz—Mie theory (12,13). In
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Figure 2. Relationship between potential, force, and bead
position probability. The interaction of the tightly focused laser
and dielectric results in a parabolic potential well, the consequence
of which is a linear restoring force; the trap behaves as a linear
radial spring. Here a positive force pushes the particle to the right.
When driven by thermal events in solution a particle’s position has
a Gaussian distribution.

practice, theoretical analysis of specific trapping para-
meters is not necessary because several methods allow
direct calibration of trapping forces. Regardless of particle
size, a tightly focused laser with a Gaussian intensity
profile (TEM,, mode) interacting with a spherical particle,
traps the particle in a parabolic potential well. The para-
bolic potential is convenient because it results in a trap that
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behaves like a Hookian spring: restoring force that pushes
the particle back toward the focus increases linearly with
the displacement from the focus. Figure 2 schematically
illustrates the potential well, force profile, and distribution
of particle positions for a hypothetical trapped sphere. This
convenient relationship results in spherical particles being
the natural choice for most trapping applications including
gradient. These particles are often referred to as beads,
microbeads, or microspheres interchangeably.

Optical Tweezers Systems

Implementations of optical tweezers as they are applied
to biology are variations on a theme: most systems share
several common features although details vary and sys-
tems are often optimized for the application. Figures 3
and 4 show a photograph and a diagram of an example
system. Generally, the system begins with a collimated,
plane-polarized laser with excellent power and pointing
stability. The optimal laser light wavelength depends
on the application, but near-infrared (IR) lasers with a
wavelength ~1 pm are a typical choice for use with bio-
logical samples; such lasers are readily available and
biological samples generally exhibit minimal absorption
in the near-IR. A light attenuator allows for adjustment of
laser power and therefore trap stiffness. In the example
system this is accomplished with a variable half-wave
plate that adjusts the polarity prior to the beam passing
through a polarized beam splitting cube that redirects the
unwanted laser power. Most systems then contain a device
and lenses to actively steer the beam. In the case of the
example system, a piezo-actuated mirror creates angular
deflections of the beam that the telescope lenses translate
into lateral position changes of the laser focus at the focal
plane of the objective. This is accomplished by arranging
the telescope so that a virtual image of the steering
device is formed at the back aperture of the microscope
objective lens. This arrangement also assures that the
laser is not differentially clipped by the objective aperture
as the trap is steered. Following the steering optics, the
laser enters a microscope, is focused by a high numerical

Figure 3. Photograph of an optical tweezers instru-
ment. Note the vibration isolation table that prevents
spurious vibrations from affecting experi- ments. The
clear plastic cover minimizes ambient air convection
that might affect the laser path in addition to limiting
access of dust and preventing accidental contact with
the optics.



178 OPTICAL TWEEZERS

Polarity  Collimation
rotator optics
Polarizing -
beam splitting f E&YIVO4
cube aser
1] Dichroic
| | (reflects laser
Attenuator / transmits visible)
1] Polarity
Piezo rotator 13N A,
mirror O / objective
'\ BFP imaging Condenser
Telescope lenses

Figure 4. Optical tweezers schematic showing major
system components.

aperture objective, and encounters the sample. After pas-
sing through the trapping/image plane, the laser usually
exits the microscope and enters a detection system,
which in this case employs back-focal-plane interferome-
try to measure the position of the bead relative to the
trap (14-16).

There are many optical tweezers designs that can pro-
duce stable, reliable trapping. In most cases, the system is
integrated into an inverted, high quality research micro-
scope (17,18), although successful systems have been incor-
porated into upright (e.g., 15) or custom built microscopes
(14). Some use a single laser to form the trap (7,15) while a
more complicated arrangement uses two counterpropagat-
ing lasers (19,20).

Various implementations for detecting the bead posi-
tion include image analysis (21,22), back focal plane
interferometry (BFPI) (14,16), and a host of less frequently
applied methods based on measurements of scattered
or fluorescent light intensity (23-25) or interference
between two beams produced using the Wollaston
prisms associated with differential interference contrast
microscopy (26). Trap steering can be accomplished with
acoustooptic deflectors (15,27,28), steerable mirrors (23),
or actuated lenses (14). Figure 5 shows a silica micro-
sphere in a trap being moved in a circle at > 10 revolutions
s~ using acoustooptic deflectors, resulting in the comet
tail in the image. Alternatively, the sample can be moved
with a motorized or piezoactuated nanopositioning stage.
In addition, splitting the laser into two orthogonally polar-
ized beams, fast laser steering to effectively multiplex the
beam by rapidly jumping the laser between multiple posi-
tions (29), or holographic technology (9) can be used to
create arrays of multiple traps. Figure 6 shows an image
of a 3 x 3 array of optical traps created using fast
beam steering to multiplex a single beam. Five traps
are holding beads while four, marked with white circles
are empty. Specific optical tweezers designs can also
allow incorporation of other advanced optical techniques
often used in biology, including, but not limited to, total
internal reflection microscopy and confocal microscopy
(30).
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o 4

Integrated
control and
acquisition
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Figure 5. Micrograph of 1 pm bead being manipulated in a circle
with an optical tweezers device. The comet tail is the result of the
bead moving faster than the video frame rate.

Figure 6. Micrograph of a 3 x 3 array of traps produced by time
sharing a single laser between nine positions. The traps at the four
locations marked with white circles are empty while the other five
hold a 1 pm diameter silica microsphere.



Detection

Determining the force on a trapped sphere requires mea-
surement of the displacement of the trapped particle from
the center of the optical trap. Back focal plane interfero-
metry (BFPI) is the most popular method, and allows high
speed detection with nanometer resolution. Rather than
following an image of the bead, which is also a viable
detection technique, BFPI tracks the bead by examining
how an interference pattern formed by the trapping laser is
altered by the bead interacting with the laser further up
the beam at the microscope focal plane. This interference
pattern is in focus at the back focal plane of the condenser
lens of the microscope, thus the name of the technique.

Laser light interacting with the bead is either trans-
mitted or scattered. The transmitted and scattered light
interfere with one another resulting in an interference
pattern that is strongly dependent on the relative position
of the bead within the trap. This interference pattern is
easily imaged onto a quadrant photodiode (QPD) detector
positioned at an image plane formed conjugate to the back
focal plane of the condenser lenes by supplemental lenses
(e.g., BFPI imaging lens in Fig. 4). A simple divider-ampli-
fier circuit compares the relative intensity in each quad-
rant according to the equations shown in Fig. 7. This
results in voltage signals that follows the position of the
bead in the trap.

Back focal plane interferometry has several important
advantages compared with the other commonly used bead
tracking techniques. Typically, image analysis limits the
data collection rate to video frame rate, 30 Hz, or slower if
images must be averaged, while BFPI easily achieves
sampling frequencies in the tens of kilohertz. Under
ideal conditions, image analysis can detect particle posi-
tions with ~ 10 nm resolution, while BFPI achieves
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Figure 7. Quadrant photodiode operation. The circular quadrant
photodiode detector is composed of four individual detectors (A-D)
each making up one quarter of the circle. Each diode measures the
light intensity falling on the surface of that quadrant and the
associated electronics compares the relative intensities according
to the equations shown in the figure. The resulting voltages are
calibrated to the intensity shifts caused by the bead as it moves to
different positions in the trap.
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subnanometer resolution. Speeds and resolution similar
to BFPI can be achieved by directly imaging a bead onto a
QPD, however, it can be inconvenient in systems where
trap steering is employed because the image of the particles
will move across the detector as the trap moves in the
image plane of the microscope, thus requiring frequent
repositioning of the detector. With BFPI, the position of the
intereference pattern at the back focal plane of the con-
denser does not move as the trap is steered, so the detector
can remain stationary.

Calibration

Although BFPI provides a signal corresponding to bead
position, two important system parameters must be mea-
sured before forces and positions can be inferred. The first
is the detection sensitivity, f, relating the detector signal to
the particle position. The second is the Hookian spring
constant, k, where

F = —xx (1)

where x is the displacement of the particle from the center
of the trap. Both sensitivity and stiffness depend on the
diameter of the particle and the position of the trap relative
to nearby surfaces. Stiffness is linear with laser power
while sensitivity, when using BFPI, does not depend on
laser power as long as the detector is operating in its linear
range. Ideally, these parameters are determined in circum-
stances as near to the experimental conditions as possible.
Indeed whenever reasonably possible, it is wise to account
for bead and assay variation by determining these para-
meters for each bead used in an experiment.

Direct Calibration Method

Sensitivity can be measured by two independent methods.
The most direct is to move a bead affixed to a coverslip
through the laser focus with a nanopositioning piezocon-
trolled stage, or conversely by scanning the laser over the
immobilized bead while measuring the detector signal. An
example calibration curve is shown in Fig. 8 for a system
using BFPI. The linear region within ~150 nm on either
side of zero is fit to a line to arrive at the sensitivity, 8, equal
to 6.8 x 107* V.nm!. The second method is discussed
below under calibration with thermally driven motion.
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Figure 8. Optical tweezers sensitivity curve acquired with the
direct method of moving the laser past an immobilized bead. The
full curve is shown in a. The central linear region shown in b is fit to
give a sensitivity of 6.8 x 107* V.nm L.
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Figure 9. Schematic of drag force calibration. Uniform fluid flow
from the left produces a force on the bead that can be calculated
with the equations in the text. The bead is displaced to a distance,
where the force due to fluid flow is balanced by the force due to the
trap.

The direct calibration for sensitivity has the disadvan-
tage of requiring the bead to be immobilized, typically to
the coverslip, whereas experiments are typically conducted
several microns from the surface. Additionally, with the
bead fixed to a surface, its z-axis position is no longer
controlled by the trapping forces, resulting in the possibi-
lity that the measured sensitivity does not correspond to
the actual z axis position of a trapped particle. Estimates of
sensitivity may also be rendered inaccurate if attache-
ments to the surface slip or fail. Consequently, thermal
force based calibration discussed in the next section are
often more reliable.

The trap stiffness, «, can be measured by applying drag
force from fluid flow to the trapped particle. Figure 9 shows
a schematic representation of the trap, particle, and fluid
movement. Typically, a flow is induced around the bead by
moving the entire experimental chamber on a motorized or
piezodriven microscope stage. In the low Reynolds number
regime where optical traps are typically applied, the drag
coefficient, y, on a sphere in the vicinity of a surface can be
accurately calculated:

y = 6mren (2)

where ris the radius of the microsphere, r is the viscosity of
the medium, and c is the correction for the distance from a
surface given by
9 r
=1+ —— 3

c + 67 3)
where £ is the distance from the center of the sphere to the
surface. Equation 3 is an approximation and can be carried
to higher order for greater accuracy (31).

The force due to fluid flow is readily calculated

F=yV )

where V is the velocity of the particle relative to the fluid
medium.

When a flow force is applied to the trapped microsphere,
the bead moves away from the center of the trap to an
equilibrium position where the flow force and trapping
force balance. Applying several drag forces (using a range
of fluid flow velocities) and measuring the deflection in each
case allows one to plot force of the trap as a function of bead
position. The slope of this line is the trap stiffness, «.
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Figure 10. Results of a typical drag force calibration. (a) Typical
signal of five averaged applications of uniform drag force on a
trapped microsphere. In the region labeled 1, the bead quickly
achieves a stable displacement due to the constant velocity. In
region 2, the bead briefly returns to the center of the trap as the
stage stops. In region 3, the bead is again displaced as the stage
moves back to its home position and in region 4 the stage is at rest
in its home position. The displaced position () in region 1 is
averaged to determine the displacement for a given flow
force. (b) Example of data from several different forces applied
to the trapped microsphere reveal a linear relation to
displacement.

Figure 10a shows a trace of a bead being displaced by
fluid drag force provided by a piezoactuated stage moving
at a known velocity. In the first region the bead quickly
achieves and holds a stable position as long as the stage
moves at a constant velocity, making measurement of the
displacement relatively simple. When the stage stops
the bead returns to the center of the trap as is seen in
the second section of the record. The subsequent negative
deflection in the third section is the result of the stage
returning to its original position at a non-uniform speed.
Figure 10b shows force as a function of position for two
laser powers; the linear fitting coefficient gives the trap
stiffness in each case.

In practice, calibration by viscous drag can be quite
labor intensive, and the requirement for the sample to
be moved repeatedly and rapidly is too disruptive to be
performed “on the fly” during many types of experiments. A
more efficient and less disruptive alternative relies on the
fact that the thermal motion of the fluid molecules exerts
significant, statistically predictable forces on the trapped
microsphere; these result in fluctuations in bead position
measurable with the optical tweezers.



Thermal Force Based Calibration Methods

At low Reynold’s (Re) number the power spectrum of the
position of a particle trapped in a harmonic potential well
subject only to thermal forces takes the form of a Lorent-
zian (32):

B

Sx(f) = W 5)
with
=BT ®)
ym

where kg is the Boltzmann constant, f is the frequency, f.
is a constant called the corner frequency, and

fe

K

There are several important practical considerations for
applying the power spectrum to calibrate optical tweezers.
The mathematical form of the power spectrum does not
account for the electrical noise in the signal, so a large
signal to noise ratio is required for accurate calibration. In
addition, records of bead position must be treated carefully,
especially with respect to instrument bandwidth and vibra-
tions, to yield the correct shape and magnitude of the power
spectrum.

A typical calibration begins by setting the position of
the bead relative to any nearby surface, typically a micro-
scope sample coverglass. With the bead positioned, a
record of thermal motion of the bead is taken. For the
example system in Figs. 3 and 4 a typical data collection for
a calibration is 45 s at maximum bandwidth of the QPD
and associated electronics. The data is then low pass
(antialias) filtered using a high order Butterworth filter
with a cut-off frequency set to one-half of the bandwidth.

Following acquisition and filtering, the power spectrum
of the record of bead position is calculated. In practice,
many power spectra should be averaged to reduce the
inherently large variance of an individual power spec-
trum. For example, the 45 s of data is broken into 45,
1 srecords of bead position, the power spectrum for each is
calculated and the spectra are averaged together. To
accurately compute the power spectrum the data must
be treated as continuous; this is achieved by wrapping the
end of the record back to meet the beginning. To avoid a
discontinuity where the beginning and end are joined,
eachrecord is windowed with a triangle or similar function
that forces the ends to meet but maintains the statistical
variance in the original record. Figure 11a shows an
example of an averaged power spectrum. Note the units
on the y axis: often, power spectra are presented in dif-
ferent units according to their intended use. Accurate
calibration of optical tweezers requires that the power
spectrum be in nm2Hz™! or, provided volts are propor-
tional to displacement, V2-Hz!.

The average power spectrum is expected to fit the form
of equation 5. To avoid aliased high frequency data cor-
rupting the fit to the power spectrum, the spectrum is
cropped well below the cut-off frequency of the antialiasing
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Figure 11. Example power spectrum calibration. (a) An example
power spectrum (gray) and Lorentzian fit (black). (b) Power
spectrum calibrations for five separate laser powers showing the
linear dependence of stiffness on laser power.

filter. The average, cropped power spectrum can be visually
inspected for evidence of noise (e.g., spikes or other devia-
tions from the expected Lorentzian form) and fit to equa-
tion 5, with f. and B as fitting parameters. The drag
coefficient is calculated using equations 2 and 3 and the
stiffness, «, is then calculated with a simple rearrangement
of equation 7. The sensitivity, 8, can also be calculated by
recognizing that the value of B produced by the fit is
proportional to the signal power. The value of B can be
calculated from first principles by applying equation 6. In
practice, the value of B is determined by fitting equation 5
with B as a parameter. Equation 6 gives B in units of
nm?Hz ' while the fitted value of B will typically be
V2.Hz'. The parameter B is then determined by dividing
the fitted value by the theoretical value and taking the
square root. Figure 11b shows an example power spectrum
used to calculate the trap stiffness and the sensitivity of the
detection system with a 0.6 pm bead.

Inspection of the power spectrum in Fig. 11a shows two
distinct regions: the low frequency plateau and the high
frequency roll off. These two sections can be qualitatively
understood as representing two aspects of the motion of
the trapped particle. The high frequency roll-off is repre-
sentative of small, rapid oscillations of the bead in the trap.
Since the distance the bead moves over these short time
scales is generally small, the bead does not “feel” large
changes in the force of the trap pushing it back to the
center, and hence this motion has the character of free
diffusion. At lower frequency, the spectrum is flat, because
large-scale oscillations are attenuated by the trap pushing
the bead back to the center. As a result low frequency
oscillations do not exhibit the character of free diffusion;
the bead feels the trap when it makes a large excursion.
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The methods for calculating and then fitting the power
spectrum above are adequate in most cases and for most
experiments. However, several additional considerations
can be added to this relatively simple approach to improve
the accuracy in some situations. These include, but are not
limited to, accounting for the frequency dependence of the
drag coefficient, and theoretically accounting for aliasing
that may be present in the signal (54).

Two other calibration methods also take advantage of
thermal forces acting on trapped beads. These methods are
not conceptually distinct from the power spectrum method,
but treat the data differently, are susceptible to different
errors, and thus provide a good cross-check with the power
spectrum and direct methods above.

As one would expect, the range of bead position should
decrease with increasing trap stiffness. For an over-
damped harmonic potential, such as a spherical bead in
an optical trap, this relation has a specific mathematical
form:

kT

= var(x) ®

where the var(x) is the variance of the bead position in the
trap, kg is Boltzmann’s constant and T is absolute tem-
perature. This equation results from the equipartition
theorem: the average thermal energy for a single degree
of freedom is 1/2kgT, and that the average potential
energy stored in a Hookean trap is 1/2«(x?). Setting these
equal, rearranging and assuming that (x) = 0 = the cen-
ter of the trap, results in equation 8. Thus by simply
measuring the variance of the bead position and the
temperature, one can determine the trap stiffness.
Alternatively the autocorrelation function of the bead
position is used to determine the trap stiffness (33). This
method is little different in principal than using the power
spectrum, as the spectrum is the Fourier transform of the
autocorrelation. The autocorrelation function is expected
to exhibit an exponential decay with time constant t, where

=7 9)
K
It is often easier to achieve a reliable fit to the autoco-
rrelation than to the power spectrum, making the
autocorrelation an attractive alternative to the more com-
mon power spectrum methods.

Each calibration method has its distinct advantages
over the others. The methods involving direct manipula-
tion are most often used in the course of building an optical
tweezers device to verify that the thermal motion calibra-
tions work properly. Once verified the thermal motion
calibrations are much less labor intensive, and can be
performed “on the fly”. This allows sensitivity and stiff-
ness for each bead to be calibrated as it is used in an
experiment.

Each method relies on slightly different parameters and
thus provides separate means to verify calibration accu-
racy. For example, the corner frequency of the power
spectrum, and hence the stiffness can be determined with
no knowledge of the detector sensitivity. However, this
does depend on accurately calculating the drag coefficient.
By calculating the stiffness from the variance one can avoid

considering the drag coefficient altogether, but this method
relies on accurate estimation of the sensitivity squared
(B?). Furthermore, the variance method can lead to inac-
curate stiffness measurements because system drift will
inflate the variance, leading to underestimated trap stiff-
ness.

A safe course is to (1) inspect the power spectrum for
evidence of external noise, (2) calculate the stiffness and
sensitivity by fitting the power spectrum, (3) recalculate
the stiffness with the variance method using the sensitivity
determined from the power spectrum, and (4) compare the
stiffness results from each method. If the stiffness agrees
between the two it indicates that the drag coefficient and
sensitivity are both correct. The only possibility for error
would be that they are both in error in a manner that is
exactly offsetting, which is quite unlikely. Comparison
with the direct manipulation methods can alleviate this
concern.

Optical Tweezers Compared with Other Approaches to
Nanomanipulation

There are several alternatives to optical tweezers for
working at the nanometer to micron scales and exerting
piconewton forces. Most similar in application are mag-
netic tweezers, which use paramagnetic beads and an
electromagnet to produce forces. The force profile of mag-
netic tweezers is constant on the size scale of microscopic
experiments; the force felt by the bead is not dependent on
displacement from a given point as with optical tweezers.
This can be convenient in some circumstances, but is less
desirable for holding form objects in specific locations.

A second option is the use of glass microneedles. These
fine glass whiskers can be biochemically linked to a mole-
cule of interest and their deflection provides a measure of
forces and displacements. Stiffness must be measured for
each needle with either fluid flow or methods relying on
thermal forces similar to those described above. Glass
needles can exert a broad range of forces but they only
allow for force measurements along one axis, and are
difficult for complex manipulations compared to optical
tweezers devices.

Atomic force microscopy (AFM) is a third option for
measuring small forces and displacements. Originally, this
technique was used to image surface roughness by drag-
ging a fine cantilever over a sample. A laser reflecting off
the cantilever onto a photodiode detects cantilever deflec-
tion. To measure force, a cantilever of known stiffness can
be biochemically linked to a structure of interest and
deflections and forces measured with similar accuracy to
optical tweezers. The AFM has the advantage that reliable
AFMs can be purchased, while optical tweezers must still
be custom built for most purposes. However, AFMs are
unable to perform the complex manipulations that are
simple with optical tweezers and typically are limited to
forces >20 pN.

OPTICAL TWEEZERS RESEARCH

Within 4 years of the publication of the first demonstration
of a single beam, three-dimensional (3D) trap, optical



tweezers were being applied to biological measurements
(2,7). In the years that followed, optical tweezers became
increasingly sophisticated, and their contributions to biol-
ogy and biophysics in particular grew rapidly. Some impor-
tant experimental considerations, and contributions to
basic science made possible by optical tweezers, high-
lighted representative assays, and results are discussed
in this section.

Practical Experimental Concerns

Beyond the design and calibration challenges, there are
additional concerns that come into play preparing an
experimental assay for use with optical tweezers. The
most general of these attached is a trappable object to
the system being studied, and accounting for series
compliances when interpreting displacements of this
object.

Probably the most popular attachment scheme cur-
rently in use is the biotin-streptavidin linkage. Microbe-
ads are coated with streptavidin, and the structure to be
studied, if a protein, can be easily functionalized with
biotin via a succinimidyl ester or other chemical cross-
linker. When mixed, the streptavidin on the bead tightly
binds to biotin on the structure to be studied. Beads coated
in this manner tend to stick to the surfaces in the experi-
mental chamber, which is inconvenient for setting up an
experiment, and recently developed neutravidin is an
attractive alternative to streptavidin with decreased non-
specific binding at close to neutral pH. Alternative attach-
ment schemes usually involve coating the bead with a
protein that specifically interacts with the structure to
be studied. For example, a microtubule-associated protein
might be attached to the bead; subsequently that bead
sticks to microtubules, which can then be manipulated
with the optical tweezers. Recombinant DNA technology
can also be used; in this case the amino acid sequence of a
protein is modified to add a particular residue (e.g., reac-
tive cystein), which serves as a target for specific cross-
linking to the bead. This approach provides additional
control over the binding orientation of the protein, but
runs the risk that the recombinant protein many not
behave as the wild type.

Interpreting displacements measured with optical twee-
zers is complicated by compliances in the system under
study, or the linkage to the trapped bead; these must be
accounted for to determine the actual displacement of
specific elements. Figure 12 diagrams the compliances in
a sample system. A filament to which the trapped bead is
linked is pulled to the right by the force generating process
under study (not shown). This causes the bead to be dis-
placed to the right within the trap by an amount, A Bead,
which is directly measured. However, the other compliance
in the system, kijinkage, iS also stretched and takes up some
amount of the filament displacement, which can only be
determined with knowledge of the link stiffness; thus the
measured displacement is less than the actual displace-
ment of the filament. In some situations it may be possible
to measure the link stiffness directly, but generally this is
not possible during an experiment. Furthermore, the link
stiffness is usually nonlinear, and may be complicated by
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Figure 12. Schematic diagram of series compliances in optical
tweezers experiments. Both the optical trap and the linkage
between the bead and hypothetical filament are shown as
springs. The optical trap is a well characterized spring, having
been carefully calibrated prior to beginning experiments. The
stiffness of the linkage, however, is unknown. When the
filament is pulled to the right by a hypothetical motor or other
biological system, both springs are stretched. Therefore
the displacement of the trapped bead is not necessarily equal to
the displacement of the filament by the motor. Examination of the
system shows that the force on the trapped bead is the same as the
force on the filament once all elements have reached their
equilibrium. Knowledge of «jinkage Would allow for displacements
at the bead to be used to calculate filament displacements.

the bead rocking about the link under forces applied by the
trap. When precision displacement measurements are
desired these difficulties can be circumvented with a feed-
back system that maintains a constant force on the particle
(force clamp). By maintaining constant force, the link is
held at a fixed strain and the movements of the feedback
controlled laser directly follow the positional changes of the
filament.

Motor Proteins: Kinesin And Myosin

The kinesins and myosins are two large families of motor
proteins that convert chemical energy released by adeno-
sine triphosphate (ATP) hydrolysis into mechanical work.
Kinesins move cargo along microtubules while myosins
exert forces against actin filaments, most notably in mus-
cle. Many of the mechanical and kinetic aspects of these
molecules behaviors have been determined from measure-
ments made with optical tweezers. These include the
length of displacements during individual chemomechani-
cal steps, single molecule force generation capabilities, and
kinetic information about the enzymatic cycle that con-
verts chemical into mechanical energy.

Due to the differences in the substrate along which
myosin and kinesin motors move, and the nature of their
movements, assays for studying them have significantly
different geometries. In the case of kinesin (Fig. 13), gen-
erally a single bead coated with the motor is held in an
optical trap (17,26). The motors are sparsely coated on the
beads, so that only one motor interacts with the micro-
tubule track, which has been immobilized onto a glass
surface. The optical tweezers manipulate the coated bead
onto the microtubule; bead movements ensue when a
kinesin motor engages the microtubule lattice. If the
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Figure 13. Schematic of an experiment to study kinesin. The
motor protein kinesin is processive, meaning that the motor
spends a large portion of its force generating cycle attached to
the microtubule and is able to maintain movement when only a
single motor is present. As a result, a single, sparsely coated bead
held in an optical trap can be used to measure the force generating
properties of kinesin.

optical tweezers are used in stationary mode, the records
will indicate a fraction of the actual motor displacement,
the remainder being taken up in the compliant link
between the bead and the motor as described above. The
actual displacements of the motor must then be inferred
using estimates of the bead-motor link compliance, which
is estimated in independent experiments (26).

Alternatively, a force clamp is applied to adjust the
position of the trap to maintain a constant force on the
bead as the kinesin motor travels along the microtubule.
The movement of the motor is then inferred from
the adjustments to the laser position, which directly
reveal 8 nm steps, demonstrating that the kinesin mole-
cule moves along the microtubule with the same periodi-
city as the microtubule lattice. Additional analysis of this
data showed that kinesin stalls under loads of 5-8 pN,
dependent on ATP concentration, and exhibits tight cou-
pling between ATP hydrolysis and force generation
(17,34).

Assays for studying myosin (Fig. 14) are somewhat
more complicated, relying on two traps, each holding a
microsphere, and a third large bead sparsely coated with
myosin affixed to the surface of the microscope slide (35).
An actin filament strung between the two smaller micro-
spheres, each held by separate traps, is lowered into a

Actin filament
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i

Trapped small
microsphere
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Figure 14. Schematic of an experiment to study muscle myosin.
The motor protein myosin is not processive, meaning that a single
copy of the motor cannot sustain movement along the actin
filament. As a result an experimental arrangement that can
keep the myosin in close proximity to the filament is necessary.

position where myosin on the large fixed bead can pull
against it. Myosin is not processive; it spends only a small
fraction of the force generating cycle attached to the actin
filament, and an unrestrained filament will diffuse away
from the motor during the detached portion of the cycle.
Thus the filament is held in close contact with the motor to
allow repeated force generating interactions to be
observed.

The actin filament and attached beads will move back
and forth due to Brownian motion, which is limited by the
drag on the particle and the force provided by the trap. This
has two important consequences: the myosin molecule on
the large bead is exposed to a number of possible binding
sites along the actin filament, and attachment of the
myosin cross bridge elevates the stiffness of the system
sufficiently to greatly reduce the extent of thermally
induced bead motion. With bandwidth sufficient to detect
the full extent of microsphere Brownian motion, myosin
binding events are identified by the reduction in the ampli-
tude of the thermal motion. The distribution of positions of
the trapped microspheres and filament at the onset of
binding events is expected to be Gaussian of the same
width as if the myosin-coated bead was absent. However,
shortly after binding, the myosin motor displaces the fila-
ment and this shifts the center of the Gaussian by the
distance of a single myosin step. Analysis of high resolu-
tion, high bandwidth traces of bead position with the above
understanding lead to determination of the step length for
single myosin subfragment-1 and heavy meromyosin: 3.5
and 5 nm, respectively (28).

Other Motor Proteins

In addition to the classic motor proteins that generate
forces against cytoskeletal filaments, proteins may exhibit
motor activity, not as their raison d’etre, but in order to
achieve other enzymatic tasks. One such protein is ribo-
nucleic acid (RNA) polymerase (RNAP), the enzyme
responsible for transcription of genetic information from
deoxyribonucleic acid (DNA) to RNA. The RNAP uses the
energy of ATP hydrolysis to move along the DNA substrate,
copying the genetic information at a rate of 10 base pairs
per second. The movement is directed, and thus constitutes
motor activity. The assay used to study RNAP powered
movement along the DNA substrate is shown in Fig. 15. A
piece of single-stranded DNA attached to the trapped glass
microsphere is allowed to interact with an RNAP molecule
affixed to the surface of the slide. Optical tweezers hold the
bead so that the progress and force developed by RNAP can
be monitored. As the RNAP molecule moves along the
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Figure 15. Schematic of an experiment to study RNA
polymerase.




DNA, the load opposing the motor movement increases
until the molecule stalls (36,37). Details of the kinetics of
RNAP can be inferred from the relation between the force
and speed of movement.

Nonstandard Trapping

A number of research efforts have studied the trapping of
nonspherical objects and/or applied them to study biological
processes. For example, the stiffness of a microtubule was
measured using optical tweezers to directly trap and bend
the rod-like polymer. Image data of the induced microtubule
shape were then used in conjunction with mechanical
elastic theory to determine the stiffness of the microtubule
(38). Recently, there has been significant interest in using
optical traps to exert torques. Generally, these techniques
rely on nonspherical particles, non-Gaussian beams, or
birefringent particles to create the necessary asymmetry
to develop torque. One approach relies on using an annular
laser profile (donut mode) with an interfering reference
beam to create a trapping beam that has rotating arms
(39). With such an arrangement torque generation is not
dependent on the particle shape, but the implementation is
relatively complicated. Two closely located traps can also
be used to rotate objects by trapping them in multiple
locations and moving the traps relative to one another.
Using a spatial light modulator, which splits the beam into
an arbitrary number of individual beams, to create and
move the two traps allows rotation about an axis of choice
(40).

For experimental applications, it is generally desirable
to calibrate the torque exerted on the particles. The above
techniques are not easily calibrated. A more readily cali-
brated altenative uses birefringent particles such as quartz
microspheres (41). The anisotropic polarizability of the
particle causes it to align to the beam polarity vector.
The primary advantage of this technique is that the drag
coefficient of the spherical particle is easily calculated,
allowing torques can be calibrated by following rotational
thermal motion of the particle, similarly to the techniques
described for thermal motion calibrations above.

Modulation of trap position along with laser power or
beam profile can create a laser line trap (42—44). The scheme
is similar to time sharing a single laser between several
positions to create several traps. However, to form a line trap
the laser focus is rapidly scanned through positions along a
single line. With simultaneous power modulation a linear
trapping region capable of applying a single constant force to
a trapped particle along the entire length of the trap is
created. This technique can be used to replace the conven-
tional force clamp relying on electronic feedback.

Some Other Optical Tweezers Assays

Optical tweezers have made numerous contributions to
other subfields. A number of groups have utilized optical
tweezers to study DNA molecules. Stretching assays have
produced force extension relations for purified DNA, and
stretching of individual nucleosomes revealed sudden
drops in force indicative of the opening of the coiled
DNA structure (45). Optical trapping has also been used
to directly study the forces involved in packaging DNA into
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aviral capsid. Packaging was able to proceed against forces
> 40 pN, and the force necessary to stall packaging was
dependent on the how much of the DNA was already
packaged into the capsid (46). Double-stranded DNA has
also been melted (unzipped) by pulling the strands apart
with optical tweezers: this established that lamba phage (a
bacterial virus) DNA unzips and rezips in the range of 10—
15 pN, dependent on the nucleotide sequence (47). Stretch-
ing RNA molecules to unfold loops and other secondary
structures with a similar assay has been used to test a
general statistical mechanics result known as the Jar-
zinsky Inequality (48).

Similar stretching experiments have been performed on
proteins. A good example is the large muscle protein titin,
which mediates muscle elasticity. Optical tweezers were
applied to repeatedly stretch the molecule, providing evi-
dence of mechanical fatigue of the titin molecule that could
be the source of mechanical fatigue in repeatedly stimu-
lated muscles (49).

Experiments that study interactions in larger, more
complex systems are increasing common. Microtubules
associated to mitotic chromosome kinetochores have been
studied with optical tweezers. Forces of 15 pN were gen-
erally found to be insufficient to detach kinetochore bound
microtubules and kinetochore attachment was found to
modify microtubule growth and shortening (21). A number
of studies have also applied optical tweezers to study
structures inside intact cells and the force generating
ability of highly motile cells such as sperm (6,50).

Beyond biological measurements, optical tweezers have
utility in assembling micron scale objects in desired posi-
tions. Weakly focused lasers operating similarly to optical
tweezers have been used to directly pattern multiple cell
types on a surface for tissue engineering (55). Optical
trapping has also been used for assembly and organization
of nonbiological devices, such as groups of particles (51)
and 3D structures, such as a crystal lattice (52).

Additionally, optical tweezers have been applied to
great advantage in material and physical sciences. A sub-
stantial body of work has applied optical tweezers to study
colloidal solutions and microrheology (53).
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INTRODUCTION

Musculoskeletal disorders are recognized as among the
most significant human health problems that exist today,
costing society an estimated $254 billion every year, and
afflicting one out of seven Americans. Musculoskeletal
disorders account for nearly 70 million physician office
visits in the United States annually and an estimated
130 million total healthcare encounters including outpa-
tient, hospital, and emergency room visits. In 1999, nearly
1 million people took time away from work to treat and
recover from work-related musculoskeletal pain or impair-
ment of function in the low back or upper extremities (1).
There is still an ongoing debate on cause, nature and
degrees of musculoskeletal disorders particularly related
to work and how to reduce it. However, it is agreed unan-
imously that the number of individuals with musculoske-
letal disorders will only increase over the coming years, as
our population ages. According to the World Health Orga-
nization (WHO), these factors are called “work-related
conditions”, which may or may not be due to work expo-
sures (1). Some of these factors include: (1) physical, orga-
nizational, and social aspects of work and the workplace,
(2) physical and social aspects of life outside the workplace,
including physical activities (e.g., household work, sports,
exercise programs), economic incentives, and cultural
values, and (3) the physical and psychological character-
istics of the individual. The most important of the
latter include age, gender, body mass index, personal
habits including smoking, comorbidities, and probably
some aspects of genetically determined predispositions
(1). Among the various options to treat musculoskeletal
disorders, use of orthopedic devices is becoming a routine,
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with the number of annual procedures approaching five
million in the United States alone (2). Some of the common
orthopedic devices include joint replacement devices for
hip and knee and bone fixation devices such as pins, plates
and screws for restoring lost structure and function.

Materials and design issues of orthopedic devices are
ongoing challenges for scientists and engineers. Total hip
replacement (THR) is a good example to understand some
of these challenges. Total hip replacements are being used
for almost past 60 years with a basic design concept that
was first proposed by Charnley et al. (3). A typical lifetime
for a hip replacement orthopedic device is between 10 and
15 years, which remained constant for the last five decades.
From design point of view, a total hip prosthesis is com-
posed of two components: the femoral component and the
cup component. The femoral component is a metal stem,
which is placed into the marrow cavity of the femoral bone,
ending up with a neck section to be connected to the ball or
head. The neck is attached to the head, a ball component
that replaces the damaged femoral head. The implant can
be in one piece where the ball and the stem are prefabri-
cated and joined at the manufacturing facility, this is
called a monobloc construction. It can also be in multiple
pieces, called modular construction, which the surgeon put
together during the time of the surgery based on patient
needs, such as the size of the ball in the cavity. An acet-
abular component, a cup, is also implanted into the acet-
abulum, which is the natural hip socket, in the pelvic bone.
The femoral component is typically made of metallic mate-
rials such as Ti or its alloys. The balls of the total pros-
theses are made either from metallic alloys or ceramic
materials. The hip cups are typically made from UHMWPE
(ultrahigh molecular weight polyethylene). Some part of
the stem can be coated with porous metals or ceramics,
which is called cementless implant, or used as uncoated in
presence of bone cement, which is called cemented
implants. Bone cements, which is primarily poly (methyl
methacrylate) (PMMA) based, stabilizes the metallic stem
in the femoral bone for cemented implants. However, for
cementless implants, the porous coating helps in tissue
bonding with the implants surface and this biological
bonding helps implants to stabilize (Fig. 1).

Charnley (cement)

Femoral components - !
(metal)

Acetabular components
(ultrahigh-molecular-weight
polyethylene)

D

Pressure-injection cup with
built-up posterior wall.
Rim can be trimmed to fit
specific dimensions

Figure 1. An example of a modern cemented hip prosthesis design
and various components.
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As it can be seen that THR by itself is a complex device
that incorporates multiple materials and designs. How-
ever, all of these artificial materials mimic neither the
composition nor the properties of natural bone. The inor-
ganic part of natural bone consists of ~ 70 wt%, consists of
calcium phosphate. Moreover, patient pool is different in
terms of their age, bone density, physiological environ-
ment, and postoperative activities. To complicate matters
further, surgical procedure and total surgery time can also
be different for various patients. Because of these compli-
cations it is difficult, if not impossible, to point out the exact
reason(s) for the low in vivo lifetime for these implants,
which remained constant for the past 50 years. However, it
is commonly believed that stress shielding is one of the key
factors for limiting the lifetime of these implants. Because
a metal stem is introduced into the bone, which has a
complex architecture including an outer dense surface or
cortical bone and an inner porous surface or cancellous
bone, during the total hip surgery, the load distribution
within the body shifts and the load transfer between tissue
and implant does not match with normal physiological
system. Typically, more load will be carried by the metal
implants due to their high stiffness which will cause excess
tissue growth in the neck regions. At the same time, upper
part of the femoral bone will carry significantly less load
and become weaker, which will make it prone to premature
fracture. Both of these factors contribute to the loosening of
hip implant that reduces the implant lifetime. This is also
called stress-shielding effect, in general, which means the
loss of bone that occurs adjacent to a prosthesis when stress
is diverted from the area. To reduce stress-shielding, an
ideal hip implant needs to be designed in a way that it has
similar stiffness as natural femoral bone. However, current
biomedical industries mostly use materials for load bearing
implants that are typically designed and developed for
aerospace or automotive applications, instead of develop-
ing new materials tailored specifically for orthopedic
devices needs. But the time has come when materials need
to be designed for specific biomedical applications to solve
long-standing problems like stress-shielding in THR.
Though THR is used as an example to show the complexity
of materials and design issues in orthopedic devices but
THR is not alone. Most orthopedic devices suffer from
complex materials and design challenges to satisfy their
performance needs.

FACTORS INFLUENCING ORTHOPEDIC DEVICES

There are several factors that need to be considered to
design an orthopedic device. From the materials point of
view, usually mechanical property requirement, such as
strength, toughness, fatigue degradation becomes the most
important issues as long as the materials are nontoxic and
biocompatible. However, as the body tissue interacts with
the surface of the device during in vivo lifetime, surface
chemistry becomes one of the most important aspects for
orthopedic devices. Most complex device functions cannot
be accomplished using only one material, and require
applications of structures made of multimaterials. As a
result, compatibility of multimaterials in design and man-
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Figure 2. Materials and design parameters for orthopedic
devices.

ufacture becomes another issue. Figure 2 summarizes
various parameters that are important toward design
and development of an orthopedic implants. Four main
areas of orthopedic devices include materials issues, design
issues, biocompatibility issues and patient specific infor-
mation. All four of them are complex in nature and their
interactions are even more difficult to appreciate. The
following section offers some basic understanding of all
of those issues.

MATERIALS ISSUES IN ORTHOPEDIC DEVICES

Selection of appropriate material is probably the most
important issue in successful design and development of
orthopedic devices. Among various materials related
issues, (1) physical and chemical properties, (2) mechan-
ical properties, (3) surface properties, and (4) in vivo
degradation or corrosion behavior are some of the most
important ones. In general, it is most widely accepted to
use metallic materials for load bearing, and polymers and
ceramic—polymer composites for nonload bearing applica-
tions. Some ceramic compositions and glasses are also
used for nonload bearing coatings and defect filling appli-
cations. Development of biomaterials and materials pro-
cessing for different orthopedic device applications is
currently a very active research area (4—6) and new mate-
rials are constantly being developed to meet the current
and future needs.

Physical and Chemical Properties

Physical properties include density, porosity, particle size,
and surface area type of information. Composition or chem-
istry is probably the most important chemical property. It
is important to realize that orthopedic devices cannot be
built with materials that are carcinogenic. Nontoxic mate-
rials that do not leach harmful metal ions in vivo are ideal.
Apart from dense structures, partially or completely
porous materials are also used for orthopedic devices. If
a porous material is used, then some of the properties, such
as pore size, pore volume, and pore—pore interconnectivity



become important. Typically, for most porous materials, an
optimum pore size between 100 and 500 pm are used in
which cells can grow and stay healthy. Higher pore volume
usually adds more space for cells to grow and naturally
anchor the device. However, this also exposes higher sur-
face area of the device material that can cause faster
degradation or corrosion, which sometimes can be a con-
cern depending on the materials used. For polymeric mate-
rials, chemistry, and structure are important because
materials with the same chemistry, but different structure
can show different in vivo response. This is particularly
important for biodegradable polymers, such as poly lactic
acids (PLA) and polyglycolic acids (PGA) and their copo-
lymers. Trace element is another important factor in
materials selection. Sometimes even a small amount
of impurities can cause harmful effects in vivo (7). How-
ever, in calcium phosphate based ceramics, small addition
of impurity elements actually proved to be beneficial for
mechanical and biological response (8).

Mechanical Properties

Mechanical properties are important in selecting materi-
als for orthopedic devices. Among various mechanical
properties, uniaxial and multiaxial strength, elastic mod-
ulus, toughness, bending strength, wear resistance, fati-
gue resistance are some of the most important ones.
Mechanical property requirements are tied to specific
applications. For example, for the stem in THR, it should
have high strength, low modulus, and very high fatigue
resistance. As a result, due their low modulus, Ti and its
alloys are usually preferred over high modulus metal
alloys for the stem part of THR. However, for the acet-
abular component, high wear resistance requirement is
the most important one and high-density polymers are
preferred for the acetabular component. Mechanical prop-
erties are also linked on how they are processed. For
example, casting devices in their near final shape can be
a relatively inexpensive way to make complex shapes.
However, material selection is critical in casting. The
use of cast stainless steel for femoral hip stems is one
experience that led to a high failure rate. This result
generated significant debate in 1970s regarding proces-
sing of load bearing implants using casting and the options
were considered by the ASTM Committee F04 on Medical
and Surgical Materials and Devices to ban cast load bear-
ingimplants (8). For devices made of degradable polymers,
strength loss due to degradation is an important factor.
For example, materials compositions and structures in
resorbable sutures are designed for different degradation
times to achieve desired strength loss characteristics.

In vivo Degradation

Some orthopedic devices require materials to be bioresor-
bale or biodegradable, which will dissolve in body fluid as
natural tissue repairs the site. Except for a few polymer
and ceramic compositions, most materials are nondegrad-
able in Nature. The degradation behavior is controlled by
three basic mechanisms and they are (I) physiologic dis-
solution, which depends on pH and composition of calcium
phosphate; (2) physical disintegration, which may be due to
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biochemical attack at the grain boundaries or due to high
porosity; and (3) biological factors, such as phagocytosis.

In most materials, not just one mechanism but a com-
bination of all three mechanisms control biodegradation
behavior. Among them, biological factors are probably the
most interesting ones. Though the actual process is quite
complex (9), a simplistic action sequence can be viewed as
osteoclastic cells slowly eat away the top surface of the
foreign material and stimulate osteoblast cells. Osteoblast
cells then come and deposit new bone to repair the site.
Such dynamic bone remodeling is a continuous process
within every human body. The rate at which osteoblastic
deposition and osteoclastic resorption are taking place
changes with the age of the person. This process controls
the overall bone density. In terms of materials, in vivo
degradation of polymeric materials is probably the most
well-characterized field. Numerous products are available
in which degradation kinetics has been tailored for specific
applications. However, the same is not true for ceramics.
Controlled degradation ceramics are not commercially
available though degradation behavior of some calcium
phosphate based ceramics is well documented (10). For
metallic implants, the most serious concern regarding
in vivo degradation is metal ion leaching or corrosion of
the implants, which can cause adverse biological reactions.
Corrosion products of nickel, cobalt, and chromium can
form metal-protein complexes and lead to allergic reac-
tions (7,11). Early reports of allergic reactions were
reported with metal on metal (MOM) total hips (12). The
inflammatory response to metallic wear debris from these
devices may have been enhanced due to the high corrosion
rate of the small wear particles. However, there is a lack of
a predictable relationship between corrosion and allergies
except in a few cases, such as vitallium implants (13,14).
The number of patients with allergic reactions is not large,
and it remains to be proven whether corrosion of devices
causes the allergy, or the reactions are only manifest in
patients with preexisting allergies. Most materials that are
currently used in load bearing dental and orthopedic
devices are plates and screws and they show minimum
long-term degradation and health related concerns such as
allergies.

Surface Properties

Surface property of materials is another important para-
meter for orthopedic device design. Once implanted, it is
the surface that the body tissue will see first and interact.
As a result, surface chemistry and roughness both are
important parameters for device design. Devices that are
designed for different joints, where wear is a critical issue,
smooth surface is preferred there. For example, in knee
joints UHMWPE is used to reduce wear debris. But most
other places, where tissue bonding is necessary, rough
surface or surface with internal porosity is preferred pri-
marily to enhance physical attachment. However, biome-
chanical and biochemical bonding to device surfaces are
still subject of active scientific investigation (15). Tailoring
internal porosity and chemistry of metallic implants is still
an active research area. Either metal on metal or ceramic
on metal coatings are used to achieve this goal. Different
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manufacturing techniques are used to modify surfaces of
metal implants. Among them, partial sintering of metal
powders on metallic implants is one approach (16). For
example, Ti powders are sintered on cp-Ti or Ti6Al4V
devices, where after sintering the sintered layers leave
some porosity in the range of 100-500 wm for osteointe-
gration by bone tissues. Similar techniques are also used
for metal fibers to create a mesh with varying porosity for
improved osteointegration (17). For ceramic coatings, such
as calcium phosphate on Ti or Co—Cr based devices,
plasma-spray technique is used. Typically, a direct current
(DC) plasma gun is used under a controlled environment to
coat metallic device with several hundred microns of cal-
cium phosphate-based ceramics. Because of significantly
better bioactivity of calcium phosphates, these coated
devices show improved tissue-materials interaction and
better long-term tissue bonding (18). In case of THRs,
ceramics coated cementless implants are placed without
any bone cement during surgery. During healing, body
tissue forms strong bonds with the coating and anchors
the device. This biological fixation is believed to be equal or
better than cemented implants in which bone cement is
used during surgery to anchor the device. Though the idea
of cementless implants is great, but lack of interfacial
strength at the implant metal and ceramic coating inter-
face is still a concern and subject of active research. For-
mation of amorphous calcium phosphate during processing
of plasma-sprayed ceramic coatings increase potential bio-
degradation rate for the coating material, which is another
major concern for these devices. In general, though coated
implants are promising, a significant number of uncoated
implants are still used in surgery every day that has
worked for a long time. In fact there are more research
data available today on uncoated implants than on the
coated ones.

DESIGN ISSUES IN ORTHOPEDIC DEVICES

Design of orthopedic devices is focused on the needs for that
particular problem. As a result, for the same device (spinal
grafting cage or THR), different designs can be found from
various device makers. These devices can be in single
piece or multiple-piece, made from the same or different
material(s). As a result challenges are significantly differ-
ent for multiple piece multimaterial devices like THR than
single piece ones like bone screws or plates. For multiple
piece multimaterial devices, compatibility among different

materials/pieces and overall functionality becomes a more
serious design issue.

Current practice in device design usually starts from
biomechanical analysis of stress distribution and function-
ality of a particular device. If it is a joint related device, it is
important that the patient can actually move the joint
along multiple directions and planes to properly restore
and recover functionality of that joint. Figure 3 shows some
of the recent trends in orthopedic device designs. During
the past 10 years, computer aided design (CAD) and rapid
prototyping (RP) based technologies have played a signifi-
cant role in orthopedic device design. Using this approach,
real information from patients can be gathered using a
computed tomography (CT) or magnetic resonance imaging
(MRI) scans, which then can be visualized in three dimen-
sions (3D). This 3D data can be transformed to a CAD file
using different commercially available software.

The CAD file can be used to redesign or modify ortho-
pedic devices that will be suitable to perform patient’s
need. If necessary, the device can also be tested in a virtual
world using finite element analysis (FEA) to optimize its
functionality. Optimized device can then be fabricated
using mass manufacturing technologies such as machining
and casting. If small production volume is needed, then RP
technologies can be used. In RP, physical objects can be
directly built from a CAD file without using any part
specific tooling or dies. Rapid Prototyping is an additive
or layer by layer manufacturing process in which each
layer will have a small thickness, but the X and Y dimen-
sions will be based on the part geometry. Because no
tooling is required, batches as small as 1 or 2 parts can
be economically manufactured. Most RP processes are
capable of manufacturing polymer parts with thermoset
or thermoplastic polymers. Some of the RP techniques can
also be used to manufacture metal parts. Figure 4 shows a
life-sized human femur made of Ti6Al4V alloy using laser
engineered net shaping (LENS) process. The LENS tech-
nology uses metal powders to create functional parts that
can be used in many demanding applications. The process
uses up to 2kW of Nd:YAG laser power focused onto a
metal substrate to create a molten puddle on the substrate
surface. Metal powder is then injected into the molten
puddle to increase the material volume. The substrate is
then scanned relative to the deposition apparatus to write
lines of the metal with a finite width and thickness. Laser
engineered net shaping is an exciting technology for ortho-
pedic devices because it can directly build functional parts
that can be used for different applications instead of



Figure 4. A life-sized human femur made of Ti6Al4V alloy using
LENS.

other RP parts that are typically used for “touch and feel”
applications. Commercial RP processes have also been
modified to make ceramic parts for orthopedic devices.
Figure 5 shows one such example in which reverse
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engineering of horse’s-knuckle was used to show how fused
deposition modeling (FDM), a commercial RP process, can
be used to create tailored porosity bone implants in which
pore size and pore volume can be varied simultaneously
keeping the outside geometry constant (19,20). The FDM
process was used to make polymer molds of to cast porous
ceramic structures. The mold was designed from the CAD
file of the horse’s knuckle. The CAD file was created from
the 3D volumetric data received from the CT scan of the
bone. Such examples demonstrate the feasibility of patient
specific implants through novel design and manufacturing
tools.

BIOCOMPATIBILITY ISSUES IN ORTHOPEDIC DEVICES

Biocompatibility issue is an important issue in orthopedic
device design and development, but it is usually considered
during materials selection and surface modification. From
cell materials interaction point of view, materials can be
divided into three broad categories: (1) toxic; (2) nontoxic
and bioinert, and (3) nontoxic and bioactive. For any appli-
cation in the physiological environment, a material must
be nontoxic. A bioinert material is nontoxic, but biologically
inactive such as Ti metal. A bioactive material is the
one that elicits a specific biological response at the interface
of the biological tissue and the material, which results in
formation of bonding between tissue and material. An
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Figure 5. (a) A real bone; (b) CT scans of the bone; (¢c) a CAD file from the CT scans; (d) FDM
process. (e) a polymer mold processed via FDM of the desired bone; (f) alumina ceramic slurry
infiltrated polymer mold; (g) controlled porosity alumina ceramic bone graft.
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example of bioactive material will be hydroxyapatite, Caq
(POy)s (OH)g, which is similar in composition to the inor-
ganic part of natural bone. The terms biodegradable,
bioresorbable, and bioabsorbable are often used inter-
changeably. For most orthopedic devices, bioactive sur-
faces are ideal for better cell-materials attachment.

In vivo cell-materials interaction is a fairly complex
process. In simple terms, when orthopedic devices are
placed inside, our body will try to isolate the device by
forming a fibrous tissue around it, which is particularly
true for devices made with bioinert materials. If the mate-
rial is bioactive, bone cells will first attach to the implant
surface and then grow or proliferate. A material shows
good biocompatibility when cells will attach and grow
quickly on the device surface. Growth factors, such as
bone morphogenic proteins (BMP), are sometimes used
to stimulate cell attachment and growth behavior in vivo.
After proliferation, cells will differentiate or produce new
bones, which will repair the site and anchor the device. All
three stages, attachment, proliferation, and differntiation
of bone cells are important for repair and reconstruction of
musculoskeletal disorders.

PATIENT SPECIFIC ORTHOPEDIC DEVICE: A FUTURE
TREND

Patient specific device is the future trend for repair and
reconstruction of musculoskeletal disorders. Due to the
advancement of CAD and RP based small volume manu-
facturing technologies, orthopedic devices for people with
special needs will be designed to meet the specific require-
ments. Such activities are currently pursued in academic
research and hope to translate into standard industrial
practice in the next one or two decades. Three-dimensions
(3D) visualization of disorders using computer images and
physical models, and follow-up discussion between
patients and physicians will help to better educate
the patient population about their problems and possible
options. These options can then be transformed to physical
models for trials before placing them in vivo. The goal is to
reduce revision surgeries and increase device lifetime
while maintaining the quality of life for the patient popula-
tion. Various innovative scientific and engineering
advancements toward novel materials and design options
are helping us to make significant developments to achieve
this goal.
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INTRODUCTION

The fixation of an orthopedic implant should secure it
rigidly to the underlying bone. The ideal fixation will
sustain high forces, pain free, for the remaining lifetime
of the patient. Difficulties in achieving this objective arise
because (1)

1. The loads are often several times body weight in the
lower extremity.The loads are fluctuating, or cyclic,
and furthermore extremely high loads can occur
occasionally (2).



2. The presence of the implant alters the stress transfer
to the underlying bone leading to bone remodelling or
fibrous tissue formation at the bone/implant inter-
faces. This can threaten the long-term mechanical
integrity of the prosthetic replacement.

3. The range of materials that can be placed in contact
with bone is limited by biocompatibility issues.

The fixation of an orthopedic implant may be catagor-
ized as either cemented fixation or biological fixation.

Cemented fixation involves securing the implant into
the bone with a “bone cement.” By far the most common
bone cement is based on the (polymer polymethylmetha-
crylate (PMMA)). PMMA bone cement is polymerized in
situ during the surgery. It contains radiopacificiers in the
form of particles of barium sulphate (BaSO,) or zirconia
(ZrOy), which make it visible in radiographs (3). It also
contains an inhibitor (hydroquinone) to prevent sponta-
neous polymerization and an initiator (benzoyl peroxide) to
allow polymerization at room temperature. Antibiotics to
prevent infection (e.g., gentimacin) may also be added.
Table 1 lists typical components of bone cement and their
roles. Polymerization begins when a powder of the PMMA
polymer is mixed with the MMA monomer liquid. The
mixing can either be done by hand in a mixing bowl just
before to its use in the surgery or a mechanical mixing
system may be used; these have the advantage of reducing
the porosity of the bone cement and increasing its fatigue
life. The cement is applied in a doughy state to the bone
before placement of the implant.

In biological fixation, the implant is secured to the bone
by a process known as “osseointegration.” Osseointegra-
tion occurs by bone ingrowth onto the surface of the
implant. The surface of the implant must have a structure
so that, when the bone grows in, sufficient tensile and
shear strength is created. Bone ingrowth requires a
mechanically stable environment and an osteoconductive
surface. An osteoconductive surface can be achieved by
various treatments, e.g., plasma spraying with hydroxya-
patite. Ingrowth occurs over approximately 12 weeks, and
during this period, implant stability is required: Initial
stability can be achieved by press-fitting the implant into
the bone, or by using screws.

Hybrid fixation refers to the use of both cemented and
biological techniques for the fixation of a prosthesis. For
example, a hip replacement femoral component may be

ORTHOPEDICS PROSTHESIS FIXATION FOR 193

fixated using cement, whereas the acetabular cup may be
fixated into the pelvic bone by osseointegration.

Failure of prosthesis fixation is observed as loosening
and pain for the patient. If loosening occurs without infec-
tion it is called aseptic loosening. Loosening is a multi-
factorial process and does not have just one cause.
Loosening of cemented fixation often occurs by fatigue
failure of the bone cement, but loosening can have several
root causes: fatigue from pores in the cement and stress
concentrations at the implant/cement interface, debonding
at the prosthesis/cement interface or cement/bone inter-
face, or bone resorption causing stresses to rise in the
cement. Loosening of biological fixation occurs if the rela-
tive micromotion between the bone and the implant is too
high to allow osseointegration, i.e., if the initial stability of
the implant is insufficient. Huiskes (4) proposed the con-
cept of failure scenarios as a method for better under-
standing the multifactorial nature of aseptic loosening.
The failure scenarios are

1. Damage accumulation failure scenario: the gradual
cracking of bone cement, perhaps triggered by inter-
face debonding, pores in the cement, or increased
stresses due to peripheral bone loss.

2. Particulate reaction failure scenario: wear particles
emanating from the articulating surfaces or from
metal/metal interfaces in modular prostheses (fret-
ting wear) can migrate into the interfaces causing
bone death (osteolysis).

3. Failed ingrowth failure scenario: High micromotion
of the implant relative to the bone can prevent bone
ingrowth, as can large gaps (> 3 mm). If the area of
ingrowth is insufficient, then the strength of the
fixation will not be high enough to sustain loading
when weight-bearing commences.

4. Stress shielding failure scenario: Parts of the bone
can be “shielded” from the stresses they would nor-
mally experience because of the rigidity of the
implant. This can lead to resorption of the bone
and degeneration of the fixation.

5. Stress bypass failure scenario: In biological fixation,
ingrowth can be patchy leading to stress transfer
over localized areas. When this happens, some bone
tissue is “bypassed,” and in these regions, bone atro-
phy can occur because the stress is low.

Table 1. Components of Bone Cement and Their Roles

Components Role Amount

Liquid 20 mL
Methyl methacrylate (monomer) Wetting PMMA particles 97.4 v/o
N,N,-dimethyl-p-toluidine Polymerization accelerator 2.6 v/o
Hydroquinone Polymerization inhibitor 75 + 15 ppm

Solid powder 40g
Polymethyl methacrylate Matrix material 15.0 w/o
Methyl methacrylate-styrene-copolymer Matrix material 75.0 w/o
Barium sulphate (BaSO,), USP Radiopacifying agent 10.0 w/o
Dibenzoyl peroxide Polymerization initiator 0.75 w/o

From Park (3).
Note: v/o: % by volume; w/o: % by weight.
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6. Destructive wear failure scenario: In some joint
replacement prostheses, e.g., hip and knee, wear
can occur to such a degree that the component even-
tually disintegrates.

CEMENTED FIXATION

It is common to classify cementing techniques according to
“generation”: The first generation involved hand-mixing
and finger packing of the cement, and the second genera-
tion improved the procedure by using a cement gun and
retrograde filling of the canal, with a bone-plug to contain
the cement within the medullary canal. This allows pres-
surization of the cement and therefore better interdigita-
tion of the cement into the bone. Third generation (called
modern cementing) uses, in addition, mechanical mixing
techniques for the cement to remove pores and pulsative
lavage to clean the bone surface of debris. The most com-
mon mechanical mixing technique is “vacuum mixing,”
where the powder and monomer are placed together in a
mixing tube and the air is removed under pressure; often
the tube can then be placed into an injection gun from
which it can be extruded into the bone cavity. Another
mechanical mixing technique is centrifugation (i.e., spin-
ning the polymerizing bone cement in a machine), which is
found to remove pores and increase the fracture strength
(3). Precoating the implant with a PMMA layer or addition
of a roughened surface strengthens the implant/bone
cement interface.

Fixation strength using bone cement relies on an inter-
digitation of the bone cement with the bone; i.e., it is a
mechanical interlock between the bone and the solidified
cement that maintains the strength and not a chemical
bond. Good interdigitation requires that the bone bed be
rough. Creating a rough surface is done by appropriate
broaching during preparation of the bony bed; it also
requires lavage to clean the bed of loose debris and marrow
tissue. Mann et al. (5) found the strength of the bone
cement/bone interface to be positively correlated with
the degree of interdigitation (Fig. 1). To achieve superior
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Figure 1. Interdigitation of the bone cement into the bone
increases the strength of the bone cement interface. g, is the
product of the average value of the thickness of the interdigitated
region and the density of the interface region measured using a CT
scan. See Mann et al. (5) for details.
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Figure 2. A comparison of the fatigue strength of hand-mixed and
vacuum-mixed bone cement. After Murphy and Prendergast (10).

interdigitation, it was thought useful to develop “low visc-
osity” cements, and although higher penetration was
achieved, the clinical outcomes using low viscosity cements
in hips were not superior (6).

PMMA bone cement undergoes an exothermic polymer-
ization reaction. This means that heat is produced on
polymerization and this can cause necrosis of the surround-
ing bone tissue. Another consequence of heating is that the
cement expands and contracts on cooling. As solidification
occurs before to full cooling, residual stresses are generated
in the cement (7). This is one reason to minimize
the thickness of the cement layer. Also, metallic stems,
because they conduct heat, can minimize the peak tem-
perature transmitted to the bone, cooling the metallic
implant before implantation has also been suggested.
Bioactive cements have also been proposed; see the review
by Harper (8). These cements have filler particles added to
create a bioactive surface on the cement; fillers can be
hydroxyapatite powder or fibers, bone particles, or human
growth hormone. Alternatives to PMMA are bisphenol-a-
glycidyl methacrylate (BIS-GMA) or poly(ethylmethacry-
late) (PEMA)/n-butylmethacrylate (nRBMA) cement. How-
ever, these cements are not yet widely used.

The mechanical strength depends on the brand of
cement used and on the mixing technique (9). To prevent
the damage accumulation failure scenario (see above),
sufficient fatigue strength is required. This has been mea-
sured as a function of mixing technique (Fig. 2) (10). Being
a polymer operating close to its melting temperature, bone
cement is also subject to creep, i.e., viscoplasticity, and the
creep strain as a function of stress has been measured
under dynamic loading (11). However, it is clear that the
in vitro testing conditions may not account for many of the
extremely complex in vivo conditions, so these results
should be interpreted with caution (12).

OSSEOINTEGRATION (CEMENTLESS FIXATION)

There is no simple definition of osseointegration, although
Albrektsson (13) advocates the following: Osseointegration
means a relatively soft-tissue-free contact between implant



Figure 3. Bone ingrowth into a multilayer of a proximal part of a
femoral hip prosthesis. After Eldridge and Learmonth (15).

and bone, leading to a clinically stable implant. Early in
the study of the osseointegration concept, Skalak (14)
found osseointegration was promoted by a micro-rough
surface more so than a smooth one. Since then, many
animal experiments investigating the effect of plasma
spraying the surface and various methods of creating a
porous surface have been reported. For orthopedic fixation,
porous surfaces with beads in one or more layers have been
used, as have wire meshes attached to surfaces, and
plasma spraying the surface with hydroxyapatite.

Figure 3 shows bone ingrowth into a multilayer of a
proximal part of a femoral hip prosthesis (15). It can be
observed that ingrowth is patchy; this is what is commonly
found, even with successful implants retrieved at autopsy
(16); it is evident, therefore, that ingrowth is not required
everywhere on the prosthesis for a successful fixation.
Ingrowth is controlled by a combination of the mechanical
environment and the size of the pores; the spacing between
the pores should not be greater than the degree of micro-
motion or else the new bone ingrowth path will be con-
tinuously sheared as the tissue attempts to grow in. In
experiments in dogs, Sgballe (17) studied the relationship
between implant coating and micromotion and found that
hydroxyapatite coating increased the rate of bone
ingrowth, and that a relative motion between implant
and bone of 150 pm allowed osseointegration, whereas a
relative motion of 500 wm inhibited it. The mechanobiolo-
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gical consequences of these different shearing magnitudes
was analyzed by Prendergast et al. (18). The depth of the
porosity will also affect the strength, with multilayer
beaded surfaces having the potential for greater tensile
strength (1).

FIXATION OF PROSTHESIS DESIGNS

Each implant design has specialized fixation features. In
the following sections, examples are provided of the fixa-
tion approaches used in the main orthopedic implant cate-
gories.

Hip Prostheses

Although hip arthroplasty may involve replacement of the
femoral side only, total hip arthroplasty (THA) involves
replacement of the proximal femur and the acetabular
socket. Both cemented and cementless fixation is used
for both the femoral component (the “stem”) and the acet-
abular component (the “cup”). Selection is a matter of
surgeon choice, although there is some agreement that
the cementless fixation is preferable in younger patients
because cementless implants are easier to revise than
cemented where complete removal of the cement mantle
may be problematic.

Considering the femoral side first, cemented fixation
takes two categories: stem designs in which a bond is
encouraged between the stem and the cement (referred
here as bonded stems) and designs that discourage a bond
(referred here as unbonded stems). Stem bonding can be
achieved through roughening of the stem surface to create
a mechanical interlock between the metallic stem or
cement or through use of a PMMA precoat to create a
chemical bond between the precoat/cement interface.
Bonded stems usually contain a collar that rests on the
bone surface preventing subsidence and often containing
ridges, dimples, and undercoats to provide additional inter-
lock with the cement. As long as the bonded stems remain
bonded, they have the theoretical benefit of reducing the
stress levels in the cement. However, if the bonded stems
fail, the roughened surface could generate debris particles
and initiate a loosening process. In contrast to the bonded
stems, unbonded stems discourage a bond between
the stem and the cement through use of a smooth, polished
stem surface in combination with a stem design that
typically has no collar or macrofeatures to lock into the
cement. With the lack of a bond, the polished stems facil-
itate some stem subsidence within the cement mantle and
thereby allow wedging of the implant within the medullary
canal. Lennon et al. (19) compared the damage accumula-
tion around polished with matt stems and did not find a
difference in the damage accumulated in their cement
mantles. Another point of comparison between cemented
and cementless fixation is that cementless stems will have
a larger cross-sectional area than cemented stems because
they must fill the medullary canal; this will make cement-
less hip prostheses stiffer and predispose them to the stress
shielding failure scenario. Recognizing this, it is usual for
the osseointegration surface to be on the proximal part of
cementless stems to ensure proximal load transfer;
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furthermore, patches of osseointegrative surface may be
limited to the posterior and anterior faces of the stem.

Considering the acetabular side, the cup is either made
from ultra-high-molecular-weight polyethylene (UHMWPE),
ceramic, or metal. UHMWPE cups may be metal-backed.
As the head can be either ceramic (a modular head can be
connected to a metal femoral component using a Morse
taper) or metal (modular or monobloc), this means that
several combinations of bearing materials are possible.
Polyethylene cups and metal heads are the most common,
but the others, such as metal-on-metal, are advocated as
well. The selection of bearing materials is important for
the fixation because a high frictional torque predisposes
to loosening of the cup or stem and because the wear
particles produced can provoke the particulate reaction
failure scenario. Polyethylene cups are cemented into
the acetabulum using bone cement. Metal-backing of the
cup is designed to decrease stresses in the polyethylene
“liner,” which should lead to lower wear rates although it
is also predicted to increase stress concentrations in the
fixation at the periphery of the cup (20). Metal, ceramic,
and metal-backed UHMWPE cups may be threaded on the
outside so that they can be screwed into the acetabelum, or
they may be fixated by osseointegration.

The interrelationship between design factors and fixa-
tion of hip implants is complicated and involves maximiz-
ing strength of the cement/metal interface, the cement
itself, and the bone/cement interface. According to the
design philosophy of polished stems, it is better to safe-
guard the vital bone/cement interface by allowing the
cement/metal interface to fail first and facilitating subsi-
dence (21). Not only should the interfaces have the
required strength, but the stresses should be minimized
to ensure the most durable fixation (22)— the measures to
achieve this are listed in Table 2.

Knee Prostheses

Total knee replacement involves femoral and tibial compo-
nents, and a component for patellar resurfacing (a patellar
“button”) is also often used. Both cemented and cementless

Figure 4. A knee replacement prosthesis showing porous-coating
for osseointegration and posts for fixation. From Robinson (23).

fixation is used in knee arthroplasty. The femoral compo-
nent may be fixated with an intramedullary stem that may
be cemented, or it may have a porous surface for osseointe-
gration with medial and lateral “posts” to aid initial sta-
bility. The tibial component consists of a metal “tray” and a
polyethylene insert; the tray may also be fixated with an
intramedullary stem cemented into the tibia, perhaps
accompanied by medical and lateral posts/pegs for rota-
tional stability. Figure 4 shows a design fixated by osseo-
integration (23). Walker (24) gives a thorough description
of the options available for knee prostheses.

Upper Extremity and IVD Prostheses

Upper extremity prostheses include the shoulder, elbow,
and wrist (1). Total shoulder arthroplasty (TSA) consists of
a humeral component with an intermedullary stem and a

Table 2. Measures that Maximize Strength and Minimize Stress in Total Hip Replacement Structures

Cement

Cement/Bone Interface

Cement/Metal
Interface
Maximize Grit-blasted metal
strength PMMA-coated metal

Minimize stress Reduce patient weight

Reduce patient activity

Optimal preparation
Pressurization
Cement restrictor

Careful reaming
Pressurization
Minimal polymerization heat
Minimal monomer
Bone lavage
Minimal wear debris

Anatomical reconstruction of the femoral head

Minimal friction
No impingement or subluxation
Bonded cement/metal interface

Optimal implant and cement mantle design

Optimal implant material
Optimal (reproducible) placement

Adapted from Huiskes (22).



glenoid component inserted into the glenoid cavity of the
scapula. The glenoid component is either all-polyethylene;
in which case, it is cemented; or metal-backed; in which
case, it may be fixated by osseointegration. Glenoid com-
ponents may have several pegs, or they may have one
central “keel” for fixation (25). Elbow prostheses consist
of humeral, ulnar, and radial components, all which may be
fixated with or without cement. Wrist prostheses replaces
the radial head and the schapoid and lunate bones of the
wrist and may be cemented and uncemented (1). Inter-
vertebral disk (IVD) prostheses replace the degenerated
disk with a polymer; there are several strategies for fixa-
tion: The endplates may be porous coated and plasma
sprayed for osseointegration to the cancellous bone with
vertical fins to increase stability. IVD prostheses may also
be fixed to adjacent vertebral bodies with screws (26).

EVALUATION OF FIXATION AND FUTURE STRATEGIES

One of the key issues in orthopedic implant fixation is
whether to use cemented fixation or biological fixation,
with surgeons on both sides of the debate (16,27). Cemen-
ted fixation has the advantage of immediate postoperative,
stability whereas concerns may be raised about the relia-
bility of bone cement’s fatigue strength; furthermore,
there is a school of thought that the exothermic polymer-
ization reaction should be avoided if at all possible. Bio-
logical fixation by osseointegration has the advantage of
avoiding the use of the PMMA cement but runs the risk of
the failed ingrowth failure scenario; furthermore,
immediate postoperative weight-bearing is not possible.
Finally cementless implants are easier to revise if
they fail.

Another key issue in orthopedic implant fixation is that
of preclinical testing and regulatory approval of new fixa-
tion technologies. Considerable challenges exist in achiev-
ing consensus around regulatory tests that safeguard
patients against ineffective devices while still allowing
innovation (4). Preclinical tests can use either (1) finite
element models of the direct postoperative situation, e.g.,
for the hip (28), knee (29), or shoulder (25), or computer
simulations of a failure scenario, e.g., damage accumula-
tion (30); (2) physical model “bench” testing with simula-
tors (24,31); or (3) animal testing. Animal testing is not
ideal for testing the biomechanical efficacy of orthopedic
implant fixation because the implant geometry must be
modified to fit the animal skeleton. Furthermore, an impor-
tant emerging concept is that of patient-specific implants
based on computational analysis of a patient’s medical
images (32).

One useful clinical method to assess implant fixation is
through the use of radiostereometric analysis (RSA). With
this approach, the migration of the implant relative to the
bone can be determined and is used to determine designs
that may be at risk of early loosening. Retrospective and
prospective clinical studies are also very useful to deter-
mine designs or materials that have promising or poor
clinical results. On a larger scale, implant registries per-
formed in many countries in Western Europe can provide
information on how designs, materials, and surgical tech-
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niques rank in terms of risk of failure. All of these clinical
tools can aid in understanding the role of implant fixation
in success of joint replacements.

A final issue is the degree to which broader technological
innovations in surgery and medicine will affect ortho-
pedics. For example, minimally invasive therapy (33)
requires special implants and associated instrumentation.
Tissue-engineering and regenerative medicine also has the
potential to change the nature of orthopedics, not only by
reducing the need for joint arthroplasty implants but by
integrating tissue engineering concepts with conventional
implant technologies, for example, cell seeding into
implant surfaces to promote biological fixation.
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INTRODUCTION

Oxygen is essential for all aerobic life on Earth. It is the
most abundant element as it comprises a little more than
one-fifth of the weight of air, nine-tenths of the weight of
water, and almost one-half of the weight of the earth’s
crust (1).

Because of its role in supporting and sustaining life, it is
often important to monitor the level of oxygen in the atmo-
sphere. Too much oxygen can lead to a toxic atmosphere
where as too little oxygen causes asphyxia and eventually
death. A relatively constant level of oxygen is required for
most aerobic processes.

Oxygen gas monitoring is used for a number of purposes:
(I) Medical: anesthesia (drug delivery, airway monitor-
ing), respiratory oxygen content monitoring (inhaled and
exhaled), controlled environments, incubators. (2) Physio-
logical: exercise (rate of oxygen consumption), aircraft,
spacecraft, scuba diving, fire fighting, mountain climbing,
spelunking. (3) Biological: metabolism (oxygen uptake
and consumption), fermentation, beverage and food pack-
ing. (4) Industrial: combustion control, fuel and pollution
management, safe operation of chemical plants, monitor-
ing gas purity.

This article gives an overview of the analyzers used to
measure gaseous oxygen in medicine, physiology, and biol-
ogy. Measurement of dissolved or bound oxygen is also
important in medicine and is discussed in detail elsewhere
in this Encyclopedia.

History and Relevance

Oxygen was not known to exist until the 1770s when it was
discovered by French scientist Antoine Lavoisier and
English clergyman and scientist Joseph Priestly through
experiments on combustion. Previously, air was consid-
ered to be an element composed of a single substance.
Combustible materials were thought to have a substance
called phlogiston, from the Greek word meaning to be set
on fire, which escaped as a material was burned. Lavoisier,
however, believed that combustion resulted from a com-
bination of fuel and air. He conducted experiments where
he burned a candle in a sealed jar and observed that only
one-fifth of the air was consumed. He named this uncon-
sumed portion of the air oxygen from the Greek word



meaning acid producing. Although his thoughts about
oxygen being the corrosive agent in acidic compounds
was wrong, the name stuck and the study of oxygen was
born (2).

Oxygen is essential for most life on Earth as it plays a
key role in aerobic metabolism as a final electron acceptor
due to its high electron affinity. Metabolic rate can be
indirectly measured by monitoring oxygen consumption
as >95% of energy is produced by reactions of oxygen with
other food (3). This method is called indirect calorimetry
and is a much more cost effective and timely method for
measuring metabolic rate as compared to direct calorime-
try (the direct measure of heat energy produced).

Oxygen availability is a function of its partial pressure
and the total pressure of the gas mixture in which it
resides. At sea level, the partial pressure of oxygen is
roughly 21%. With decreasing atmospheric pressure, as
accompanies increasing altitude, the total amount of avail-
able oxygen decreases (Table 1). For example, at 18,000 ft.
(5.48 km) above sea level, although the partial pressure of
oxygen is still 21%, there is roughly half the amount of
available oxygen. At ~29,000 ft. (8.33 km) above sea level
on the top of Mt. Everest, there is less than a third the
amount of total available oxygen compared to sea level. At
such altitudes, most humans require the use of supple-
mental oxygen. In addition, the body will compensate for
the reduced oxygen availability by increasing the heart and
respiration rate to keep up with the metabolic demands (3).
A climber’s resting heart rate at this altitude is double to
triple their normal resting heart rate. Long-term exposure
to high altitude prompts the body to produce more red blood
cells per unit blood volume thus increasing the number of
oxygen carriers and making respiration easier. If the body
does not properly adapt to such conditions, altitude sick-
ness, pulmonary and cerebral edema, and potentially
death may result (3).

Table 1. Atmospheric Pressure, the Fraction of Available
Oxygen Compared to Sea Level, and Temperature All
Decrease with Increasing Altitude®.

Barometric Fraction
Pressure, Available
Altitude, ft. mmHg Oxygen Temperature °C
0 760 1.00 15
1,000 733 0.96 13
5,000 632 0.83 5.1
10,000 523 0.69 -54
14,000 447 0.59 -12.7
16,000 412 0.54 -16.7
18,000 380 0.50 —20.7
20,000 349 0.46 —24.6
22,000 321 0.42 —28.6
24,000 295 0.39 -32.6
26,000 270 0.36 -36.5
28,000 247 0.33 —40.5
30,000 228 0.30 —44.4
32,000 206 0.27 —48.4
34,000 188 0.25 —52.4
36,000 171 0.23 -56.3

“See Ref. 4.
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The partial pressure of oxygen remains a fairly constant
21% until very high altitudes [i.e., >50,000 ft. (15.24 km)
(5)]. At these altitudes it is necessary to maintain a pres-
surized, enclosed environment, such as aircraft, spacecraft,
or space suite, in order to sustain human life.

Oxygen availability can be decreased by displacement
by other gases, such as nitrogen, carbon dioxide, methane,
and anesthetics. Oxygen availability is also easily decr-
eased by combustion and oxidation processes. Thus it is
necessary to monitor the atmospheric oxygen level in
situations where these gases or combustion is present such
as in enclosed environments, closed breathing circuits, and
fire fighting.

Each year ~20 deaths occur as a result of asphyxiation
due to displacement of oxygen by another gas in air (6).
Accidental asphyxia usually occurs in industry as a result
of oxygen depletion by carbon dioxide, CO,, methane (CHy),
or a hydrocarbon gas in a confined space, such as a tunnel,
laboratory, sewer, mine, grain silo, storage tank, or well
(7). For example, in 1992, a barge operator in Alaska died
from asphyxiation and a rescuer lost consciousness during
rescue efforts due to a low level of oxygen (6%) in a confined
space (8). In anesthesia, accidental asphyxia has resulted
from incorrectly connected gas delivery tubes (9).

In choosing an oxygen analyzer for a particular need, it
is important to be acquainted with the properties of opera-
tion, characteristics, and limitations of these devices. The
primary methods for oxygen detection are based on the
paramagnetic susceptibility, electrochemical properties,
and light absorption properties of oxygen.

PARAMAGNETIC OXYGEN ANALYZERS

All mater exhibits some form of magnetism when placed in
a magnetic field. Magnetic susceptibility is the measure of
the strength of a material’s magnetic field when placed in
an external magnetic field. Diamagnetic substances, such
as gold and water, align perpendicularly to an external
magnetic field causing them to be repelled slightly. This
property arises from the orbital motion of electrons that
produces a small magnetic moment. In substances with
paired valence electrons, these moments cancel out. How-
ever, when an external magnetic field is applied it inter-
feres with the motion of the electrons causing the atoms to
internally oppose the field and be slightly repelled by it.
Diamagnetism is a property of all materials, but is very
weak and disappears as soon as the external magnetic field
is withdrawn. In materials with unpaired valence elec-
trons (e.g., n<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.StackOverflowError</ns1:faultstring></ns1:XMLFault>