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PREFACE

With the growth of combined clinical neurophysiology fellowship training programs and their
corresponding “pan-physiology” board examinations, there has been an increased need for
educational materials that span the range of clinical neurophysiology topics. The Clinical
Neurophysiology Primer aims to meet this need by providing a broad and intentionally basic treatment
of the most central topics within clinical neurophysiology.

The Clinical Neurophysiology Primer initially took shape within the clinical neurophysiology
sections at Beth Israel Deaconess Medical Center and Rhode Island Hospital, as an outgrowth of their
fellowships’ didactic lecture series. Faculty and trainees at these and affiliated teaching hospitals
participate in a series of lectures over the course of the academic year designed to acquaint trainees
with the elements of clinical neurophysiology, supplementing their clinical experiences. We hope that this
primer will prove valuable to others as a companion book intended for clinical neurophysiology fellows
and neurology residents, to be used in conjunction with such a program of lectures.

The Clinical Neurophysiology Primer is divided into four parts. The first addresses background
topics integral to, and shared by, all the disciplines within clinical neurophysiology. These treat such
topics as basic electronics and the neural basis for the central and peripheral electrical potentials that
we study in the laboratory. Part II addresses the most central topics pertinent to the application and
analysis of electroencephalography. Part III tackles similar key topics pivotal to understanding
neuromuscular disease pathophysiology and correlates found with nerve conduction studies and
electromyography. The last part covers topics in related fields of clinical neurophysiology: autonomic
testing, evoked potentials, sleep studies, and their applications. The primer is multiauthored. Many of
the contributing authors are faculty, or were trainees, at our fellowship programs. Inevitably other
contributors also joined the effort. Each chapter has appended references or bibliographies that
provide the reader with additional sources of information to expand upon the introductory materials
covered here. Chapter lengths also vary considerably in size, in part related to the breadth of the
material incorporated. Finally, each chapter ends with a set of questions and answers to aid trainees in
gauging their mastery of the materials.

We hope this primer will fulfill its intended role as a starting point for fellows engaged in clinical
neurophysiology training, for those pursuing more focused training in areas within clinical
neurophysiology, and for neurology residents aiming to acquire a basic understanding of these
disciplines.

Andrew S. Blum, MD, PhD
Seward B. Rutkove, MD



CONTENTS

) 7 Lol IR v

CONTTIDULOTS .ottt ettt e e et e e e e e e et e e e ses et e e sesaaateeeesasaaaeessesssasteessesssseeesesesseaeeeesas ix
I Basic Considerations

1 Basic Electronics in Clinical Neurophysiology ... 3
Christopher M. Sinclair, Mason C. Gasper, and Andrew S. Blum

2 Basic Neurophysiology and the Cortical Basis of EEG..........ccccccccceiiiiiiiicicenne. 19
Gregory L. Holmes and Roustem Khazipov

3 lons, Membrane Potentials, and Myelin ... 35
Devanand Jillapalli and Jeremy M. Shefner

4 Introduction to Volume COndUCHION ......cc.eovviiiiiiiieeeeecteeeeeeeteeeee ettt eee v e eaeens 43
Seward B. Rutkove

IT Electroencephalography

5 The Normal EEG in an AdUlt .....c.oovoiioiiiiieiceceeeeeeeeeeete ettt 57
Donald L. Schomer
6 Activation Of the EEG ......coiovioiiiieeeceeeeeee ettt et eae e s 73
Barbara A. Dworetzky, Edward B. Bromfield, and Nanon E. Winslow
7  Normal Variant EEG Patterns .......cccocooiiiiiiiiiiciceeeeeeeeeee ettt 83
Richard L. Cervone and Andrew S. Blum
8 Epileptiform Abnormalities ... 101
Bernard S. Chang and Frank W. Drislane
9 Focal and Generalized Slowing, Coma, and Brain Death ............ccccccocooiiiiiines 127
Edward M. Donnelly and Andrew S. Blum
10  Normal Pediatric EEG ...ttt eve et eeae s 141
Ann M. Bergin and Blaise F. D. Bourgeois
11 Pediatric EEG AbNOIrmalities ......c.ocoveeuieieiiiiiiiieeiecteeieete ettt eve e eve e e eeae s 179

James ]. Riviello, Jr.

III Nerve Conduction Studies and Electromyography

12 Neurophysiology of Nerve Conduction Studies ...........cccooeviivivininininiiinninniiican. 207
James B. Caress, Gregory |. Esper, and Seward B. Rutkove

13  Technical, Physiological, and Anatomic Considerations
in Nerve Conduction StUAIES .........ccccciiiiiiiiiiiiiiicccecccceeccceee e 217
James B. Caress

vii



viil

14

15

16

17

18

19

20

21

22

Contents

Introduction to the Needle Electrode Examination ........cccccoveeveeviiiieeceeceeeceeeneenne 229
Gregory J. Esper and Seward B. Rutkove

Mononeuropathies of the Upper and Lower Extremity ..o 251
Kevin R. Scott and Milind |J. Kothari

Electrophysiology of Polyneuropathy ... 275
Annabel K. Wang and Seward B. Rutkove

Radiculopathy and Motor Neuron Disorders ... 289
Juan A. Acosta and Elizabeth M. Raynor

Electrophysiology of Brachial and Lumbosacral Plexopathies ............cccccccccoeeinnies 299
Juan A. Acosta and Elizabeth M. Raynor

Evaluation of the Cranial NeIves .........cccoooeviiiiiiiiniiiiiccec 313
George Sachs

Electrophysiology of Myopathy: Approach to the Patient
With Myopathy in the EMG Laboratory ... 325
Nithi S. Anand and David Chad

Neurophysiology of Neuromuscular Transmission and Its Disorders .................... 353
James M. Gilchrist

Pediatric Nerve Conduction Studies and EMG ... 369
Peter B. Kang

IV Autonomic Testing, Evoked Potentials, and Sleep

23

24

25

26

27

Polysomnography and Sleep DiSOrders ... 393
Jean K. Matheson, Randip Singh, and Andreja Packard

Autonomic Nervous System Testing ..........ccccoeiiviiiiiiiiiiiiiccce 447
Frederick K. Nahm and Roy Freeman

Visual Evoked Potentials ... 461
Frank W. Drislane

Brainstem Auditory Evoked Potentials ..........ccccoociiiiiiiiiiiiiiiiicccccces 475
Jacob R. Berger and Andrew S. Blum

Somatosensory Evoked Potentials ...........ccccocciiiiiiiiiiiiiiiceccccceeeeeennes 485
Jacob R. Berger and Andrew S. Blum

Transcranial Magnetic SmMulation ... 499

Masahito Kobayashi and Alvaro Pascual-Leone



CONTRIBUTORS

JuaN A. AcosTA, MD * Department of Neurology, Beth Israel Deaconess Medical Center,
Harvard Medical School, Boston, MA

NiTHI S. ANAND, MD, MPH * Department of Neurology, University of Massachusetts Medical Center,
Worcester, MA

JacoB R. BERGER, MD * Comprehensive Epilepsy Program, Department of Neurology,
Rhode Island Hospital, Brown Medical School, Providence, Rl

ANN M. BERGIN, MB, MRCP * Division of Epilepsy and Clinical Neurophysiology,
Department of Neurology, Children’s Hospital, Harvard Medical School,
Boston, MA

ANDREW S. BLUM, MD, PHD * Comprehensive Epilepsy Program, Department of Neurology,
Rhode Island Hospital, Brown Medical School, Providence, RI

Braisk F. D. BourGeois, Mp ¢ Division of Epilepsy and Clinical Neurophysiology,
Department of Neurology, Children’s Hospital, Harvard Medical School, Boston, MA

EpwarD B. BROMFIELD, MD ¢ Department of Neurology, Brigham and Women’s Hospital,
Harvard Medical School, Boston, MA

JaMESs B. CAREss, MD ¢ Department of Neurology, Wake Forest University School of Medicine,
Winston Salem, NC

RicHarD L. CERVONE, MD » Comprehensive Epilepsy Program, Department of Neurology,
Rhode Island Hospital, Brown Medical School, Providence, Rl

Davip CHAD, MD * Department of Neurology,University of Massachusetts Medical Center,
Worcester, MA

BERNARD S. CHANG, MD ¢ Comprehensive Epilepsy Center, Department of Neurology,
Beth Israel Deaconess Medical Center, Harvard Medical School, Boston, MA

EpwarD M. DonNELLY, MD ¢ Comprehensive Epilepsy Program, Department of Neurology,
Rhode Island Hospital, Brown Medical School, Providence, Rl

Frank W. DRISLANE, MD ¢ Comprehensive Epilepsy Center, Department of Neurology,
Beth Israel Deaconess Medical Center, Harvard Medical School, Boston, MA

BARBARA A. DWORETZKY, MD ¢ Department of Neurology, Brigham and Women’s Hospital,
Harvard Medical School, Boston, MA

GREGORY J. EsPER, MD * Department of Neurology, Emory University School of Medicine,
Atlanta, GA

Roy FREEMAN, MD ¢ Department of Neurology, Beth Israel Deaconess Medical Center,
Harvard Medical School, Boston, MA

MasoN C. GASPER, DO, MPH * Comprehensive Epilepsy Program, Department of Neurology,
Rhode Island Hospital, Brown Medical School, Providence, RI

JaMmEs M. GILCHRIST, MD * Department of Neurology, Rhode Island Hospital, Brown Medical School,
Providence, RI

GREGORY L. HOLMES, MD  Section of Neurology, Neuroscience Center at Dartmouth,
Dartmouth Medical School, Lebanon, NH

DEVANAND JiLLAPALLI, MD  Department of Neurology, SUNY Upstate Medical University,
Syracuse, NY

ix



X Contributors

PETER B. KANG, MD * Department of Neurology, Children’s Hospital, Boston, MA

RousTteM KHAzIPOV, MD, PHD e Institut de Neurobiologie de la Méditerranée, Marseilles,
France

MasaHiTo KoBAYASHI, MD * Department of Neurosurgery, Keio University School of Medicine,
Tokyo, Japan

MIiLIND J. KOTHARI, MD ¢ Department of Neurology, Penn State Hershey Medical Center,
Hershey, PA

JEaN K. MATHESON, MD * Department of Neurology, Beth Israel Deaconess Medical Center,
Harvard Medical School, Boston, MA

FreDERICK K. NAHM, MD, PHD ¢ Yale New Haven Health Systems, Greenwich, CT

ANDREJA PACKARD, MD, PHD ¢ Department of Neurology, Boston University Medical Center,
Boston, MA

ALVARO PASCUAL-LEONE, MD, PHD * Department of Neurology, Beth Israel Deaconess Medical
Center, Harvard Medical School, Boston, MA

ELiZABETH M. RAYNOR, MD * Department of Neurology, Beth Israel Deaconess Medical Center,
Harvard Medical School, Boston, MA

JamEs J. RiviELLo, JR., MD * Division of Epilepsy and Clinical Neurophysiology,
Department of Neurology, Children’s Hospital, Harvard Medical School,
Boston, MA

SEWARD B. RUTKOVE, MD ¢ Department of Neurology, Beth Israel Deaconess Medical Center,
Harvard Medical School, Boston, MA

GEORGE SACHS, MD, PHD * Department of Neurology, Rhode Island Hospital, Brown University,
Providence, Rl

DoNaLD L. SCHOMER, MD, PHD * Comprehensive Epilepsy Center, Department of Neurology,
Beth Israel Deaconess Medical Center, Harvard Medical School, Boston, MA

KEevIN R. Scott, MD * Department of Neurology, Penn State Hershey Medical Center,
Hershey, PA

JEREMY M. SHEFNER, MD, PHD * Department of Neurology, SUNY Upstate Medical University,
Syracuse, NY

CHRISTOPHER M. SINCLAIR, MD ¢ Comprehensive Epilepsy Program, Department of Neurology,
Rhode Island Hospital, Brown Medical School, Providence, Rl

RANDIP SINGH, MD ¢ Department of Neurology, Beth Israel Deaconess Medical Center,
Harvard Medical School, Boston, MA

ANNABEL K. WANG, MD ¢ Department of Neurology, Mount Sinai School of Medicine,
New York, NY

NaNoN E. WINsLoOW, REEGT ¢ Department of Neurology, Brigham and Women’s Hospital,
Harvard Medical School, Boston, MA



|

BAsic CONSIDERATIONS




1

Basic Electronics in Clinical Neurophysiology

Christopher M. Sinclair, Mason C. Gasper, and Andrew S. Blum

Summary

A basic understanding of simple electronics is vital for the student of clinical neurophysiology to
better understand how we begin to analyze neurobiological systems. The elements of basic circuits
have relevant and tangible application to the way in which we model the behavior of neural systems in
the laboratory. This chapter helps to define and assemble these varied circuit elements for the student.
This base of understanding is then used to illustrate how simple electronic circuits can filter and
amplify biological data. The composition and behavior of commonly used electrodes are discussed, as
are the varied montages we use to record and/or display the measured data, as in an EEG. Attention is
devoted to digital signal analysis because modern clinical neurophysiology increasingly relies on digital
sampling for ease of data analysis and storage. Lastly, electrical safety issues are considered, particu-
larly as they apply to the clinical neurophysiology arena.

Key Words: Amplifier; circuit element; digital conversion; electrical safety; electrode; electronic
filter; montage.

1. GENERAL PRINCIPLES

An understanding of the nature of electricity and the behavior of charged particles begins
with one fundamental principle—like charges repel and opposite charges attract. If a collec-
tion of charges, whether positive or negative, are unevenly distributed, there is an inherent
drive for those charges to redistribute to achieve electrical neutrality. This drive may be con-
sidered the electrical potential.

The MKS (meter-kilogram-second) unit of energy (E) is the joule (J). One joule is defined as
the energy required to accelerate a 1-kg mass by 1 m/s? over a distance of 1 m. The unit of charge
(Q) is the coulomb (C). One coulomb is defined as 6.24 x 108 individual units of charge, where
a single electron carries one unit of negative charge. Separated charges (that have not achieved
electrical neutrality) are a form of stored or potential energy, and this energy will be expended as
the charge separation is neutralized. In the MKS system, 1 J of energy is needed to separate 1 C
of charge against an electrical potential of 1 V. Stated more concisely, 1 J=1V x 1 C.

2. CURRENT

The flow of electrons in response to an existing or applied electrical potential, or voltage,
is known as current. Current (/) is simply some quantity of charge (Q) moving in some quan-
tity of time (#). Mathematically, this is expressed as:

I1=0It

From: The Clinical Neurophysiology Primer
Edited by: A. S. Blum and S. B. Rutkove © Humana Press Inc., Totowa, NJ
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4 Sinclair, Gasper, and Blum

where [ is the current in amperes (A), Q is the quantity of charge in coulombs, and ¢ is the
time in seconds required for the transfer of charge. The current must travel through a medium
that consists of other particles, and this medium may interfere with the efficient flow of
charge; it presents resistance (R) to that flow. Thus, the current is not only affected by the
applied potential but also by the amount of resistance in the conducting medium. Various
media conduct electricity with variable efficiency. Metals conduct very well because of their
abundant free electrons and, thus, are termed conductors. Conversely, materials that lack free
electrons to facilitate the flow of charge resist this flow, and are known as insulators.
Although the flow of electricity is achieved through the movement of electrons, current is
conventionally described to flow from the positive pole to the negative pole. Thus, the direc-
tion of current refers to the movement of positive rather than negative charge. Current may
consist of other forms of charge apart from electrons. Current may also be conveyed by ions
(regardless of charge polarity) in a tissue or solution, as is the case in the conduction of muscle
or nerve potentials.

3. CIRCUIT ELEMENTS
3.1. Resistors

Under everyday conditions, current meets with some resistance to flow, much as friction
opposes the movement of an object over a surface. Some energy or force is expended in over-
coming this resistance. The voltage (or potential) difference across a given resistance is
known as the voltage “drop,” and the relationship between these parameters and the resultant
current is given by Ohm’s law:

V=IR

The unit of resistance is the ohm (€2), which is defined as the resistance (R) that will dis-
sipate 1 J of energy when a current of 1 A flows through it for a period of 1 s. Practically
speaking, resistors are made from materials that do not easily allow the free movement of
electrons, such as carbon. Very high resistance materials that are the most restrictive toward
the movement of electrons, such as air, rubber, or glass, make the best insulators. The greater
the distance that current must traverse through a resistive material, the more resistance to flow
there will be. It is, thus, useful to alter the length of a resistive material to vary the current
flow. As given by Ohm’s law, resistance and current vary inversely with one another (R = V/I).
Therefore, a reduction in the length of a resistive medium by half will lead to a doubling of
the current. The potentiometer (voltmeter) uses this principle by providing a way to vary the
length of a resistor (and thereby vary the current flow) to advantage.

Resistance in the acquisition of a biological test, such as an EEG, does not only derive
from the material of the wiring in use. Resistance derives from any material through which
current must pass. For example, resistive elements in the EEG include not just the electrode
wiring but also the scalp—electrode interface and the internal circuitry of the machine.
Resistance is provided by anything that lies between the positively charged terminal of a
circuit (the cathode) and the negatively charged terminal (the anode). If the resistance is infi-
nitely large, then the current becomes infinitely small (or ceases). This produces a circuit that
is “open.” Circuit breakers act in this way to ensure the safety of an electrical system. If resist-
ance is reduced to a miniscule value, this permits a relatively large current, and is deemed a
“short circuit.” Any resistance between the anode and cathode that allows current to flow but
is neither infinitely large nor extremely small is a “closed circuit.”
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A =B
Al
Vo R,
Rs
Series Circuit Parallel Circuit

Fig. 1. This figure contrasts the organization of a series circuit (A) and a parallel circuit (B). In a
series circuit, equal current must flow through each resistor in turn. Therefore, the resistors function
as a voltage divider. The resistance, R . is given by R| + R, + R;. The parallel circuit functions as
a current divider, with equal voltage across each resistor. The combined resistance is given by 1/R
/R, + 1/R, + 1/R,.

comb —

Each element in a circuit contributes its own resistance. If multiple resistive elements exist
in a succession along a circuit, they are said to be in series (Fig. 1A). If they are configured
to allow current to travel in multiple alternate paths, they are said to be in parallel (Fig. 1B).
Because the series configuration fractionates the total voltage across each of the resistive ele-
ments, it is also known as a voltage divider. Addition of these resistive elements creates a
resistor of greater length that is equivalent to the sum of all the component resistances.
Therefore, the equivalent resistance (Req) for a series circuit may be obtained by summing the
individual resistances in the circuit as such:

Req=R1+R2+R3

By contrast, a parallel circuit will allow current to fractionate and travel any of a number
of paths, and, therefore, is known as a current divider. The several routes that the current may
travel effectively reduces the total resistance to flow to less than that of any of the component
resistances in the circuit. This is represented by the following relationship:

VR, = IR, + LR, + 1/R,

In considering a complete circuit, there are two other applicable laws. Kirchoff’s current
law states that the sum of current flowing into and out of any circuit node must be zero.
Kirchoff’s voltage law states that the sum of all voltage steps (voltage sources and drops)
around a complete circuit must be zero.

3.2. Capacitors

A capacitor is a device that permits the storage of charge. It consists of two parallel con-
ducting plates closely apposed to one another but separated by a small distance and an inter-
posed insulating material, the dielectric. The gap between the plates provides a large resistance
to the flow of current from plate to plate. As such, when a potential is applied across a circuit
containing a capacitor, positive charge will accumulate on the positive plate, attracting nega-
tive charge to the opposite plate. Current flows between the plates via the circuit without
charge actually crossing the dielectric gap between the plates. The accumulation of separated
charge creates a potential difference across the plates that eventually balances the potential
applied across the circuit, and current flow then ceases. Several factors affect the magnitude of
charge, or capacitance, that may be stored by a capacitor. This is proportional to the size of
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the plates of the capacitor, inversely proportional to the distance between those plates, and is
affected by the dielectric material between the plates. The MKS unit for capacitance is the
farad (F). A farad will store 1 C of charge on the plates of a capacitor with an applied poten-
tial difference of 1 V. This is mathematically expressed as:

C=0QIV

where C is the capacitance in farads, Q is the charge in coulombs, and V is the voltage in volts
across the plates. In practice, most circuits use capacitance on the order of microfarads or
picofarads.

If you differentiate both sides of the above capacitance equation with respect to time and
rearrange the result, you obtain the following relation:

I=CxdV/dt

or current is equal to capacitance multiplied by the change in voltage with respect to time.
Thus, if the voltage is unchanging (dV/ds = 0), then current flow becomes zero. This is the
case with a direct current (DC) circuit, wherein current flows directly between the anode and
cathode with an invariant voltage. Once the potential difference between the plates of the
capacitor has equaled that applied constant voltage, current flow ceases. Conversely, a con-
tinually varying potential will be able to maintain current flow across a circuit that includes
such a capacitive element. This is the effect produced by alternating current (AC) that, as the
name implies, is constantly oscillating between two alternating poles. (AC will be described
in more detail later.) Thus, a capacitor will pass AC flow but will block DC flow. This imped-
ing effect of the capacitor is known as capacitive reactance and is defined as follows:

X, = 1/2nfC)

where X . is in ohms, f is the frequency of the current in hertz, and C is in farads. One can
see that as the frequency of the current approaches zero (as in DC), the capacitive reactance
(resistance to flow) becomes infinitely large.

Capacitance is crucial to any system that can maintain separated charge and, thereby, store
potential energy for use in doing work. The lipid bilayer membrane of nerve tissue is a superb
capacitor, which both permits and restricts the flow of ionic currents. It is these intermittent
fluctuations in biological currents that ultimately produce the potentials of interest in clinical
neurophysiology, such as in EEG. However, other sources of biological capacitance can also
interfere with these signals, such as the capacitive resistance in the cerebrospinal fluid, skull,
and scalp. As the equation for X . predicts, these will affect differing neuronal frequencies to
different degrees. For example, 3 Hz activities through 2 UF of capacitance will have an
X-=1[2-3.14-3Hz- (2 X 10-%) F] = 26.5 kQ, which is much larger than the 4.4 kQ reac-
tance seen by 18-Hz beta frequencies. This illustrates how much more capacitive reactance
there is to low frequencies vs higher frequencies with scalp recordings.

Multiple capacitors in a circuit interact in a manner that is opposite to the behavior of resis-
tors. When arranged in parallel, there is an additive effect as such:

Ceq:C1+C2+C3

and when arranged in series, the equivalent capacitance is less than any of the individual val-
ues, as such:

1/C,, = 1/C, + 1/C, + 1/C,
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Fig. 2. This figure illustrates a transformer, which is based on the principle of induction. An alter-
nating current (AC) with voltage, V|, is applied to an inducer, represented by the coil with N, turns.
Another coil with N, turns shares the same rod. AC flowing through the coil induces a magnetic field
that then induces a reciprocal electrical field (voltage) in the second coil. The ratio of coil loops deter-
mines the change in voltage in the second circuit; fewer turns leads to a proportionately reduced volt-
age in the second circuit.

3.3. Inductors

An inductor consists of a continuous coil of wire called a solenoid. Current flowing in this
coil generates a magnetic field whose axis passes through the coil (with directionality dic-
tated by the right hand rule). Because of the equivalence of electricity and magnetism (i.e.,
Maxwell’s equations), this magnetic field can induce an electromotive force (emf, €) in a
nearby conductor, if the magnetic field is variable over time. The magnetic field can vary if
the current flow in the coil varies. The relationship of this emf to the current is:

e=-Lxdl/d,

where L is a constant called the inductance of the device. The negative sign in the equation indi-
cates that the changing current (d/) induces an emf that opposes that change. The unit of inductance
(L) is the henry (H). The inductance of a solenoid is proportional to the number of turns in the coil.

A changing current (i.e., AC) passing through a coil will generate a changing magnetic field
that passes through its core. If a second coil of wire is wrapped around a nearby section of this
core, the changing magnetic field will generate a reciprocal emf and current in the second coil.
One can tap this feature to step voltage from one value to another, as in a transformer (Fig. 2).
Because inductance (L) depends on the number of turns (N) in the coils, if the number of turns
in the first coil (N1) is greater than in the second coil (N2), then the inductance will decrease
in the second coil. From the above equation, if L decreases, then di/d¢ will increase propor-
tionately. The induced emf (or voltage) in circuit two will decrease in proportion to the drop
in inductance. Therefore, voltage varies directly with L and current varies inversely with L,
whereas the total energy (power) in the system is conserved. As current steps up, voltage steps
down. These vary according to the ratio L.1/L2, which is directly related to N1/N2.

Inductance is similar to resistance in that it poses an impediment to the motion of charge
generated by another source. For example, an AC source, with its associated emf, providing
a current through a circuit with an inductor, will be opposed by the emf generated by that
inductor. The inductor’s emf is, in effect, subtracted from that of the circuit to determine the
net potential. This property is known as the inductive reactance (X,), which is:

X, =2nfL

where X, is in ohms and the frequency (f) is in Hz.
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4. POWER

Energy is simply charge moving across some potential energy gradient (E = QV). Power is
the rate of transfer of this energy, or mathematically:

P=Elt
A useful permutation of power for use in electrical circuits is as follows:
P=Q-Vit=(QlH-V=1V

where [ is the current and V is the voltage. The SI unit of power is the watt (W), which is
equivalent to 1 J/s (energy per time).

Recall the previous transformer discussion. As the voltage climbs, the current drops pro-
portionally, and the product of these (the power) will remain constant. Of course, this is an
ideal, and a transformer in the real world will lose something in the transfer (albeit not much).
Their typical efficiency is on the order of 90 to 99%. The intensity of power (B) is often
represented as a ratio with a second power level on a normalized, logarithmic scale with units
in decibels. The decibel ratio of two power levels is:

B =10, (P2/P1)

log

5. ALTERNATING CURRENT

AC has very useful properties, particularly in circuits involving capacitors and inductors.
In the previous treatment of inductors, we saw that a current generated in a coil around a
magnetic material could induce a magnetic flux that, in turn, would result in an emf (volt-
age) across the circuit. An AC generator operates on a similar principle with a minor differ-
ence. That is, a magnetic field across a rotating wire will cause a changing field in that wire
that will, in turn, induce an alternating emf and current in the wire.

The wire is part of a circuit that must be rotated by some external energy source. Practical
examples of this are wind, falling water at a hydroelectric plant, or burning coal. The resulting
rotation will produce a sinusoidal flow of AC with a characteristic amplitude and frequency.

As is apparent from the sinusoidal nature of AC, the average current over any given com-
plete cycle is zero. The quantity of current delivered, however, relates to the amplitude of the
sine wave. Because AC is only at its maximum amplitude for an instant, it will not produce
the same heating effect as an equivalent DC, nor will it produce an equivalent current. It will
instead produce an effect that is similar to a DC of lesser quantity. The effective current in an
AC circuit across a resistor is given by the root mean square (rms) value. This can be shown
tobel, =1 /\/2 0.7071 , where I is the maximum amplitude and 7 _is the effective
equivalent to DC The dlrectlon of thlS current makes no difference in the power of the sys-
tem because P = IV, which is equivalent to I’°R.

6. IMPEDANCE

Impedance (Z) is the term used for the combined effects of resistance along with capaci-
tive and inductive reactance in an RC circuit (a circuit that includes a resistor and capacitor
in series) passing AC current:

Z=[R+ (X, _ X,
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A B

Fig. 3. This figure depicts a simple resistance/capacitance (RC) circuit. In (A), V,, is the voltage drop
across the resistor and V. is the voltage drop across the capacitor. In (B), the behavior of such a circuit

in response to an applied square wave pulse (V, plie ) 18 illustrated. The voltage across the capacitor, V.,

gradually builds as charge accrues on the capacitor. This process follows a logarithmic function and has
a time course shown in V.. Eventually, V. opposes the flow of current in the circuit. When the applied
voltage is zero at the end of the pulse, the capacitor discharges in a reciprocal fashion. By contrast, V is
maximal at the onset of the applied pulse, but as the capacitor charges and opposes the source voltage,
current flow decreases and then stops; Vi then reaches zero because current, 7, becomes O (V = IR). Note
that V,, and I behave similarly because they are directly proportional to one another. In this way, V.
behaves as a high-frequency (low-pass) filter, whereas V, behaves as a low-frequency (high-pass) filter.

The inductive reactance is subtracted from the capacitive reactance because they have oppo-
site phase. In an AC circuit, Ohm’s law takes the form V = IZ, where Z is the term for resist-
ance in this type of circuit. This is analogous to Ohm’s law as applied to DC circuits (V = IR).

7. TIME CONSTANTS

With this understanding of basic circuit elements, we can now examine how simple cir-
cuits behave and permit basic electronic filtering of waveform data. An RC circuit is shown
in Fig. 3A. When voltage is applied to the circuit, current flows across the resistor and begins
to accumulate on the capacitor. As the capacitor becomes fully charged, it accrues a voltage
that opposes further flow of current through the circuit. If the power source is turned off, the
capacitor discharges in the opposite direction of current flow as it charged.

The charging (and discharging) behavior of a capacitor over time is exponential. Its kinet-
ics are described using a time constant, T, which is that time required for the capacitor to
reach approx 63% of its charge. This is 1 — 1/e, where e is the base of the natural logarithm
(~2.718). This time is independent of the applied voltage, but rather depends on the resistor
and capacitor combination. In an RC circuit, the time constant can be calculated as:

T=RxC

A larger resistor permits less current to flow to fill the capacitor, thereby prolonging the time
constant of an RC circuit. Similarly, a larger capacitor takes longer to charge, thus, prolonging 7.

8. FILTERS

Let us return to the RC circuit and apply a voltage square wave pulse (Fig. 3B). At the
outset, the voltage change is seen across the resistor, but there is a lag in the appearance of
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voltage across the capacitor. At steady state (with no current flow after the capacitor is fully
charged), there is no measurable voltage drop across the resistor and there is maximal volt-
age across the capacitor. The sum of the voltages across these elements always equals the
input voltage. Thus, the voltage output across the resistor is very sensitive to sudden changes
in input voltage (high frequencies) but insensitive to relatively unchanging voltage (low fre-
quencies); the opposite is true of the capacitor. Therefore, these circuit elements form the
basis of high- and low-frequency electronic filters of variable input waveforms (as we record
in EMG and EEG). That is, the resistive element serves as a low-frequency filter, and the
capacitive element serves as a high-frequency filter.

The low-frequency (or high-pass) filter is helpful in EEG, for instance, in blunting slow DC
potentials that are of lesser interest. A shorter time constant makes for a more stringent low-
frequency filter (higher cutoff frequency). The relationship between T and the low-frequency
filter is given by:

F = 1/(2nT) = 0.16/7,

cutoff

where F_ . 1s that frequency above which greater than 70% of the input amplitudes will pass.

The high-frequency (low-pass) filter is based on the capacitive element and is useful in
EEG, to attenuate undesired frequencies that may stem from muscle activity near the scalp
leads. The cutoff frequency is defined similarly as in the low-frequency filter. The combina-
tion of the low- and high-frequency filters defines the operative bandwidth in use. This is the
range of input frequencies that will be allowed through for further analysis.

With such RC circuit-based filters (e.g., as in older analog EEG machines), input data is not
filtered in an all-or-none fashion, but rather there is a roll-off in the restriction of input frequen-
cies above and below the low- and high-frequency filter settings (Fig. 4). By combining such
circuits, one can obtain filters that are more specific, such as the 60-Hz “notch” filter, which
more dramatically blunts 60-Hz inputs, a common source of artifact in typical recording envi-
ronments because of ambient electrical noise. This discussion notwithstanding, modern digital
EEGs filter input data using different methodologies than described, with much steeper fre-
quency response characteristics than available with simple RC circuits. It is important to note
that overly stringent filtering can distort the output data, for instance, making waveforms seem
less sharp than in reality. This can become clinically relevant to the interpretation of the data,
for instance, in the recognition of subtle notched morphologies on EEG.

9. AMPLIFIERS

Amplifiers are electronic devices that serve to multiply an input signal by a constant. This
amplification factor is called gain and is related to the ratio, V, /V, . It is common to express
gain in decibels as 20 X log,,(V_ /V. ). The dynamic range of an amplifier refers to the volt-
age range over which the amplifier behaves linearly. The sensitivity control on an EEG
machine helps to modify the dynamic range of the amplifier. Sensitivity is expressed as
microvolts per millimeter and refers to the size of the deflection on the paper or screen that
represents this voltage. Typical sensitivity settings for EEG are 7 uV/mm. Increasing the
amplifier gain requires lowering the sensitivity; they are inversely related. EEG amplifiers
have multiple circuit elements that include voltage regulators, filters, and calibration circuits,
among other elements.

The heart of the EEG machine is the differential amplifier. The difference between the
input voltages from two electrodes relative to a reference electrode (ideally close to the
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Fig. 4. Frequency response of filters. This figure shows the percentage of input voltage that is
allowed as a function of frequency in relation to applied filters based on analog resistance/capacitance
(RC) circuits with various time constants, T. Such filters exhibit a “roll off” in their attenuation of
input frequencies. As T shortens, the curves for both the high- and low-pass filters are shifted toward
higher frequencies. The cutoff frequency is inversely related to T. For a given filter circuit, it is the
frequency above which approx 70% (0.16/t) of the input amplitudes will pass through for analysis.
The notch filter is designed to specifically filter out 60-Hz inputs, because these are frequently arti-
factual in origin.

recording leads) is amplified and serves as output. This method serves to subtract common
artifactual noise that may be contaminating both input electrodes. One example is ambient
60-Hz noise from the local recording environment. This subtraction of common noise is
called common mode rejection. The capacity of an amplifier to perform common mode rejec-
tion is described by the common mode rejection ratio, which is equal to the common signal
voltage divided by the nonamplified output voltage.

The common mode rejection ratio for many amplifiers in modern EEG devices is 10,000.
In a differential amplifier, by convention, if input 1 is negative with respect to input 2, then
the pen deflection is upward. If input 1 is positive with respect to input 2, then the deflection
is downward.

10. ELECTRODES

The above principles can now be applied to the acquisition of neurophysiological data.
This begins with the electrode and the interface between the subject and the electrode.
Electrodes connect the patient to the circuits of the neurophysiological recorder. They serve
to detect and conduct electrical potentials from the patient to the machine. They are metallic,
and an electrolyte paste is used to help conduct current and reduce movement artifacts.
Electrodes may be nonreversible (polarized) or reversible (nonpolarized). Polarized elec-
trodes are prone to develop significant capacitance, and this may interfere with the faithful
transmission of underlying biological signals (the electrode behaves like a low-frequency fil-
ter). Reversible electrodes, such as those of silver chloride, are preferred for common neuro-
physiological applications. Polarization is avoided because the chloride ion is common to
both the electrode and the electrolyte. Other metals can be used, such as gold or platinum, but
may be costly.

Because the electrode—electrolyte interface resembles a simple RC circuit, it is important for
the electrode impedance to be as low as possible, typically less than 5 kQ, for scalp electrodes.
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Large electrode impedances foster large artifact potentials caused by even small local cur-
rents induced by ambient electric fields (Ohm’s law: V = IR, V = IZ). This leads to trouble-
some electronic noise. Preparing the site (e.g., with alcohol) to remove oils helps to lower the
impedance to desired levels. Because inputs from neighboring contacts are compared using
differential amplifiers in EEG, their various input impedances must be comparable. If there
is an impedance mismatch, the signal fidelity will be degraded, because common sources of
electronic artifact will not be efficiently subtracted away. Higher impedances favor lower than
true amplitudes and loss of lower frequencies. Excessively low impedances (e.g., a “salt
bridge” caused by a smeared electrode gel between contacts) can also cause erroneously low
amplitudes. Calibration maneuvers using square wave inputs and biocalibration signals help
to assay the fidelity of the recording setup.

Many other types of electrodes exist. Subdermal needle electrodes have generally a smaller
area of contact, hence, higher input impedances, and, therefore, more susceptibility to noise.
Sphenoidal leads are long, thin leads made of stainless steel or platinum placed to position the
tip lateral to the foramen ovale. They may be more sensitive to potentials from the anterior tem-
poral lobe than surface electrodes; this view has been, however, disputed. Stereotactically
implanted depth electrodes made of stainless steel or platinum may also be used to detect activ-
ity from deeper contacts, such as the amygdala, hippocampus, or cingulum, among others. These
leads have low impedance and can remain indwelling for weeks, if needed. They circumvent
other problems of surface recording, such as muscle artifact and filtering effects of the dura and
scalp. Subdural strips and grids made up of stainless steel or platinum discs embedded in a sheet
of plastic can be surgically placed to cover the cortex. These permit not only the recording of
brain activity, but also the mapping of eloquent cortex (e.g., language cortex) by stimulation of
the underlying cortex with various testing paradigms.

11. EEG MONTAGES

In the recording of the EEG, electrodes are typically placed on the scalp using the 10-20 sys-
tem (Fig. 5). In this standardized method, contacts are named by their location (frontopolar,
frontal, central, parietal, temporal, occipital, and auricular). They are also numbered with odd
numbers over the left hemisphere, even numbers over the right, and z referring to the midline.
The particular sequence in which the EEG data is displayed is called the montage. Montages
may be bipolar or referential. Bipolar montages involve a comparison of voltages recorded from
(usually adjacent) active electrodes in a chain-like fashion, (e.g., front-to-back or side-to-side).
By contrast, referential recordings involve a comparison of each electrode to an (ideally) inac-
tive electrode. Examples of reference sites include the ear, the mastoid, the vertex, or an aver-
age of many active leads (‘“‘average reference”).

Bipolar montages visually map the peak of voltage negativity over the scalp owing to the
property of phase reversal that emerges from the serial comparisons between adjacent elec-
trodes along a chain. As one ascends and descends the underlying voltage “hill” with each
bipolar comparison along a chain, the sign of the comparison flips from positive to nega-
tive (Fig. 6). Referential recordings do not exhibit phase reversals, but may show a truer
picture of the relative amplitudes of voltage at each electrode. Negativity at the “active”
lead is defined as an upward deflection in the display. In addition to displaying the chan-
nels based on comparisons among the electrodes, other channels are often used to permit
comonitoring of cardiac rhythm, eye movement, respiration, and EMG activity as needed
for the study at hand.
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Fig. 5. The International 10-20 system of electrode placement. This figure depicts an overhead view
of the most commonly used array of standardized electrodes in EEG. Odd numbers refer to the left, even
numbers to the right. Electrodes are named according to location: F, frontal; C, central; P, parietal; T,
temporal; Fp, frontopolar; O, occipital; and A, auricular. Sphenoidal leads (Sp) and supplemental
temporal (T1, T2) leads are not shown.
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Fig. 6. Bipolar EEG recordings and phase reversal. A hypothetical region of scalp negativity is illus-
trated topologically, as a voltage “hill” (A). The higher the hill, the greater the negative field potential
at that point along the anterior—posterior axis, with electrode A most anterior, and electrode E most
posterior. The hill peaks at C. In (B), the waveforms derived from bipolar comparisons between adja-
cent electrodes are illustrated, as in a bipolar recording. By convention, if contact 1 is more negative
than contact 2, the deflection is upward. Because these comparisons are performed serially along the
anterior—posterior axis, the difference between adjacent channels flips polarity as one traverses the
peak of the hill. The flip in polarity leads to the highly visible phase reversal on a bipolar tracing,
denoted by the star in (b). The shared contact of the phase reversal maps the voltage peak, electrode C
in this case.
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Fig. 7. Analog vs digital. The upper curve depicts an analog signal with variable amplitude over
time. Digitization relies on using discrete intervals along both the x- and y-axes and making sampling
measurements of the analog signal at discrete time intervals and assigning discrete amplitude values.
The ability of a digitized output signal to faithfully resemble its analog input depends on the fineness
of these discrete steps (resolution) along these axes. Sampling at greater than twice the Nyquist fre-
quency ensures an adequate degree of digital sampling to minimize aliasing.

12. DIGITAL SIGNAL ANALYSIS

As elsewhere in our lives, the digital revolution has become firmly entrenched within the
arena of clinical neurophysiology. Increasingly, our neurophysiological recording systems and
our displays of recorded waveforms are based on computers. This affords numerous advan-
tages, such as the reformatting of EEG data into different montages, refiltering data, and/or
applying spike and seizure detection systems to accrued data sets. Storage and sharing of data
is simpler; no longer are rooms dedicated to the storage of reams of paper tracings.

Computers require that data be digitized. However, the input waveforms that we strive to
faithfully record occur in an analog universe. Analog refers to continuous data with respect to
time and with respect to value. In EEG, the scalp voltages we record are generated continuously
over time and with a continuous range of amplitudes. Digital, on the other hand, refers to the
intermittent sampling of data. Measurements are sampled at discrete moments and amplitudes
are assigned to nearest discrete values. The degree of fidelity with which the digitally sampled
data resembles the original analog data depends on how finely it is sampled, that is, how many
discrete steps there are along the time (x) axis and the amplitude (y) axis (Fig. 7).

Analog signals are first amplified, then filtered, then subjected to digital conversion. The
analog-to-digital converter (ADC) is at the core of the generation of digital signals. The ADC
samples the continuous data and assigns a binary code to represent the voltage at that moment
in time. Many modern recorders have a sampling rate of 256-Hz per channel. The total
throughput refers to the number of channels times the sampling rate. For a 21-channel EEG,
this leads to a throughput of 5276 samples/s. One can have a sampling system race through
all of these in sequence, or parallel samplers can analyze each channel singly.
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It is important to have an adequate sampling rate to avoid undue distortion of the input
waveforms. The Nyquist frequency is the highest input frequency component of interest to be
recorded. To avoid distortion, the sampling rate should be greater than twice the Nyquist fre-
quency. If one samples at less than twice the Nyquist frequency, aliasing will occur. Aliasing
refers to the artifactual creation of low frequencies in ADC, by undersampling high-frequency
inputs. The alias frequency is mathematically defined as the sampling frequency minus the
Nyquist frequency.

In addition, another means to deter such ADC artifact is to apply a high-frequency filter to
the input data to cut off undesirable high-frequency elements.

The dynamic range of a recording system refers to the range of measurable values, from
highest to lowest; in EEG, this refers to the recordable voltage range. The dynamic range is
the log,(V,/V)). The resolution of a digital recording system depends on the range of record-
able values divided by the number of digitally assignable increments. This, in turn, depends
on the number of available digital bits in the recording system. With n-bit data, one has
2" possible values; for a 12-bit EEG recording system, this is 2!? = 4096 available voltage
increments. This can be regarded as plus or minus 2048 units, 0 to 2047. The available
dynamic range available is log,,(2047/1) = 2.8. Obviously, more bits lead to finer resolution.

In an analog system, values at the extremes may be clipped because of inadequacies in the
recording or display capacity. Generally, digital systems afford better dynamic range, and
much less risk of loss of information at the extremes of the recordable range. Although digi-
tal recording systems typically have very good resolution and dynamic range, our ability to
display this data depends on the digital resolution of our monitors. When the monitor’s reso-
lution becomes limiting, we can improve our viewing resolution by restricting our analysis to
a subset of the data.

As can be seen, digitization of neurophysiological data affords numerous advantages to
previous analog methods. For instance, digitization has improved our EEG analysis by per-
mitting switching the viewing montage, permitting the adjustment of filters and sensitivity
settings post hoc, improving the dynamic range and preservation of data at the extremes of
the recording range, lowering the cost for data storage and data sharing, and facilitating the
recall of previous data for comparison. In the arena of long-term video EEG monitoring,
digitization has been a tremendous boon. It is now simpler to integrate the video and EEG
data stream, easier to locate events of interest, and simpler to store the data over time.
Computerized methods now exist to apply search techniques to automate the detection of
spikes and seizures within a digital data set. Algorithms exist and are being perfected to allow
for frequency analysis of data (Fourier transformation—spectral analysis), current source
mapping, and real-time seizure detection and even seizure prediction technology that may
one day revolutionize the treatment of epilepsy.

13. ELECTRICAL SAFETY

Electrodiagnostic procedures are extremely safe, however, injuries can occur and may
include pain, dermal burns, seizure, and ventricular fibrillation. A current of 1 mA at 60 Hz
applied to dry skin is the threshold for pain sensation. Lethal current injury causing ventric-
ular fibrillation exceeds 100 to 300 mA. Be aware of low-resistance pathways between exter-
nal current sources and the heart (e.g., indwelling cardiac catheters), because currents less
than 100 mA can cause serious cardiac arrhythmias under such circumstances. Following a
few simple rules will minimize the risk of injury while recording an EEG or EMG.
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High-risk populations among those undergoing EEG evaluation include neonates and
patients with intravascular catheters or instruments. Lower risk populations include non-
neonates without implanted medical instrumentation and bystanders who are near instrumen-
tation, possibly in contact with an electrical device.

The overriding safety issue in recording an EEG is the risk of exposing the patient to cur-
rent. The amount of current is the most important predictor of electrical injury. A secondary
concern, especially with older EEG equipment in which small sparks are generated when the
power switch is activated, is prevention of flammable gas explosion.

To reduce the risk of patient exposure to current, proper grounding must be ensured. The
electrical circuit in EEG consists of a current provided by the “hot” contact in a wall outlet,
which travels through the EEG machine and returns to the outlet’s neutral contact. Excess
current can accrue from various sources that escape this circuit (i.e., a short circuit within the
instrument that directs current to the covering of the EEG machine). This potentially danger-
ous leaked current can fortunately be shunted to the ground contact, which is the path of low-
est resistance. However, should ground failure occur, the leak current may flow preferentially
through a low-resistance pathway, which may include the patient.

In intensive care units or surgical operating rooms, multiple machines may often be attached
to a patient and may lead to the use of multiple grounds. A ground loop may be formed if each
of these several grounds has a slightly different potential, allowing excess current to flow from
the higher resistant ground to the lower resistant ground. This may be hazardous if this ground
loop includes a nearby person or the patient. A simple rule to avoid this hazard is to connect
the patient to only one common ground that serves all of the devices in use.

Basic requirements for proper grounding include:

1. EEG equipment should always be connected to a three-pronged wall receptacle, never a two-
pronged plug. Three-pronged plugs include a black “hot” connector, a white neutral connector,
and a green ground connector. The ground is absent in two-pronged plugs. The black connector
has AC current at 110 V. The neutral connector is the reference for the “hot” line but is not
necessarily at 0 V. The ground is the building ground connection.

2. A working fuse within the machine to break the circuit, should high current travel through the
ground, alleviating a potential safety risk to the patient.

3. Adequate power outlets for patient-related equipment, typically marked by a green dot, indicat-
ing a higher standard of safety.

4. Regular evaluation and testing of equipment. Equipment and plug grounds must be periodically

tested with an ohmmeter, which should show a resistance of less than 0.1 ohms when assessing

the drop in current from cover to ground connector.

Ensure that the ground plug is firmly in place in the socket.

6. Connect all devices into the same outlet using a grounding bar. This will ensure a common low
resistance ground pathway for all stray currents. In the case of multiple devices in use, placing
a ground on the patient may actually increase the danger of electrical shock. Because another
purpose of the ground in EEG and EMG is to reduce ambient 60-Hz interference, avoidance of
multiple grounds will actually improve the quality of the recording.

b

Excessive current that requires shunting arises typically because of a short circuit within
the equipment or a leakage current. Leakage currents from stray conductive and stray induc-
tive sources mainly arise from the power cable. The cable contains three wires covered by
insulation, which creates a type of capacitor in which currents can flow between wires (from
“hot” to the others). Longer cords create greater capacitance, with a larger potential for cur-
rent leak (up to 70 HA) into the instrument.
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Unwanted inductive current is a less significant source of current leak than cable capaci-
tance. Inductive currents are generated by the magnetic field surrounding a wire that creates
current in other wires. This may arise when wires are coiled. Steps to avoid generation of
excessive currents are:

1. Power cords are rated in capacitance per foot and selected by instrument manufacturers to ensure
minimal leakage.

2. Extension cords should never be used. A leakage current produced by adding a 6-foot power
extension cord will range from a minimum of 7 mA to 60 mA.

3. Keep wires from excessive coiling.
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REVIEW QUESTIONS

1. In a simple circuit with a single resistor, if the applied voltage is 10 V, and the resistance is 5 €2,
what is the current?

2. In a series circuit with two resistive elements, R, and R,, what is the derived combined resist-
ance in the circuit?

3. In a parallel circuit with two resistors, R, and R,, what is the resultant combined resistance in
the circuit?

4. How does the resistance to current flow attributable to a capacitor (capacitive reactance) relate
to the frequency of the AC?

5. In a transformer with a coil (N1) of 20 turns and an applied voltage of 100 V, what will be the

resultant voltage in its associated secondary circuit if its coil (N2) has only 5 turns?

What is impedance?

In an RC circuit, what is its derived time constant? What is a time constant?

Which element in an RC circuit behaves as a low-pass (high-frequency) filter?

What is the Nyquist frequency? If the Nyquist frequency for EEG is considered to be 100 Hz,

what should the sampling frequency be to avoid aliasing?

10. What is a ground loop?

0 oo

REVIEW ANSWERS

Using Ohm’s law, V = IR, the derived current is 2 A.

The combined resistance in a series circuitis R, = R, + R,.

This is a current divider. The resultant combined resistance is 1/R_,, = 1/R, + 1/R,.
Capacitive reactance is inversely related to the applied frequency of AC.

L=
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10.
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In a transformer, the ratio of the coil number defines the step-down or step-up relationships. In this
instance, N1/N2 = 20/5 = 4. Therefore, the induced voltage will be 1/4 of the original voltage,
or 100 V/4 =25V.

Impedance is the combined resistances to current flow in a circuit passing AC. It may include
not only resistance from a resistor, but also capacitive and inductive reactances.

The time constant, T, of a circuit with resistance R and capacitance C is defined by: T =R x C.
The time constant, T, refers to the time needed for a capacitor in an RC circuit to reach 63%
(1 — 1/e) of its full charge.

The voltage reading across the capacitor in an RC circuit behaves as the high-frequency filter.
Adjustment of this element may serve to help filter out higher-frequency artifact, such as EMG
activity in the recording of an EEG.

The Nyquist frequency is the highest input frequency that is deemed desirable to detect. If the
Nyquist frequency is 100 Hz, then the sampling frequency should be at least 200 Hz to avoid
aliasing.

A ground loop occurs when multiple grounds are applied to a subject because of various electri-
cal devices, such as in an intensive care unit setting. If these various grounds are not identical in
voltage, an electrical pathway can exist that includes the patient, through which stray currents
may travel, thus, endangering the patient. A common ground can avoid this hazard.



2
Basic Neurophysiology and the Cortical Basis of EEG

Gregory L. Holmes and Roustem Khazipov

Summary

Clinical neurophysiological studies are based on the recording of both spontaneous electrical activity,
as with the EEG, or with stimulated responses, such as evoked potentials. The electrical signaling within
these neuronal circuits is responsible for both the spontaneous and evoked electrical activity that is rou-
tinely measured in the clinical neurophysiology laboratory. This chapter will review some of the basic
concepts of neuronal signaling that are important to the understanding of clinical neurophysiology.

Key Words: Action potential; dipole; ion channel; membrane potential; neurotransmission; paroxysmal
depolarization shift; postsynaptic potential.

1. INTRODUCTION

The human brain contains more than 100 billion neurons, the majority of which have the
ability to influence many other neurons. It is through this communication process, termed sig-
naling, that electrical activity is generated, resulting in the human EEG.

The cells of the nervous system can be divided into two major categories: neurons and neu-
roglial cells. Although neurons come in many shapes and sizes, the major components of
most neurons are the dendrites, which receive information; the cell body, which processes and
integrates the information; and the axon, which conducts signals to other brain regions.
Neuroglia, often referred to as glia, do not participate directly in electrical signaling, although
they are critical in maintaining support of the neurons. The three major categories of glial
cells are the astrocytes, which maintain the correct metabolic milieu for neuronal signaling;
oligodendrocytes, which myelinate neurons; and microglia, which serve as the brain’s
macrophages and assist in brain recovery from injury.

Neurons are organized into neuronal ensembles of circuits that process specific kinds of
information. Neurons that carry information into the circuit are termed afferent neurons,
whereas neurons signaling information away from the circuit are referred to as efferent neu-
rons. Nerve cells that only participate in the local aspects of a circuit are called interneurons.
Processing circuits are combined to form systems that server broader function, such as mem-
ory, vision, or hearing.

Clinical neurophysiological studies are based on the recording of both spontaneous electri-
cal activity, as with the EEG, or with stimulated responses, such as evoked potentials. The elec-
trical signaling within these neuronal circuits is responsible for both the spontaneous and
evoked electrical activity that is routinely measured in the clinical neurophysiology laboratory.

From: The Clinical Neurophysiology Primer
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This chapter will review some of the basic concepts of neuronal signaling that are important
to the understanding of clinical neurophysiology.

2. BASIS OF BRAIN ELECTRICAL ACTIVITY
2.1. Membrane Polarity

All neurons and glia have lipid bilayer membranes separating the delicate internal
machinery of the cell from the external environment. The neuronal membrane is an excel-
lent insulator and separates different concentration of ions inside the cell from those outside
the cell. The activity of ion channels is fundamental to signaling in the nervous system. The
movement of ions that carry electrical charge through ion channels results in voltage
changes across the membrane.

Electrical potentials are generated across the membranes of neurons because there are dif-
ferences in the concentration of specific ions across the membrane, and the membrane is
selectively permeable to ion flow. Movement of ions across membranes occurs through ion
channels, which are proteins that transverse the neuronal membrane and allow certain ions to
cross in the direction of their concentration gradient. Whereas Na* and CI~ are more concen-
trated outside the cell, K* and organic anions, consisting of amino acids and proteins, are
more concentrated inside the cell. Na* and CI~ ions, therefore, tend to flow into the cell along
this concentration gradient, whereas K*ions tend to flow outward. Because of their size, large
organic anions are unable to move out of the intracellular compartment.

Ion flow is not only determined by ionic concentration gradients, but also is dependent on
the selective permeability of ion channels (often referred to as the channel’s conductance),
as well as electrical forces that arise from the membrane potential. Ultimately, in the resting
state, ion flow ceases when concentration dependent forces are offset by opposing electrical
forces based on the voltage across the membrane, the resting membrane potential. Because
of the selective permeability of ion channels and the unequal distribution of anions and
cations inside and outside of the neuron, there arises a potential difference across the neu-
ronal membrane. The charge separation gives rise to a difference of electrical potential, or
voltage, across the membrane, called the membrane potential. The membrane potential, V ,
is defined as

Vv =V -V

m m - out

where V, is the potential on the inside of the cell and V  the potential on the outside. At rest,
the membrane potential is called the resting membrane potential. The outside of the cell is by
convention defined as zero and the resting membrane potential is, therefore, equal to the volt-
age inside the cell. In neurons, the usual range is =60 mV to =70 mV.

Ions are, thus, subject to two forces driving them across the membrane: a chemical driv-
ing force that depends on the concentration gradient across the membrane and an electrical
driving force that depends on the electrical potential across the membrane. Ions flow from
high-concentration areas to low-concentration areas (chemical driving force); ions flow to
areas of opposite charge, like charges repel, unlike charges attract (electrical driving force).
The net electrochemical driving force is determined by the electrical potential difference
across the membrane and the concentration gradient of the ions selective for the channel.

To illustrate these physiological features, the flow of K* ions will be considered (Fig. 1).
Because K* ions are highly concentrated inside the cell, K* ions tend to diffuse from inside to
outside the cell down their chemical concentration gradient. Because of this ionic flow, the
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Fig. 1. K* channel. In neurons, K* has a higher concentration inside neurons than outside (A).
Because of the concentration differences, K* diffuses from inside the cell to the outside. With K* out-
flow, the inside of the cell becomes even more negative, because the K* ion is carrying a positive
charge. At some point, a steady state is reached, in which the electrical and chemical driving forces

are equal and opposite, and there is a balance between K* entering and leaving the cell (B). Modified
from Kandel et al., 2000, with permission.

outside of the membrane accumulates a slight positive charge and the inside a slight negative
charge. As K* ions accumulate outside the cell, there grows a counteracting electrostatic force
opposing further K* efflux, because the positive charges repel each other. Once K* diffusion
has proceeded to a certain point, a potential develops across the membrane at which the elec-
trical force driving K* ions into the cell exactly balances the chemical force driving K* ions
out of the cell, that is, the outward movement of K* (driven by its concentration gradient) is
equal to the inward movement of K* (driven by the electrical potential difference across the
membrane). This potential is called the potassium equilibrium potential, E,.
The equilibrium potential for any ion X can be calculated from the Nernst equation:

E, = RT/zF x In([X] /[X],)

where R is the gas constant, T the temperature, z the valence of the ion, F the Faraday con-
stant, and [X] the concentrations of the ion inside (i) and outside (o) of the cell. Because R7/F
equals 25 mV at 25°C, z is +1 for K*, and the concentrations of K* outside and inside the
axon are 20 mM and 400 mM, respectively, the Nernst equation for K* in the squid axon can
be rewritten as:

58 mV_ [20]
=———log——-

E
K 1 [400]

=—-75mV
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Table 1
Extracellular and Intracellular Ion Concentrations
in Squid Axon

Ion Intracellular (mM) Extracellular (mM)
Potassium 400 20
Sodium 50 440
Chloride 50 560
Calcium 0.00001 2

Na* is more common outside the cell than inside, therefore, it tends to flow into the cell
down its chemical concentration gradient. There is also an electrical driving force that drives
Na* into the cell by virtue of the negative electrical potential difference across the membrane.
The equilibrium potential of +55 for Na* is not reached at resting conditions because there
are so many more open K* channels than Na* channels. The relatively larger conductance of
K* compared with that of Na* at resting conditions dictates the resting membrane potential
of the cell. Thus, despite the large chemical and electrical forces driving Na™ into the cell, the
influx of Na* is small compared with K if there are many open channels.

The resting membrane potential, V, , is not equal to either E or E, , but lies between them.
As arule, if V is determined by two or more ions, the influence of each ion is determined
not only by the concentration of the ion inside and outside the cell but also by the relative per-
meability of the membrane to each ion. The Goldman equation describes voltage when more
than one ion is active:

P.[K]. + P, [Nal, + P, [CI],

V =-58log
P [K], + B, [Na], + F,[Cl],

where V is the voltage and P is the permeability of the membrane to each ion. Often, conduc-
tance, G, is used in lieu of permeability, P, in biological systems.

The Goldman equation is an extension of the Nernst equation that considers the relative
permeabilities of the ions involved. Table 1 provides the extracellular and intracellular ion
concentrations that apply in common physiological circumstances.

Because ion leaks could eventually result in a run down of Na* and K* gradients, the rest-
ing membrane potential would eventually be altered. The Na*—K* pump, which moves Na*
and K* ions against their net electrochemical gradients, extrudes Na* from the cell while
bringing K* into the cell. The energy to run this pump comes from the hydrolysis of ATP. At
the resting membrane potential, the cell is not in equilibrium but, rather, in a steady state.
The continuous passive influx of Na' and efflux of K* ions is counterbalanced by the
Na*-K* pump.

3. CHANNEL GATING

Thus far, we have considered selectively permeable ion channels in the resting state. There
are also gated channels that exist in several configurations. The term gating is used to
describe the transition of a channel between these different states. Most gated channels are
closed when the membrane is at rest. Each ion channel has at least one open state and one or
two closed states. However, many ion channels have two or more conformational states that
are relatively stable.
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Three regulatory mechanisms determine whether a channel remains open. In voltage-gated
channels, the voltage across the membrane determines whether a conformational change in
the membrane occurs that may open the channel. In ligand-mediated channels, the ligand
binds to the channel, either at an extracellular site, as with neurotransmitters, such as gluta-
mate or y-aminobutyric acid (GABA), or at an intracellular site, as with certain cytoplas-
mic compounds, such as Ca®" and nucleotides. Ligand binding causes a conformational
change that causes the channel to open. Finally, ligands can also activate cellular signal-
ing cascades that can covalently modify a channel through phosphorylation (see the dis-
cussion of metabotropic receptors in Subheading 7.). This covalent modification also
influences channel behavior.

4. ACTION POTENTIAL

For a neuron to transmit information, it must generate an electrical current, termed an
action potential. Development of the action potential requires an electrical or chemical stim-
ulus, which alters ion flow into the cell.

The electrical current that flows into and out of the cell is carried by ions, both positively
charged (cations) and negatively charged (anions). The direction of current flow is conven-
tionally defined as the direction of net movement of positive charge. Cations move in the
direction of the electrical current, whereas anions move in the opposite direction.
Depending on the exact nature of transmembrane ionic flow, the charge separation across
the resting membrane is disturbed, altering the polarity of the membrane. A reduction of
charge separation results in a less negative membrane potential and is termed depolariza-
tion, whereas an increase in charge separation leading to a more negative membrane potential
is called hyperpolarization.

When the membrane potential reaches a threshold (~-55 to —60 mV), the voltage-gated
Na* channels open rapidly. The influx of Na* makes the interior of the cell more positive than
before. This sudden marked increase in depolarization causes still more voltage-gated Na*
channels to open, resulting in further acceleration of the depolarization. This positive feed
forward cycle initiates an action potential and is responsible for its all-or-none character.
Once initiated, the action potential behaves independently of its stimulus. Because the Na*
conductance becomes so transiently large relative to other ionic conductances, the membrane
potential approaches the equilibrium potential for Na* (+60 mV) during an action potential.
Depolarization during the action potential is very large, but very brief, lasting only 1 ms.
These features of the action potential allow neuronal signaling with high fidelity at a very
high rate (up to hundreds of action potentials per second). Termination of the action potential
is caused by rapid inactivation of Na* channels and delayed opening of voltage-gated K*
channels. The delayed increase in K* efflux, combined with a decrease in Na* influx, pro-
duces a net efflux of positive charge from the cell, which continues until the cell has repolar-
ized. Indeed, after an action potential, there is a brief hyperpolarization, during which time
the cell is more refractory to immediate depolarization, before reestablishing the resting
membrane voltage. Figure 2 demonstrates the sequential opening of voltage-gated Na* and
K* channels during the action potential.

During the action potential, Na* channels undergo transitions among three different
states: resting, activated, or inactivated. On depolarization, the channel goes from the rest-
ing (closed) state to the activated (open) state (Fig. 3). If the depolarization is brief, the
channels go directly back to the resting state on repolarization. If the depolarization is
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Fig. 2. Openings of channels during the action potential. The influx of Na* makes the interior of
the cell more positive than before, increasing the degree of depolarization, which causes still more
voltage-gated Na* channels to open, resulting in further acceleration of the depolarization. The posi-
tive feedback cycle initiates the action potential and is responsible for its all-or-none character.
However, with the depolarization there is a greater electrical driving force on the K* ions and K* flow
outward. The increase in K* efflux combined with a decrease in Na* influx results in an efflux of pos-
itive charge from the cell, which continues until the cell has repolarized to its resting membrane poten-
tial. Modified from Kandel et al., 2000 with permission.

maintained, the channels go from the open state to the inactivated closed state. Once the
channel is inactivated, it cannot be opened by further depolarization. Channel inactivation
can be reversed only by repolarization of the membrane to its negative resting potential,
which allows the channel to switch from the inactivated to the resting state. Each Na*
channel has two kinds of gates that must operate in conjunction for the channel to conduct
Na* ions. An activation gate closes when the membrane is at its negative resting potential
and is rapidly opened by depolarization; an inactivation gate is open at the resting poten-
tial and closes slowly in response to depolarization. The channel conducts ions only for
the brief period during a depolarization when both gates are open. Repolarization reverses
the two processes; closing the activation gate rapidly and opening the inactivation gate
more slowly. After the channel has returned to the resting state, it can again be reactivated
by further depolarization.

After an action potential, the Na* channels are inactivated and the K* channels are acti-
vated for a brief period of time. These transitory events make it more difficult for another
action potential to be generated quickly. This refractory period limits the number of action
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Fig. 3. Voltage-gated Na* channel. In the resting condition (A) the activation gate (black bar) is
closed and the inactivation gate (ball and chain) is open. No Na* flows because of the closed activa-
tion gate. With depolarization of the membrane, there is a conformational change of the channel and
the activation gate opens (B). Na* flow then occurs. This is followed by inactivation by closure of the
inactivation gate (C), prohibiting the further flow of Na* ions. With repolarization of the membrane,
the inactivation gate opens and the activation gate closes and the channel is ready for another cycle
(A). Modified from Kandel et al., 2000, with permission.

potentials that a given nerve cell can produce per unit time. This phenomenon also explains
why action potentials do not reverberate up and down the neuronal membrane.

Very small depolarizations do not trigger an action potential because they do not open a large
enough number of Na* channels and increase the driving force on K* ions, favoring repolariza-
tion, as the depolarized membrane potential is further from E.. Action potential threshold occurs
when the inward Na* current just exceeds K* outflow. The net inward current produces an active
depolarization, which initiates further Na* channel opening and generation of the action potential.

Extracellular electrodes can detect action potentials from individual neurons only if the
size of the electrode is comparable to the size of the cell (tens of micrometers) and if the
electrode is very close to the cell soma, where the action potential is generated. The ampli-
tude of the extracellularly recorded action potential is small, on the order of tens of micro-
volts, and the duration is less than a millisecond. With conventional EEG electrodes, the
action potentials from individual neurons are too small to be detected. However, when
many neurons fire action potentials simultaneously, which can occur, for instance, in
epileptic patients, their summated action potentials can be detected in EEG recordings as a
“population spike.”
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5. TRANSMISSION OF ACTION POTENTIALS

The action potential can traverse long axonal distances without loss of amplitude despite
the fact that neuronal membranes have relatively poor conducting properties. During the gen-
eration of the action potential, there is some passive flow of current downstream from the
action potential. The passive current flow depolarizes the membrane potential in adjacent
regions of the axon, opening Na* channels. The local depolarization results in another action
potential, which then spreads again in a continuing cycle until the end of the axon is reached.

6. SIGNALING CHANGES

When the postsynaptic membrane is stimulated through either electrical stimulation via
gap junctions or at chemical synapses, there is a change in membrane potential. The change
in membrane potential is typically not instantaneous because the membrane has both a resis-
tive and capacitive component. Neurons have three passive electrical properties that are
important to electrical signaling: the resting membrane resistance, the membrane capaci-
tance, and the intracellular axial resistance along the axons and dendrites. These membrane
properties are important in determining whether an action potential will be generated.

All cell membranes have a resistance. The input resistance, R, , of the cell determines how
much the cell will depolarize in response to a steady current. The magnitude of the depolar-
ization, AV is given by Ohm’s law:

AV=IxR,

Of two neurons receiving identical synaptic current inputs, the cell with the higher input
resistance will have a greater change in membrane voltage. Input resistance depends on both
the density of resting ion channels in the membrane and the size of the cell. The larger the
neuron, the greater will be its membrane surface area and the lower the input resistance,
because there will be more resting channels to conduct.

Membranes also act as capacitors. A capacitor consists of two conducting plates separated
by an insulating layer. The fundamental property of a capacitor is its ability to store charges
of opposite sign: positive charge on one plate, negative charge on the other. Voltage across a
capacitor is proportional to the charge stored on the capacitor:

V=0/C

where Q is the charge in coulombs and C is the capacitance in farads. To alter the voltage,
charge must either be added or removed from the capacitor.

AV = AQIC

The change in charge (AQ) is the result of the flow of current across the capacitor (/).
Because current is the flow of charge per unit time (/, = AQ/A?), the change in voltage across
a capacitor can be calculated as a function of current and the time of current flow (Af):

AV=1 XAllC

The magnitude of the change in voltage across a capacitor in response to a current pulse
depends on the duration of the current, as time is required to deposit and remove charge on
the plates of the capacitor.

Capacitance is directly proportional to the area of the plates of the capacitor. The larger the
area of a capacitor, the more charge it will store for a given potential difference. Because all
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biological membranes are composed of lipid bilayers with similar insulating properties,
membrane capacitance increases with the size of the cell. More charge, and, therefore, cur-
rent, is required to produce the same change in membrane potential in a larger neuron than in
a smaller one. The capacitance of the membrane has the effect of reducing the rate at which
the membrane potential changes in response to a current pulse. If the membrane had only
resistive properties, a step pulse of outward current passed across it would change the mem-
brane potential instantaneously. Biological membranes have both capacitive and resistive
properties in parallel.

7. CELL-TO-CELL COMMUNICATION

Through either neurotransmitter release at chemical synapses or current flow through gap
junctions, ligand-gated or voltage-gated channels open and elicit postsynaptic potentials.
Postsynaptic potentials alter the probability that an action potential will be produced in the
postsynaptic cell. If there is depolarization of the membrane, the potential is termed an exci-
tatory postsynaptic potentials (EPSP), whereas, if there is hyperpolarization, the potential is
called an inhibitory postsynaptic potential (IPSP). EPSPs bring the membrane potential
closer to threshold for action potential generation, whereas IPSPs keep the membrane poten-
tial more negative than the threshold potential. In chemical synapses, whether the event is an
EPSP or IPSP depends on the neurotransmitter released and the type of postsynaptic recep-
tor activated. In the cerebral cortex, approx 90% of neurons (principal neurons) synthesize
and release glutamate, the principal CNS excitatory neurotransmitter. The remaining neu-
ronal populations (interneurons) release GABA, the principal inhibitory neurotransmitter of
the cortex.

Direct electrical transmission from one cell to another occurs through gap junctions. Gap
junctions consist of hexameric complexes formed by the close juxtaposition of pores consist-
ing of proteins called connexons that span the neuronal membrane. The pore of a gap junc-
tion is larger than the pores of voltage-gated ion channels and can, therefore, transfer larger
substances between cells, including intracellular metabolites. Electrical transmission across
gap junctions occurs rapidly because passive current flow across the gap junction is virtually
instantaneous. Gap junctions seem to have an important role in the synchronization of neu-
ron firing, particularly in interneuronal networks.

Chemical synapses have a wider spacing between cells, termed the synaptic cleft, and
operate through release of neurotransmitter stored in vesicles. The neurotransmitter diffuses
from the presynaptic membrane to the postsynaptic membrane. Neurotransmitter release
occurs when an action potential reaches the presynaptic terminal and initiates the opening of
voltage-gated Ca®* channels. This permits a rapid influx of Ca?" into the presynaptic termi-
nal. Elevation of intracellular Ca?* causes synaptic vesicles to fuse with the plasma mem-
brane of the presynaptic neuron. There are a number of calcium-binding proteins that
participate in the cascade of events that lead to neurotransmitter release. The fusion of the
vesicular and neuronal membranes allows release of the neurotransmitter. Figure 4 illustrates
the process of neurotransmitter release.

Excitatory synaptic transmission is mediated by glutamate acting on target postsynaptic
neurons via three types of ionotropic receptors, named after their selective agonists (o-amino-
3-hydroxy-5-methylisoxazole-4-proprionic acid [AMPA], kainic acid [KA], and N-methyl-D-
aspartate [NMDA]). Although all types of glutamate receptors respond to glutamate, they have
individual characteristics. The AMPA receptor responds rapidly to glutamate with opening of
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Excitatory Transmitter

Fig. 4. Synaptic neurotransmission. An action potential travels down the axon until it reaches the
synapse. The depolarization causes voltage-gated Ca* channels to open. The influx of Ca?* results in
high concentrations of Ca”* near the active zone (A). This triggers fusion of vesicles with neurotrans-
mitter to the presynaptic cell membrane and emptying of the vesicles into the synaptic cleft (B). The
neurotransmitter crosses to the postsynaptic membrane and results in depolarization of the membrane
if it is an excitatory neurotransmitter. With glutamate release, there is binding of the ligand to post-
synaptic receptors (AMPA, KA, or NMDA) with subsequent inflow of Nat ions. Modified from
Kandel et al., 2000 with permission.

channels permeable to Na* and K*, resulting in depolarization. One synapse contains tens of
AMPA receptors on the postsynaptic membrane, and current summation leads to an EPSP of
approx 1 mV. As a result, simultaneous activation of several excitatory synapses is necessary
to sufficiently activate a postsynaptic neuron to action potential threshold. Kainate receptors
are similar to AMPA receptors but have slower kinetics. The third type of glutamate
ionotropic receptor—the NMDA receptor—may not directly participate in information
processing but seems to play a critical role in synaptic plasticity. The NMDA channel has
characteristics of both a ligand-activated and voltage-sensitive channel. At resting potential,
Mg?* sits in the channel, blocking the flow of ions. Only with depolarization of the membrane
is Mg?* displaced and Na* and Ca?* ions able to cross the channel. The high permeability of
the NMDA receptor to Ca?* underlies its role in synaptic plasticity, such as long-term poten-
tiation of synaptic strength, which is hypothesized to participate in learning and memory.
GABA is the principal inhibitory transmitter of the brain. Inhibitory synapses made by
interneurons and using GABA as their transmitter use two types of receptors, GABA , and
GABAj receptors. GABA, receptors are ligand-gated ion channels, whereas GABA,
receptors are metabotropic receptors (see next paragraph). GABA , receptors are inhibitory
because their associated ion channels are permeable to Cl™. Because the reversal potential
for Cl- is more negative than the threshold for neuronal firing, C1~ flow hinders action
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potential generation. Activation of GABA receptors results in opening of K* channels
that also inhibits the postsynaptic cell. In the spinal cord, GABA and glycine act as
inhibitory transmitters.

Metabotropic receptors differ from ionotropic receptors in that they affect ion channels
via the activation of G proteins. All metabotropic receptors are part of a superfamily of G
protein-coupled receptors. In certain cases, the activation of G proteins by metabotropic
receptors allows binding of activated G protein subunits directly to ion channels (this mech-
anism, for instance, operates in GABA, receptor-mediated opening of K* channels). In other
cases, metabotropic receptors can be coupled to ionic channels via second messengers, such
as cAMP or cGMP. Metabotropic receptors can also couple to intracellular effector
enzymes. Activation of protein kinases can then phosphorylate ion channels or other pro-
teins closely associated with ion channels, thereby altering channel function.

There are five biogenic amine neurotransmitters: three catecholamines, norepinephrine,
epinephrine, and dopamine; and histamine and serotonin. Dopamine plays a role in control
of body movements, and norepinephrine and serotonin in the modulation of sleep and wake-
fulness. The role of epinephrine and serotonin is less clear.

Acetylcholine is concentrated in two major CNS loci, the forebrain nuclear complex and
the cholinergic nuclei of the brainstem tegmentum. Although not yet fully understood, it is
known that acetylcholine is in involved in pain and chemosensory pathways as well as mem-
ory. Interestingly, autosomal dominant nocturnal frontal lobe epilepsy has been linked to
chromosome 20q13.2 and a mutation in the gene CHRNA4 encoding the o.,-subunit of a neu-
ronal nicotinic acetylcholine receptor. Nicotinic cholinoreceptors are enriched in interneurons
and deficiency in the excitation of these inhibitory cells possibly underlies the enhanced
excitability thought to be operant in epilepsy.

8. PHYSIOLOGICAL BASIS OF THE EEG

The EEG represents a set of field potentials recorded by multiple electrodes on the surface
of the scalp. The electrical activity of the EEG is an attenuated measure of the extracellular
current flow from the summated activity of many neurons. The surface EEG predominately
reflects the activity of cortical neurons close to the EEG electrodes. Deeper structures, such
as the hippocampus, thalamus, or brainstem, do not contribute directly to the surface EEG.
However, transmission of electrical impulses from distant sites has substantial effects on the
surface EEG. For example, thalamocortical connections are critical in the synchronization of
electrical activity, such as sleep spindles. Oscillatory EEG patterns arise because of
pacemaker cells, in which membrane voltage fluctuates spontaneously, or because of the
reciprocal interaction of excitatory and inhibitory neurons in circuit loops. The human EEG
shows activity over the range of 1 to 30 Hz, with amplitudes in the range of 20 to 300 pLV.

The waveforms recorded by the surface electrodes depend on the orientation and distance
of the electrical source with respect to the recording electrode. To understand how the EEG
is obtained, it is useful to examine a single pyramidal neuron situated in layer 5 of the cor-
tex, with its apical dendritic arbor above, although it is clear that EEG activity derives from
thousands of such neurons functioning within networks.

Figure 5 shows such a single neuron with current flowing into the dendrite at the site of gen-
eration of an EPSP, creating a current sink. Current flow must complete a loop and, therefore,
this generates a source somewhere along the dendrites or cell body. The size of the voltage
change created by the EPSP is predicted by Ohm’s law, V = IR. The R, (membrane resistance)
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Fig. 5. Current flow in a cortical neuron. See text. Modified from Kandel et al., 2000 with permission.

is much larger than the extracellular fluid and, therefore, the corresponding voltage recorded
by an intracellular electrode is larger, and opposite in polarity to an extracellular electrode
positioned near the current sink. At the site of generation of an EPSP, the extracellular elec-
trode detects current (positive ions) flowing away from the electrode into the cytoplasm as a
negative voltage change, whereas the intracellular electrode detects a positive change in
voltage caused by the influx of Na* ions. An extracellular electrode near the source has an
opposite deflection. The direction of voltage change is determined by location in regards to the
sink and source. In Fig. 5, note the differences in pen deflection depending on whether
the extracellular electrode is near the source or sink.

If instead of an apical (layer 2/3) EPSP, we examine the instance of a basal IPSP, close to
the soma of such a pyramidal neuron, the current flow loops and derived extracellular and
intracellular recordings turn out to be identical to those described above for the superficial
EPSP. In both cases (a superficial EPSP or a basal IPSP), a dipole is created with separation
of charge oriented vertically in the cortex, with extracellular negativity in more superficial
laminae, and extracellular positivity in deeper laminae.

Now consider how these extracellular field potentials will behave when recorded from the
scalp. It is fortunate that the cortex is organized as a sheet just under the scalp, with an
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Fig. 6. Polarity of the surface EEG depends on the location of the synaptic activity within the
cortex. See text. Modified from Kandel et al., 2000 with permission.

intrinsic columnar organization. It is these pivotal features that afford our ability to obtain a
useful EEG signal. The highly organized columns of pyramidal neurons are arranged just so,
with cell bodies in deeper laminae, and dendritic arbors extending upward to laminae that are
more superficial. Excitatory afferent fibers innervate the superficial layer 2/3 dendrites,
whereas inhibitory contacts favor the deeper cell bodies below. When such EPSPs are
generated because of the coordinated excitation of numerous afferent inputs into layer 2/3
dendrites, broad regions of the cortex coordinately generate transient dipoles that lead to
measurable extracellular voltage negativity, as recorded by scalp electrodes.

Figure 6 illustrates these anatomic and physiological properties. In Fig. 6, there are afferent
inputs into either the apical dendrites (A) or cell body (B). In both cases, the afferent stimuli
lead to depolarization (sink) with current flow into the cell body. This results in negativity
extracellularly. The current flow in A results in a source in the apical dendrites, whereas, in B,
the source is located at the soma. The examples thereby lead to two vertically oriented dipoles
of opposing polarity. Surface EEG electrodes will detect the extracellular electrical fields
generated closer to the cortical surface (i.e., the superficial laminae), and there will be less
influence from activity occurring at the cell body. Therefore, the deflection of the pen is oppo-
site in the two conditions. Again, as stated above, a deep IPSP will generate a similar scalp
electrical field as will a superficial EPSP—both lead to scalp negativity.

Because of these geometric reasons, only vertically oriented dipoles are detectable with
scalp electrodes. Thus, only those portions of the underlying cortical sheet that are parallel to
the scalp are detectable with EEG electrodes. Portions of the cortex that run down the sulci,
oriented orthogonal to the scalp, generate radially oriented dipoles, which are not well seen
by scalp EEG technique. Magnetoencephalography may be able to detect such radial dipoles
with much greater facility, however.
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It follows that EEG detects the summed extracellular electrical field potentials from a
swath of underlying cortex. It has been estimated that each EEG electrode “sees” the summed
activity of roughly 6 cm? of underlying cortex. We obtain cogent signals because there is a
significant amount of synchrony underlying the behavior of thousands of cortical neurons.
This synchrony may be physiological, as seen in the alpha rhythm over the posterior chan-
nels. However, when the cortex becomes excessively synchronized, we may detect patholog-
ical EEG morphologies, termed spikes and sharp waves.

Such epileptiform features represent the summed activity of numerous rapidly firing neu-
rons, which have been depolarized to threshold in a coordinated and excessively synchro-
nized fashion. A wave of cortical excitation, termed the paroxysmal depolarization shift
(PDS) is thought to be responsible for this broad and synchronous cortical excitation. The
PDS is sufficiently strong to bring a large collection of neurons synchronously to threshold,
generating a rapid and synchronized bursting of action potentials that “ride” atop the more
sustained PDS potential. It is thought that PDS waves are followed by strong waves
of hyperpolarization, perhaps recruited by inhibitory interneurons in the involved circuits.
These pathological waves of cortical excitation and subsequent inhibition affecting broad
regions of excessively synchronized cortex are thought to underlie the spikes, sharp waves,
and sharp and slow wave complexes we recognize as pathological correlates in routine
EEG interpretation.

REVIEW QUESTIONS

What is responsible for voltage potentials across neuronal membranes?
What forces govern ionic flow through neuronal channels?
Which ion is most important for determining the resting membrane potential? Why?
What are the two main mechanisms that permit gating of channel opening?
What is the main channel that, in a feed-forward fashion, leads to the rapid depolarization intrin-
sic to the action potential? Which ion facilitates repolarization?
As neuronal size increases, does depolarization require more or less current flow across the
membrane?
7. What are the two types of subthreshold changes to membrane voltage that occur secondary to
afferent input?
8. What are the three main types of glutamate receptors? How are they defined and how do they
differ?
9. What are the main geometric and physiological properties of the cortex that permit the record-
ing of the EEG signal?
10. What is the term for the wave of cortical depolarization that can support rapid and excessively
synchronized (pathological) spiking of large collections of neurons?

ARl S

S

REVIEW ANSWERS

1. Different concentrations of ionic species across the neuronal membrane and differential perme-
ability to ionic flow across the membrane are the determinants of the membrane potential. The
Goldmann equation represents this relationship mathematically.

2. Two forces govern ionic flow across channels, a chemical driving force defined by concentra-
tion gradients, and an electrical driving force determined by the membrane potential.

3. The resting membrane potential is principally influenced by the reversal potential for K*. It has
the highest permeability at resting conditions and, therefore, contributes the most in the
Goldmann equation to the determination of the resting membrane potential.

4. Ligand-gated and voltage-gated channels represent two mechanisms for controlling the opening
of gated channels.
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5. The voltage-gated Na* channel is the principal ionic conductance that underlies the upstroke of
the action potential. The K* ion facilitates repolarization.

6. As neuronal size grows, more current is required to achieve a similar level of depolarization,

because the larger neuron has larger membrane surface area, which leads to higher capacitance.

The two main types of subthreshold stimuli are EPSPs and IPSPs.

8. AMPA, KA, and NMDA receptors are three distinct subtypes of glutamate receptors. AMPA and
KA receptors are ligand-gated ionic channels, permeable to Na* and K*. KA receptors have
slower kinetics and differential binding properties with specific agonists. NMDA receptors have
both ionotropic and metabotropic properties and are important in synaptic plasticity. NMDA
receptors also affects Ca" translocation across the membrane.

9. The two main features of the cortex that permit EEG acquisition are its sheet-like organization
parallel to the scalp (in large part), as well as its columnar organization, which leads to the gen-
eration of orthogonal electrical dipoles in the cortex, detectable by scalp EEG electrodes.

10. The paroxysmal depolarization shift is the term for the pathological wave of cortical excitation
that leads to rapid and synchronized regional spiking detectable by EEG as epileptiform activity.

~
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Ions, Membrane Potentials, and Myelin

Devanand Jillapalli and Jeremy M. Shefner

Summary

The neuron is uniquely suited for the transmission of electrical impulses. The neuronal membrane
itself allows for charge separation; depending on the permeability of the membrane to a given type of
ion, that ion will distribute across the membrane, producing a resting membrane potential, described by
the Nernst equation. However, via the sodium—potassium (Na—K) pump, an active electrochemical gra-
dient is maintained across the cell membrane, the magnitude of which can be calculated by knowing the
relative concentrations of all the relevant ions, both in the intracellular fluid (ICF) and extracellular fluid
(ECF), via the Goldman—-Hodgkin—Katz equation. The development of action potentials are dependent
on the presence of voltage-gated sodium channels, which open when the membrane itself is partially
depolarized through mechanical, electrical, or chemical means. The initiation of an action potential cre-
ates a spreading area of voltage change, causing additional nearby channels to open, ultimately leading to
the propagation of the action potential down the entire length of the axon. Myelin dramatically speeds
the process of neuronal depolarization by producing salutatory conduction. Together, with the complex
set of processes at the neuromuscular junction, neural transmission is effectively achieved.

Key Words: Action potential; ion; myelin; resting membrane potential; sodium—potassium pump;
voltage gated.

1. INTRODUCTION

In the clinical neurophysiology laboratory, a variety of electrical signals are recorded from
subjects. Understanding the underlying neurophysiology governing these electrical signals is
very important if one is to correctly identify, record, and interpret the signals. In this chapter,
we will first review the role of the semipermeable cell membrane; intracellular fluid (ICF)
and extracellular fluid (ECF) compartments; and the concentration, charge, and permeability
of the important ions in the generation of potential difference across the cell membrane.
Later, we will see how local changes in the resting membrane potential of excitable cells can
initiate propagation of the current to form the basis of communication from nerve to nerve and
from nerve to muscle. This chapter repeats some of the information in chapter 2; however,
additional information relevant to peripheral nerves is also included.

2. CELL MEMBRANIE, ICE, AND ECF

The cell membrane separates the ICF from the ECF, and helps to maintain critical dif-
ferences in ionic concentrations between the two fluid spaces. Of the electrically important
ion species, sodium concentration is approximately 12 times greater in the ECF than in
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the ICF, whereas chloride concentration is approx 25 times greater in the ECF than the
ICF. Potassium, however, is approx 35 times more abundant in the ICF than in the ECF.
The ICF also contains proteins, organic phosphates, nucleic acids, and so on, which at
physiological pH have a net negative charge. Because the cell membrane is a bilipid layer,
it is quite permeable to lipid soluble substances, while acting as an effective barrier against
many water-soluble particles. However, the cell membrane also contains specialized protein
molecules, which act to selectively transport or allow passage of certain water-soluble
particles. It is through these transport and channel proteins that movement of water-soluble
ions and molecules occurs in and out of the cell. The mechanisms by which this move-
ment occurs are passive transport and active transport.

2.1. Passive Transport

Passive transport is defined by movement that does not require the expenditure of energy. Two
main forces contribute to passive movement of particles across the membraneeencentration
gradient and electrical charge. All other factors being equal, particles will tend to move in such
a manner that their concentration is equal throughout a given space. Thus, if a membrane is
permeable to a certain particle, and that particle is more highly concentrated on one side of the
membrane than the other side, diffusion forces will cause a net movement of particles toward the
side with the lower concentration. Physiologically, this movement occurs through the transport
proteins in the membrane. Thus, all other factors being equal, sodium ions will move from the
ECF into the ICF, because there is a higher concentration of these ions in the ECF. Similarly,
potassium ions tend to diffuse out of the cell, because their concentration is much higher in the
ICEF. If diffusion is the only force determining particle movement, the amount of particle move-
ment will be determined by the magnitude of the concentration gradient, and by the extent to
which the membrane is permeable to that particle. Along the cell membrane, permeability is
determined by properties of the transport proteins, with selectivity based on the electrical and
mechanical (diameter and shape) properties of the transport protein and the particle to be trans-
ported. Not all water-soluble ions and molecules move simply down the concentration gradient
unaided. Some ions and molecules require a carrier to shuttle them across the cell membrane
down the concentration gradient, referred to as facilitated diffusion.

The other major force that determines passive movement of particles across the nerve
membrane is electrical charge. The particles of interest to us are all charged; potassium,
sodium, and calcium are present as positively charged ions, whereas chloride carries a nega-
tive charge. Therefore, if particles move across the membrane according to concentration gra-
dients, they carry with them either a net positivity or negativity. Because like charges repel
each other, a buildup of either positive or negative charge will tend to inhibit the further trans-
port of like charges.

2.2. Active Transport

In contrast to passive diffusion, active transport of substances across the cell mem-
brane requires the expenditure of energy, usually in the form of high-energy phosphate
bonds, such as ATP. Active transport involves the transport of ions in a direction not
determined by concentration or electrical gradients. For example, positively charged
sodium ions passively tend to move into the cell along both electrical and concentration
gradients. However, active transport supports the movement of such ions in the opposite
direction, against the passive forces. Both sodium and potassium ions are transported
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actively across the membrane, via a single mechanism called the sodium—potassium
(Na—K) pump.

2.3. The Na—-K Pump

The Na—K pump is present in all living cells. It is a complex protein with two subunitsthe
o- and B-subunits. Because the role of Na-K pump is to move ions against a concentration
gradient, the sodium receptor sites for this pump are located inside the cell membrane (where
the sodium concentration is lower), whereas the potassium receptor sites on the pump are
located outside the cell membrane (where the potassium concentration is lower). There are
three sodium-binding sites and two potassium-binding sites in any Na—K pump. Thus, for
every three sodium ions sent out of the cell, two potassium ions are brought inside.

3. THE RESTING MEMBRANE POTENTIAL

We have seen in the preceding paragraphs that the net diffusion of ions occurs down the
concentration and electrical gradients. If a membrane were completely and equally permeable
to all particles, diffusion would be allowed to proceed unchecked, and the various concentration
differences across the cell membrane would eventually become equalized. However, in biological
systems, both active transport and selective membrane permeability prevent such equalization.
The resting membrane potential for a cell membrane is a product of the gradients that exist for
single ion species, in combination with energy-requiring processes, such as active transport.

3.1. The Nernst Potential

In a hypothetical situation, let us assume that the cell membrane is permeable to only one
single ion, which then tends to diffuse through the cell membrane along its gradient. With ion
movement, there will be an accumulation of charge; this charge will tend to oppose further
diffusion of like-charged particles with the force of opposition increasing as more ions travel
across the membrane. At some point, the diffusion force responsible for ion movement along
the concentration gradient will exactly equal the electrical opposing force. The potential difference
at which this equalization of forces occurs is called the Nernst potential for that ion. For singly
charged ions at 37C, the formula to calculate this potential (in millivolts) is: 61 X log,,
(concentration of the ion outside divided by the concentration of the ion inside). Because the
concentration of different ions is different across the cell membrane, one can see that the Nerst
potential will be different for each ion. Using this formula, we can calculate the potential
difference across the cell membrane for potassium and sodium ions as examples. For potassium,
the Nernst potential is approximately <94 mV, with the negativity inside the cell membrane,
whereas it is +61 mV for sodium. The effect that each ion species will have in determining the
global resting membrane potential for a membrane is determined by the membrane permeability
to than ion. Thus, if a membrane is completely impermeable to an ion, it will have no effect on
the membrane potential of the cell, no matter what its Nernst potential might be.

3.2. Goldman-Hodgkin-Katz Equation

This equation objectifies the point made in the preceding paragraph, and suggests that the
overall resting membrane potential for a biological membrane is a combination of the Nernst
potentials for all permeable ion species inhabiting the perimembrane area, scaled by their
respective permeabilities. At rest, the membrane is most permeable to chloride and, hence,



38 Jillapalli and Shefner

the overall resting membrane potential is closest to the Nernst potential for chloride, at
approximately —60 mV.

3.3. The Role of the Na—K Pump

The Goldman-Hogkin-Katz equation makes no inference regarding equilibrium. It simply
states what the transmembrane potential will be given to the membrane conductances and
relative concentrations of different ions at a given point in time. As an equilibrium state does
not exist, without active intervention the concentrations of various ions will change, according
to either their concentration or diffusion gradient. The concentrations discussed above are
kept constant, however, but the activity of an energy requiring Na-K pump. The Na—K pump
takes out three sodium ions for every two potassium ions it brings inside the cell, leaving a
net deficit of positive charges (or net excess of negative charges) inside the cell; this also con-
tributes to the electrical difference or gradient across the cell membrane, with the negativity
inside the membrane and positivity outside.

In summary, the resting membrane potential of cells is largely determined by the passive
diffusion of the ions through channel proteins in the cell membrane, according to both con-
centration and electrical gradients. The membrane is most permeable to chloride, so this ion
contributes most to the resting membrane potential as a whole. In addition, the electrogenic
Na—K pump, on a smaller but sustained scale, contributes to this resting membrane potential.
As a result, the resting membrane potential in large nerve fiber is approx —60 mV, with the
negativity inside the cell membrane. The resting membrane potential provides the substrate
on which neural communication is based but by itself is not responsible for signal transmission.
Information transfer requires the presence of a regenerative process, the action potential,
which can transmit a signal over long distances without decay.

4. MEMBRANE ACTION POTENTIALS

Nerve and muscle action potentials occur as a result of sudden changes in permeability of
specific ion channels, in response to local perturbations in the voltage of membrane potential.
The channels involved are known to be voltage dependent; that is, permeability changes are
dependent on changes in membrane potentials. Although voltage-dependent ion channels
depend on changes in membrane potential to initiate permeability changes, once those
changes occur, they revert back to baseline permeability levels quickly and irrespective of
membrane potential. Thus, although an action potential needs a membrane potential change
for its initiation, its termination occurs because of processes intrinsic to the channels them-
selves. Action potentials are, therefore, extremely brief, usually in the order of approx 1 ms.
Action potentials are always all-or-none responses, because the voltage-dependent changes
discussed either occur completely or not at all. To understand these action potentials, we will
discuss what happens during depolarization and repolarization.

The process of action potential generation was first studied in unmyelinated axons of
invertebrates. Such axons have both voltage-gated potassium and sodium channels. If a local
area of membrane is briefly depolarized (i.e., rendered more positive) by approx 15 mV,
a conformational change occurs in both ion channels, such that both become briefly much
more permeable. Because of the high concentration of extracellular sodium, as well as the
negativity of the intracellular space, sodium will rush into the cell through the open sodium
channels. However, after approx 1 ms, the sodium channels revert to their resting, nearly
closed, state. The effect of sodium influx is to render the local area of intracellular space
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Fig. 1. The conductance of the sodium ions (gy,) and potassium ions (g,) in the action potential
(Hodgkin—Huxley model, 1952), illustrating the rapid opening and closing of the sodium channels
and, in contrast, the slower opening and delayed closure of the potassium channels.

briefly depolarized. In contrast to sodium channels, potassium channels open more slowly and
close more slowly. Therefore, relatively long after the sodium channels have reverted to their
baseline closed state, potassium channels remain open, allowing positively charged ions to
leave and restoring the baseline negativity within the axon. These changes in the sodium and
potassium conductance during an action potential are illustrated in Fig. 1. In myelinated axons,
however, changes in potassium conductance do not seem to contribute to the repolarization
process.

Local changes in myelinated or unmyelinated axons are unimportant in themselves,
unless a mechanism exists for them to propagate along the axon. This mechanism is
discussed next.

5. PROPAGATION OF THE ACTION POTENTIAL

The consequence of an action potential occurring in a local area of membrane is to depolar-
ize that area. Local current spreading from that area depolarizes the surrounding resting mem-
brane to an extent greater than necessary to cause neighboring voltage-gated sodium and
potassium channels to open, resulting in the changes in sodium and potassium conductance that
then produce the action potentials in these neighboring areas. This wave of depolarization occurs
in a continuous fashion in unmyelinated fibers. The rate at which action potentials traverse an
unmyelinated axon is determined by both the total amounts of ions traversing the membrane
(ion flux), as well as the resistance to current flow within the axon. Both of these factors are a
function of axon diameter; the larger the axon, the more ions flow into it, and the easier it is for
current to flow along it. The relationship between fiber size and conduction velocity in nonmyeli-
nated axons is nonlinear, which implies that very large unmyelinated axons would be necessary
to provide conduction velocities required for normal vertebrate function. Furthermore, such large
unmyelinated axons are not only impractical but also would be inefficient in signal transmission
because of the large transmembrane capacitance and low transmembrane resistance and the need
for higher energy expenditure. Myelinated axons, however, provide the correct combination of
efficiency in signal conduction and energy conservation, as discussed next.
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5.1. Myelin and Salutatory Conduction

The myelin sheath is a specialized structure existing within Schwann cells; it is a highly
effective insulating material, wrapping around the axon in concentric spirals. Schwann cells are
present every 1 to 2 mm along the axon. At the junction of contiguous Schwann cells are the
nodes of Ranvier, an area that is devoid of myelin. In contrast to unmyelinated axons, sodium
and potassium channels are not evenly dispersed along the axon surface. Sodium channels are
found in the highest concentration at the nodes of Ranvier and are not usually found in between
these nodes under the myelin. In contrast, potassium channels are found underneath the myelin
sheath. Depolarization in myelinated axons, therefore, can occur only at nodal regions, where
sodium channels reside. Once a nodal area has been depolarized, a potential difference exists
between it and the next contiguous nodal area, resulting in longitudinal flow of current. The
difference between longitudinal current flow in the unmyelinated axons and myelinated axons
is that, in the latter, instead of spreading to the immediate contiguous membrane, spread occurs
from one node to the next node. However, because these nodes are separated by 1 to 2 mm, the
action potential transmission seems to jump from one node to the next in a discontinuous fash-
ion, termed saltatory conduction. Myelin allows this form of conduction by reducing membrane
capacitance and increasing transmembrane resistance, so that the stimulus decay is not significant
by the time it reaches the next node. Saltatory conduction significantly increases speed of action
potential propagation (~70 m/s in large myelinated fibers). Myelinated axons, thus, combine
efficiency in signal conduction and energy conservation.
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REVIEW QUESTIONS (CHOOSE THE BEST ANSWER
FROM THE ALTERNATIVES)

1. During depolarization of the cell membrane, the movement of sodium ions from the ECF into
the ICF uses which of the following physiological mechanisms?
A. Active transport.
B. Active transport through voltage-gated sodium channel.
C. Facilitated diffusion.
D. Passive transport through voltage-gated sodium channel.
2. The potential difference across the cell membrane on the inside of the cell is:
A. Positive at the peak of sodium influx during an action potential.
B. Negative at the peak of sodium influx during an action potential.
C. Positive during the resting state of the membrane potential.
D. Independent of the action potential.
E. None of the above.
3. The role of the Na—K pump is:
A. Passive transport of either sodium or potassium ions.
B. Passive transport of sodium and potassium ions.
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C. Maintenance of the resting membrane potential by active transport of sodium and potassium ions.
D. Maintenance of the resting membrane potential by passive transport of sodium and potassium ions.
E. Relies on the transformation of ADP to AMP for energy.

The resting membrane potential of a neuron is approximately:

. +60 uVv.

=30 mV.

. —60 uVv.

.90 mV.

. None of the above.

The closure of the sodium channels during an action potential is caused by:

A. Changes in the membrane voltage.

B. Changes in the potassium conductance.

C. Spontaneous closure independent of membrane voltage changes.

D. Changes in calcium conductance.

E. Local electrical currents adjacent to the channels.

The process of repolarization in a nerve fiber is brought about by which of the following:
A. Increased potassium conductance in the myelinated fiber.

B. Decreased sodium conductance in the unmyelinated fiber.

C. Increased potassium conductance in the unmyelinated fiber.

D. Increased calcium conductance in the myelinated fiber.

E. Aand C.

mo 0w

. Which of the following properties in a nerve fiber results in a faster conduction velocity?

A. High transmembrane capacitance, low transmembrane resistance, and large fiber diameter.

B. Low transmembrane capacitance, high transmembrane resistance, and large fiber diameter.

C. Low transmembrane capacitance, low transmembrane resistance, and small fiber diameter.

D. High transmembrane capacitance, high transmembrane resistance, and small fiber diameter.

Which of the following statements concerning chloride ions and channels is most accurate?

A. They have no role in establishing the resting membrane potential; only potassium and sodium
contribute.

B. At rest, they distribute passively across the cell membrane.

C. The opening of chloride channels helps in repolarization of the neuronal membrane.

D. Chloride is necessary for the action of the Na—K pump.

The membrane permeability of which of the following ions contribute the most in the genesis of

the resting membrane potential?

A. Sodium and potassium.

B. Potassium and calcium.

C. Chloride and potassium.

D. Sodium and chloride.

E. Sodium, chloride, and potassium contribute equally.

. Which of the following statements concerning saltatory conduction is false?

. It occurs only in myelinated nerves.

. It relies on high internodal resistance and low capacitance.

. It requires the opening of potassium channels in the internodal membrane.

. It may fail if internodal myelin thickness is reduced.

. The greater the internodal distance, the faster the conduction velocity will be, up to the point
that conduction fails.

moQw >

REVIEW ANSWERS

1.

The correct answer is D. Although it is true that sodium ions move passively into the cell along
the concentration gradient during depolarization, such movement occurs through the voltage-
gated sodium channels after they are first opened.
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The correct answer is A. The membrane potential is negative on the inside of the cell membrane
at rest. However, at the peak of the sodium influx during an action potential, there is reversal of
polarity, resulting in positivity on the inside of the membrane.

The correct answer is C. The Na—K pump actively transports three sodium ions for every two
potassium ions against their respective concentration gradient. This unequal transport of posi-
tive charges helps maintain the potential difference across the cell membrane in a sustained
manner.

The correct answer is E. None the above. The correct resting membrane for a neuron is approx
—60 mV; for a muscle fiber it is closer to —90 mV.

The correct answer is C. Sodium channels open during an action potential because of changes
in the membrane potential. However, the closure of the sodium channels occurs spontaneously
because of processes intrinsic to the channels and independent of membrane voltage changes.
The correct answer is C. In unmyelinated nerve fibers, increased potassium conductance plays
an important role in the process of repolarization. However, in myelinated axons, changes in
potassium conductance do not seem to significantly contribute to the repolarization process.

. The correct answer is B. Low transmembrane capacitance, high transmembrane resistance, and

large fiber diameter is the correct choice.
The correct answer is B. At rest, chloride is distributed passively across the cell membrane.
In fact, chloride channels remain open at rest, helping to stabilize the membrane potential.

. The correct answer is C. The membrane is most permeable to potassium and chloride ions, so

that these ions contribute the most in the genesis of the resting membrane potential.
The correct answer is C. Opening of potassium channels in the internodal membrane is not
required for saltatory conduction to occur. All of the other statements are true.
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Introduction to Volume Conduction

Seward B. Rutkove

Summary

The term “volume conduction” refers to the complex effects of measuring electrical potentials a
distance from their source generators. Near-field potentials refer to those recorded in relative close
proximity to the detector, whereas far-field potentials refer to those recorded at a considerable distance,
as is most commonly the case in evoked potentials. A relative straightforward model of volume conduc-
tion can be worked through to assist in better understanding how volume conduction effects can impact
the shape of a recorded neuronal potential. In fact, all motor and sensory nerve conduction waveforms
are substantially impacted by volume conductive effects. The recording setup of sensory studies (i.e.,
whether they are bipolar or referential) also impacts the size and morphology of the recorded signals.
In addition, the compound motor action potential actually represents a composite of both near- and
far-field activity. The morphology of both spontaneous discharges and the motor unit potentials
themselves evaluated during needle EMG are, in part, caused by the complex effects of
volume conduction.

Key Words: Bipolar; far-field; fibrillation potential; near-field; positive sharp wave; source generator;
referential; volume conduction.

1. WHAT IS VOLUME CONDUCTION? WHY IS IT RELEVANT?

Volume conduction is the term used to describe the effects of recording electrical potentials
at a distance from their source generator. In other words, the recording electrodes are not in
direct contact with the nerve or muscle; there is a medium of some sort separating the two. In
truth, volume conduction plays a role in almost all clinical neurophysiological recordings, both
central and peripheral, because recording electrodes are never placed in direct contact with the
nerve cells generating the signal. There are some occasional examples in which volume con-
duction plays only a minor role because the amount of nonexcitable tissue between the depo-
larizing neuron and the recording electrodes is quite small. One example of this would be
near-nerve nerve conduction studies, in which a needle electrode is placed in very close vicin-
ity to the nerve of interest. Even so, electrical signals can take short cuts through ionic media
and, therefore, distant activity can be detected.

Two terms are worth being familiar with immediately: far-field potentials and near-field
potentials, and volume conduction theory plays into both. A near-field potential is one that
is obtained with the recording electrode in relatively close proximity to the source of the signal
(the generator), although, again, not in direct contact with it. Bipolar recording arrangements as
discussed below in Section 3 are generally used to study exclude these potentials. Examples
would include standard needle EMG, digital sensory conduction studies, motor studies, and
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standard electroencephalography. Far-field potentials, in contrast, are generated at a dis-
tance from the recording electrodes. These potentials are most critical in somatosensory
evoked potentials (SSEPs), in which electrodes on the scalp can pick up electrical activ-
ity occurring in the brainstem. Referential recordings (again, discussed in Section 3,
below) detect these potentials more easily. However, far-field potentials also play a role in
other aspects of clinical neurophysiology, and even standard motor studies can be “con-
taminated” by far-field effects, as described below in Section 4.2.

To become more familiar with the effects of volume conduction, it is helpful to first review
several examples. In the sections that follow, we will then deal with the underlying theory and
come back to an explanation regarding why the observed phenomena occur.

Example 1: A motor response recorded from the motor point of abductor pollicis brevis produces
a negative first phase; however, a motor response recorded off the motor point will produce an
initial positive phase followed by a negative phase.

Example 2: An antidromic sensory response recorded from the sural or radial nerve usually has
a small positive phase before the main negative phase; antidromic sensory responses from the
ulnar and median nerves, on the other hand, have a major negative phase without the preceding
positive phase.

Example 3: Fibrillation potentials and positive sharp waves, which are morphologically quite
“dissimilar,” are both generated by the single muscle fibers.

Example 4: The P9 potential observed on upper extremity SSEPs can be observed simultane-
ously at multiple recording sites.

2. WORKING MODEL OF VOLUME CONDUCTION

There are two basic models that have been used to explain the observed phenomena of
volume conduction. The first involves the use of a waveform moving down a nerve sitting in
a medium. The second relies upon the concepts of what is called “solid-angle geometry.”
Although both models are relatively straightforward, because our goal here is merely to pro-
vide a basic understanding of volume conduction, we will omit the discussion on the solid-
angle geometry model, which can be obtained in the suggested reading.

Figure 1 demonstrates the depolarization of an axon moving from left to right and what
will be observed depending on the exact location of the recording electrodes, both in terms
of distance from the nerve (Levels 1, 2, and 3) and location along the nerve relative to the
depolarizing wave front (Ovals A, B, and C). For purposes of discussion, it is easier to envi-
sion the waveform remaining stationery and the electrode moving from left to right across the
diagram. In A, the waves of depolarization are initially moving away from the current source
as they fan out in the medium, slightly against the direction of electrode movement (most
obvious toward the extreme left side of A). By convention, this will produce a downward
deflection on the oscilloscope. As we move through A, however, the current lines begin to
move in the same direction as the electrode movement and the tracing on the oscilloscope
begins to move upward. At the “O” line (the equipotential point), there is no net current flow
across the electrode, and the oscilloscope tracing returns to baseline. In B, current flow is now
toward the sink, in the same direction as the moving recording electrode, producing further
upward movement of the tracing producing the rising peak of the main negative spike. In C,
the current abruptly switches direction as we cross the point of maximal depolarization.
Current again now moves in the opposite direction of the electrode and the oscilloscope
shows a downward movement (but it now has to start at the apex of the negative peak, not at
baseline, so it remains in negative territory). After crossing the equipotential line again, we
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Fig. 1. A model of the effects of volume conduction on a recorded neuron or muscle potential. For
discussion purposes, it is simpler to imagine the depolarization frozen in time and the electrode
slowly being moved through positions A to D. Levels 1, 2, and 3 simply represent what would be seen
depending on the proximity of the recording electrode to the nerve. Focusing on a single level (e.g.,
level 2) is simplest. By convention, if current lines are traveling opposite the direction of electrode
movement, this will produce a downward deflection on the oscilloscope; if traveling in the same
direction, it will produce a upward deflection. In A, the lines of current fanning out beyond the elec-
trode source are initially traveling opposite the electrode movement, producing a downward (positive
deflection), but then gradually start to travel in the same direction as the electrode, returning the
deflection back to baseline, as the electrode “arrives at” the “zero” or equipotential line. In B, the cur-
rent continues to travel in the same direction as the electrode movement and the oscilloscope traces
an upward (negative) potential. As the electrode crosses the current sink (where the actually depolar-
ization of the neuron is occurring), the lines of current abruptly change direction and the oscilloscope
potential begins to move downward in C. This downward movement continues past the equipotential
line and into D. However, within D, the fanning out of current lines gradually begins to move in the
same direction as the electrode, producing an upward deflection on the oscilloscope and returning the

tracing to baseline. Note that the potential is asymmetric, reflecting the fact that neuronal repolariza-
tion is a slower process with less dense current lines.
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Fig. 2. A monophasic potential produced by a neuronal recording in the complete absence of vol-
ume conduction. Because there is no fanning out of current lines observed in Fig. 1, the initial and
final positivities do not occur, leaving only the negative, slightly asymmetric monophasic negative
potential.

enter D, where the current continues to flow in the direction opposite electrode movement
initially, and the oscilloscope traces out the trailing positive peak. However, at some point
in D, the fanning out current lines begin to move in relatively the same direction as the elec-
trode, and the tracing moves up and returns to zero as the current reaches undetectable
levels. It is also worth noting that the repolarization of the axon is a slower process than the
depolarization (note how the lines of current flow are more densely packed on the left side
than the right side of the diagram), leading to a sharper initial positive peak as compared with
the final positive peak. When closer to the axon (the different levels), the peaks appear
sharper than when further away from it.

It is worth considering what a potential would look like in the absence of a volume con-
ductor. Using the same model, the major difference would be that no initial positivity nor
final positivity would be identified, because the current would not fan out from the source
generator. This would leave a monophasic negative spike (Fig. 2). This spike would have some
asymmetry, however, given the fact that repolarization is slower than depolarization. In summary,
the middle negative phase of a recorded potential will be present with or without volume
conduction, but the end positivities are purely a consequence of volume conduction.

3. TWO OTHER CONCEPTS RELEVANT TO VOLUME
CONDUCTION THEORY

All recordings in clinical neurophysiology are differential recordings, in that the electrical
activity under one electrode (the “active” electrode or E1) is compared with that under the
other electrode (the “reference” or “inactive” electrode, called E2). The final waveform
obtained is a combination of what the E1 and the E2 electrodes are sensing; in mathematical
terms, this would be described as E1 — E2. Hence, whatever E2 is “seeing” needs to be sub-
tracted from E1.

Two terms are used to describe the two types of differential recordings: “referential” and
“bipolar.” Referential recordings refers to E2 being placed on a relatively electrically inactive
structure, such as the earlobe in EEG recordings, or a bony prominence in EMG recordings.
Bipolar recordings are those in which both E1 and E2 are being placed in relative proximity
to electrical tissue, such as an antidromic digital sensory response stimulating the wrist and
recording from the finger. For better or worse, although we like to think of E2 as electrically
silent in referential recordings, in fact, far-field potentials can be recorded under this electrode,
which can contribute substantially to the recorded waveforms. This issue will be discussed in
further detail below in Section 4.2.
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“Standing waves” (also called “virtual dipoles”) may be produced when a depolarization
of a nerve traverses from one body segment to another, for example, from arm to shoulder or
hand to finger. The mechanism of this is complex, but likely is caused by several different
effects, including a change in the anatomic uniformity of the volume conductor, extracellular
resistivity, a change in the anatomic orientation of the propagating potential, or the abrupt ter-
mination of excitable tissue. Although this plays a role in both nerve conduction studies and
all evoked potentials, the issue is most relevant in SSEPs.

4. VOLUME CONDUCTION AND ITS ROLE IN SPECIFIC TESTS
4.1. Sensory Nerve Conduction Studies

Let us begin our discussion by looking at a standard antidromic median sensory study
recording from digit 3, a form of “bipolar study,” in that both E1 and E2 are in proximity to
the potential generators (the digital nerves of the middle finger). Figure 3A shows the stan-
dard recorded response. Note that there is an initial negativity and a final positivity. In Fig. 3B,
the reference electrode is moved to digit 5, essentially changing the biopolar arrangement to
a referential recording arrangement, where E2 is picking up no electrical activity. An
initial positivity now appears on the recorded waveform, because of the approaching wave
front, as described in Fig. 1. The reason that it was not visible with both electrodes on digit
3 is that both were sensing it simultaneously and, hence, it was subtracted out by the differ-
ential recording. With the reference electrode on digit 5, only the active electrode on digit 3
senses it and, thus, it appears. Note also that the amplitude of the negative peak is slightly
higher. In Fig. 3C, the contribution of E2 is clarified by keeping it as the reference electrode
and placing E1 on digit 5. What is seen is essentially an upside-down version of that seen in Fig.
3B, with an initial negativity and slightly lower amplitude at the now “upside down” negative
peak. The amplitude is slightly reduced because the digit 3 electrode is very distal and the
underlying electrical potential is smaller. The initial negativity seen here normally counterbal-
ances the positivity of E1 (seen in Fig. 3B) in the bipolar recording (A), producing the flat
baseline leading up to the major negativity. In Fig. 3D, the waveforms seen in Fig. 3B and 3C
are digitally added, to produce approximately what is observed in Fig. 3A.

Thus, antidromic median and ulnar bipolar sensory studies typically do not demonstrate an
initial positivity because they are truly bipolar and the approaching wave front is sensed
simultaneously by both electrodes and is cancelled out. However, in standard antidromic
radial sensory studies (recording from the snuff box) and antidromic sural sensory studies
(recording from the ankle) a small positivity is typically identified. This likely reflects the fact
that E1 and E2 are seeing slightly different environments and that the potentials are not truly
bipolar with incomplete cancellation of the approaching wave front.

4.2. Motor Studies

In motor studies, there is generally no initial positivity on the compound motor action
potential, similar to that observed on bipolar digital sensory studies. However, the reason why
this occurs is different. Rather than the wave front being sensed by both electrodes and can-
celing, in this situation, the depolarization of the muscle fibers is actually originating directly
beneath the active electrode, E1, and, hence, there is no approaching wave front. This can be
demonstrated by moving E1 slightly off the motor point, which will then create a small
positivity in front of the major negative phase.
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Fig. 3. Median digit 3 sensory studies. Comparisons are made between the standard bipolar
arrangement (A) and other arrangements to better understand how the standard potential is generated.
In A, the active electrode “A” and the reference electrode “R” are both placed on digit 3 to obtain the
standard bipolar recording. In B, the reference electrode is moved to digit 5 to produce a true “refer-
ential recording.” Note how an initial positivity is observed (because of the approaching wavefront)
and the peak-to-peak amplitude is higher than the baseline-to-peak observed in A. In C, the reference
electrode is maintained on digit 3, but the active electrode “A” is moved away. This reveals what is
being recorded by the reference electrode alone: a small initial negativity and larger second positivity.
In D, the responses from B and C are digitally added, giving approximately what is observed in A.

Regardless, the negative peak amplitude that is being measured is still very much a product
of what the two electrodes are sensing. It is appealing to think that the active electrode is
sensing the depolarization of the muscle and the inactive is seeing a flat line. This is actually
pretty much the case for standard median and peroneal motor conduction studies, in which
only a small subset of muscles on the hand or foot are depolarizing. However, this is defi-
nitely not true in ulnar and tibial motor studies, in which the majority of the muscles in the
hand and foot are all depolarizing, essentially “electrifying” the entire structure. This was
demonstrated by Kincaid et al., in a study in which the authors evaluated what the reference
electrode was actually seeing in different parts of the hand (Figs. 4 and 5). In these studies,
the active electrode was placed on different parts of the hand and the reference electrode was
moved to the opposite side of the body so that E2 could be viewed as a true reference. As can
be seen, nearly the entire hand is “electrified” when the ulnar nerve is stimulated (Fig. 4) and
volume-conducted waveforms can be picked up all over the hand (even on the tips of the fin-
gers); hence, there really is no inactive site for this muscle. When stimulating the median
nerve, however, virtually no activity is picked up in any location, except in the region of the
thenar eminence (Fig. 5). Similar results are also found by evaluating the tibial and peroneal
nerves in the feet; the tibial nerve analogous to the ulnar and the peroneal nerve is analogous
to the median.
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Fig. 4. Volume-conducted potentials recorded from various parts of the hand with stimulation of
the ulnar nerve. Note how potentials can be recorded from nearly the entire hand, even the tips of the
fingers. From Kincaid et al., 1993 with permission.

Fig. 5. Volume conducted potentials recorded from the hand with stimulation of the median nerve.
Note how potentials can only be recorded in the vicinity of the thenar eminence, where the median-
innervated muscles reside. From Kincaid et al., 1993 with permission.

Hence, when performing a standard ulnar motor study, the ultimate configuration of the
motor response is a composite of what E1 and E2 are sensing. The large positivity that is
sensed over the fifth metacarpal-phalangeal joint is subtracted from the response detected
directly over the hypothenar muscles. Subtracting this positivity will cause it to become a
negativity, leading to the characteristic “double-humped” ulnar motor potential (Fig. 6). The
same exercise for the median nerve, on the other hand, produces essentially no change in the
amplitude/configuration of the motor response because the E2 activity is negligible.

4.3. EMG
4.3.1. Fibrillation Potentials and Positive Sharp Waves

Fibrillation potentials and positive sharp waves are both produced by the electrical depo-
larization of single muscle fibers. However, they have dramatically different morphologies,
as illustrated in Figs. 3 and 4, Chapter 14. They appear so dissimilar because of volume
conduction effects. Fibrillation potentials are thought to represent the depolarization of a
single muscle fiber observed from a short distance by the needle electrode. Hence, the reason
for its triphasic nature is very similar to a sensory nerve conduction study, with an approaching
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Fig. 6. Approximate digital addition of the ulnar motor response recorded from the hypothenar
eminence and that recorded from the fifth MCP joint, leading to the typical “double-humped” ulnar
motor response.

wave front causing the initial positivity, the major negative spike being induced by the depo-
larization traveling underneath the electrode, and the trailing positivity caused by the depart-
ing wavefront. This is in contrast with a positive sharp wave, in which it is proposed that
needle is in actual contact with the fiber being recorded. The mechanical deformation of the
myocyte membrane by the needle is thought to partially depolarize the cell. Hence, the
approaching wave front produces an initial positivity and then the negativity begins to develop,
but essentially aborts as it comes into contact with the depolarized area of muscle membrane.
Although these are only models and the real phenomenon is likely more complex, they are
helpful in understanding how two different waveforms can be produced by a single generator.

4.3.2. End-Plate Spikes

These potentials are similar to fibrillation potentials in that they represent the depolariza-
tion of a single muscle fiber. However, they are different in that needle movement at the end
plate induces the firing of the muscle fiber and, hence, the action potential is generated imme-
diately beneath the needle. Accordingly, unlike fibrillation potentials, they are usually biphasic—
with an initial negativity followed by a positivity. The fact that these potentials are generated
immediately beneath the needle is similar to a motor conduction study, in which the depolar-
ization of the muscle fibers begins under the surface electrode.

4.3.3. Motor Unit Potentials

When in close proximity to the muscle fibers of a single motor unit, the motor unit poten-
tial will have higher amplitude and, when more distant, the amplitude will decrease and the
general sharpness of this waveform will decrease. The duration tends to be more immune to
these volume conduction and tissue filtering effects, with it being relatively consistent regard-
less of the distance the needle electrode is placed from the motor unit potential being recorded.
Hence, the single most useful parameter when evaluating a motor unit is its duration.

4.4. Somatosensory Evoked Potentials

Somatosensory potentials are usually recorded in a bipolar fashion with both recording
electrodes placed near the generator source (e.g., spinal cord or scalp). This approach
measures near-field potentials. However, by widely spacing the recording electrodes, early
waveforms in the form of far-field potentials can also be observed. Although initially
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thought to be due to a specific neuronal generator of some form, such as ganglia or indi-
vidual neurons, it was recognized by Jun Kimura and others that these waveforms were
actually being caused by a waveform traveling from one body segment into another, the so-
called standing waves or virtual dipoles noted above in Section 3. These waveforms have
also been called “junctional” or “boundary” potentials. The most prominent and most care-
fully studied of these is the P9 potential obtained with stimulation of the median nerve. It
is thought that this is caused by the intersection of the arm with the trunk. Similar “virtual
dipoles” can be demonstrated in standard digital sensory nerve conduction studies, if per-
formed in a referential fashion; however, these are usually irrelevant when performed in a
standard bipolar manner.
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REVIEW QUESTIONS

1. What causes the initial positivity of a normal median compound motor action potential when the
active electrode is not placed over the motor point of the abductor pollicis brevis muscle?
A. Depolarization of distant muscles.
B. A retreating wavefront.
C. An approaching wavefront.
D. A stationary wavefront.
E. None of the above.
2. End-plate spikes lack an initial positivity because:
A. The depolarization initiates immediately beneath the needle.
B. They are not generated by muscle fibers.
C. The axon initiates the depolarization.
D. The wavefront is forced to abruptly stop by the presence of the needle.
E. The depolarization involves only the proximal portion of the muscle fiber.
3. In the volume conduction model described, which of the following is true?
A. The depolarizing wavefront produces current lines that fan out away from the current sink.
B. There is symmetry between the depolarizing and repolarizing regions of the nerve.
C. Inward current produces a negative deflection on the oscilloscope regardless of the location
of the electrodes.
D. The rise time of the observed potential is independent of distance from the axon.
E. Electrons are moving in the direction opposite current flow.
4. Which of the following statements regarding positive sharp waves and fibrillation potentials is true?
A. Positive waves represent an action potential traveling down a large muscle fiber; fibrillation
potentials represent an action potential traveling down a small muscle fiber.
B. Fibrillation potentials are recorded when the needle is in contact with a muscle fiber.
C. Fibrillation potentials are induced by movement of the needle against the muscle fiber.
D. Positive sharp waves result from an aborted muscle fiber depolarization.
E. Fibrillation potentials initiate immediately beneath the recording needle electrode.
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Which of the following SSEP peaks is caused by a virtual dipole?

A. P9.

B. P22.

C. N13.

D. N5.

E. N20.

An initial positivity can be observed on median antidromic digit 2 sensory recordings by doing

which of the following?

A. Moving the active electrode to digit 5.

B. Moving the reference electrode to digit 5.

C. Moving both electrodes to digit 5.

D. Moving the recording electrodes more closely together.

E. B and D are both correct.

Which of the following statements concerning the reference electrode in a motor recording is most

accurate?

A. Tt is electrically inactive.

B. It detects electrical activity from nondepolarizing muscles.

C. Although electrical active, it usually does not contribute substantially to the recorded wave-
form with median nerve studies.

D. Although electrical active, it usually does not contribute substantially to the recorded wave-
form with tibial nerve studies.

E. Placing it over a bone ensures that no distant muscle activity is detected.

. In the absence of a volume conductor, a triphasic wave (e.g., a fibrillation potential) would

appear as which of the following?

A. A biphasic wave with a prominent initial positive peak.

B. A triphasic wave.

C. A negative monophasic wave.

D. A biphasic wave with a prominent trailing positive peak.

E. An inverted triphasic wave.

Which of the following is most likely to have an initial positivity under normal recording

conditions?

A. An antidromic digit 3 median sensory response.

B. An antidromic digit 5 ulnar sensory response.

C. An antidromic sural response recorded at the ankle.

D. A tibial motor response.

E. A peroneal motor response.

An example of a far-field potential is:

A. A median motor response with the recording electrode over abductor pollicis brevis.

B. A sural sensory response recorded at the ankle.

C. Ulnar motor activity detected at the tip of digit 5.

D. The N14 peak, generated by the medial lemniscus, on upper extremity SSEPs detected on
scalp recordings.

E. C and D are both correct.

REVIEW ANSWERS

1.

The correct answer is C. The approaching wavefront causes the initial positivity. Although the
depolarization of distant muscles can also cause this phenomenon, this is unlikely to be the case
here. A retreating wavefront contributes to the final positivity. Stationary wave fronts are gener-
ally not observed in median motor responses.

The correct answer is A. In most circumstances, end-plate spikes are generated by the needle tip
directly causing a depolarization of the end plate, with the depolarization then traveling away
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from the point of contact with the muscle. Hence, an initial negativity is followed by a final positivity.
The axon does not initiate the depolarization. The abrupt ending of a muscle fiber depolarization
caused by the presence of a needle causes a positive sharp wave, not end-plate spikes.

The correct answer is A. The fanning out of the current lines through the medium is essentially
what causes volume conduction-related effects. There is asymmetry between the depolarizing
and repolarizing regions of the nerve because repolarization is a slower process than depolariza-
tion. The inward current may produce a negative or positive deflection depending on where the
recording electrode is relative to the depolarization. The rise time of the potential increases the
further the electrode moves from the nerve. Electrons do not move freely through solutioniens do.
The correct answer is D. Positive sharp waves result when a muscle fiber depolarization abruptly
aborts as it travels down the muscle fiber, likely because the needle is in contact with the muscle
fiber. Although the amplitude of fibrillation potentials and positive sharp waves is related to
muscle fiber size, at least to some extent, size does not result in different morphologies of the
recorded waveform. Fibrillation potentials are generally thought to be identified when the nee-
dle is not in contact with the muscle fiber. Fibrillation potentials can initiate anywhere relative
to the needle electrode.

. The correct answer is P9. This one is thought to be cause by the change in conduction as the

potential crosses from the arm into the trunk.

The correct answer is B. By moving the reference electrode to digit 5, the approaching wave-
front on the median nerve, which causes the initial positivity, will only be seen by the active elec-
trode and, hence, will appear. Normally, it would be detected by both electrodes and, therefore,
cancelled out. Moving the electrodes closer together would decrease the amplitude of the
recorded response but would do little else.

. The correct answer is C. In median and peroneal motor recordings, the reference electrode gen-

erally detects very little electrical activity. The reference electrode is “active” in that it is helping
to produce the differential recording and, if a muscle is not depolarizing, there is no electrical
activity to record. In tibial recordings, the reference electrode detects considerable volume-
conducted electrical activity. Although we would like to think that placing the electrode over the
bone ensures that no distant muscle activity will be detected, this is not true.

The correct answer is C. Without volume conduction, the arriving and departing waveforms
would not be detected and the triphasic wave would become a monophasic, somewhat asymmetric
negative peak, as shown in Fig. 2. The asymmetry is because the rate of repolarization is slower
than the rate of depolarization. None of the other answers is valid.

The correct answer is C. Sural and radial sensory responses can be thought of more as “referential”
than as “bipolar” because both electrodes are not oriented identically in relation to the nerve,
allowing the initial positivity to appear. In standard digit 3 and digit 5 recordings, there is no positivity
because they are bipolar recordings and the approaching waveform is seen simultaneously by
both electrodes and cancelled out. Motor responses usually do not have initial positivities
because the active electrode is placed immediately above the motor point, where the depolariza-
tion of the muscle fibers begins. Hence, there is no approaching waveform to cause the positivity.
The correct answer is E. In both cases, the electrical activity is being recorded at a distance rather
than in the immediate proximity of the generator. In the other two examples, the recording elec-
trodes are placed as close to the generator as possible.
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The Normal EEG in an Adult

Donald L. Schomer

Summary

When an experienced electroencephalographer sits down to review an EEG, whether obtained on a
pen/ink-based analog machine or from the cathode ray tube screen of a digital device, a number of
mental integrations take place seamlessly. This chapter addresses the “normal” EEG observed in peo-
ple older than 18 yr of age. Topics to be covered include the normal waking background rhythm (alpha
rhythm); beta activity; mu, theta, and lambda waves; activation effects on the EEG; and features of nor-
mal sleep.

Key Words: Awake and sleep EEG; normal EEG; routine EEG.

1. INTRODUCTION

When an experienced electroencephalographer sits down to review an EEG, whether
obtained on a pen/ink-based analog machine or off of a cathode ray tube screen from a digi-
tal device, a number of mental integrations take place seamlessly. This chapter examines the
“normal” EEG observed in people older than 18 yr of age.

2. RECORDING PRINCIPALS

EEG recording electrodes are glued onto the scalp in an orderly fashion according to an
agreed on measured placement, referred to as either the International 10-20 or 10-10 system
(1). The electrodes are plugged into a head-box, which allows the technician to record in
either a bipolar or a referential fashion. The former is a system in which adjacent electrodes
are connected to a differential amplifier. The latter is a system in which each electrode is con-
nected to a differential amplifier and compared with a common electrode. The differential
amplifier has two inputs (G1 and G2), and amplifies the difference in voltage at the two input
sites. The output is then charted onto a graph in the case of an analog-based EEG machine,
so that the difference in voltage is graphed against time. In the case of a computer-based sys-
tem, the inputs are digitized and the amplifier registers the voltage differences and stores it
as a digital signal for display on a cathode ray tube. In either case, the viewed information is
essentially the same.

There are certain basic rules that are followed by the technician to ensure high quality and
reproducible results. There are strict guidelines related to the placement of the electrodes so
that the same electrodes end up in the same spots, regardless of which technician applies
them. The electrodes need to be tested for impedance and maintained below 5000 Q. The
electrodes, when recording in a bipolar montage, are connected in straight lines going from
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front to back and from left to right. Displays of the output tend to follow similar rules, and
the left side of the head is usually displayed above the right side.

There is also a polarity convention that all manufacturers of EEG equipment follow.
Originally, when all of the device outputs were graphic pens, the convention was that if the
G1 input was more negative than the G2 input, the pen deflection was upward. It follows that
either a negative event at G1 or a positive event at G2 would have led to an upward deflec-
tion. A positive event at G1 or a negative event at G2 leads to a downward deflection. These
rules still apply to digital recording devices, but there are obviously no pen deflections, sim-
ply movement of the signal off of the baseline. By connecting electrodes in linear arrays, one
can graph fields and electrical polarity of given potentials over time (2).

3. THE AWAKE AND RESTING STATE

After the electrodes are attached, the montage selected and the machine calibrated, the
technician is ready to record. Recordings are done for between 20 min (minimum) and sev-
eral hours in selected circumstances. The patient is recorded initially in the awake resting
state, with eyes open, and recorded again with eyes closed. Unless there is a specific reason
to the contrary, part of the recording session should be performed with the patient hyperven-
tilating and receiving intermittent photic stimulation. The patient may also be allowed to fall
asleep and, therefore, EEG can be recorded during sleep induction and sequencing into the
various stages of sleep.

4. THE ALPHA RHYTHM

When electroencephalographers sit down to review a normal study, they are usually drawn
first to the prominent background alpha rhythm. As with all repeating rhythms, it is most
important to note the frequency and the location of the activity, its amplitude, and its reactivity.
The alpha rhythm oscillation is between 8 and 13 Hz and is most prominent over the more
posterior aspects of the head. Its amplitude or voltage in a bipolar (P4-02) derivation is any-
where from 15 to 65 uV. This is reactive or responsive to mental activity and to eye opening
or closure. The rhythm is partially or completely blocked by mental activity or by eye open-
ing (3). Likewise, it is enhanced by relaxation and by eye closure (Fig. 1).

For healthy adults, there is a bell-shaped distribution curve for the alpha frequency, center-
ing around 10.0 Hz. The frequency is significantly affected by cerebral blood flow and may vary
by up to 2 Hz in any individual, based on flow changes. It normally does not vary by more than
1 Hz during the course of the record and shows very little change during long time spans.
Although it has been reported that the alpha rhythm may slow by 1 Hz every 10 yr after the age
of 50 yr, in more recent studies that controlled for subtle disease states, such changes did not
appear. In a few healthy subjects (<2%), no apparent alpha rhythm can be seen. In a few more
subjects (<7%), a very low-voltage alpha rhythm is observed. Because recordings are bipolar,
one can improve on alpha detections by increasing the inter-electrode distances. When thi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>