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To Eckart Voland



Preface

This book is intended to fill a longstanding gap and growing need for information
and discussion. Although many interdisciplinary books consider aspects of human
nature and human society in a more-or-less naturalistic framework, we know of
none that concentrates—as this one does—on findings that emerge from evolution-
inspired investigations. The chapters of this book illuminate these findings and,
in particular, discuss their consequences and implications for the way we view
ourselves and humankind’s relation to the world-at-large.

The new insights are applied here to evolutionary psychology, evolutionary
ethics, and evolutionary ecology, to name but a few. Exactly these disciplines
are at the core of today’s most controversial debates between traditional and
naturalistic interpretations of human nature. In the various chapters, leading
authors provide evidence for the need to switch to the new view of humans, in
spite of the understandable resistance to giving up some of our most cherished
illusions.

The concept for this book owes much to the inspiration provided by Eckart
Voland of the University of Gießen. In fact it mirrors the multifaceted character
of his work, his naturalistic way of thinking, and his commitment to spread-
ing a new, scientifically grounded image of humankind. Throughout his scientific
career as an anthropologist and primatologist, Eckart Voland has dispelled many
illusions, frequently questioning the traditional view that humans are exceptional.
With his doctoral advisor, Christian Vogel, he pioneered the brand-new discipline
of sociobiology in Germany. Based mainly on the Krummhörn project, which
would shape his scientific life for the following decades, he has contributed major
findings to the grandmother hypothesis and the area of parental investment. His
research reveals that many decisions in human life are not as independent of the
biological imperative as our intuition leads us to believe—unmasking yet another
illusion.

Our first thanks therefore go to Eckart Voland for his scientific inspiration. We are
grateful, in addition, to Ingrid Weil for triggering the initial idea, to Angela Lahee
at Springer-Verlag for the enthusiastic support that helped to get this project started,
and to the authors for their uncomplicated willingness to contribute.
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viii Preface

It is to be hoped that the insights inspired by evolution will—as they become
better recognized—lead to a new understanding of man’s place in nature, free of
at least some of the illusions that encumber us today. This book should serve as a
stepping stone along the way.

Gießen, Germany Ulrich J. Frey
January 2010 Charlotte Störmer

Kai P. Willführ
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Chapter 1
Introduction

Ulrich J. Frey, Charlotte Störmer, and Kai P. Willführ

The title of this volume—Homo Novus—might need an explanation. In ancient
Rome a “homo novus” was the first man in a family to serve in the senate. A second
meaning attached to it is that of a parvenu or upstart. Neither meaning is intended
here. Instead, we consider the third and most recent meaning, that of a freshman or
a new beginning. The exploration of a new scientific field would be an example of
such a new beginning. Often, such a new scientific beginning requires a revision of
established theories and beliefs. To integrate or even replace old theories with new
and fresh ones is difficult and cumbersome, and thus needs ambassadors and advo-
cates with bold arguments and a new perspective. In particular theories and concepts
that go against our intuition need perpetual support from keen thinkers.

Such new thinkers are endowed with a new self-perception and consequently a
new conception of the world. They are willing to embrace not only one scientific
revolution, but several—and see them as a chance and not a burden. They are able
to follow a revolutionary insight such as the Darwinian theory of evolution into its
diverging disciplines and explore its consequences.

Different scientific disciplines such as philosophy, psychology, ethnology, neu-
robiology, anthropology, and primatology are united by the interface of Darwinian
evolutionary theory. Humans and their behaviors are a product of evolution.
Contributors coming from these different areas of scientific research make this book
a truly interdisciplinary work, throwing new light on human abilities and character-
istics. In this way they are the pathfinders of future homines novi and at the same
time building blocks of this enterprise.

There are six main illusions that are addressed in this volume:

1. Humans are exceptional
2. We are independent of our sociobiological roots
3. The biological imperative does not matter to us
4. The past does not echo in our heads

U.J. Frey (B)
Zentrum für Philosophie und Grundlagen der Wissenschaft, Universität Gießen,
35394 Gießen, Germany
e-mail: ulrich.frey@phil.uni-giessen.de

1U.J. Frey et al. (eds.), Homo Novus – A Human Without Illusions,
The Frontiers Collection, DOI 10.1007/978-3-642-12142-5_1,
C© Springer-Verlag Berlin Heidelberg 2010



2 U.J. Frey et al.

5. Moral, Religion and Culture are social constructions
6. We are free in what we want

In the first part, Bernulf Kanitscheider, Volker Sommer, and Julia Fischer try to
answer the question of whether “humans are truly exceptional”, the answer being
that we are just one species among many, not the “crown of creation”.

Kanitscheider analyses the transition in perception that displaced the earth from
the cosmic center to a relatively peripheral place in space-time. The view today is:
We are probably living in an infinite multiverse or in one of “a countable infinity
of duplicates”. We have to cope with the fact that there are no margins, no borders,
and no distinguished places at all. All that is left is a slight coherence between the
universes, as they share a common origin.

Volker Sommer and Amy R. Parish look into the question: What is culture? Do
apes and other animals have it as well? They explore whether or not there is “culture
in nature”. This topic is particularly fascinating, because from antiquity onward
culture has always been regarded as a distinctive attribute of humans.

Julia Fischer’s contribution is about major differences in the language abilities
of humans and animals, particularly apes. She is interested in how communication
works in animals compared to how humans use it. Are there elements in language
use that are unique to human language?

The next part is about the illusion that we like to think that “we are independent
of our sociobiological roots”. Christian Vogel, Robin Dunbar, Detlef Fetchenhauer,
and Julia Pradel dispel this myth quite thoroughly. Vogel discusses how moral codes
and ethical systems are based on “behavioral tendencies which we have acquired
though natural selection from our genome”.

Robin Dunbar makes it clear that our brains are at their core “social brains”. They
developed according to certain selection pressures in the mammal group. Culture is
able to build upon this, but not without constraints. This means that we have to
recognize certain biological limitations concerning human social behavior.

Julia Pradel and Detlef Fetchenhauer try to reconcile the “paradox” of altruism
with evolutionary theory. They argue that there are stable altruistic intentions, which
are recognizable by others. Based on these abilities, altruists cooperate electively
with each other.

The third part emphasizes the point made by Illusion Number 2: We have to
heed the “biological imperative”. What does this mean? Charlotte Störmer, Kai
Willführ, Virpi Lummaa, and Rebecca Sear explain this by pointing out that our lives
are shaped by many different external influences. Working with life-history theory,
which asserts that the allocation of resources is a permanent trade-off in life, these
three chapters deal consecutively with trade-offs occurring between maintenance,
reproduction, and growth. The high costs of investment in maintenance effort are
the main subject in the chapter by Charlotte Störmer and Kai Willführ. They argue
that all types of mortality crises (social, epidemiological, and subsistence crises)
that we might be exposed to in early life have long-term consequences, and point
out that all these consequences might be mediated by impairment of the immune
system.
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Virpi Lummaa focuses on the costs of reproduction for women and the impact of
reproduction on senescence. Depending on the environment, either fast or slow life
histories are favored to increase individual fitness.

In the third chapter Rebecca Sear discusses the question of whether taller is
always better in terms of reproductive success. She outlines that the relationship
between height and reproductive success is heavily dependent on the environmental
context.

Ultimately, all authors in this section conclude that we are far from leaving the
biological imperative behind. It has always been easy to see that we do not have any
control over our birth, but it is far more difficult to recognize that the same is true
for other stages in our life (e.g. the decision when to marry or to have children).

Since the “past echoes in our heads”, Athanasios Chasiotis and Harald Euler
both argue for a “human evolutionary behavioral science”. Above all, psychology
should be informed by evolutionary theory. Chasiotis first warns of the danger of
dualistic psychology, then goes on to explain how developmental histories are the
result of strategic decisions of the organism in response to the complex interplay of
environment. Moreover, it is surprising to what extent “cultural” differences can be
explained instead by childhood context, e.g. the number of siblings.

Euler concentrates on two illusions within psychology: The gender illusion,
which states that men and women do not differ much, and the family socializa-
tion illusion, which claims the “power of parents to shape their child’s personality
permanently”. Sex differences are shaped by evolution and formative influences on
children outside the family are far stronger than those within the family. This is cor-
roborated by behavioral genetic studies accounting for the exact opposite of these
illusions: “Particularly life-history theory and parent–child conflict deliver plausible
reasons why parents are not able to mold permanently their offspring’s personality.”

Another prominent illusion is discussed in Illusion Number 5, namely that
morals, religion, and culture are purely social constructs, which is a core assertion
of the Standard Social Science Model, attacked, for example, by John Tooby and
Leda Cosmides.

Kurt Bayertz argues for a natural explanation of “the moral ought”. Its phy-
logeny can be traced back to the realm of animals, but this does not mean that
these biological roots of normativity support the claim that norms are “nothing but
biology”.

Chris Knight tries to show how the problem of human symbolic culture might
be solved. For this reason he looks at possible models and how they might parsimo-
niously fit together. He concludes that there is not one superior model, but all explain
a part of the riddle. For him, a Darwinian explanation is essential for understanding
symbolic culture.

Wulf Schiefenhövel links religion of the Eipo in Melanesia to health in a vivid
analysis. Above all, he describes the fascinating relation of the punishing power
of spirits, that is, “black magic”, to advantages in health. Religion is functional in
reducing stress, having placebo and other psychosomatic effects.

Current debates about free will are taken up in Illusion Number 6: “We are free
in what we want”.
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Gerhard Roth discusses the concept of free will using recent experimental
evidence from neurobiology. He concludes that this concept of free will is not
acceptable in light of this new evidence. This has, according to Roth, implications
for our criminal justice system: How do we deal, as a society, with retribution,
revenge, and punishment.

Gerhard Vollmer argues for a naturalistic concept of free will that must be
compatible with determinism. He clarifies what this means for responsibility, pun-
ishment, and law generally. Surprisingly, it is perfectly possible in a determined
world to talk of free will, punishment, and responsibility.

Finally, Ulrich Frey asks in the epilogue why the illusions discussed in this vol-
ume are so powerful. Why do they persist in spite of convincing counterevidence?
He argues that they do not disappear because the consequences of giving them up
are negative in historical and costly in psychological and biological respects.

Thus, authors from biology, anthropology, psychology, philosophy, neurobiol-
ogy, and physics in this volume try to expose many illusions in our perception of
ourselves and the world. These chapters deal with both historical and current illu-
sions. Each era in scientific history is able to reveal some illusions of the scientists
before them—but remains blind to own illusions. This task seems to always slip out
of reach. We simply have to live with the remaining illusions, whatever they may
be. (Un-)Fortunately, we will never know what we have missed.



Illusion Number 1
Humans Are Exceptional



Chapter 2
The Position of Man in the Cosmos

Bernulf Kanitscheider

Abstract The centrality of man in the universe has a long history, stretching
from ancient times to modern cosmology. Stepwise man’s homestead has been dis-
placed to a typical, inconspicuous location in space. Today there is not the slightest
evidence for the existence of distinguished places at all within an isotropic and
homogeneous universe.

2.1 Historical Precursors

The place of man in the universe has been a matter of debate since Stoic times,
but as late as the period of Copernicus it grew to be a really terrifying subject of
anthropological thinking (Rossi 1972). The geocentric Aristotelian world possessed
a natural place for dynamic movements; accordingly everybody tends in a natural
way to reach the center of the physical space, which is at the same time the center
of the universe, which in turn includes the core of the earth. But due to the growing
discoveries of renaissance astronomy the earth-centered approach could no longer
be upheld. The displacement of the cosmic center occurred step by step, but before
the advent of relativistic cosmology it seemed self-evident to everybody that the
universe ought to have a focal point somewhere and a peripheral region. In view of
that, Copernicus shifted the cosmic center to the sun as the origin of the reference
system of astronomical description, thereby simplifying enormously the older sys-
tem of epicycle–excenter–equant geometry of Ptolemy. The idea of a central place
and a spatial boundary remained an unavoidable detail of the “constructions of the
heavens”. Astronomers and cosmologists tried to identify the central system of the
world, even if it were only a mathematical point in the depth of cosmic space. At
the end of the eighteenth century, Sir William Herschel moved the imaginary center
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to the core of our galaxy. But it couldn’t stay there very long. The fundamental
question at his time was the position of the entire Milky Way. Does it comprise the
whole matter content of the universe or did Kant’s speculation point in the right
direction, that the universe contains many nebulae like our own? This was difficult
to decide in those days. The uniqueness and the centrality of our mother galaxy
grounded on the deceptive evidence that the nebulae were distributed well away
from the disk of our galaxy on account of a fog that veils the innermost part of the
disk. The extragalactic position was proved first for the Andromeda nebula by Heber
Curtis, who showed that this system of stars is situated well outside our Milky Way
by exploiting variable stars such as novae that change their intrinsic brightness in a
well known way. In establishing that Andromeda is of comparable size to our galaxy
he undermined the idea of the central position of the Milky Way. In the following
era it was Edwin Hubble who corroborated by the method of Cepheid variable stars,
using their period—luminosity relation, that in accord with Kant’s supposition, our
galaxy is only one medium-sized system within a huge entirety without any sign of
specialness. Up to 1922 our sun was thought to be in a central position within the
Milky Way but this location was overthrown by Harlow Shapley, who demonstrated
that our Star is situated at a typical eccentric point a distance of 30,000 light years
from the innermost part of our galaxy. The ultimate remainder of the former central
position was the atypically large extension of the Milky Way, measuring tenfold that
of a typical system of stars. The mistake was discovered by Walter Baade in 1952.
He revealed that when using the method of measuring distances by Cepheid vari-
ables by the period—luminosity relation one has to distinguish between two types of
variable stars and that therefore the intergalactic distance scale should be enlarged
by a factor of 10. As a consequence our Milky Way ceased to be a giant system
among its neighbors. Baade’s discovery erased the ultimate vestiges of a privileged
status of the cosmic home of man. To put the historical development in a nutshell:
“Copernicus dethroned the earth, Shapley the sun and Baade the Milky Way. Since
the local group of galaxies is a comparatively small cluster, the geocentric picture
of the universe is completely discredited” (Sciama 1959, p. 62).

2.2 The Standard Concordance Model

Modern cosmology is based on Einstein’s theory of gravitation, a theory in which
gravity is treated as a trait of the metrical geometry of space-time. The field equa-
tions of gravity cannot be solved without the introduction of initial and boundary
conditions. The most straightforward subclass of all space-times that are ruled by the
Einstein equations is the set of isotropic and homogeneous world-models. In mem-
ory of their discoverers they are called Friedmann–Lemaitre–Robertson–Walker
space-times or FLRW worlds. FLRW space-times comply with the constraints
of isotropy and homogeneity; there are no distinguished directions or specially
favored locations in these space-times. Most of them are expanding time-varying
models in which curvature depends on the cosmic time parameter. Observation
leads unequivocally to an isotropic distribution of matter and radiation. Local
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irregularities set aside, beyond 100 Mpc (megaparsec) galaxies are scattered evenly
throughout 3-space up to the horizon. Radio astronomers have found that the very
distant radio sources are distributed isotropically around us. The same is true for
radiation, for example, the X-ray background and, foremost, the cosmic microwave
relic radiation—the remnant of the fireball state, which today, after having expanded
adiabatically for 15 × 109 years, has a measured temperature T of 2.9 K—show the
same feature. Recent measurements reveal that the isotropy of the 3 K radiation
amounts to about 1 part in 100,000, �T/T ≤ 10–5. Although local isotropy (the rota-
tional symmetry of light coming from distant galaxies around our special point of
observation) is now well established, we cannot test empirically the homogeneity
of space, because as observers we are bound to our terrestrial location. We can-
not explore the vastness of space in order to assess the homogeneity of 3-space. It
is a well-known theorem of differential geometry (Walker 1944) that exact spheri-
cal symmetry around any point entails that the universe is spatially homogeneous.
Such a space-time admits a six-parameter group of isometries. Its surfaces of transi-
tivity are space-like three-surfaces of constant curvature (Hawking and Ellis 1973,
p. 135). In more colloquial terms: any point of 3-space in a homogeneous universe
is physically equivalent to any other point on the same surface. Or, in phenomeno-
logical language, it is the impossibility of telling where one lives in a homogeneous
universe. Since a uniform space has neither a boundary nor focal point, the very
concept of place is inapplicable. A voyage to a far distant spiral galaxy would bring
about no change in the overall appearance of the sky. Therefore it is prohibited to
state that we look up to a world of stars from nowhere.

In order to fill the gap between local and global isotropy we need a bridging
law. The customary procedure is to make use of the so-called Copernican principle.
There are several formulations; an outstanding one has been stated in terms of the
likelihood that man has a special privileged location in the universe. Hermann Bondi
(Bondi 1968, p. 13) put it like this: “The Earth is not in a central, specially favoured
position.” The name of this principle is certainly a misnomer, since Copernicus, as
mentioned above, believed that the sun occupies the central place in the universe.
Nevertheless he initiated the tendency to displace the apparent focal point of the
whole system of stars to the rim of the arrangement. Accordingly we have to real-
ize that we are living on a medium-sized planet revolving around a normal main
sequence star that is located on the edge of an average spiral galaxy, which in turn
is a member of a local group of galaxies. If we recognize that there is not the slight-
est indication of a special position of our homestead, we can use without further
ado the Copernican principle in order to pass from local to global isotropy, which in
turn entails homogeneity. This is the received view of current cosmology. We should
remark, however, that in 1978, now almost forgotten, Ellis, Maartens and Nel (Ellis
et al. 1978) showed that the observed galactic redshift and the cosmic microwave
background radiation (CBR) can be explained by a static spherically symmetric
(SSS) model that contains two centers, a naked singularity, which in distinction
to the big bang singularity continually interacts with the universe, and a cool cen-
ter, in whose vicinity we are living, embedded in our galaxy. In this inhomogeneous
SSS model the cosmological redshifts of the galaxies are interpreted as gravitational
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redshifts and the CBR as originating from hot gas near the naked singularity located
at the second center of the universe. Although the inhomogeneous SSS model should
not be taken as a realistic one, since it violates the cosmic censorship hypothesis (the
conjecture, surmised by Roger Penrose, which states that black holes are always
surrounded by an event horizon so that no outgoing causal effects can leave the
singularity) and moreover does not provide a good fit to the magnitude—redshift
relation (m, z), it points plainly to the necessity to take cognizance of the hidden
selection effects. There is no need to assume that somebody has centered the uni-
verse to our advantage but it seems obvious that life would most favorably exist near
the cool center of the universe and not in the vicinity of the hot radiating singularity.
This corresponds to the obvious selection effect in a FLRW world, where nobody
surmises the existence of life a short time after the big bang singularity. Temporal
and spatial problems are mirror images of each other, in a FLRW world the initial
singularity generates, probably by the process of inflation, the homogeneity of our
observable universe; in an inhomogeneous SSS world the condition of static governs
the overall structure.

The many advantages of dealing with time-like homogeneous hypersurfaces with
constant curvature should not be overlooked. This high symmetry makes cosmol-
ogy a much easier task in comparison with a highly inhomogeneous and irregular
distribution of matter, which in turn would engender a complicated space time of
variable curvature. A universe containing one or many special locations each with
distinct properties of the pertinent matter could not be dealt with in a comprehen-
sive way. The customary inference from a significant sample to the global matter
distribution in space-time would be an invalid conclusion. Today we are convinced
that the uniform distribution of galaxies stretches even beyond the event horizon
and even if the global topology of 3-space is noncompact. It is not a matter of
speculative physics that space is infinite and rather uniformly filled with galactic
matter, it is rather the other way round, flat infinite models fit the astrophysical data
much better than models with spatial curvature, hierarchical self-similar structure,
or multiply connected topologies. The cosmic microwave background depends in a
sensitive way on the model assumptions and this fireball remnant is only concor-
dant with an infinite homogeneous flat expanding universe. Unsurprisingly matter
distribution is quite irregular on a local scale, as we can observe in our planetary
system and even on a galactic level. If, however, we move outwards towards the
edge of the observable universe (R ≈ 1027 m) then the relative fluctuations shrink
as �M/M ≈ 10–5. What is more, there is no doubt that the homogeneity of the
universe extends even beyond the observable realm (Tegmark 2003). From a theo-
retical point of view this uniformity seems to be startling, because Einstein’s field
equations do not demand anything like homogeneity in the distribution of matter
and radiation, not even constant curvature for 3-space is required, and least of all
flatness. Besides the mentioned Robertson–Walker spaces there exists a large class
of solutions in which the requirement of isotropy is dropped but spatial homo-
geneity is retained. Even absolute rotation and shear of matter could be included
in the field equations of gravitation. The more general Raychaudhury equations
replace in this case the Friedmann equations. It might be of some interest that
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recently José Senovilla from the Universidad de Salamanca has discovered an exact
solution of an inhomogeneous world that avoids the initial singularity, specify-
ing a space-time that is regular from infinity to infinity (Senovilla 1990). In the
meantime it has been shown that the solution is really geodesically complete and
singularity-free. It satisfies the stronger energy and causality conditions such as
global hyperbolicity, causal symmetry, and causal stability (Cinea et al. 2004).
Anyway it seems to be clear that within the boundary of classical relativity there is
ample scope for a cosmic past without breakdown of physically regular conditions.

2.3 Speculative Hypotheses on the High Energy Realm

Recently the entire debate on privileged locations received a new twist in relation
to the concept of a multiverse that grows out of the high-level unified field theories.
Unification has been a major aim of theoretical physics since the misty past. The
Ionian dream has been a major attraction of theoretical physics since J.C. Maxwell
unified electricity and magnetism with the stunning result of the wave theory of
light. The replacement of Galilei symmetry group by the Lorentz group, which
led to special relativity, amalgamated space and time in an intricate manner. With
the advent of quantum mechanics the gauge group took up the role of a unifying
instrument to bring about the standard model of elementary particle interaction.
Electroweak theory in combination with quantum chromodynamics (QCD) gave
rise to the standard model of elementary particle physics. The combination of elec-
troweak theory and QCD was based mainly on similarity of mathematical structure;
a lot of parameter values, especially the masses of leptons and quarks, were left as
undetermined contingent empirical data. It could not be deduced from first princi-
ples that there have to be exactly three generations of leptons and quarks. On the
other hand there were hints that such a grand unified theory (GUT) is not based on
mere speculation. Although of very different strength on ordinary scales, these two
forces seem to converge to a common power at higher energies. Concerning this
meeting point of the running coupling constants of strong, weak, and electromag-
netic interactions there is a powerful argument for superstring unification, because
only with the inclusion of supersymmetry do the three coupling constants meet at
exactly one point, with temperatures of 1028 K that prevailed 10–39 s after the Big
Bang (Penrose 2005, p. 876).

Physical progress is propagated by the free parameters that remain unexplained
by simpler theories; these contingent elements call for a justification of their numer-
ical values. This was the leading motivation behind the construction of string
theories. In the end, physicists discovered a growing number of solutions express-
ing local minima of energy, vacuum states that correspond to possible stable or
metastable universes. Estimates of the number of these vacua reached the hair-
raising number of 10500. L. Susskind coined the name “string landscape” with a
glance at biochemistry with its vast number of configurations. In some sense the
original intention to minimize the contingent parameters had not been fulfilled, since
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although the theory was able to include gravity in a unified description it led to a
proliferation of worlds instead of explaining the contingent parameter values of our
distinctive world. With some repugnance physicists concede that we have to include
environmental parameters in the scientific approach in order to come to grips with
the gigantic number of vacua. Steven Weinberg (Weinberg 2005), by no means a
promulgator of anthropocentric epistemology, concedes:

The larger the possible values of physical parameters provided by the string landscape, the
more string theory legitimates anthropic reasoning as a new basis for physical theories: Any
scientists who study nature must live in a part of the landscape where physical parameters
take values suitable for the appearance of life and its evolution into scientists.

What can now be concluded for the position of man within this huge array of
worlds, most of which will not contain any life similar to ourselves? The first obser-
vation will be that the concept of position within an ensemble of worlds does not
have any well-defined meaning, since the members of this set are not aligned in
a spatial arrangement. As we have already seen, within an infinite single universe
the very concept of position collapses; this is even more the case within an ensem-
ble of worlds that do not have any common space-time or any causal connections
whatsoever between them.

2.4 The Challenge of Quantum Cosmology

The very notion of a multiverse is a concept laden with enigmas and conundrums.
It has a smell of metaphysics of those hoary days of yore. A deeply convinced log-
ical empiricist of the days of the Vienna Circle would well-nigh reject any physical
significance of an assertion belonging to a world besides our own. Nevertheless,
the criterion of meaning has been liberated since the times of the founding fathers
of scientific philosophy and science itself reintroduced this ancient idea into cur-
rent discussion. With the advent of quantum cosmology it sounds less strange than
before that our universe grew out of a primordial quantum configuration that engen-
dered many other space-time regions as well. Andrei Linde’s scenario of chaotic
inflation gave rise to a somewhat more concrete picture, which delivered a dynamic
underpinning of the idea of many worlds. Historically the proposal goes back to
Leibniz, who introduced the expression of “possible world” in the metaphysical
context of the theodicy problem. However, physics is not interested in the set of log-
ically possible, that is noncontradictory, worlds but in the narrower concept of the
really existing worlds. Conceptual problems arise at the very beginning in regard
to the size of the class: Is the set infinite, which characters and peculiarities do the
others have, and how will we gain knowledge of these other systems of total real-
ity? Once more we are confronted with the mind-boggling concept of infinity but
this time on a higher level. The very enticement to include this ancient, strange-
sounding notion in the realm of scientific thinking had been that it seems to be the
only logically coherent way to avoid a supernatural explanation of the fine-tuning of
the cosmic parameters, elementary particle masses, and coupling constants anyway.
There is no doubt that a cognizable universe permits only a rather narrow margin
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on these control parameters; the universe could have been only slightly different
without denying the existence of observers. But within science there is no place
for goal-directed teleological thinking. Why should a material universe be tailor-
made for habitation, why are the initial conditions obliged to arrange themselves in
a deliberate way that points to the evolution of man? (For a more elaborate criti-
cism of the various types of anthropic principles see: Kanitscheider 1993.) The very
occurrence of prescriptive terms in formulations of the strong anthropic principle
disqualifies it as an assertion of a physical lawful.

At the moment there are only two ways to break the deadlock of explaining the
contingencies of a welcoming and habitable universe: A deduction of all funda-
mental parameters and life-sustaining constants from first law-like principles or to
treat these casual environmental elements as pointing to a hidden selection effect
generated by our special membership within the ultimate ensemble of worlds, the
multiverse. The first option has its shining example in the inflationary scenario,
because it offers answers to a number of serious open questions of the standard
FLRW big bang model. Instead of stipulating the constraints on the field equation
of gravitation in order to get the homogeneity and isotropy of space-time, with only
one further assumption of a scalar field at very early times it is possible to get a
causal explanation as to why physical space has this peculiar feature. The dynami-
cal process of exponential expansion led to a smoothing out of all possible earlier
irregularities. The striking advantage of the inflation assumption, and what takes
away the impression of an ad hoc postulation, lies in the simultaneous explanation
of the horizon, the flatness, and the monopole problem.

2.5 The Intricacies of Infinity

The core of the problem of the position of man’s homestead within the whole of real-
ity is connected with the question of a physical infinity. The concept of infinity is
laden with a host of harsh prejudices; the ancients were skeptical about anything
that has no boundary. In medieval times infinity always had metaphysical over-
tones, since it was connected with the numinous and the supernatural. Scientists
were suspicious because it transcends the empirically accessible. Ever since it has
been argued that there are two types of infinity, a qualitative one that comprises per-
fection and self-sufficiency and which is more or less appropriate in the realm of
metaphysics, and a quantitative one to be applied in mathematics. It must be recog-
nized, however, that the defenders of the woolly concept of infinite qualities never
came to grips with the vague semantics of that term. Therefore it can be argued that
mathematics has for the first time cleared up the fuzzy connotations of the intuitive
concept of infinity. But even within the territory of mathematics there had been age
long quarrels on two types of infinity, the potential und the actual one. Aristotle tries
to clarify in which sense an infinity can exist and in which not.

On the other hand it is clear that, if an infinite does not exist at all, many impossibilities arise:
time will have some beginning and end, magnitudes will not be divisible into magnitudes,
and number will not be infinite. If therefore, when the case has been set out as above, neither
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view appears to be admissible, we need an arbitrator; clearly there is a sense in which the
infinite exists and another sense in which it does not.

Being means either being potentially, or being actually, and the infinite is possible by way
of addition as well as by way of division. Now [. . .] magnitude is never actually infinite, but
by the way of division [. . .] the alternative that remains therefore is that the infinite exists
potentially. (Aristotle, Phys. III 6. 206a9) (Heath 1970)

Aristotle’s conceptual distinction and argumentation became the received view
on the two kinds of infinity, the potential or conceptual infinite as a necessary tool
for analyzing mathematical problems, and the actual or concrete completed infinity
in physical reality. The main objection to the latter was that it cannot have a deter-
minate size, an infinite body or system of objects being a contradictory predication.
In modern times David Hilbert reiterated this position. In his seminal paper on infin-
ity (Hilbert 1925) Hilbert referred to the then prevailing opinion in cosmology of a
curved elliptical metric that led to an unlimited but finite 3-space without bound-
ary. But since his times the customary view in cosmology has changed definitely.
Hilbert’s main endeavor didn’t concern cosmology but was intended to cope with
the critics of the intuitionism of the School of Brouwer, who aimed to destroy the
transfinite set theory of Cantor and his followers. Hilbert’s movement to metamathe-
matics in order to establish finite axiomatization of the whole edifice of mathematics
takes the actual infinite as an idea without semantic reference. The doubts concern-
ing a realized actual infinity have prevailed up to now and seem to be defended with
the same empirically narrow minded arguments. In the influential paper of Stöger,
Ellis, and Kirchner we encounter, for example, the opinion that Euclidean geometry
will never be descriptive in physical cosmology, because these spatial sections are
of indefinite extension.

In geometry we assume space extends forever in Euclidean geometry and [the same is true]
in many cosmological models, but we can never prove that any realised 3-space in the real
universe continues in this way—it is an untestable concept, and the real spatial geometry
of the universe is almost certainly not Euclidean. Thus infinite Euclidean space as such
is an abstraction that is almost certainly never realised in physical practice. (Stöger et al.
2004)

But here we encounter the old misunderstandings of logical empiricism, accord-
ing to which every logical consequence of a physical theory has to be directly
testable. It remains to be seen whether a theory that refers to an actual infinite space
or a time coordinate that extends without limits to the past and the future can be
tested, but it does not need to be the very consequence of infinity: It has to be con-
trolled in regard to any of its empirical predictions. Only if the theory does not offer
any contact with empirical reality at all can it be judged as metaphysical, superflu-
ous, and cognitively worthless. As far as it concerns the position of man within an
infinite Euclidean geometry, there is surely not the slightest possibility of a central
position and even the rim is not defined because there are no distinguished direc-
tions. Jacque Monod judged the position of man with the famous words, in his book
Le hazard et la nécessité: “L’homme sait maintenant que, comme un Tzigane, il
est en marge de l’univers où il doit vivre. Univers sourd à sa musique, indifférent à
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ses espoirs comme à ses souffrances ou à ses crimes.”1 We can however strengthen
these words, noticing that within an infinite universe there is no “marge” because
there is no boundary and therefore we have neither a distinguished nor a peripheral
position at all in a 3-space of indefinite extension.

2.6 Taming the Unfathomable

The problem iterates if we ascend from a single infinite universe to an ensemble
of worlds, each of which can be thought of as finite or even infinite, but there is a
difference: A universe can be thought of as a single causally connected space-time,
where every subsystem can be conjoined by a time-like or null curve. A realized
infinite ensemble of worlds does not necessarily have to be a causally linked sys-
tem, although it might have a common origin, as e.g. within the chaotic inflationary
scenario. Therefore the question of testability arises in an even more maddening
manner. There can be neither direct nor indirect currents of information in order
to gain some knowledge of these hidden worlds. The only way left is to specify
the explanatory power of the many worlds assumption against some concurrent
hypotheses. Stöger, Ellis, and Kirchner point out that some unsymmetrical generic
worlds might need an unlimited amount of information in order to specify their ini-
tial and boundary conditions due to their field-like matter content, not every world
being symmetric like FRW models. Within the ensemble there will be highly unsym-
metrical worlds whose information content cannot be regarded as algorithmically
compressible. But surely there is no need to postulate an ensemble of worlds that
is so large that it comprises everything that can possibly happen, which means it
is not logically contradictory. It suffices to hypothesize that the set is big enough
to fulfill its explanatory function with regard to the otherwise unfathomable con-
tingent traits of our visible universe. Unquestionably, within the approach of many
worlds around the corner there lurks the problem of a slippery slope or runaway
ontology, especially if we think of the continuum problem. How can we restrict the
possible uncountable infinite set that pops up if we do not put a ceiling on the huge
manifold of other worlds? Above that there is some quarrel over the size of infin-
ity in physics. It is rather striking that none of our physical theories trespasses the
cardinality of the real-number system. As Roger Penrose has argued, although the
family of all real-number-valued functions on a space with points of the complex
continuum C is indeed 2C and therefore larger than C, the set of the continuous
functions on C are only C in number (Penrose 2005, p. 378). A feasible procedure
may be that we start with a set somewhat larger than surmised and then restrict it
until we arrive at a minimum stage that suffices for our aim of explanation. Anyway
the smallest set of possible worlds will do in accordance with Occam’s principle
of parsimony. But how large is the indispensable set of worlds compatible with the

1Man now knows that he lives, like a gypsy, at the edge of the universe. A universe that is deaf to
his music and as indifferent to his hopes as it is to his sufferings or his crimes.



16 B. Kanitscheider

astrophysical data today? According to current methodology we have to accept the
existence of objects that cannot be seen but deliver a coherent conceptual scheme
for understanding visible things. Ships that disappear beyond the horizon do not
vanish from existence, even for those who cannot follow them. Galaxies that drifted
over the lookout limit did not change as material systems; they have the same onto-
logical standing despite the fact that they do not have the same epistemological
status. The most distant objects we can be aware of are at a distance of 14 billion
light years away, it is the light from the hot initial state of our universe; the objects
that sent us their radiation from the rim of the visible universe have in the mean-
time reached a distance of 40 billion light years, far beyond the cosmic horizon.
Therefore, even if we only acknowledge our unique world with its matter content
we have to admit a part of space beyond any possibility of visibility. With respect
to immediate observability there is no difference in principle between the far away
parts of our Euclidean universe and any member of a set of worlds in a multiverse.
The only question is what will be gained for our cognition by introducing such an
ensemble. How can we avoid too much metaphysical excess baggage? One of the
strongest defenders of various levels of reality, each consisting of many worlds, is
Max Tegmark (Tegmark 2003). He correctly argues that even at the basic stage the
concordance model that fits every type of empirical facts decomposes into a host
of different causally detached parts. What is more, spatial infinity is a generic pre-
diction of the inflationary scenario that is able to explain certain contingent riddles
of the standard model, such as the absence of monopoles, the causal puzzle, and
the flatness puzzle (Weinberg 2005, p. 202). Tegmark’s strongest argument con-
sists in the fact that finite alternatives to infinite Euclidean spaces are inconsistent
with the cosmic microwave background; compact, hierarchical, or otherwise mul-
tiply connected topologies cannot be integrated into the temperature distribution of
the CBR. Furthermore, CBR and galaxy distribution suggest strongly a tendency to
uniformity as we approach the edge of our observable universe. Within this level of
existence the generic laws of physics will be the same, but there will be most likely
a random distribution of initial conditions, since quantum processes were responsi-
ble for generating density fluctuations within the primordial inflation epoch. One of
the staggering consequences of this multiple-world structure in which almost every-
thing that is possible will occur somewhere in a remote corner of the whole being
is the existence of a double. At a distance of 101029

m we have to admit an identi-
cal copy of ourselves, which has the same experiences, observing a Hubble volume
with the same stars and galaxies (Tegmark 2003, p. 4).

2.7 Conclusion

All these cosmological facts having been considered, which conclusion can we
arrive at concerning the place of man in an ensemble of worlds, be it countably
infinite or uncountably large? What does it mean for our self-esteem, already pretty
shaken by the offences of men’s vanity from Copernicus to Freud? Should we be
enjoyed or annoyed by our twin in another Hubble volume of our infinite universe
at 101029

m distance? How do we rate infinity itself as the global environment?
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Most people I asked, in order to get some psychological reaction, were not amused,
either by an infinite multiversum or by a countable infinity of duplicates thinking
the same ideas, playing the same music, or climbing the same peak over there. That
means obviously that identity and unique existence seem to be a highly estimated
value for mankind. But obviously the huge extension destroys the illusion of the
uniqueness of existence too. Spatial infinity, be it on the level of a single space-time
or an ensemble of worlds, reinforces the impression of being lost somewhere in
the middle of nowhere that horrified the poets of the sixteenth century when they
acknowledged that the medieval celestial spheres could not be upheld any longer
within a heliocentric planetary system surrounded by an unfathomable array of
stars. Already at the dawn of cosmological infinity John Donne confesses in his
Anatomy of the World (1611):

So did the world from the first hour decay,
That evening was beginning of the day,
And now the springs and summers which we see,
Like sons of women after fifty be.
And new philosophy calls all in doubt,
The element of fire is quite put out,
The sun is lost, and th’earth, and no man’s wit
Can well direct him where to look for it.
And freely men confess that this world’s spent,
When in the planets and the firmament
They seek so many new; they see that this
Is crumbled out again to his atomies.
Tis all in pieces, all coherence gone.
All just supply and all Relation.

The case has strengthened since the time of Renaissance astronomy. What about
the “coherence” John Donne alluded to? While there are possible space-time routes
that could eventually lead from one Hubble volume to another, e.g., if cosmic
expansion decelerates, there is no causal connection on the higher levels of cosmic
manifoldness. According to Andrei Linde’s scenario of chaotic inflation we have
to surmise an infinite number of worlds with the same fundamental equations but
different physical constants and dissimilar dimensionality. Evidently there remains
some feeble law such as coherence, since there is a common origin of the space-
times that afterwards are separated by superluminal velocities and aren’t connectible
by causal time-like lines. Apparently coherence crumbles in a piecemeal way, the
causal bonds of the pertaining parts of reality getting weaker with every level of
the multiverse. Shall we therefore break down in tears, being contrite due to the
disintegration of reality? I surmise this to be a matter of personal temperament.
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Chapter 3
Living Differences

The Paradigm of Animal Cultures

Volker Sommer and Amy R. Parish

Abstract Variation in behavioural patterns between populations is a trademark
characteristic of Homo sapiens. Indeed, it constitutes the basis of “cultural
diversity”. Social anthropologists tend to resort to a “humanist” stance, reserving the
label “culture” for our own species, whereas biological anthropologists tend to be
“universalists”, assuming an evolutionary continuum of traits that constitute culture.
A definition that aims to be species-inclusive would view culture simply as “socially
transmitted behaviour”. Field researchers have uncovered numerous examples of
non-human animal cultures, in which members of different populations of the same
species were found to possess dissimilar behavioural portfolios. The greatest degree
of behavioural diversity amongst non-humans is perhaps exhibited by chimpanzees.
Studies across Africa revealed that each chimpanzee community exhibits a unique
combination of traits related to social customs, communication, territorial aggres-
sion, war-like raiding, hunting strategies, food processing and consumption, and
ingestion of plant matter for self-medication. However, local traditions have also
been described for other taxa as diverse as triggerfish, bottlenose dolphins, killer
whales, capuchin monkeys, Hanuman langurs, Japanese macaques and orangutans.
At least in primates, population-typical behaviours are not always due to differ-
ent local ecologies, but may be idiosyncratic expressions of “social identity” that
allow individuals to distinguish “us” from “them”. Cultural diversity can thus be
understood as a reflection of inter-group competition and strategies of resource
acquisition. Human and animal cultures are also linked in a rather sad way: the
current mass-extinctions of other animals caused by humans lead not only to a loss
of genetic diversity, but likewise cultural diversity.
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3.1 What We Do and Monkeys Don’t

Today’s world is more complicated then it was for FitzRoy Richard Somerset. One
of his brash aphorisms proclaims culture as “roughly anything we do and the mon-
keys don’t”. To be sure, most people would still agree with the British writer and
4th Baron Raglan: There are animals, and there are humans, and the former don’t
do what the latter can.

But—and not even to mention a certain Charles Darwin—there have always been
those who were willing to look for similarities instead of differences. For exam-
ple, in a nonfiction account of the Warsaw Zoo during World War II, the wife of
the director, Antonina Zabinski, ruminates about our connection to the rest of the
animal kingdom: “That night she lay awake thinking about the thin veil between
human and other animals, only the faintest border, which people nonetheless drew
as a ‘symbolic Chinese Wall’, one that she, on the other hand, saw as shimmery,
nearly invisible. ‘If not, why do we humanize animals and animalize humans?’ ”
(Ackerman 2007, p. 239).

Wishful thinking such as this is not necessarily based on illusions about how the
world should be. For those who study animals as professionals (as the Zabinskis
did), it has become almost commonplace to zoomorphize people and to anthropo-
morphize animals, at least to a certain degree, given the fact that organisms share
common ancestors and parts of their history. This conviction is increasingly nour-
ished by the extraordinary accumulation of knowledge about the natural world and
the organisms that have inhabited it during the last half a century since the opin-
ionated Baron’s death. A telling example relates to the pioneering 1960 discovery
by the British primatologist Jane Goodall, who documented tool use in wild apes.
Upon which her mentor, the paleoanthropologist Louis Leakey, reportedly declared:
“Now we must redefine ‘tool,’ redefine ‘man’ or accept chimpanzees as humans”
(Goodall 1971; Peterson 2006, p. 212).

Indeed, the task of toiling with definitions becomes ever more complicated. One
of the latest exercises relates to one of the most enduring assertions employed to
justify the dichotomy between “man” and “animal”: the very claim that only humans
possess culture. In this essay, we will join other evolutionary anthropologists and
primatologists who dispute that this is a valid assumption.

Our view is, of course, not unbiased. As researchers at the interface of sciences
and humanities, we have long gotten used to talk about “nonhuman animals” and
“humans and other animals”. Similarly, we do, right from the onset, not see nature
and culture as opposites, definitional problems not withstanding. Nature and cul-
ture, if anything, are intertwined, and complement each other up to the point that
it becomes pointless to try to distinguish them. For example, cultural practices
such as marriage pattern influence the genetic make-up of future generations (Oota
et al. 2001). Vice versa, our achievements and shortcomings in the cultural arena
are only possible because our natural features—our physiology and our brain in
particular—enable us to enact them.

Talking about culture, as we will elaborate upon, means to a large degree talking
about differences between populations. It is probably no coincidence that the animal
culture topic gained speed with the end of the cold war—at the same time that
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increasingly more human groups claimed to be somehow distinct from others while
asserting their right to be different (Antweiler 2009). And thus, as we will also point
out, the topic of animal cultures is, in its last consequence, likewise entangled in
scenarios of genocide and culturecide.

3.2 How to Join the Culture Club

An exploration of whether or not there is “culture in nature” should best start with
an attempt to define culture, because the answer will largely depend on what we are
looking for in the first place. Unfortunately, there is no shortage of definitions and
little agreement. One is tempted to quip that there are as many definitions of culture
as there are cultures. . . .

The Latin roots of the word cultura are associated with cultivation or tending.
In the early 1800s, it became associated with “high culture” in describing refined
tastes and manners. Victorian Zeitgeist reserved the attribution to Western societies.
The influential definition of the English anthropologist Edward Tylor follows this
line of thought: “Culture or civilization [. . .] is that complex whole which includes
knowledge, belief, art, law, morals, customs, and any other capabilities and habits
acquired by man as a member of society” (cited in Miller 2005, p. 9). The defini-
tion, written in 1871, at the height of British colonialism, appears to be inclusive,
but nevertheless lends itself to the exclusion of large segments of the human
race from the culture club by allowing one to distinguish the “civilized” from
the “primitive”.

Times have since moved on, and we perceive the world around us differently.
Not even a contemporary animal behaviorist will be anymore deterred by Tylor’s
definition, because none of the criteria listed in his catalog can easily serve as an
a priori exclusion for other animals. Bees, lions, and gorillas—don’t they form
“societies”? Doesn’t their behavior follow certain rules? Why can’t these count as
“laws”? Animals might also very well hold “beliefs”. How can we know that an
elephant doesn’t have deep thoughts as if she touches the bleached skeleton of a
deceased group member, or while looking into a colorful sunset?

Numerous other test criteria have been formulated, aimed to demonstrate that
only humans fulfill them. The list includes traits such as “tool-use”, “music”, “polit-
ical aptitude”, or “story-telling”. But ongoing research has shown that animals can
very well hold their own in these arenas, be they woodpecker finches, humpback
whales, or primates. The birds use small sticks to extract grubs from plants (Tebbich
and Bshary 2004); the whales communicate through elaborate songs over thousands
of kilometers (Rendell and Whitehead 2001); and two weaker monkeys may form
an alliance to dethrone a stronger (Perry and Manson 2008). Animals may also “tell
stories” and thus instill illusions in the heads of others; for example, orangutans
hold leaves or their hands to their mouths with the effect of making their voices
resonate more deeply and aggressively—a ploy that can fool attackers (Hardus et al.
2009). And bonobos trained in an artificial language “gossip” about events that have
happened earlier in the day (Savage-Rumbaugh and Lewin 1994).
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Of course, we could argue that only a Mozart mass is true music; that baboon
politics are a far cry from what Bismarck did when he forged the German Reich;
that story telling has to be of the Brother Grimm standard; that an implement has
to have the sophistication of a Swiss-army knife to count as a tool. Or even better:
That only those who make tools to make other tools are tool-makers. In which case
yet another bonobo genie will have to be freed from the bottle, one who uses a stone
to knap flakes from another stone, so that a rope can be cut (Schick et al. 1999).

At such points, the bargaining inevitably starts anew—over what a term really
means or should mean, and whether or not an observation supports or falsifies a
certain intellectual position (see McGrew 2004 for a comprehensive review of such
“checklists”). This process is complicated by the fact that data do not speak for
themselves—somebody has to interpret them. Thus, our willingness to credit ani-
mals with certain abilities or not will strongly depend on the conviction that we have
in the first place.

Indeed, some academics will happily welcome the closer connection with other
animals suggested by such discoveries. Others will play the game of raising the
bar and re-defining the criteria: “Let’s not get too excited and think there are no
differences between them and us. [. . .] Chimpanzee tools are no more complex than
a stick for termiting or ant dipping [. . .], whereas humans have built space ships to
travel to the moon” (Rice and Maloney 2005, p. 194).

A complex term such as “culture” is particularly prone to be used as a pawn
in these debates. As always, definitions are clearly influenced by the underlying
agenda: either to establish what makes humans different from other organisms, or
to reveal similarities. Consider the following definitions of culture collected from
the glossaries in a dozen anthropology textbooks commonly used in undergraduate
education throughout the USA:

– That which is transmitted through learning, behavior patterns, and modes of thought
acquired by humans as members of society. Technology, language, patterns of group
organization, and ideology are all aspects of culture (Kottak 1982, p. 490);

– The ways humans discover, invent and develop in order to survive. Culture is the human
strategy of adaptation (Nelson and Jurmain 1991, p. 603);

– Humans’ systems of learned behavior, symbols, customs, beliefs, institutions, arti-
facts, and technology, characteristic of a group and transmitted by its members to their
offspring (Campbell and Loy 2000, p. 635);

– All aspects of human adaptation, including technology, traditions, language and social
roles. Culture is learned and transmitted from one generation to the next by nonbiological
means (Jurmain et al. 2001, p. 405);

– Ideas and behaviors that are learned and transmitted. Also, the system made up of the
sum total of these ideas and behaviors that is unique to a particular society of people.
Nonbiological means of adaptation (Park 2002, p. 449);

– Information stored in human brains that is acquired by imitation, teaching, or some other
form of social learning (Boyd and Silk 2003, p. A6);

– All aspects of human adaptation, including technology, traditions, language, religion,
marriage patterns, and social roles. Culture is a set of learned behaviors that is transmitted
from one generation to the next by nonbiological means (Jurmain et al. 2003, p. 463);

– Learned, nonrandom, systematic behavior and knowledge that can be transmitted from
generation to generation (Stein and Rowe 2003, p. 533);

– Behavior that is shared, learned and socially transmitted (Relethford 2005, p. G-3);
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– A shared and negotiated system of meaning informed by knowledge that people learn
and put into practice by interpreting experience and generating behavior. Interdependent
with society (Lassiter 2006, p. 195);

– The sum total of learned traditions, values, and beliefs that groups of people, and a few
species of highly intelligent animals, possess (Stanford et al. 2006, p. 557);

– Learned behavior that is transmitted from person to person (Larsen 2008, p. A12).

Clearly, all these definitions are driven by the underlying agenda to not do what
the Victorians did, i.e., the definitions strive to allow for the finding that all humans
have culture, independent of their ethnic or geographic background. On the other
hand—as indicated by the added emphasis—ten of the twelve definitions are explic-
itly speciesist in that they describe culture as specifically human. Surprisingly,
of these ten, only two come from cultural anthropology textbooks (Kottak 1982;
Lassiter 2006), whereas eight are extracted from texts that focus on biological
anthropology. Of these, only two (Stein and Rowe 2003; Relethford 2005) provide
definitions that are not specifically human, and only one other (Stanford et al. 2006)
specifically includes “highly intelligent” animals.

It is probably no coincidence that inclusive definitions all stem from post-1999
texts—the publication year of the benchmark article that put the idea of animal
culture firmly on the map. This article identified dozens of behaviors in which pop-
ulations of wild chimpanzees differ from each other (Whiten et al. 1999). Human
cultures, this much can probably be agreed by everybody, exemplify a wide range
of intra-specific differences in behavior. The same has now been shown for chim-
panzees, as the study subjects live in various regions across Africa, but are all
members of the same species.

Providing a post-1999 definition of culture that specifically excludes nonhuman
animals thus probably reflects a conscious decision to reserve that label for Homo
sapiens. Such authors stick to the traditional speciesism of cultural anthropolo-
gists that draws the line a priori: “Humans are animals with a difference, and that
difference is culture” (Kottak 1982, p. 5).

Hardly any other term but culture is so central to the research and teaching con-
ducted in anthropology departments, which, in Anglo-Saxon academia, historically
encompasses four fields (Miller 2005):

– biological or physical anthropology: studying human variation, adaptation and change
through, for example, the fossil record, comparative socio-ecology of primates (prosimi-
ans, monkeys, apes), ecology and nutrition;

– archaeology or prehistory: reconstructing life-styles of past cultures through examination
of material remains;

– linguistic anthropology: documenting geographical distribution and development of
native languages;

– cultural or social anthropology: exploring how and why human cultures are similar or
different.

The new paradigm of “animal cultures” could, at least in principle, generate vari-
ous synergies between these subdisciplines. For example, biological anthropologists
could work with archaeologists to analyze tools of stone and wood abandoned by
apes; or with linguists to detail intra-specific variations of sounds made by gibbons;
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or with cultural anthropology to explore the degrees of behavior that differ between
populations of the same species.

However, such cooperation is rare, as anthropology departments harbor aca-
demics that think in the “human–animal dichotomy” alongside those for whom the
category “humans and other animals” comes naturally. In fact, departments have at
times split along these lines. For example, the biological anthropologists of Duke
University, USA, joined the Anatomy Department, and anthropology at Stanford
University, USA, separated into the Department of Anthropological Sciences and
the Department of Cultural and Social Anthropology. Part of the tension stems from
the perennial nature/nurture debate over whether biology applies to people, reflect-
ing dissent over the formula “nature in culture”. The new twist of applying culture
to nonhumans now allows for dissent over a new buzzword: “culture in nature”.

The anthropologist and zoologist William McGrew is one of the lead researchers
in the area of animal culture. He labels those who argue that nonhuman animals
don’t belong to the “culture club” as humanists, and distinguishes them from those
with a more gradualist view, whom he labels universalists (McGrew 2004).

The primatologist and ethologist Frans de Waal was, from early on, an outspoken
proponent of the latter position: “The ‘culture’ label befits any species, such as the
chimpanzee, in which one community can readily be distinguished from another by
its unique suite of behavioral characteristics. Biologically speaking, humans have
never been alone—now the same can be said of culture” (de Waal 1999, p. 636). He
is not shy about turning the tables on those who display a tiring propensity to deny
the traits that we have in common with other species—by diagnosing the offenders
as suffering from “anthropodenial” (de Waal 1997).

And as much as we would like to be called “humanists” in the traditional philo-
sophical meaning of the word-being forced to choose a camp we would readily settle
with the universalists.

3.3 Culture as the Way We Do Things

The textbook definitions listed above are not only different from Tylor’s in that they
try to be all-inclusive with respect to humans. They have also shifted from providing
a catalog of criteria to instead focusing on an underlying mechanism: that of learned
behavior.

A checklist of specific traits for what counts as culture is in some ways always
arbitrary and one can easily add or identify traits that are not included. Tylor, perhaps
for that reason, threw in the all-catching, albeit rather nebulous, expression of “that
complex whole”. Centering the definition on a mechanism is a more principled way
of unifying phenomena.

The simple characterization of culture as “socially transmitted behavior” has the
advantage that it can accommodate the considerable variation in behavioral pat-
terns between human populations. Inhabitants even of neighboring villages may
differ in the way they speak, how they greet each other, what they consider accept-
able conduct and what counts as offensive, how and what they like to eat, and
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which implements they employ. Such “cultural diversity” is, without any doubt, a
trademark of Homo sapiens.

At this stage, we have to back-pedal slightly, because we cannot necessarily
assume that all behavior is based on learning. Instead, it could be caused by under-
lying variation in genetic make-up. For example, many adult humans are unable
to drink milk without adverse affect. They do not have the genotype to produce
the enzyme lactase beyond infancy, a trait that evolved rather recently among cer-
tain pastoralist populations (Ingram et al. 2009). The consumption of milk or the
absence of this practice is therefore strongly influenced by genetic factors.

Then there are those learned behaviors, which—while not channeled by a partic-
ular genetic make-up—are nevertheless “constrained” by the environment (Parish
and Voland 2001). An example would be how people eat rice—as varied customs
reflect to a large degree the consistency of this food. Thus, chopsticks are the imple-
ment of choice when rice is sticky, whereas forks are more feasible when loose
long-corn rice is consumed, while rice cooked into a mush is often eaten by hand.
Even simpler, rice eating can be absent altogether in a population if rice was never
available.

Finally, there are traits that are quite likely neither molded by genetic nor envi-
ronmental influences. For example, people greet each other by bowing (Thailand),
shaking hands (Germany), kissing on one cheek (Argentina) or both (Switzerland),
or by moving the right hand towards the heart (Nigeria), etc. Of course, subtle envi-
ronmental influences are always difficult to discount. Hygienic conditions could
be a consideration, so that direct body contact is suppressed in Thailand but not
Germany. However, such explanations border on silliness. It is more likely that such
customs are arbitrary, thus representing pure cultural variants.

A definition of culture as socially transmitted behavior would not include traits
that are genetically determined. Nevertheless, whether or not adults drink milk
as mitigated by the absence or presence of lactase persistence would still con-
tribute towards intra-specific variability—just that this patterning does not count as a
“cultural trait” in the way we have defined culture. On the other hand, traits such as
rice eating, which are more or less influenced by the ecology, can be socially trans-
mitted. These customs, together with the arbitrary variants, would constitute the
cultural profile of a population.

Differences in behavior can serve as important amplifiers of between-group
differences and play a crucial role in competition over resources. However, environ-
mentally constrained behaviors have a certain likelihood of appearing in neighbor-
ing groups, due to convergent evolution in similar surroundings and the likelihood
of common ancestry. Behaviors that can serve as badges of social belonging there-
fore develop most efficiently if they do not serve any practical use or rational cause,
but if they are simply arbitrary.

A fictitious tale illustrates how perfectly idiosyncratic do’s and don’ts can
become entrenched into a societal narrative: “There are five monkeys in a cage.
String a rope to the ceiling, tie a banana to it, and push a stair-ladder under the bait.
Once the first monkey climbs the ladder, hose all the others down with cold water.
If a second one tries, do the same. A subsequent attempt by yet another monkey to
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get to the banana will be met by forceful intervention from his colleagues. Move
the hose out of sight, remove one monkey from the cage and substitute him with
a new one. When the newcomer goes for to the banana, he will be in for a nasty
surprise, as four others will immediately start to beat him up. Exchange one more
of the initial monkeys for a new group member. He is attacked as soon as he climbs
the stairs—with the previous newcomer as part of the gang. Change a third mon-
key, and a fourth. As soon as the newcomers approach the ladder, they get whacked.
Most of the aggressors have no idea why they beat up a fellow primate. Once you
changed the last and fifth original monkey, there is nobody left who experienced the
displeasure of being hosed down. Still, all monkeys will simply ignore the banana.
Why? Well, nobody knows.”

The story is a fitting illustration of a definition of culture developed by William
McGrew as “the way we do things” (2004, p. 24f).

3.4 Multiculturalism Amongst Animals

The generous definition “socially transmitted behavior” has allowed zoologists to
interpret numerous cases of the way things are done in one animal population as
opposed to another as expressions of culture (reviews in Galef and Heyes 1996;
Fragaszy and Perry 2003).

The potential cognitive mechanisms that allow the perpetuation of acquired
behavioral pattern are the subject of intense research programs. Candidate pro-
cesses include simple learning events such as conditioning, social facilitation, local
enhancement, as well as more complex mental machinations related to insight, the-
ory of mind, and teaching (Byrne 1995; Tomasello and Call 1997; Hurley and Nudds
2006).

Contemporary cognition research draws on methods from diverse disci-
plines such as developmental psychology, meme theory and neurobiology. Still,
naturalistic studies of behavior are clearly as important, as a full understanding of
cognitive mechanisms requires that they are tied back to selective processes under
which they evolved. For this, we need to unearth what nonhuman animals actually
do as well as the bandwidth of what they are capable of achieving. The following
examples are meant to provide a glimpse into the variety of thoughtscapes.

Some descriptions highlight the existence of a natural barrier such as a river
that may have prevented the diffusion of a certain locally made “invention”. Others
refer to subsistence techniques or thermoregulation. However, still others seem to
be perfectly “useless” behaviors, and some resemble human “fashions”, that appear
just to die out soon after.

The case studies can serve as illustrations of the phrase “the way we do things”.
It implies characteristics that need to be present in cultural beings—chiefly that the
behaviors in question have to be somehow standardized, collective, and that they
can serve as a source of “identity” (McGrew 2004, p. 25). The following accounts
also tell that identity can well form around something that is not done in a particular
population.
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– Triggerfish. Members of this taxon prey on sea urchins protected by spikes. The fish
turn them over by “blowing” a jet stream of water against the urchins, exposing their
unprotected body parts, into which the fish can bite. A different technique is observed in
the Red Sea—but nowhere else. Here, fish first bite off the spines of the urchins, which
allows them to drag their prey towards the surface. They then let go, and start feeding on
the unprotected underneath of the prey while the urchins tumble slowly back towards the
bottom (Bshary et al. 2002).

– Bottlenose dolphins. A common foraging technique sees these whales plow through the
bottom of the ocean with their pointed beaks to unearth prey. But, doing this, they risk
stings from bottom dwellers. Dolphins in Shark Bay, Australia, overcome this hazard by
wrapping their sensitive beaks with a sea sponge that acts like a glove. The inventive
covering probably protects against scrapes and stings (Krützen et al. 2005).

– Orcas. North America’s west coast is a favorite hunting ground of these predators. Pods
of killer whales can be distinguished on the basis of characteristic vocalizations as well
as hunting styles. One group will drive schools of salmon into a spiral before gorging
on them; another is specialized to attack seals that rest on land. The orcas, in a rather
dangerous maneuver, will beach themselves, try to catch a seal, and then rock back into
the sea (Baird 2000).

– Otter. Californian sea otters will float belly up, holding an anvil stone between their paws.
They then smash mollusks that they balance on their chests. Otters further up the coast
will not use this modus operandi (Hall and Schaller 1964).

– Capuchin monkeys. Some rather strange fads develop from time to time in certain
populations of these New World primates, and die out again after a while. Pairs of
monkeys in a Costa Rican population will suck each others’ toes; they will stick a
finger up each other’s nose; or, most bizarre, poke a fingertip into the eye-socket of a
partner, noticeably dislodging the eye-ball. These penetrations are probably associated
with some discomfort and danger, as capuchin monkeys neither cut their fingernails nor
clean under them. The practices perhaps serve to build trust between the partners. And
those with a proven track record of not hurting their partner—despite the fact that they
could—will make reliable allies in aggressive encounters with third parties (Perry and
Manson 2008).

– Hanuman langurs. The famous temple-monkeys of India seem to follow different
rules about social etiquette. Those who live around Jaipur in the northwestern state of
Rajasthan will huddle with each other, rain or shine, in wintry chilly air as well as in
the humidity of the rainy season. Just 150 km or so towards the west, around the city
of Jodhpur, one will hardly ever see huddling between adult monkeys; they keep their
distance, even when temperatures approach freezing point (Sommer 1996).

– Japanese macaques. The red-faced monkeys of Japan have been studied for more than 50
years. We thus know about numerous behaviors that reflect local traditions restricted to a
particular group or their neighbors. Some mothers will “wash” their babies in the ocean;
some will dive to hunt for seafood; some will sit around human-made fire to warm their
hands. Not all behaviors have to do with subsistence or thermoregulation. Females in
some groups will reject the advances of males and prefer homosexual mounts instead.
Elsewhere the monkeys handle pebbles, pile them, roll, rub or clack them together
(Huffman 1996; Vasey 2006).

– Orangutans. Several dozen local traditions are described from the Indonesian island of
Sumatra. This includes a peculiar way of greeting each other by making a “raspberry”
sound, and the habit of using vegetation as a cover to escape from the rain. Some apes
utilize small wooden picks, held in the mouth, to extract fatty seeds from the very prickly
Neesia fruit. These trees grow at both sides of the Alas river. The forest floor on one side
of the river, in the Singkil swamp, is littered with wooden tools. Those orangutans inhab-
iting the Batu-Batu swamp on the other side of the waterway do not use the implements
(van Schaik et al. 2003).
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The above examples illustrate the emergence of cultural zoology as a multi-
taxonomic discipline. Nevertheless, the topic of animal cultures is still largely
primatocentric—simply because we are anthropocentric, and a disproportionate
amount of attention is heaved upon primates as our closest living relatives. As the
field moves on (see, e.g., Emery and Clayton 2004), it will certainly be increasingly
difficult to get away with a new definition of culture as “roughly anything that we do
and the monkeys do”. Still, it can be justified to single out studies of chimpanzees as
they provide not only more primate examples, but also stand for the prime examples
which served as a catalyst for a fresh look at other animal taxa.

3.5 Panthropology

The professionals who explore human societies and their varied local customs of
how to obtain, prepare and ingest food, or the regional expressions of rituals and
social conventions are called anthropologists. According to Greek etymology, the
diversity of humans (anthropos) is the subject of their words and wisdom (logos).
However, “anthropology” has spawned one new subdiscipline, aptly nicknamed
“panthropology” (Whiten et al. 2003): the exploration of the diversity of behavior
in our closest living relatives, i.e., apes of the genus Pan.

Members of this genus, the chimpanzee (Pan troglodytes) and the bonobo
(P. paniscus), display the most astounding degree of behavioral diversity in non-
human animals (McGrew 1992; Wrangham et al. 1994; McGrew et al. 1996; Parish
and de Waal 2000; Boesch et al. 2002; Hohmann and Fruth 2003; McGrew 2004).
Research across Africa revealed for each study community a unique combination
of the presence or absence of traits related to social customs, communication, ter-
ritorial aggression, war-like raiding, hunting strategies, tool-kits, food processing
and consumption, and ingestion of plant matter for self-medication. This degree of
plasticity in behavioral patterns is perhaps not surprising given that Pan and the
likewise very flexible Homo shared a common ancestor until about 5–7 million
years ago. However, the relative richness of documented cultural diversity is also
at least partly the result of an observation bias, given that the ecology and behavior
of chimpanzees is far better explored than that of other apes.

The classic study already mentioned above (Whiten et al. 1999, 2001) compiled
the behavioral patterns at nine long-term chimpanzee research sites. Behaviors for
which ecological explanations reflecting environmental constraints seemed plausi-
ble were carefully discerned from a couple of dozen traits customary or habitual
among some groups, but absent in others, which could count as purely cultural
variants.

Well-known arbitrary traits are the styles of mutual grooming amongst chim-
panzees. At some sites the apes will face each other while sitting on the ground,
and each will fully extend the free hand overhead and clasp the partner’s hand. It is
hard to conceive an environmental pressure that would induce the apes to attain this
peculiar A-frame style of grooming.
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Another famous example is nut cracking with stone or wooden hammers
against an anvil. This technique is restricted to West Africa, despite an abun-
dance of nuts and potential tools elsewhere. The practice is in all likelihood
neither genetically determined nor a reflection of particular environmental condi-
tions because some communities exhibit the behavior while others within a closely
related population do not—although they are separated only by the banks of the
N’Zo-Sassandra River in Ivory Coast and exposed to virtually identical environ-
mental conditions. Interestingly, it was recently discovered that chimpanzees in
the Ebo forest, Cameroon, more than 1,700 km east of the previously proposed
riverine “information barrier”, also crack Coula nuts with stone hammers, while
sitting in trees and using thick branches as anvils (Morgan and Abwe 2006).
The observation does not necessarily challenge the “cultural variant” explana-
tion, but questions the existing model of the cultural diffusion of nut-cracking
behavior. Instead, nut cracking could have been invented multiple times, or per-
haps it became extinct in the region between the N’Zo-Sassandra River and the
Ebo forest.

The attitude that chimpanzees display towards water can count as another cultural
variant. The apes will normally avoid coming into any contact with the wet element,
carefully circumventing puddles, and treading carefully along the edges of rivers
or lakes. However, in Senegal, they enjoy a good soak and splash in shallow ponds.
Explanations that seek to correlate this cautiousness towards water with factors such
as climate or parasites have failed so far (McGrew 2004).

Similarly, it is quite surprising that chimpanzees in Gashaka, Nigeria, will eat
ants virtually every single day, using stick tools. However, they will never ever con-
sume a termite—despite the fact that these insects are available to them and more
nutritious in the first place (Fowler and Sommer 2007).

The above examples lend themselves to question some deeply ingrained assump-
tions about human uniqueness. For example, an experienced chimpanzee researcher
can, by just looking at a catalog of absent or present behaviors, discern a West
African culture from the culture in East Africa. She could even differentiate
Ugandan chimpanzees into those that live in Budongo and those that live in Kibale—
in very much the same way that human ethnographers could tell a lifestyle that is
predominant in Japan apart from the ways of day-to-day life conducted in France,
with further differentiation between Breton and Alsatian customs.

If chimpanzees were humans, we would probably also not hesitate to assume that
they respect certain “taboos”. Nigerian villagers at Gashaka abhor the thought of
eating cats or dogs—whereas those across the Cameroon border, just 2 days’ walk
away, have no such inhibitions. The psychology of apes may well correspond to
such ways of defining one’s ethnic group: “You want to be a Gashaka chimpanzee?
Well, then eat ants as often as you like. But don’t dare to devour termites, and never
ever disturb the spirits in the water. We don’t do this here.. . .”

In-depth research of an animal population can easily be likened to the cultural
anthropological practice of ethnography, which produces a descriptive account of
behavior observed within the particular study population. A further step is eth-
nology, the analysis across populations, which aims to detect patterns and causes
of them. Only through investigations of “as many groups of chimpanzees in as
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many parts of Africa as possible” (Goodall 1994, p. 397) can universal behaviors
be discerned from variants and whether these differences reflect genetics, environ-
ment, or arbitrary customs. Major tools for cross-cultural comparisons of human
populations are the HRAF (“Human Relations Area Files”). The dynamic develop-
ment of the paradigm of “cultural primatology” thus comes with the explicit aim of
creating CRAF: “Chimpanzee Relations Area Files” (McGrew 2004).

We are thus living in an era brimming with surprising discoveries about our
closest living relatives, an era of Pan novus that can and will lead to significant
re-formulations of what it means to be human. This meaning will add to a paradigm
of Homo novus, properly informed by evolutionary biology.

Sadly, however, the era of Pan novus is coming to an end, just when it was
about to begin. The field of “cultural panthropology” has already become another
“urgent anthropology”, given that many wild populations of apes are threatened by
extinction due to habitat destruction, disease, and the trade in bush-meat (Sommer
and Ammann 1998; Peterson and Ammann 2003; Caldecott and Miles 2005;
Sommer 2008). Correspondingly, not only genetic diversity is lost, but also cultural
diversity—similar to how globalization increasingly destroys the inherited multi-
plicity of human ways of life. It is already clear that “we can never know the true
extent of cultural diversity in chimpanzees because so many communities, along
with their cultures, are already gone” (Goodall 1994, p. 397).

3.6 Cultural Capacity: Blessing and Curse

The swan song that can be sung for chimpanzees can also be sung for other animal
forms, which are, as we are only about to discover, often surprisingly akin to us in
their cultural diversity—whether they count as birds, primates, or whales.

This realization has practical consequences for efforts to conserve biodiversity.
Cultural zoology, like modern molecular genetics, amplifies the differences between
organisms that we might have previously just lumped into a single category, a sin-
gle type. The new and more nuanced picture complicates straightforward appeals to
save “the chimpanzee”, “the orca”, or “the otter”. Because, who is going to decide
which clusters of cultural (or genetic) markers should have priority over others
doomed to go extinct in the near future?

And from where is this impeding mass extinction garnering its momentum in
the first place? Ironically, it seems as if cultures come with an inbuilt tendency to
gravitate towards their own annihilation.. . .

Human groups have always competed, be it over mating partners, water, land or
grazing grounds. Traditions are a major tool in these conflicts, as they allow mem-
bers of one’s own group to set themselves aside from those of others—who speak in
an ugly dialect (such as Bayerisch), wear strange clothes (such as Lederhosen), and
have despicable customs (such as eating Weisswurst).

Inter-group competition does, however, also lead to the need to foster ever-larger
alliances, because those who cooperate across prior borders of in-group vs. out-
group will be able to outcompete those who stick to their aged ways of thinking



3 Living Differences 31

small. Thus, a well-known spiral is set in motion: “I against you; we against our
neighbors; our village against your village; our tribe against your tribe; our country
against your country”—until we arrive at nation states, NATO, and UN.

Small coalitions tend to be swallowed by larger alliances, and the defeated tend
to attain the habits of the victorious. In this way, customs become more and more
unified. The final stage of this development is globalization. For many of us and
in many aspects, life becomes easier this way: McDonalds, internet, Big Brother,
football, and plastic bottles have become ubiquitous parts of everyday life, useful
or entertaining. The flipside is that our world is also becoming poorer, as variety is
disappearing.

The new developments in cultural zoology establish a yet closer affinity to other
organisms than even evolutionarily minded scientists had hitherto realized. This
affinity comes with good news: Our common heritage with other animals extends to
such a degree that we can perceive them as cultural beings, which produce a mind-
boggling variety of lifestyles. But there is equality in a sad way, too: We now know
that the disappearance of other organisms is not only loss of genetic diversity—it
can also mean a loss of cultural diversity.

Diversity is aesthetically pleasing. But diversity, including cultural diversity,
could only be had for the price of change in the first place—as change is the heart-
beat of evolution. As individuals, organisms will not normally live through even a
single interval of these drumbeats. But in the current case, change is occurring more
rapidly. We also know more clearly that there will be consequences.

Stephen Crane, at the turn of the twentieth century, gave this fatality a poetic
touch: “Sir, I exist!”/“However,” replied the universe,/“The fact has not created
in me/A sense of obligation” (Crane [1899] 1998). Yes, change is the heartbeat
of evolution, steady and unstoppable and not caring in the least. Our cultural
capacities—equally a blessing and a curse—may just speed up the process.

So, could it be that what turns out to be unique about us may be our capacity to
know beforehand the dimensions of demise? This thought may well spawn another
paradigm: that of animal thanatology. While as yet unexplored, one would be willing
to hazard a guess: Animals such as apes and elephants understand that individual life
is finite—if the fact is anything to go by that, day after day, they may attend to the
corpse of a dead conspecific. But perhaps they are not burdened with the abstract
concept of “extinction”? Surely, one would not wish it upon them.
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Chapter 4
Nothing to Talk About

On the Linguistic Abilities of Nonhuman Primates
(And Some Other Animal Species)

Julia Fischer

Abstract Is language a species-specific feature that distinguishes humans from
other animals? While monkey and ape calls carry rich information that is poten-
tially available to listeners, callers have little voluntary control over the structure of
their calls and are hence unable to use these calls in a symbolic fashion. Likewise,
combinations of calls do occur, but again, these do not appear to be driven by a set
of rules applied by the sender. In contrast, listeners are able to attribute meaning to
single calls as well as to specific call combinations. Although nonhuman primate
communication may function very effectively with regard to social and ecological
affordances, it is fundamentally distinct from human speech, where members of a
linguistic community agree on the referential content of utterances by convention,
and where syntactical rules provide a means to generate infinite meaning. Hence,
the idea that speech and language are species-specific human traits is probably not
an illusion. Future studies should address the selective pressures that shape commu-
nicative behavior, while genetic studies are needed to uncover the constraints that
apparently play a role in animal communication.

4.1 A Very Old Question

In late 1892, the self-taught scientist Richard Garner set sail for West Africa to study
the vocal behavior of wild chimpanzees and gorillas. His quest was to tear down
the language barrier—the assertion that only man had language. Garner believed
that language had no origin, but existed to a lesser or greater degree in all forms
of life (Garner 1900). Whether or not language is shared with other creatures is
indeed a very old question, and intimately tied to the origins issue. Indeed, in 1789,
the Berliner Akademie der Wissenschaften posed the famous prize question, asking
whether humans—solely based on their natural abilities—would be able to invent
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language. The prize was later awarded to Johann Gottfried Herder for his treatise on
the origin of language. Herder proposed that words arose from imitations of animal
sounds, and that the imitation was linked to recognition and categorization of objects
in the world (Herder 1772). The idea that imitation of sounds played a crucial role
in the evolution of language is one of the classic themes in the origin debate; others
have stressed the importance of gestural communication, or viewed language as
originating in the expression of emotion. With the advent of evolutionary theory, the
idea of a common biological substrate of human and (other) animal communication
began to take hold (Darwin 1872). Yet, a number of cultural anthropologists, such
as Franz Boas, rejected evolutionary accounts of the origin of language (see Radick
2008) and continued to fuel the debate about the origin of language. In contrast to
the growing diversity of speculations and conjectures revolving around the origin of
language, the data unfortunately remained scarce, until scholars seriously began to
study the putative linguistic abilities of other species.

After the Second World War, the fledgling science of ethology provided a niche
within which comparative studies began to contribute substantially to the under-
standing of the communicative abilities of different species, including our closest
living relatives, the monkeys and apes. Peter Marler, who began his studies in
Britain but soon moved to the United States, initiated a vigorous research program
investigating the foundations of song learning in birds (Marler 1957), as well as
the principles of nonhuman primate communication (Marler 1955, 1961). In con-
trast, North American evolutionary biologists, such as Steven J. Gould brushed this
issue aside and maintained that language was probably just a byproduct of our large
and complex brains, while Noam Chomsky argued that speech and language were
simply too complex to have evolved (but see Hauser et al. 2002 for a more recent
perspective). In the wake of a seminal article by Pinker and Bloom (1990), schol-
ars from different disciplines finally joined to revisit the question of the origin of
human language from a multitude of perspectives. Although the debate is alive and
well, and partly sustained by a biannual conference on the evolution of language, the
issue is still not settled—and probably never will be. In the meantime, however, we
continue to learn a great deal about the principles governing animal communication,
including the genetic foundations of communicative and social behavior.

4.2 Design Features of Speech

Language in general is characterized by a set of features (instead of one particu-
lar trait) that distinguish it from other means of communication. One fundamental
aspect is its symbolic nature, another the existence of a set of rules (syntax) that
gives rise to novel meanings by systematic composition of the units that make up the
language. Both symbolism and syntax are based on conventionalization, and hence
learning plays a major role. Spoken language, in addition, is characterized by a lin-
ear sequence (in contrast to sign languages, for instance, which operate in space and
time) as well as by its use of the vocal–auditory channel (Hockett 1960). This list is
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by no means exhaustive. For instance, categorical perception of phonemes was long
believed to be a hallmark of speech perception, but more recently, a number of stud-
ies have shown that nonlinear phenomena in auditory categorization is a widespread
phenomenon across diverse taxa (see Fischer 2007 for a review). Below, I will first
address the question of the semantic content in nonhuman primate vocalizations.
I will include the cognitive mechanisms underlying vocal production of sounds in
nonhuman primates, because these help us to understand the constraints in vocal
flexibility. Despite the largely innate nature of the vocalizations, there is increasing
evidence for a limited degree of plasticity. Next, I will review a number of stud-
ies that have dealt with the comprehension of calls and the attribution of meaning.
I will then turn to the question of the syntactic abilities of monkeys and—from
a comparative perspective—starlings. Because a number of scholars have recently
resurrected the idea that spoken language evolved via gestural communication, I
will very briefly discuss the evidence for this conjecture, before concluding with an
outlook on future research perspectives.

4.3 Semantics in Nonhuman Primate Communication

Do monkeys or apes talk about things? Are there any indications that they refer
to objects and events in the external world? Does their communication have
a symbolic quality? These questions were brought to the forefront when Tom
Struhsaker reported that vervet monkeys, Chlorocebus aethiops, living in the
Amboseli National Park in Kenya produce three acoustically distinct alarm calls
and three different adaptive escape strategies in response to their three main preda-
tors, leopards, eagles, and snakes (Struhsaker 1967). This led to the question of
whether the vervets denote the predator type when they give a predator specific
alarm call. Playback experiments revealed that upon hearing an alarm call, the
monkeys responded appropriately, even when there was no predator around. The
authors concluded that the vervets’ calls in fact denoted the predator type, or else
the required response (Seyfarth et al. 1980). Either way, the alarm calls were deemed
to be referential, because they apparently referred to either objects or escape strate-
gies external to the signaler. In due course, the question of semantic communication
became a hot topic, and numerous studies were initiated that addressed the question
of the meaning of animal signals.

John Smith was one of the first to stress the importance of distinguishing between
the role of the sender who generates the message and the recipient who interprets the
signal (Smith 1977). In fact, the problem with the initial conclusion that callers may
have denoted the predator type was that the information provided in the signal was
inferred from listeners’ responses. The early studies on semantic or referential com-
munication failed to differentiate between these two roles, and traces of this con-
fusion can still be found today. Subsequent analyses, however, pointed out that for
such a seemingly referential communication system to function signals simply have
to be sufficiently specific (Macedonia and Evans 1993). If this is the case, recipients
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can use these signals to predict subsequent events and choose their responses
accordingly (Macedonia and Evans 1993; Seyfarth and Cheney 2003). Two sets of
questions follow from this insight: firstly, how much control do primates have over
their vocal production to produce specific sounds in specific situations; and second,
how do primates (or other animals) attach meaning to sounds?

4.4 Call Production

Studies of the ontogeny of vocal production as well as the neurobiological founda-
tions of vocal control in nonhuman primates suggest that the structure of primate
vocalizations is largely innate (Hammerschmidt and Fischer 2008). Unlike in most
song-birds, exposure to species-specific calls is not a prerequisite for the proper
development of the vocal repertoire. Nevertheless, developmental modifications
occur. However, most of these changes can be attributed to growth. Ey and col-
leagues, for instance, analyzed the changes in the structure of contact barks in
a cross-sectional study of 58 free-ranging Chacma baboons, Papio hamadryas
ursinus. Baboon clear calls are tonal and harmonically rich. With increasing age,
animals uttered longer calls with a lower fundamental frequency. These two vari-
ables also showed a significant interaction between age and sex, indicating that
the profiles of age-related variations differed between the sexes (Ey et al. 2007a).
In sum, there is ample evidence that primate vocalizations experience only minor
structural changes during ontogeny, and that most of the changes can be attributed
to growth (Hammerschmidt et al. 2000; Pfefferle and Fischer 2006) and some also
to hormonal changes during puberty, which may affect the usage and structure of
certain signals (Fischer et al. 2004b).

4.5 Vocal Plasticity

Several studies have suggested the existence of group-specific call characteristics in
nonhuman primates that apparently could not be attributed to ecological or genetic
variation. One of the earliest such reports came from Green (1975) who observed
that three different populations of Japanese macaques produced acoustically differ-
ent calls. Pygmy marmosets, Cebuella pygmaea, modified their trill vocalizations
when placed with a new partner in such a way that the calls of both partners became
more similar to each other than before pairing (Snowdon and Elowson 1999). The
alarm calls given by members of two populations of Barbary macaques, Macaca
sylvanus, revealed significant variation between sites. Playback experiments in
which calls from their own or the other population were broadcast suggested that
this observed variation was perceptually salient (Fischer et al. 1998). Chimpanzees
from different groups also reveal group-specific differences in the acoustic structure
of their pant-hoots (Mitani et al. 1992; Crockford et al. 2004).

Since learning is not a prerequisite to develop the species-specific repertoire, it
is not quite clear how group-specific calls come about. Some experimental studies
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suggest an influence of auditory feedback on vocal output. For instance, Japanese
macaques’ coo calls produced in response to a playback coo were more similar
to the playback coo than to spontaneous coos (Sugiura 1998). Common mar-
mosets, Callithrix jacchus, increase their sound level as well as their call duration in
response to increased levels of white noise in their environment (Brumm et al. 2004).
Cotton-top tamarins, Saguinus oedipus, uttered shorter combinations of long calls
with fewer pulses when they were exposed to white noise. In contrast, when they
were exposed to modified real-time versions of their own vocal output, their calls
became louder and had longer inter-pulse intervals (Egnor et al. 2006). Interestingly,
olive baboons produce significantly longer grunts when they range in a habitat with
poor visibility compared to open habitats (Ey et al. 2009), suggesting that they adapt
their calls to environmental conditions.

There are at least two sources that appear to contribute to the adjustment of
vocal output, one is socially mediated and probably effective over longer periods,
leading to group specific calls, and the other is an immediate adjustment to per-
turbations of auditory feedback. Whatever the details of small scale adjustments of
vocal output, neither suggests that learning is a prerequisite for the development of
the species-specific vocal repertoire. Further support for this notion comes from the
fact that there is no evidence that nonhuman primates incorporate novel sounds into
their repertoire. In contrast, marine mammals such as bottlenose dolphins, Tursiops
truncatus, were found to be able to imitate the whistles of other conspecifics (Janik
2000), parrots, Psittacus erithacus, can be taught to imitate human speech sounds
(Pepperberg 2000), mockingbirds mimic all sorts of sounds in their environment;
and there is even an odd anecdote about Hoover, the harbor seal who was reported
to be talking, albeit with a heavy Bostonian accent (Deacon 1997). That is, flexible
vocal production as a result of experience has evolved several times independently,
but we do not appear to share it with our closest living relatives (Fischer 2003; Egnor
and Hauser 2004).

4.6 Call Comprehension

In contrast to vocal production, experience appears to play a major role in the
development of the comprehension of and correct responses to calls. Playback
experiments revealed that vervet infants gradually develop the appropriate responses
to alarm calls, and at an age of about 6 months, they behaved like adults (Seyfarth
and Cheney 1980). Further evidence for a gradual development of responses comes
from a study of infant baboons. Subjects developed the ability to discriminate
between calls that fall along a graded acoustic continuum, as evidenced by the time
spent looking towards a concealed speaker broadcasting the calls. At 2.5 months
of age, infants did not respond at all to the playback of alarm or contact barks. At
4 months of age, they sometimes responded, but irrespective of the call type pre-
sented. By 6 months of age, infants reliably discriminate between typical variants
of alarm and contact barks (Fischer et al. 2000). Further experiments showed that
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infants of 6 months and older exhibit a graded series of responses to intermediate
call variants. They responded most strongly to typical alarm barks, less strongly to
intermediate alarm calls, less strongly still to intermediate contact barks, and hardly
at all to typical contact barks (Fischer et al. 2000). A study in Verreaux’s sifakas,
Propithecus verreauxi verreauxi, also reported that from an age of about 6 months,
young responded in an adult-like fashion to the playback of alarm calls (Fichtel
2007). There appears to be some flexibility, because vervet monkey infants who
were exposed to specific alarm calls frequently developed the appropriate response
earlier than infants who were rarely exposed to it (Hauser 1988). Furthermore, a
study of the development of maternal recognition showed that, from as early as 10
weeks of age, Barbary macaque infants respond significantly more strongly to play-
backs of their mothers’ calls than to playbacks of unrelated females from the same
social group (Fischer 2004), strongly suggesting that infants are able to recognize
their mothers by voice from this early age onwards. Taken together, these findings
corroborate the argument that the structure of the vocalizations is largely innate,
whereas call comprehension is based on learning (Seyfarth and Cheney 1997).

How do infants learn to attach the correct meaning to sounds in their environ-
ment? To date, there is only indirect and partly contradictory evidence of the degree
to which infant responses to calls are influenced by adult behavior. For instance,
Seyfarth and Cheney reported that vervet infants were more likely to respond cor-
rectly to the different alarm calls when they had first looked at an adult (Seyfarth
and Cheney 1986). In contrast, infant baboons responded to intermediate alarm
and contact barks that were typically ignored by adults, suggesting that in these
situations, infants did not simply copy adult behavior (Fischer et al. 2000). In
Barbary macaques, infant responses—looking toward the speaker—were not influ-
enced by the behavior of their caretakers, that is, whether or not he or she looked
towards the speaker (Fischer 2004). Similarly, after playback of conspecific alarm
calls, infant and juvenile Barbary macaques more frequently ran away or climbed
into trees than did adults (Fischer et al. 1995; Fischer and Hammerschmidt 2001).
Apparently, social learning is not a prerequisite for the development of appropriate
responses.

4.7 Fast Mapping in a Domestic Dog

The asymmetry between production and perception is shared with most other terres-
trial mammals, and taken to an extreme in the example of Rico, a domestic dog. Rico
became famous through the German TV Show Wetten, dass?, in which he demon-
strated his knowledge of the names of (at that time) 70 toys by correctly retrieving
them on command. We then contacted the owner and asked for permission to study
his word learning and other cognitive abilities (Kaminski et al. 2008) in more detail.
When we did the first experiments with him, his “vocabulary” had already grown to
200 names of toys, the limiting factor being the size of the owner’s apartment. While
it quickly became clear that Rico instantly learned to attach a new word to a new
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object, we were interested in whether he would also be able to map a word onto its
referent indirectly, a feature known as “fast mapping”. Fast mapping is another trait
that was long believed to be restricted to humans, and a special adaptation required
for the rapid growth of the vocabulary of toddlers (Carey and Bartlett 1978). The
initial studies in 3–4 year old children consisted of a situation in which the child
was asked to bring one of two objects. The color name of one of the objects was
known (e.g., red), while the other color was for instance a dark green. The child was
then requested to bring, for example, the “chromium” object, on the assumption that
the children did not know this name yet. Most of the children of about 3.5 years and
older were correctly able to pick out the object that was not red. Moreover, later
on, they were able to tell the name of the color when confronted with other objects
of the same color, or point to the correct objects when asked which one was the
“chromium” one (Carey and Bartlett 1978).

Since we could not ask Rico to produce the name of an object, we had to modify
the experimental paradigm accordingly. An array of toys that he already knew was
scattered in one of the rooms, and one novel toy was added. From an adjacent room,
the owner asked Rico to retrieve first one or two of the familiar objects. Next, she
would ask him to fetch, say, the “Lessing”, on the assumption that this was a new
word for Rico. In most of the cases, Rico did indeed fetch the new object, demon-
strating that he was able to learn by exclusion. This form of exclusion learning is
not that surprising though, and has been demonstrated in a number of operant con-
ditioning paradigms (Kastak and Schusterman 2006). More interesting to us was
whether he would actually be able to remember that the new word referred to the
new object. To test this, the “Lessing” and the other items were hidden for 4 weeks,
until the next round of experiments commenced. In these trials, an array of famil-
iar and novel items were scattered in the room, including the particular to which
the name “Lessing” had previously been inferred by Rico. In half of the (few) test
cases, Rico delivered the correct toy. When he was tested on the same day, his per-
formance was even better. Overall, his performance matched that of children 3.5
years of age (Fischer et al. 2004a; Kaminski et al. 2004). Notably, both children and
Rico outshine adult humans, who rapidly forget what they have learnt 4 weeks ago
in equivalent experimental situations.

4.8 Recursive Syntactic Patterns

So far, we have seen that the vocal production of nonhuman primates and a range
of other terrestrial mammals is confined to a set of relatively fixed vocal patterns,
the use of which can be modified to some degree. One evolutionary strategy to over-
come the constraints of a limited set of communicative units is to make use of signal
combinations. For instance, male Campbell’s monkeys, Cercopithecus campbelli,
which belong to the guenons, give predator-specific alarm calls in response to
leopards and eagles. Members of another guenon species, the Diana monkey,
C. diana, attend to these hetero-specific alarm calls by responding with own
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species-specific alarm calls. The interesting observation is that male Campbell’s
monkeys respond to “less dangerous” situations such as falling trees with low-
frequency resonating “boom” calls. If these booms precede alarm calls, listener
responses are much weaker (Zuberbühler 2002). According to Zuberbühler, this
constitutes an example of a syntactic rule in monkey communication. To fully assess
the power of this system, however, solid observational and not just experimental
data are needed, to see whether the boom regularly occurs in other contexts as a
form of modifier. Otherwise, one would need to concede that this system provides
little generative power.

More recently, Zuberbühler and Arnold published a series of papers in which
they examine call combinations in male putty-nosed monkeys, C. nictitans martini.
These monkeys combine two loud alarm calls, “hacks” and “pyows” into different
call series depending on external events. To elucidate the alarm call patterns, the
monkeys were presented with either acoustic stimuli (playbacks of leopard growls
and eagle shrieks (Arnold and Zuberbühler 2006)) or stuffed models (Arnold et al.
2008). Eagle trials mainly elicited series of hacks, sometimes followed by pyows,
and only one series of pyows only. Leopard trials elicited mainly pyow series and
a few series of hacks followed by pyows. There were also pure pyow as well as
mixed series produced in “unknown contexts”. That is, the single pyow or hack calls
revealed little context specificity while the series as a whole provided more reliable
information. In a further study, Arnold and Zuberbühler showed that playbacks of
such mixed sequences elicited group travel, while pure pyow series evoked cryptic
behavior in female monkeys (Arnold and Zuberbühler 2008). The authors concluded
that meaningful combinatorial signals have evolved in primate communication.

The question that remains is whether the combinatorial call system of the forest
monkey constitutes an analogy to human syntax; or put more broadly, what we can
learn about the evolution of human syntax by studying such a system. One neces-
sary precondition, again, is to distinguish first between the caller and listener, i.e.,
between the production side and the perception/comprehension side. The question
thus breaks up into two: firstly, what are the necessary (cognitive or motivational)
preconditions to generate such sequences, and secondly, how much does it take
to attribute differential meaning to the different types of sequences? Presently, it
appears conceivable that the call sequences are in fact related to the motivational
state of the animal in a probabilistic way. Again, the “smart part” is taken on by the
listeners, who are able to integrate the acoustic information over longer periods of
time.

A number of experimental laboratory studies have addressed the question of
whether animals can distinguish between sequences of calls (or syllables) that are
assembled according to some simple syntactical rules. In the first such study, Fitch
and Hauser (2004) tested cotton-top tamarins. They generated two categories of
“grammars”, first a so-called finite state grammar (FSG), represented by the formula
(AB)n, which yields sequences such as ABAB or ABABAB; and secondly a context-
free grammar, represented by AnBn, which yields sequences with the pattern AABB
or AAABBB. The units were drawn from a pool of syllables and marked as belong-
ing to either the A or B category by speaker gender. To assess whether the monkeys
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discriminated between these two “grammars”, Fitch and Hauser adopted the habit-
uation/discrimination paradigm, in which the monkeys were first familiarized with
one of the grammars and then presented with a “test” grammar (Fitch and Hauser
2004). The results showed that the monkeys discriminated context-free grammars
from finite state grammars, but not the other way around. A relatively simple expla-
nation for the observed results might be that the monkeys processed the differential
transitional probabilities for A and B in the two grammars. In the FSG grammar, A
must be followed by B and vice versa, i.e., there has to be a change in category from
item to item. Testing with CFG violates this rule: A can be followed by either A or
B. In contrast, training with PSG establishes a rule that A can be followed by either
A or B, thus testing with FSG is consistent with this rule.

A follow-up study in starlings adopted the same general setup (Gentner et al.
2006), but this time, the starling were trained in an operant paradigm. One of the
first striking results is that it took those animals that learned to discriminate the two
grammars more than 25,000 trials to do so. Humans tested in a similar setting need
about 35 min (Bahlmann et al. 2008). While at least some of the starlings apparently
mastered the task, a more critical reading of the results suggests that they presum-
ably combined a strategy of attending to the first two syllables in a sequence (same:
context-free grammar; different: finite state grammar), plus the total number of syl-
lables in one string (Corballis 2007; Számadó et al. 2009). Taken together, these
results corroborate the view that animals can attend to sequential features of sounds,
but it remains unclear whether the paradigms used in these studies truly tap into the
processing of recursive information (Perruchet and Rey 2005). Furthermore, it is
important to keep in mind that human syntax is based on words that carry symbolic
meaning, while it remains unclear whether human syllables have any meaning to
tamarins, or whether single syllables in starling song refer to anything in the world.
In sum, animal call sequences may be combinatorial but they are not semantically
compositional in the sense that the elements that make up the utterance carry specific
meaning (Számadó et al. 2009).

4.9 Gestural Communication

Possibly as a consequence of the frustration with the lack of flexibility in the vocal
production of nonhuman primates, researchers have become more interested in the
gestural communication of apes, and recently also monkeys. The reasoning is that
while primates lack voluntary control over their vocal output, they do have excellent
voluntary control over their hands. Therefore, it has been hypothesized that human
speech possibly evolved via a proto-sign language (Corballis 2002; Arbib 2005).
In addition, the brain area in monkeys (area F5) that controls manual movements is
proposed to be homologous to Broca’s area, which is involved in speech production,
further fueling the interest in this modality of communication.

In this context, it is important to distinguish between enculturated subjects
raised by humans, captive, and wild animals. Some enculturated apes, such as the
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chimpanzee Lana, are taught to use certain gestures, e.g., “open” and “more”; Lana
used these in a range of different contexts (Kellogg 1968). Detailed studies of the
signaling behavior of chimpanzees, bonobos, Pan paniscus, gorillas, Gorilla gorilla,
and siamangs, Symphalangus syndactylus in captivity, in contrast, did not provide
any evidence that gestures referred to certain objects or events in the subjects’ envi-
ronment (Call and Tomasello 2006). The majority of flexibly used gestures occurred
in the play context—a context that by definition is characterized by highly variable
behaviors. The evidence for gestural communication among wild subjects is still
somewhat sketchy, and no study to date has reported that the animals signaled about
objects or events in their surroundings. This finding suggests that a lack of voluntary
control over the vocal apparatus is only one of the constraints that prevent a more
elaborate communication among our closest living relatives.

4.10 Outlook

There is now convergent evidence to support the notion of a strong asymme-
try between animals’ abilities to intentionally transmit vs. to acquire information.
Despite the fact that the structure of primate vocalizations appears fixed from birth,
primate calls nevertheless provide rich information about sender attributes such as
size, age, sex (reviewed in Ey et al. 2007b), hormonal levels (Pfefferle et al. 2008),
and also motivational state (Fichtel and Hammerschmidt 2003). Specific relations
between motivational state and certain contextual situations allow listeners to use
signals as predictors of upcoming events. There is, however, no conclusive evidence
that signalers have the intention to provide information to others. While nonvocal
signals such as gestures and postures show a higher degree of variability (particu-
larly in apes), there is no convincing evidence that gestures are used to intentionally
communicate about objects or events, either (Fischer 2008).

To elucidate the constraints operating on the vocal communication of other ani-
mals, the genetic foundations of communication have attracted increasing attention.
One approach is to identify humans with language impairments and then deter-
mine any underlying genetic anomalies. The most famous case is found in a British
family in which a specific language impairment appeared to be inherited in an auto-
somal dominant fashion. Initially, linkage was found to a region of chromosome
7. Subsequently a case of chromosome translocation was found in another patient
with a similar phenotype and this allowed the geneticists to eventually identify a
point mutation in the FOXP2 gene (Fisher and Marcus 2006). This gene had not
previously been thought to be implicated in brain function, but was subsequently
shown to play a role in development of regions of the frontal lobe, subcortical struc-
tures, and cerebellum. It is not, however, a language gene; rather it is a transcription
factor that affects the function of many other genes, and is involved in the devel-
opment of the lung, heart, and other organs (Fisher and Marcus 2006). Strikingly,
the FOXP2 gene appears to be highly conserved (Enard et al. 2002), with only three
amino acid changes in the corresponding protein during the last 70 million years
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or so. Intriguingly, two of these changes occurred after the split between humans
and chimpanzees, tentatively suggesting that they might have played a crucial role
in the development of speech. Therefore, a large consortium of researchers led by
Wolfgang Enard and Svante Pääbo from the Max Planck Institute for Evolutionary
Anthropology in Leipzig set out to study the effects of this “humanized” version
of the FOXP2 gene in a mouse model (Enard et al. 2009). We contributed to the
acoustic analyses of the ultrasonic vocalizations of these animals. Somewhat dis-
appointingly, but maybe not so surprising, the genetic modification had only minor
influence on vocal output. The most striking difference was an increase in neu-
ral plasticity in the basal ganglia (Enard et al. 2009). While there remains a long
way to go before we can track the pathway from single genes to specific fea-
tures of communicative behaviors, this approach appears increasingly promising.
For instance, mice that lack a specific gene that has been implicated in the devel-
opment of autism spectrum disorders show little interest in conspecifics and show
highly reduced vocal communication (Jamain et al. 2008). Taken together, careful
behavioral observations of the communicative behavior of wild animals provides
insights into what the animals really do, and what they don’t—and studies involv-
ing genetically modified animal models contribute to our understanding of why the
animals don’t do certain things that we may have expected to find. Both avenues,
as well as experimental studies of the cognitive abilities of monkeys and apes, both
in the wild and in laboratory settings, are needed to fully comprehend the com-
plexity but also the limitations of the communicative abilities of our closest living
relatives.
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Chapter 5
The True Egoist Is Cooperative

Ethical Problems Seen Against a Background
of Evolutionary Biology, Behavioral Research,
and Sociobiology

Christian Vogel

Abstract Biological facts and moral norms are closely related to each other,
although the one does not follow the other as night follows day. This always pro-
duces problems when an attempt is made to introduce newly discovered biological
facts into moral and ethical arguments. Examples include social Darwinism, clas-
sical behaviorism, and sociobiology. Obviously, our ethics must reach beyond our
natural inclinations—even be ready to come into conflict with them. Equally obvi-
ously, our “oughts” and our “ables” must remain bound up with one another. It is in
this field of tension between facts and norms, “can” and “ought”, that the following
speculations lie.

5.1 Introduction

Insofar as they involve mankind, anthropology and behavioral research may be
jeopardized by ideological influence in the fields of morality and ethics, since the
social behavior of man has an unmistakable moral dimension. The closeness of the
subject of the investigation to its object—man—makes that investigation virtually
unavoidable. Personal self-awareness is inextricably mixed up with the work, at the
same time inspiring and endangering it. The distinction between scientific motiva-
tion, formulation, degree of approximation, concepts, construction of hypotheses,
and attempts at interpretation on the one hand, and nonscientific motives, illu-
sion, valuation, conventions, desires, and ideologies on the other is less rigid than
in most disciplines. This applies as much to cultural anthropology as to human
ethology.
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5.2 “Normative Biologism” as a Hazard

The ideologically induced hazards emerge not only from within the research itself,
they can also be provoked and introduced from outside. In an otherwise already
disorientated spiritual world, belief in science seduces people again and again to
the pious hope that “right” principles and moral norms for human society can be
established or legitimized by scientific means. Such a belief forces evolutionary
biologists, ethologists, and anthropologists to embrace the “naturalistic fallacy”.
They encourage sociopolitical ideologies, the application of factual knowledge to
human conduct, and the wish to derive moral values and corresponding maxims
from descriptions of nature. This has been given the name “normative biologism”
by the American psychologist Donald T. Campbell. It constitutes a tempting delu-
sion that is always ready to reappear, and is a constant ideological threat to our
political security.

5.3 Social Darwinism

The classical example is the so-called social Darwinism, which arose immediately
after Darwin’s theory of natural selection in 1859. The temptation to apply the prin-
ciple of natural selection to the social and political relationships of human beings
has been present from the very beginning. There is no doubt that Darwin him-
self encouraged this development in his book The Descent of Man (Darwin 1982),
although he was certainly aware of the ethical dangers of simply transferring it
wholesale to the social life of men and women.

Put as briefly as possible, Darwin’s descriptive concept runs something like this:
all organisms have the ability and the tendency to increase exponentially and, if
outside circumstances do not prevent them, this is what they do. If, however, the
resources become short—which inevitably will happen with increasing population
density—the participants in this competitive situation who have achieved a greater
chance of survival and a higher reproductive rate become better adapted to pre-
vailing conditions. If characteristics determining different degrees of adaptation are
inheritable, natural selection will of course lead to greater adaptability in the next
generation. In short, the directing power of evolution is natural selection, which
manifests itself in the suitability or fitness associated with the different reproductive
rates of different individuals.

With a few modifications, Darwin’s theory of natural selection is accepted today
by evolutionary biologists throughout the world. From the biological point of view
it is a purely descriptive, not a normative theory. However, Darwin’s theory quickly
became normative, ideological, and therefore explosive in nature. Darwin himself
borrowed the slogan “survival of the fittest in the struggle for existence” from
Herbert Spencer, who saw this competition for limited resources as a kind of bloody
battlefield on which the “more suitable”, the “more efficient”, the “better”, and even
the “more valuable” must survive. These are the original natural conditions that
have produced the unique qualities of the animal man. The opposite to this is an
“artificial” situation brought into being by culture and civilization, by which
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improved hygiene, advanced medical treatment, and the accepted moral necessity
of cherishing the sick, the weak, and the poor have set aside the power of natu-
ral selection and thereby produced a degenerate population. This is an idea which
to some extent touches upon Rousseau’s Discourse sur l’inégalité, published in
1755. Starting from the proposition that natural selection brings about progress—a
point of view not altogether endorsed by the modern evolutionary biologist!—one
conclusion seems obvious: that every hindrance to natural selection must result in
backsliding and degeneration. The cure for this must be an artificial return to natural
selection, a doctrine which soon became the catchword of the eugenicist.

I should like at this point to emphasize that Darwin himself protested against
such conclusions on moral grounds. Civilized people, he pointed out in 1871,1 use
their medical skills to keep the sick and the incapacitated alive, look after the poor,
and enable the weak, bodily, and mentally or morally less gifted members of society
to reproduce themselves.

Nobody, he insisted, who had any experience of breeding pet animals can doubt
that this is extremely bad for the species itself. It is astonishing how soon insufficient
or excessive care leads to the degeneration of a domestic breed, and nobody, except
in the case of man himself, would be so crazy as to allow his least satisfactory
animals to breed.

The fact that we do this, and must do this, with other human beings is a result
of our deep-seated “sympathetic instinct”. To ignore this instinct is to violate our
noblest nature and sense of values. We have to live with the admittedly disadvanta-
geous consequences of the preservation and reproduction of the weak. It is just this
barrier which separates the follower of Social Darwinism from the eugenicist and
the racial hygienist, who, like animal breeders, do not regard individual welfare as
supremely important, but rather “the common good” and the “health of the corpo-
rate body”, instead of “individual health” and “social hygiene”, in order to preserve
and possibly improve the “quality of the race”.

In the early days of the politically ideological treatment of Darwin’s theory a
whole spectrum of hangers-on and prophets arose, showing all colors from the
extreme left to the ultra-conservative. It is well-known how readily Karl Marx and
Friedrich Engels took on the theory. For politically conservative Rudolf Virchow,
Darwin’s theory of descent was almost a socialist doctrine. Against this, the zool-
ogist and social Darwinian biologist Ernst Haeckel claimed that Darwinism is
anything but a socialist doctrine. If one wanted to attribute a particular political
color to this English theory—which certainly would be possible—then it would be
aristocratic. It is in no way democratic, and least of all socialist. The theory of nat-
ural selection teaches that in the life of man, as in the life of animals and plants
everywhere and at all times, there is only a small privileged minority which is able
to exist and flourish, whereas the vast majority starves and comes to a miserable and
more or less untimely end (Haeckel 1902, cited by Altner 1984, p. 103f).

1Translator’s note: All citations of English authors are paraphrases of the German rendering, and
not direct transcriptions of the original text. Passages taken from German authors are intended only
to convey the original meaning. No attempt has been made to produce a literal translation.
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Furthermore, he continued, we wish to take this opportunity of mentioning how
dangerous it is to carry such scientific theories over directly into the realm of
practical politics (Haeckel 1902, cited in Altner 1981, p. 103f).

We observe how quickly and imperceptibly Darwin’s theory of natural selection
became incorporated into political ideology. The normative appeal to natural worth
belongs here to the basic armamentarium of sociopolitical discourse. The principles
of biological evolution provided social Darwinism and eugenics with a model for
both the organization of society and for laying down rules of morality.

It is now evident that social Darwinism of all political flavors has violated three
basic principles of Darwin’s scientific theory of selection.

First and foremost, sociopolitical ideology has transferred direct competition
from the level of the individual to that of tribes, peoples, nations, races, or social
classes. Natural selection is now supposed to improve directly behavior that serves
the needs of the people, race, or class, apart from any advantages or disadvantages
that it may award to the individual concerned. From the point of view of modern
evolutionary biology, that does not make sense at all. Darwin himself had certainly
been unsure about it.

Secondly, the ideology of Darwin’s once teleology-free concept of natural selec-
tion has become teleological. Survival and, particularly, the greater chances of
reproduction enjoyed by the “more efficient” are no longer the inevitable result of
natural selection, but a goal towards which organisms strive.

Thirdly, this “goal of selection” is interpreted morally and made into a value
judgment. It becomes a sought-after and wished-for objective of political thinking
and negotiation, following the aphorism “whoever acts in accordance with the goals
of natural selection does well from both the biological and moral standpoints”—a
classical example of the naturalistic fallacy, a leap from “is” to “ought”!

This sort of social-Darwinian thinking led to the eugenic idea of healing the
“social body”, which was supposed to replace the vanished, civilizing path of nat-
ural selection artificially. The eugenicist and geneticist Fritz Lenz, who had great
influence both before and during the era of National Socialism, actually wished to
abolish individualism as a Weltanschauung.

I would now like to consider two contemporary problems in behavioral research:
ethical discussion in classical German ethology and in Anglo-Saxon social biology.

5.4 Classical German Ethology

In 1954, Konrad Lorenz developed the concept of “morally analogous” behavior in
animals. This signifies an instinctive repertory of behavioral patterns that, because
of its survival value, arose by natural selection as a matter of survival expediency.
He also meant that much of what we would happily attribute to our “rationally
responsible morality” was, in fact, anchored deeply in our biogenetically developed
“repertory of instincts”. There is in this concept an important and revolutionary
ideological significance that we would do well to examine more closely.
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Self-sacrifice for the community is considered to be the highest virtue, selfless-
ness being among the exemplary personal characteristics. “Service before self!”,
a principle which is written on all flags of “national” and state-oriented ideolo-
gies. The classical models for these exemplary aspirations have always been and
will always be taken from nature. Since antiquity, the most obvious have always
been the communities of bees and ants, with their apparently unselfish citizens. The
total behavior of these individual animals completely and entirely corresponds to
the norm of selflessness towards the state, and therefore towards all other represen-
tatives of the people (Hassenstein 1983, p. 77). Without selfless altruism towards the
community there can be none of the well-lubricated functioning of social life upon
which so many living creatures depend for their existence.

The classical ethology of the German tradition has always reasoned this way,
the concepts of its evolutionary biology obviously providing a serviceable scientific
basis. Classical ethology observed the species, and often, by extension, the popula-
tion, a social organization, a state, or a “social body” as a “superorganism” standing
above the individual and comparable to a complex living creature. Individuals more
or less correspond to its cells, the families, guilds, castes, professional bodies, etc.
to its organs. Their goal, objective, and purpose are the preservation and well-being
of the body or the community—a point of view very similar to the subordination of
the individual to the “social body” put forward by classical eugenics.

In 1955, Lorenz wrote that the individual, like the species, is a system made up
of different parts or members, and in which each of these members exercises a two-
way influence on all the others. This reciprocal relationship is regulatory since it
maintains itself and, after being disturbed, strives to restore the original equilibrium
again (Lorenz 1955, p. 105).

Therefore, the species is also a homeostatic, self-maintaining higher-order organ-
ism. As Konrad Lorenz pointed out, it is almost a biological truism to speak of a
“survival expedient” that controls the events of evolution. This means that anything
which benefits or serves survival is adaptive, whereas anything which does not is
maladaptive. When necessary, the same argument can be applied to subspecies or
races, and especially to populations and social units such as families, peoples, states,
classes and the like. From this point of view natural selection must reward the sort of
behavior that supports the survival of species and societies, but will inevitably work
against anything which in principle damages the self-interest of these supraordinate
units.

According to the consensus gentium, our morality must be orientated towards the
common good. The precepts of classical ethology therefore teach us that our ethical
system is aimed only in that direction which is rewarded by the natural selection of
those social organisms that are evolutionarily rewarded by natural selection. Public
welfare before self-interest! We desire survival, and therefore need to preserve the
power of evolutionarily orientated ethics, wrote Eibl-Eibesfeldt. As members of a
group, men must always keep the general welfare of their group in mind (Eibl-
Eibesfeldt 1984). The moral “ought”, apparently following the example of natural
selection, favors the interests of supraordinate groups! Here also is the “social body”
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given priority over its individual members, as German eugenicists had observed as
far back as the turn of the 20th century.

5.5 Morally Analogous Behavior

The “morally analogous behavior” of social animals plays a central role in the eth-
ical discussions of Konrad Lorenz. In his famous work “Moral-analoges Verhalten
geselliger Tiere” (Lorenz 1954), he emphasized the importance of the analogous
functioning of many instinctive drives and inhibitions of animals to the “rationally
responsible morality” of man.

He wrote in 1955 that the functional similarity between drives and inhibitions
and the exercise of rational morality often made it difficult to decide whether the
compulsion to a specific activity is to be attributed to the deepest pre-human layers
of our personality, or whether it results from the cogitations of our highest reason.
Since it is drummed into us from early youth on that the latter are of great value
and the former virtually worthless, we tend to believe that reason is the basis of our
actions that may be, in fact, merely due to healthy instincts (Lorenz 1955, p. 140).

This kind of “healthy” instincts may be the result of natural selection—
genetically determined evolutionary adaptations—and such biological adaptations
may be the essential background to our moral behavior. The semantic confusion
between the words “adapted”, “adaptive”, and “healthy” is easy to see and carries
the risk of becoming identified with “good”, “right”, and “worthwhile”.

This danger is considerably increased by the fact that classical German ethology
associates adaptive conditions with the typological concept of normality. Behavior
that departs from this “normality” is then regarded as “deviant” or even pathological.
For each group there is only one kind of generally accepted normal behavior, and
no alternative strategy or mixture of strategies is considered. According to Lorenz,
behavior is “normal” if it has been selected for the survival of the species in this and
no other form.

The same author states, however, that we are not to understand the arithmetic
average of all individual cases, but rather a “type” reconstructed from specific vari-
ations, which, for obvious reasons, is in fact seldom or never observed. People who
possess the gift of perceiving form can immediately recognize ideal structure or
behavior (Lorenz 1963, p. 277).

The “ideal type” becomes the “ideal norm” and achieves normative function. We
recognize the ideal norm, judged as conformism, well enough, wrote Eibl-Eibesfeldt
(Eibl-Eibesfeldt 1984, p. 867). In order to find the norm, it is important to think in
terms of survival value (Eibl-Eibesfeldt 1984, p. 883).

According to Lorenz, “morally analogous behavior” among animals shows itself
in various forms of “loyalty” towards other members of the group; in the readiness
of a socially superior individual to serve (and even on occasion at his own risk to
champion) an inferior member, as well as in the rules that govern ritualized token
fights (attack only begins when the other party is ready, the most dangerous weapons
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are not used, and the “submissive posture” is accepted as ending the fight), recog-
nition of the “possessions”—food or sexual partner—of a “chum” and, last but not
least, the natural reluctance to kill other members of the same species (natürliche
Tötungshemmung), which was discovered by Konrad Lorenz, and which only man,
considered as a “civilized” being, has largely forfeited. All these behavioral patterns
have been developed to ensure survival of the species (Lorenz 1954).

If, under the conditions of natural selection, behavior that serves the species
is fundamentally “adaptive”, “normal”, “healthy”, and therefore “right” and
“good”, then all behavior that damages the species must naturally be interpreted
as “maladaptive”—as “abnormal”, “deviant”, “pathological” and therefore also
“wrong” and “bad”. Members of a group who behave in such abnormal fashion
can hardly be tolerated any longer as members.

Eibl-Eibesfeldt, for instance, asserts that those individuals in the animal kingdom
breaking “tournament” rules within their own species, and which thereby resist in
a harmful way the restraining nature of those rules, are treated as outsiders by the
group (Eibl-Eibesfeldt 1984, p. 876).

It is alleged that, here within the animal kingdom, rules are put into effect that
serve the best interests of the group and/or species, and take on a normative function.
Indeed, this type of behavior has virtually become acclaimed among human beings
as exemplary. Service beneficial to the community is biologically adaptive and thus
“good”, selfish behavior is maladaptive and “morally inferior”. This was also the
point of view of German eugenicists, of racial hygiene, and National Socialist ide-
ology. It was in connection with the “antisocial” that Konrad Lorenz made his fatal
statement:

From the far-reaching biological analogy of the relationship between a neoplastic growth
and the body on the one hand, and between the member of a community who has “dropped
out” to become antisocial and the community itself on the other, it is possible to derive the
significant parallels in the necessary precautions . . . every attempt to rehabilitate those fallen
away from complete acceptance being therefore hopeless. Fortunately, their elimination is
easier to accomplish for a “healer of the people”—and the effect upon the social body less
dangerous—than a surgical operation on a single individual. (Lorenz 1940, p. 69)

We know only too well to what kind of ideology and social politics this false
understanding of nature led: “You are nothing! Your community is everything!”
Racially or nationally “inferior” individuals are isolated as “foreign parasites” and
eliminated.

5.6 Normative Consequences

Two further points of view associated with Lorenz must be considered.
If natural selection automatically produces altruistic behavior to support sur-

vival, then our rational morality should be orientated towards this example. This
becomes ever more necessary the further civilized man distances himself from nat-
ural man; and because of this, there will be decay in natural morality, against which
our rational morality is bound to react.
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If it is some genetically programmed species-specific mechanism which in this
way brings about “morally analogous” behavior in support of survival, then it must
apply universally and equally to all members of the species. It cannot be variably
distributed within one species. All members of the species obey the same genetic
program: they are treated all equally, the principle of equality being thus widely
guaranteed. In fact, many ethologists believe that man is the first to have violated
this principle.

In the course of man’s early cultural development one inborn prohibition pre-
vailed, equally applicable to all members of the species, “thou shalt not kill any
member of the species”. Out of this another moral rule was developed: “thou shalt
not kill any member of the group, although killing strangers is perfectly permissible,
at least under certain special conditions: we are true men, the others do not seem to
be!” (Leyhausen 1974, p. 228). That is how Paul Leyhausen formulated the custom,
practiced since human thought began. He saw it as a purely cultural product after
natural conditions had been lost. In accordance with this, he hopes that the natural,
biologically adaptive, and survival-promoting condition of Tötungshemmung with
regard to other members of the species could, in some not too distant future, become
artificially reconstituted. Here also, the putative natural conditions of “morally anal-
ogous” behavior serving survival are seen as something that has been forfeited,
so that the “degenerative” deficiency must be made up for intellectually. Natural
morality is a profoundly selfless morality that serves the needs of the community.

People in general and even some scientists cling to the belief that human behavior
that serves the community rather than the individual must be the result of responsible
conscious reasoning. This view is demonstrably false (Lorenz 1963, p. 228).

Natural selection and the human concept of moral responsibility are directed
towards the same goal: the optimization of altruistic behavior in the service of the
community!

5.7 First Objections

Modern evolutionary biology has completely lifted the “moral ideology” of classi-
cal German ethology off its hinges. The belief that biological species, populations,
or societies are autonomous, self-regulating, and therefore homeostatic systems,
steered by the reproduction of their single elements—the individuals—in the inter-
ests of survival or the preservation of society, has been disproved. The sole principle
that is the basis for reproductive competition is that of competition between indi-
viduals. How, then, is it possible for an individual to affect such a population
genetically, when all reproductive advantages must be surrendered in favor of ser-
vice to the common good? All those others who selfishly achieve advantage will
outstrip their “altruistic” fellows. So far as biogenetic reproduction is concerned,
individual welfare takes precedence in the natural evolutionary process over com-
munity welfare. The deciding factor in evolution is individual selection, and in the
end it is not a matter of species, populations, or societies, but of the successful and
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above average ability to hand on genes to the next generation. Relinquish the selec-
tion principle that looks towards the survival of the species and towards the common
good and the concept of “morally analogous” behavior among animals must itself
be discarded.

These reflections and the empirical evidence for them lead to the conclusion
that natural selection is unable to bring about any altruistic behavior in the genetic
sense. It must be accepted that the biological evolutionary process knows nothing of
morality. The events of evolution are absolutely indifferent to moral considerations.

5.8 Sociobiology

Sociobiology is regarded in lay circles as another form of normative biologism.
Many scientists therefore avoid this term and prefer to speak of “the evolution-
ary biology of social behavior”, their scientific beliefs being based entirely upon
Darwin’s theory of natural selection.

The directing power of evolution according to this theory is natural selection,
which depends upon the success of the organism in competition against a back-
ground of limited resources. This implies that those individuals are evolutionarily
successful who can introduce a greater number of genes into the next generation
of their immediate descendants than would be achieved by chance. Evolutionary
fitness, as Darwin called it, depends upon the characteristics (and particularly the
behavior) of each individual. In other words, natural selection “values” the individ-
ual (or in more precise genetic terminology, the individual phenotype) and selects
according to its individual qualities. The social biologist Richard Dawkins, slightly
tongue in cheek, described the individual as the “vehicle of the gene” or as its “retail
distributor” (Ausbreitungsmaschine), by which the spreading of the gene naturally
depends upon the spreading of its power of replication and the efforts of its “vehi-
cle” (Dawkins 1978). For evolution, however, it is not the fate of this “vehicle”—the
individual—that matters, but the suprapersonal survival of following generations.
Furthermore, what survives throughout the generations is not a collection of indi-
viduals but the gene itself, and this means the replication and further replication
of its structural and behavioral programs. It follows without further discussion that
these replications or genetic programs have a better chance of spreading through-
out future generations the more their “vehicles” can help succeeding generations
to grow up and survive, and for this reason it is the behavioral programs that are
decisive.

The following paradoxical question had already presented itself to Charles
Darwin: how is it possible for cooperative or “altruistic” behavior—behavior that
supports others at a cost to the active individual—to arise on the evolutionary basis
of ever-present competition, even allowing for the fact that the existence of social
animals shows that this frequently takes place?

The sociobiologists have been the first to offer a convincing answer to this
question!
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5.9 Inclusive Fitness

If genetic programs propagate successfully, this need not be the result of each indi-
vidual reproduction, which would imply a highly personal or Darwinian “fitness”.
It is more in this way: the successful distribution of the programs also serves the
behavior of their individual bearers, since the reproductive efforts of close rela-
tives are also supported. The inherited programs become fixed in other individuals
because of their common ancestry. The probability of this is greater for parents, chil-
dren, and siblings than for grandparents, grandchildren, uncles, aunts, first cousins,
and the like. Natural selection does not therefore take into account only those behav-
ioral genetic programs that help single individuals to multiply, but also those that
bring about a higher rate of reproduction in their close relatives. It can under certain
circumstances—still in the interest of the allelic genes, of course—even be phylo-
genetically advantageous to sacrifice temporarily or permanently the individual’s
chance of survival in order to contribute to that of a close relative. This is “altru-
istic” behavior in the sociobiological sense: surrendering individual reproductive
advantages in favor of another’s—in this case a close relative. Evolutionary events
obviously affect not only the personal or Darwinian fitness mentioned above, but
also the increase of inclusive fitness, which is orientated towards the genes, and
which is concerned not only with personal reproductive success but also with that
of blood relatives in order of their proximity. This is the deciding factor that causes
animal societies to be built up almost entirely on the principle that “blood is thicker
than water”. It is therefore from the point of view of biological evolution virtually
predictable that such “nepotistic” behavior will be found in human societies, and
that the pattern of graded kinship plays a central role in the form and intensity of
social relations.

I must emphasize that this supporting of close kin is to be regarded as “geneti-
cally selfish”, and that it does indeed facilitate the distribution of its own inherited
programs.

5.10 Reciprocal Altruism

There is a second way in which cooperative and “altruistic” behavior could have
arisen and become established through the strict mechanism of natural selection,
and one which is entirely independent of genetic kinship. It was described by Robert
Trivers as reciprocal altruism.

The prerequisite for this evolutionary principle is that the (reproductive) loss due
to an altruistic action does not exceed its (reproductive) gain. The likely way of
achieving this is by the short-term beneficiary of the altruistic action repaying it
by a similar action when the opportunity arises. This type of relationship is known
to occur in many mammalian groups. The efficiency of such a direct or indirect
reciprocal relationship increases the longer the social partners live together in con-
ditions of mutual trust; and in just those circumstances that are typical for the higher
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primates, including man. One can perceive that this is also, in the final analysis, a
principle of “genetic selfishness”, rather after the style of the aphorism “the true
egoist is cooperative”, with which we are indeed familiar from many theoretical
models (Hofstadter 1983, p. 10).

The outcome of these considerations and the manifold empirical examples prove
that natural selection is ipso facto incapable of bringing about (1) any kind of
unselfish “altruism” in the genetic sense, or (2) any purely egalitarian or selected
“altruistic” behavior, or reciprocal dependability, which is not associated with either
the degree of kinship or a mutual interdependence.

This is, of course, diametrically opposed to the doctrines of classical German
ethology. The matter has been summarized by Richard Alexander: up to now, no
sign of a true altruism reaching out to include the whole species or population has
been found in any living creature (Alexander 1983, p. 166). This is not the result
of a biologically degenerating human civilization, it is an ancient component of our
nature!

5.11 What Does This Mean for Us?

What do the conclusions of the sociobiological perspective mean for our ethical
systems?

Start with the fact that our nature simply does not contain—any more than
morally analogous behavior—the seeds of responsible ethics reaching out to include
the whole of mankind and the accompanying environment. With this, the basis for
a naturally double morality is laid down, a moral double standard that distinguishes
between near kinship and membership of one of the sexes. In many cultures, “male”
and “female” signify two utterly different worlds, each with its widely differing
customs and rules. The corresponding double morality (which in our society also
has not been disposed of, in spite of all our efforts at emancipation!) is cultur-
ally superimposed upon biological reproductive strategies specific to the two sexes.
This conflict—this “war of the sexes”—is historically as old as the necessarily
cooperative compromise required for sexual reproduction.

The reciprocal dependability and finely graded preferential treatment of the
next of kin is already reflected in Henry Sidgwick’s book The Methods of Ethics,
published in 1874.

We are all of the opinion that everyone has a duty to be kind and helpful to his parents, wife
and children, and also to other relations (albeit to a lesser degree), to those he has accepted
into his close circle and to neighbors and fellow countrymen, more than to other people,
and to his own more than to other races; in general, indeed, to all people, the more so the
closer they are. (Sidgwick 1874, cited in Patzig 1984, 31:680)

The other side of the coin is represented by the increasing aversion, refusal,
exclusion and aggression which appear at increasing genetic distances. “I against
my brother; my brother and I against our cousins; my brother, my cousins and I
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against those who are not related to us; my cousins, my friends and I against our ene-
mies in the village; all of us together with the whole of the village against the next
village” is an ancient Arabic proverb. One finds this gradation all over the world;
it is obviously not a result of civilized decadence! Peter Kropotkin denounced this
double morality in 1902:

Therefore life in the raw is divided into two lines of action and appears in two different
ethical forms—the relationships within a family and relationships outside the family; and
intertribal justice (like our popular justice) is very different from general “Justice”. If it
comes to a fight, it is the most excessive cruelties that call forth the highest admiration of
the family. This double morality penetrates the whole of mankind and is still extant today.
(Kropotkin 1975, p. 115)

Against this, the proclamation of Human Rights, binding all people together,
including all peoples and races equally as one brotherhood, seems rather far from
nature. It is this aspect that classical German ethology interpreted very differently.

Sociobiology also lies under the threat of normative biologism, and particularly
when the empirical “is” is recast into the normative “ought”. I am struck by a drastic
example from the political right in West Germany:

What is required is the development of a human morality derived from that which has
proved itself to be successful for organic life during the hundreds of thousands of years
of its existence; i.e. “ingroups” and “outsiders” with altruism inside one’s own group, and
defence or indifference towards foreign groups of the same species. The human race has
evolved by means of group selection; its death will be brought about by neither atomic
catastrophes nor population explosions, but by a pre-scientific morality which conceives of
all men as brothers, regardless of which part of the world they come from. This is anti-
evolutionary, even though it corresponds (in earlier centuries admittedly more in precept
than in practice) to occidental ethics. In short, if our attitude here remains unchanged, the
matter will, in the evolutionary sense of the word, be disposed of. (Rieger 1987)

There is one thing I wish to emphasize beyond all possible doubt. Morality and
ethics do not require to be justified by biological evolution; and if they did, it would
certainly not be possible, since biogenetic evolution has no moral dimension. To this
extent there is no chance of giving human moral law a scientific basis.

Obviously our ethics must go beyond our natural inclinations. There is no legiti-
mate way of getting from the indicative “is” condition of our nature to the imperative
“ought”. On the other hand, it cannot be overlooked that “ought” and “can” must be
bound together if we are not to be content with an ethic that is merely postulated.
The philosopher Günther Patzig put it like this:

Moral principles can be culled from within pure reason; moral rules for the behavior of real
men and women and institutions of justice must fit in with human nature. (Patzig 1984,
p. 684)

We are not able to remove from our genome the behavioral tendencies that we
have acquired though natural selection. We have, however, enough freedom of judg-
ment and thinking capacity to redirect these tendencies again and again into new
beginnings.

Acknowledgements English translation by Joyce and Francis Steel (revised by Ulrich Frey).
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Chapter 6
The Social Brain and Its Implications

Robin Dunbar

Abstract We sometimes imagine that the human social world is unlimited, a prod-
uct of our species’ unique capacity for culture. In fact, it turns out to be a great deal
more restricted in size than we suppose. In this respect, we humans are simply part
of a continuum of social complexity that runs through the primates. Our social world
is (a little) bigger than that of other primates only because we have a (proportion-
ately) larger brain. Even so, it is still a very small-scale world—our natural social
world is no more than about 150 people, even when we live in modern cities. There
are nonetheless some aspects of the human condition that are unique. These mainly
have to do with the fact that ensuring the cohesion of groups as large as those we
find in modern humans has required new mechanisms. And it is here that culture
has played its biological role.

6.1 Introduction

We humans are as much the product of evolution as any other species. As a result,
what we are and what we do is as much a product of our evolutionary history as is the
behavior and anatomy of the earthworms on which Darwin lavished so much time,
energy, and literary composition. Although there has been a longstanding fashion
for seeing humans as set apart from other animals by virtue of their capacity for
culture, we should not be misled into assuming that, however different culture might
seem from the more lackluster behavior of other animals, human culture somehow
divorces us from our biological and evolutionary roots. Far from it, for our capacity
for culture is itself just as much the product of the processes of Darwinian selection
acting in our past as the behavior of the humblest earthworm or barnacle.

That said, we must also beware the converse temptation of seeing humans as
“nothing but” ordinary animals. I am happy to accept that much of the motivational
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and cognitive underpinnings of what humans do is not really so different from what
we find in many other advanced vertebrates, and especially other anthropoid pri-
mates. I am, however, much less impressed by the claims that other species share
a meaningful capacity for culture with humans in the way that some have argued
(see for example McGrew 1992; Whiten et al. 1999; Rendell and Whitehead 2001;
van Schaik et al. 2003; Whiten 2005). I don’t doubt for a minute that most of those
species on behalf of which such claims have been made (mainly great apes and
cetaceans) have the capacity for cultural transmission, perhaps even full blown imi-
tation, but that is manifestly not the same thing as attributing to them full human
culture.

Culture, ultimately, is about the meaning that is attached to elements of behavior
or ritual, and that is almost certainly about the kinds of cognition you can bring to
bear on the matter and not about the way you learn things. The capacity to associate
meaning with behavior is something that almost certainly requires higher orders of
social cognition (in particular) than any animal other than humans possesses. The
mode of transmission is surely interesting in a generic sense (and it is comforting,
from a biologist’s perspective, that these capacities do have some kind of phyloge-
netic continuity), but it is not what culture is about in humans or why culture makes
a difference to humans—and, by extension, why it enabled humans to become so
successful, assuming that we can attribute our success as a species to the products
of culture.

My point is, rather, that humans have created levels of social embeddedness that
do not, as a matter of evident fact, exist elsewhere, and indeed cannot exist else-
where because they are crucially dependent on aspects of cognition that are unique
to humans. That is something we have to explain. Those traits we share in common
with other species require no explanation, but those by which we seem to differ do
need some kind of explanation as to why humans, and only humans, possess them.
And that explanation must nonetheless form part of the panoply of evolutionary
processes that make up the Darwinian universe. We cannot plead special creation:
we cannot imagine that humans were magically touched by the wand of special
circumstances. However special human capacities might seem, they are necessarily
the product of everyday evolutionary processes, and we must be able to show why
that is so. I shall suggest that the core to the explanation we seek lies in the social
brain hypothesis, a unifying theme in the evolution of primate cognition and primate
sociality.

So let me first begin by sketching out the background that is common to both
humans and other animals in terms of brain evolution. Having outlined the social
brain hypothesis, I will then try to show why humans are unique.

6.2 The Social Brain Hypothesis

The social brain hypothesis provides a generic explanation for the evolution of
large brains in higher vertebrates (birds and mammals). In its current incarnation
(Shultz and Dunbar 2007; see also Pérez-Barbería et al. 2007), its central tenet is
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that the cognitive demands of pair bonds selected for increased brain size (and,
specifically, neocortex volume) across the birds and mammals (as evidenced by
the fact that species that mate monogamously have significantly larger relative
brain/neocortex volumes than species that mate promiscuously or polygamously).
In a very small number of mammalian taxa (but mainly primates), the cognitive
mechanisms involved in managing pair-bonded relationships seem to have been
generalized to other members of the group, creating what are in effect “friendships”
(Silk 2002; Shultz and Dunbar 2007). As a result, these taxa exhibit a different pat-
tern of brain size distribution: neocortex volume correlates with social group size
(Dunbar and Shultz 2007). Although it is still possible to detect a residual influ-
ence due to monogamy in primates (Dunbar 2010), this monogamy signature is
overridden by the very strong effect due to group size per se and is not obvious
on superficial examination of the data. We assume that the same kinds of cogni-
tive mechanisms underpin both pair-bonded (i.e., reproductive) relationships and
(nonreproductive) close friendships, although this has yet to be established.

The fact that group size correlates with relative brain (or neocortex) size in
primates implies, under the social brain hypothesis (formerly the Machiavellian
Intelligence Hypothesis, as originally conceived by Byrne and Whiten 1988) that
there is some kind of cognitive constraint on group size. Strictly speaking, we do
not know what this constraint might be (i.e., whether it is a constraint of memory
or of the manipulation of information about relationships) or, indeed, where the
constraint bites.

On the first point, we can be fairly sure that memory per se is not the issue (though
obviously there must be some kind of memory component since past interactions
with specific individuals must form a core element in all relationships). More impor-
tantly, it is clear, at least from work on humans, that memory for faces and names
far exceeds the limits on the size of the personal social network (i.e., the number
of individuals with whom one has regular personalized social relationships). But
whether the constraint is purely one of time invested in a relationship or whether it
has a cognitive component in terms of how individuals build relationships in their
minds remains unclear.

On the question of where the constraint acts, there are at least three possibilities.
One is that the limit is set by the total number of relationships an individual can
handle and keep track of as these change dynamically over time (i.e., as individuals
fall in and out of “friendship” with each other). A second possibility is that it is not
the total number of relationships (in the sense of total group size) that sets the limit,
but rather a subset of those relationships. Lindenfors et al. have shown that, across
primates as a whole, relative neocortex volume is better predicted by the number
of adult females in the group than by the number of adult males or by total group
size, thereby providing some prima facie evidence in support of the suggestion that
it is only some relationships in the group that individuals worry about (Lindenfors
et al. 2007). Since females are the core to most primate groups, then it is natural
that it should be female relationships that set the limit, and the group as a whole
is simply an emergent property of this subset. This is not unreasonable, since each
female will have a species-typical number of offspring associated with her and there
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is good evidence to suggest that the number of males in a group is a simple linear
function of the number of females (Dunbar 2000). The third possibility is that the
cognitive constraint is imposed by some even smaller subset of the group. In this
case, the group as a whole is an emergent property of the effectiveness with which
this subset is bonded. Whereas the second suggestion is driven by the conventional
theoretical supposition that females form the core of primate social groups, and
males and infants are just hangers-on, this third proposal arises from an explicit
hypothesis about the internal dynamics of primate social groups and follows from
the finding by Kudo and Dunbar that, in primates, grooming clique size correlates
both with total group size and with relative neocortex size (Kudo and Dunbar 2001).
The reason why this might hold is more complex and has to do with the particular
nature of primate sociality (for details, see Dunbar 2010), so I will summarize the
argument.

In a nutshell, primates form groups to solve the ecological problems that they
face (foraging, predation risk, etc.), and the size of group that is optimal for each
species reflects the balance of selection pressures that they are under. However,
forming groups incurs consequential costs, both in terms of ecological competition
and in terms of female reproductive biology (female fertility declines with increas-
ing group size because increasing levels of harassment result in unstable female
menstrual cycles). This, in effect, gives rise to a trade-off between the costs and
benefits of large groups that the animals have to resolve if they are to be able live
in larger groups. Primates solve this problem by forming coalitions, which buffer
them against these costs (Dunbar 2010). The key issue at this point is the suggestion
that how well the coalitions function determines how well the overall group can be
held together as a coherent entity, with its corollary that the size of the clique then
determines overall group size, as shown by Kudo and Dunbar (Kudo and Dunbar
2001; see also Lehmann et al. 2010).

I suspect that this third explanation is in fact the right one, not least because our
work on human social networks suggests likewise that most people’s social world is
actually focused on a small subset of individuals (typically about 15) (Roberts et al.
2009). More importantly, the data on the size of grooming cliques within primate
species reveals that they typically have an inverted-U shaped distribution when plot-
ted against total group size (Dunbar 1984; Kudo and Dunbar 2001; Dunbar 2003).
Figure 6.1 illustrates this with data from macaques (genus Macaca) and gelada
(Theropithecus gelada). In both cases, clique size increases as group size increases,
but then reaches an asymptotic value after which it declines. Despite this, the amount
of time devoted to grooming by individual animals increases linearly with group
size, both within and between species (Lehmann et al. 2007), so the decline in clique
size in larger groups is not due to animals spending less time grooming. Rather, it
is because they are concentrating an increasingly higher proportion of their groom-
ing time on fewer individuals. Similarly, Lehmann et al. (2010) found that, among
the cercopithecine primates, social groups become more highly structured and less
interconnected as their size increases, apparently reflecting the fact that coalitions
become increasingly more important as the stresses imposed by group size become
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Fig. 6.1 Mean grooming
clique size (defined as the
number of other females that
account for more than 10% of
an individual’s grooming
bouts) for (a) individual
groups of Macaca and (b)
individual reproductive units
(harems) of Theropithecus
gelada. Source: Kudo and
Dunbar 2001

more intrusive. This point is nicely illustrated by what happens when a female’s time
budget comes under pressure from the demands of lactation and she is forced to sac-
rifice social time in the interests of increased feeding time demand. Among gelada
baboons, for example, lactating females withdraw from casual grooming interac-
tions and concentrate what time they have available on their core grooming partners
when the infant’s demand for milk starts to force them to withdraw time from social
interaction (Dunbar and Dunbar 1988).

I interpret this as reflecting the fact that coalitions (i.e., grooming cliques) have
to function much more effectively and reliably in very large groups because of the
pressure that individuals (especially females) are under when they are surrounded
by more competitors, and this means that they have to invest more time in their core
relationships. This is a simple consequence of the limits on an individual’s time, and
the amount of time required to create a relationship of a particular quality and stabil-
ity (see Seyfarth 1977). This inevitably means that individuals’ interactions are less
widely distributed and the bonds that hold the group as a whole together are nec-
essarily less intimate. This has two important implications. First, it must inevitably
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place an upper limit on the size of group that can be held together as a coherent social
entity. Second, some mechanism is needed to overcome this constraint if group size
is to be able to increase beyond this limit.

At present, we have very little idea how this constraint works (and hence what
the natural limits on group size might be) or how different species have managed
to solve the problem. However, there seems to be a natural phase shift among
the monkeys between those constrained to living in small social groups (most
South American monkeys and the less social Old World monkeys such as the
colobines) and those species where large social groups are more typical (mostly
the baboon/macaque/guenon taxon). Significantly, this latter group is also the one
characterized by a conspicuously intense form of matrilinearity in which females are
not only philopatric but an individual’s grooming relationships are confined almost
entirely to a small subset of close female relatives. Presumably, these species have
managed to find a way through this particular glass ceiling that allows them to sup-
port a higher level grouping. We may assume that glass ceilings of this kind reoccur
at successive intervals of increasing group size. Indeed, it may be precisely this
problem that creates the regular layering pattern that we find in both multilevel
social systems among humans as well as other mammals (see Zhou et al. 2005; Hill
et al. 2008).

If so, this might explain the fact that primate societies typically have a multi-
level structure, although the number of layers may vary between species. This is
obvious in species that have the kind of fission–fusion sociality found in species
such as hamadryas and gelada baboons. Here, small family-like harems, which
themselves consist of subsets of grooming-based coalitions, gather together in
higher level units (clans), several of which in turn form an upper tier of social
organization (the band). Minimally, these species have a four-tier structure. A
more general analysis of grooming coalitions suggested that, among primates in
general, a three-tier structure was common: Kudo and Dunbar found that groom-
ing cliques were scaled to total group size by a factor of 9 (Kudo and Dunbar
2001), suggesting that there was an intermediate hidden layer that would yield
the standard scaling ratio of 3 between successive layers identified by Hill et al.
(2008).

There is some suggestion that this multilayering might in fact be part of a very
general phenomenon, at least within the primates. If we plot a cumulative distribu-
tion for primate group sizes (see Fig. 6.2), then the overall rather nice Zipfian power
law distribution has a number of quite distinct phase shifts that indicate a change in
intercept. The data suggest that these phase shifts occur at group sizes of about 15,
30, 50, and 150—values that correspond very closely with those identified by Zhou
et al. as forming a natural sequence of grouping levels in human social networks
(Zhou et al. 2005). The only exception is the 30 grouping level, although this does
seem to feature in both the distribution of ethnographic group sizes and ego-centric
networks (Hill and Dunbar 2003) even though it remains hidden within the fractal
analysis of Zhou et al. (2005) (probably because fractal analysis will only pick up
signatures for naturally scaled patterns, and 30 is not a natural multiple of the base
unit of 5).
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Fig. 6.2 A cumulative plot of primate group sizes, showing discrete phase shifts in the regression
line that appear to correspond to known grouping layers in human groups. The right-hand data
point is for humans. Dashed lines indicate the successive grouping layers at 5, 15, 50, and 150
identified in natural human networks by Zhou et al. (2005). The dotted line marks a group size
of 30, since there appears to be an additional natural break at this point. The step changes at the
phase shifts are marked by the horizontal segments in the cumulative distribution. Source: group
size data from Dunbar (1992a), except for revised group sizes for semi-solitary prosimians based
on nest group sizes (from Bearder 1987 and Kappeler and Heymann 1996); group size for humans
is taken to be 150, following Dunbar (1992b)

There are two interesting implications of these results. One is that there is a nat-
ural scaling pattern in primate group sizes with a series of glass ceilings. In other
words, you can increase group size as ecological requirements dictate, but only up
to a limit. This limit is, presumably, set by the animals’ capacities to bond with each
other, thereby creating coherent, socially stable groups. In order to break through
that limit, you need to solve the bonding problem. Since, in primates at least, bond-
ing appears to be a function of two core components—a time element (generally
reflected in grooming and the endorphin surge generated by grooming) and a cog-
nitive element (reflected in the social brain relationship)—it is not entirely obvious
which mechanism imposes the constraint or why it does so. The second implica-
tion is that social complexity apparently arises by adding successive layers to the
network. It is not so much that there are species differences in social group size as
such, but rather that there are species differences in the number of layers you can
have in the network. Because the scaling ratio is the same (approximately 3) across
both humans and mammals, Hill et al. assumed that the differences in total group
size (the outermost layer) must be due to the fact that each species had a different
baseline group size for its innermost layer, such that the universal scaling ratio then
produced different final group sizes after the same appropriate number of layers
(Hill et al. 2008). In fact, the data in Fig. 6.2 suggest that the differences between
species might actually lie in the number of layers they can sustain as coherent units,
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with each of the layers being of pretty much the same size across all species. In
other words, all primates have a typical standard inner-core grouping layer of about
5 individuals, more or less irrespective of mating system and social type.

6.3 The Bonding Problem in Human Communities

It turns out that humans fit the general distribution of the primate social brain graph
very neatly. The predicted group size for humans (based on the ape grade equa-
tion from the brain-size/group-size graph) is approximately 150, and 150 turns out
to be an extremely common value in human social groupings (Zhou et al. 2005;
Hamilton et al. 2007; Dunbar 2008). It is also the typical size of human ego-centric
(or personal) social networks, defined as the number of people with whom you have
a personalized relationship (Hill and Dunbar 2003; Roberts et al. 2009). Human
social networks, like those of primates, are highly structured, containing a series
of layers that increase in size but decline in relationship quality (Hill and Dunbar
2003; Zhou et al. 2005; Roberts et al. 2009). Detailed analyses of a large sample of
such networks suggest that the inner two layers of the network (roughly 5 and 15
individuals in size) behave very differently from the outer two layers (Roberts et al.
2009): relationships with inner-layer members are intrinsically more intimate and
based on regular interactions over time. Outer-layer relationships seem to be less
intensely personalized, and are based more on indirect relationships of obligation,
often mediated by language (e.g., kinship ties or friends of friends).

Humans face a particular problem in this respect because of the exceptionally
large size of their communities (150, compared to a maximum of ca. 50 among the
nonhuman primates). Since larger groups incur more stresses that threaten to drive
members apart, the stability of very large social groupings will ultimately depend
on how tightly bonded they are and on the kinds of relationships that are needed to
maintain coherence in the outer layers of the group (i.e., those beyond which regular
personal day-to-day interactions are possible).

The problem that human communities explicitly face is their sheer size. The
observed size of human communities (approximately 150 individuals: Dunbar
1992b, 2008) far exceeds the size of group that can easily be bonded by social
grooming among primates. Indeed, at both the within-species and between-species
levels, primate groups that exceed this natural limit become increasingly fragmented
(see, for example, Dunbar 1992c; see also Lehmann et al. 2007). Using data from
a large sample of primate species, Lehmann et al. obtained the following equation
for the relationship between grooming (or social) time and mean social group size
(Lehmann et al. 2007):

Log10 (%G) = 0.05 + 0.56 log10(N) − 0.06 SR + 0.24 D (6.1)

where %G is the percentage of day time devoted to grooming, N is group size,
SR is the adult sex ratio (indexed as the ratio of adult females:males), and D is
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female dispersal indexed as a binary factor (0 = females disperse, 1 = females are
philopatric). Taking the data for primates as a whole, there seems to be an upper
limit on the amount of time that primates devote to grooming at 20% of total day
time (Dunbar 1992b). If we set grooming time in Eq. (6.1) at this value and take
the sex ratio to be 50:50, the maximum size of group that can be maintained as
a coherent unit by grooming alone is 219 for a female-dispersal species and 82 if
females are philopatric.

Although it has often been assumed that humans are a female dispersal species, in
fact this view seems increasingly untenable and probably reflects an over-emphasis
on agricultural societies where males are able to monopolize resources (in the form
of land), thus making it advantageous for females to be willing to move between
groups. Because most contemporary human populations are agricultural, it cre-
ates the impression that humans are naturally patrilineal and female-dispersal. But
when these particular economic constraints are removed, humans seem universally
to revert either to a form of bilateral dispersal or to a form of matrilineal social
structure based on small groups of very closely related females who live closer to
the wife’s parental home than to the husband’s. The suggestion that humans are
naturally female-philopatric is reinforced by the social networks data, which indi-
cate that social networks tend to be strongly gender-biased (males prefer males, and
females prefer females) and that females tend to include more kin in their networks
than males do (Dunbar and Spoors 1995; Roberts et al. 2008). Thus, it is proba-
bly the female philopatry form of Eq. (6.1) that we should apply to humans, and
this suggests an upper limit of approximately 80 to the size of group that can be
bonded via social grooming alone. Groups of this size were probably characteristic
of Homo ergaster/erectus (Aiello and Dunbar 1993; Dunbar 2009b) and represent a
temporally very early phase of (pre-)human evolution.

In order to increase community size above this limit, humans would have needed
to find some other way of bonding groups. I have argued for a three-step pro-
cess involving first laughter, then music, and finally the rituals of religion (Dunbar
2009a). All three of these activities are very effective at triggering the release of
endorphins in the brain (the same process that appears to allow grooming to act
as an efficient bonding mechanism in monkeys and apes) (Keverne et al. 1989).
By being able to trigger the same underlying mechanism, these activities func-
tion as a kind of extension of the grooming processes that underpin primate social
bonding. They seem to work by creating a sense of communality, of belonging to
the group, through the endorphin effect, just as grooming does. But they have the
added advantage that they do not require physical contact between interactants, and
thus can effectively allow the circle of interaction to be increased from the one-to-
one characteristic of primate grooming to the one-to-many exchange that is more
characteristic of humans. Human conversation groups have an effective size (i.e.,
broadcast size) that is three times the size of a grooming interaction (Dunbar et al.
1995).

What is not clear as yet is whether there is, in turn, a limit on the size of group that
can be bonded using these activities. Laughter works well as a bonding device, but
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the circumstances under which it occurs might well involve quite small groups (con-
versation groups of 4–5 individuals). This might suggest that its scope, while greater
than that for grooming, is nonetheless limited, permitting community size to be
increased beyond the limit that grooming imposes at ca. 80 individuals, but perhaps
imposing a subsequent limit at, say, 110–120. Music (notably singing and dancing)
and religion seem to have a greater potential for involving more individuals.

However, humans also seem to exploit a cognitive mechanism that completely
sidesteps the endorphin mechanism, and that is kinship. Our analyses of contem-
porary human social networks suggest that kin occupy a privileged position in our
networks, and especially in the outer layers (Dunbar and Spoors 1995; Roberts et al.
2009). If you are a member of a large kinship group (extended family), you tend
to have fewer unrelated friends in your social network than people who come from
smaller extended families. While close friends and close kin may share a great deal
in common in terms of the psychological bases of the relationship (it mostly seems
to reflect time spent in each other’s company), this is not true of distant friends and
distant kin. In this case, absence of contact has a differential effect on the qual-
ity of the relationship in that distant friends who are contacted rarely are deemed
less intimate than distant friends contacted more frequently, whereas distant kin are
treated as equally intimate irrespective of how often they are contacted (Roberts
et al. 2009). Somehow, kin are given special status, and this status can only come
through language-based identification, since it seems to have little to do with actual
rates of contact.

What makes this intriguing is the fact that kinship relationships rely on a purely
linguistic identifier (“This is your second-cousin Mary”) being enough to establish
a relationship that carries weight in terms of trust, reciprocity, and obligation. More
importantly in functional terms, it does so in a way that makes the outer layers
of the network especially cohesive—and maybe resistant to facture. Verbal criteria
of this kind have another interesting property that may be important: they mas-
sively reduce the cognitive demands of maintaining knowledge about relationships.
In other words, you need to know only one thing about an individual to know how to
behave towards them and what to expect from them in turn, and that is simply how
they fit into your pedigree. In contrast, a relationship with friends requires the invest-
ment of time and effort; as a result, lack of investment results in the relationship
degrading. Thus, humans seem to have capitalized on a natural structural feature of
human communities to manage the information demands involved more efficiently.
I say “natural” here, because in traditional hunter–gatherer societies, everyone in
a community is related, directly or indirectly as biological kin or as affinal kin,
to everyone else. Indeed, Dunbar showed that the number of living descendents
(i.e., members of the three living generations: offspring, parents, grandparents) in
a natural-fertility population practicing exogamy would amount to almost exactly
150 if they were descended from an apical pair in the great-grandparental genera-
tion (Dunbar 1995). What makes this pedigree structure interesting in the present
context is the fact that this is about as far back as any living member can remem-
ber from personal knowledge (grandmother’s grandmother), something that may be
essential for being able to specify degrees of relatedness.
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6.4 Cognitive Afterword

The role that kinship classification might play in the coherence of human’s unusu-
ally large social groups raises questions about the cognitive demands involved. We
have shown (1) that, in humans, individuals’ competences on multilevel false belief
tasks correlate with the size of their social network (Stiller and Dunbar 2007) and
(2) that, across primate species, these competences seem to correlate with frontal
lobe volume (Dunbar 2009b). The scale of these competences is such that while
monkeys can seemingly aspire only to first-order intentionality, and great apes can
probably just about manage second order (O’Connell and Dunbar 2003; Cartmill
and Byrne 2007), humans can cope with fifth order (Kinderman et al. 1998; Stiller
and Dunbar 2007). This massive difference in cognitive processing seems to be
what underpins humans’ capacity for culture, in that it seems to make a radical dif-
ference to the kinds of stories (fictional or otherwise) that can be composed and
to the kinds of religious statements that can be constructed (Dunbar 2008). The
difference between being able to do this with fifth-order intentionality even com-
pared to fourth-order intentionality is substantial: in terms of story-telling, it makes
the difference between a mere narrative and something that really challenges the
audience’s intellect and emotions.

In the context of language and its grammatical structure, fifth order is interest-
ing because looks suspiciously similar to the widely recognized limit on number
of embedded clauses with which normal adult humans are able to cope (Dunbar
2009b). Similarly, five layers correspond both to the number of generations in typ-
ical pedigrees from the ethnographic literature and to the number of generations
needed to link all members of a community in a natural-fertility society (Dunbar
1995). I suspect that this is no coincidence and reflects the fact that all these ele-
ments (cultural activities such as story-telling and religion, and kinship naming)
are exploiting modern humans’ full cognitive capacity in this respect, and that, in
essence, the modern human mind/brain evolved explicitly for this purpose.

And so, finally, it is precisely because of the massive differences in computational
power represented by the contrast between second- versus fifth-order intentionality
that humans have culture in the proper sense of the term and apes and monkeys
don’t (Dunbar 2008). And, in turn, it is because of these combined capacities that
humans are able to maintain such large social communities as coherent units.
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Chapter 7
Why Most Theories Get It Wrong

Altruistic Intentions as an Explanation of the Evolution
of Genuine Altruism

Julia Pradel and Detlef Fetchenhauer

Abstract The existence of human altruism is a paradox, as evolutionary theory
teaches us that natural selection should never have evolved it. Indeed, sociobiol-
ogy has shown that a lot of altruism in humans emerges as ultimate self-interest.
In this chapter we argue, however, that genuine altruism does exist and that it
can be a result of natural selection. On the basis of experimental results we show
that individuals do behave genuinely altruistically in one-shot interactions when no
one is watching. We argue that previous evolutionary theories fail to explain this
finding, because their analysis focuses on the biological concept of altruism only
(i.e., altruism defined in terms of behavioral consequences), and leaves the altru-
istic intentions of actors aside. Referring to the commitment model of Frank we
argue that individuals have evolved dispositions for altruistic intentions. We hypoth-
esize that (1) these stable altruistic intentions are recognizable, and (2) that altruists
cooperate electively with each other on the basis of their recognition abilities.
Providing empirical evidence for our hypotheses, we argue that genuine altruism
could have evolved through assortative processes between cooperating altruists
whose synergetic benefits outcompeted the selfish advantage of egoists.

7.1 Why Most Theories Get It Wrong: Altruistic Intentions
as an Explanation of the Evolution of Genuine Altruism

With the stated aim of enhancing healthcare and reducing poverty, the Bill &
Melinda Gates Foundation, which is the largest privately operated foundation in
the world, has granted commitments amounting to $20.1 billion since its inception
in 1999 (Bill & Melinda Gates Foundation 2009). Besides, its noble founders, the
IT mogul Bill Gates, who is said to be the richest man in the world (Forbes 2009),
and his wife, Melinda, have announced their intention to donate 90–95% of their
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entire possessions before they die. When news like this makes the rounds through
the media, critical voices are frequently raised, stating that such self-publicizing
charity can never be truly good-natured; rather, people like Bill Gates, who perform
self-promotion by helping others, are assumed to be driven by the selfish motive
to improve their reputation and social status and—en passant—their company’s
revenues.

Indeed, the view that all human behavior is ultimately selfishly motivated has a
long tradition in many scientific disciplines such as politics, economics, and biology.
In political philosophy, Machiavelli (1498/2009) acted on the assumption that men
are cleverly deceitful and unscrupulous creatures, and Hobbes (1651/2009) not only
visualized humans to be egoistic and greedy for power, but balefully driven by ram-
pant passions. Hobbes markedly expressed this notion in his often cited metaphor
“homo homini lupus est”—“man is a wolf to man”. Even though economic theory
excludes passions as the driving force of human behavior and rather refers to rea-
son, the economic idea of man, the “homo oeconomicus”, is close to the idea of
the philosophers Machiavelli and Hobbes in assuming the existence of thoroughly
self-interested actors—implicitly rejecting the existence of genuine altruists.

The biological view is based on the principle of natural selection, which assumes
the “survival of the fittest”, i.e., those individuals who are best adapted to the local
environment are the ones that are going to survive and to reproduce. As egoists
are better adapted than altruists in that they acquire more resources, egoists should
have more offspring than altruists. Consequently, on Darwinian grounds, individu-
als with an altruistic trait should have become extinct through the process of natural
selection. To emphasize, the evolutionary perspective thus holds that genuine altru-
ism cannot exist, and that any form of altruistic behavior finally has to emerge as
self-interest. The phrase “scratch an altruist and watch a hypocrite bleed” (Ghiselin
1974, p. 247) vividly depicts the consensus of sociobiologists that the assumption
of altruism is a gross illusion.

However, even Darwin (1871) himself, referring to daily observations of human
altruism, had the intuition that humans are altruistic indeed, but Darwin was
assailed by doubts how he could explain such a biologically impossible phenomenon
conclusively.

7.2 Solving the Paradox of Altruism

7.2.1 The Initial Perspective: In the Very End, Every Altruistic Act
Comes Down to Evolutionary Selfishness

A considerable contribution to ending the debate on whether altruism exists or not
was provided by Sober and Wilson (1998), who drew attention to the fact that “altru-
ism” has different meanings in the three fields of everyday life, sociobiology, and
psychology. In everyday life the concept of altruism seems to require an element of
both action and motivation: individuals who never help others are rarely considered
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altruists, and people similar to Bill Gates who do help others will only be awarded
the title of an altruist if their behavior is the result of truly good intentions.

In contrast to the common conception of altruism, psychological altruism is pri-
marily defined on the basis of motives, and relates only derivatively to the behaviors
those motives may generate. That is, an act is altruistic if the actor has the intention
to benefit someone at his own costs (even if this intention at times goes awry).

However, as intentions—no matter whether they are altruistic or egoistic—are
only proximate causes (i.e., triggers) of behavior, they do not explain the adap-
tive value of altruistic acts. According to Sober and Wilson (1998), an evolutionary
analysis of altruistic behavior thus has to leave intentions aside and has to focus on
ultimate causes of altruistic behavior only. This means that evolutionary altruism
is solely defined on the basis of consequences, i.e., an act is altruistic if the actor
benefits someone at his own costs. The challenge for sociobiologists is to show how
such self-sacrificial behavior can evolve, not considering how or even whether the
individual thinks or feels as he or she performs the behavior.

All previous theories that have been central to the explanation of the evolution
of altruism follow the approach of basing the analysis of altruistic behavior on the
behavior’s consequences.

For example, Hamilton (1964), in his theory of kin altruism, explains that people
behave altruistically towards those who are kin because such behavior serves to
carry their own genes into the next generation, not by the production of their own
descendants but by aiding the reproduction of non-descendant relatives. To give a
concrete illustration, if someone saves the lives of his children, he is not behaving
altruistically in evolutionary terms, as he increases his inclusive fitness by rescuing
his kids.

Reciprocal altruism (Trivers 1971) describes situations in which a donor car-
ries out an altruistic act that is reciprocated by the beneficiary at a later time. As
the donor does not suffer a net loss out of the interaction, Singer (1981) notes
that “reciprocal altruism is not really altruism at all; it could more accurately
be described as enlightened self-interest” (p. 42), which, again, is evolutionary
adaptive.

In a similar vein, enlightened self-interest applies to altruistic behavior in situa-
tions where indirect reciprocity may arise (Alexander 1987). Namely, the concept
of indirect reciprocity assumes that altruism, which advertises an actor’s tendency
to cooperate, is advantageous in situations with onlookers, because it attracts
cooperation from third parties in the future (Nowak and Sigmund 2005).

Finally, recent experiments on altruistic punishment showed that humans are
willing to punish the selfishness of others even if the selfish behavior is not directed
at themselves but at an unrelated person instead. Keeping these results in mind,
altruistic acts often represent social norm compliance, which is a certain way to
forego detrimental sanctions by social members (Fehr and Gächter 2002, 2003).

Based on what we have said so far, “moral actors in ultimate analysis are self-
interested profit-maximizers” (translated from Voland 2007, p. 118). But is it really
true that every altruistic human act comes down to evolutionary selfishness? As this
chapter is devoted to proving that genuine altruism does exist, we have to perform
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the task of giving empirical evidence that people sometimes do behave altruistically
in an evolutionary sense, i.e., that they give up resources for which they are never
compensated.

7.2.2 The New Perspective: Genuine Altruism Does Exist

Life is full of opportunities to behave selfishly. However, people often do not seize
their chance to realize the maximum payoff. For illustration, let us consider the
choice confronting a person who wants to dispose of some toxic pesticide (Frank
et al. 1993). The explicit regulations of communities and public health require that
such toxins are delivered to an official disposal facility. Yet such facilities are often
inconveniently situated and there is practically no way someone could be penal-
ized for choosing the easier option of pouring the pesticide down the drain. But do
all people take this inconsiderate course? Obviously not, as can be seen from the
utilization of official disposal facilities.

To give a second example, consider people in dyadic relationships who want to
cooperate in a joint mission, e.g., in starting a company or a family. Both projects
call for considerable investment, which each partner fears could be undercut if the
other partner decides to defect at a later point of time when he or she faces a “golden
opportunity” (Frank 1988, p. 73) to behave self-interestedly without negative con-
sequences, e.g., by embezzling money or having an affair. Without reasonable
assurance that this will not happen, neither is willing to invest to make the most out
of the joint project. However, people do start businesses and families. The assurance
seems to exist. Probably, life teaches people that their counterparts do not behave
strictly selfishly.

However, both examples are not watertight; skeptics might develop interpreta-
tions showing that cooperation in such circumstances comes down to enlightened
self-interest. As this is the case with most examples from everyday life, economists,
and more and more frequently also psychologists and biologists, have used a
specially designed experimental paradigm, the so-called dictator game (for a sum-
mary of research see Camerer 2003), to investigate truly altruistic behavior. In this
paradigm, two persons interact with each other only once and under conditions of
total anonymity. The dictator is given a certain amount of money and has to divide
this money between him- or herself and an unknown recipient. The recipient has no
means to influence or to veto the decision of the unknown dictator.

Analyzing this situation, what result would the above stated theories predict as
the decision of the dictator? According to the theory of kin altruism (Hamilton
1964), altruistic behavior should not be observed, as it can be presumed that the
recipient in the dictator game is genetically unrelated to the dictator. Likewise,
the theory of reciprocity (Trivers 1971) would not predict any cooperation, as the
interaction is non-iterated and does not allow for future compensation. Because the
interaction is anonymous, costs in terms of losses of reputation (Milinski et al. 2001)
or punishment (Fehr and Gächter 2002, 2003) are irrelevant. The dictator game
thus constitutes a golden opportunity to act self-interestedly without any negative
consequences. Conclusively, the dictator should keep all the money for himself.
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However, a vast number of studies, both in industrialized societies (Camerer
2003) and in hunter–gatherer societies (Henrich et al. 2004), show that the aver-
age amount of money given to the recipient is substantially above zero, even when
large amounts of money are at stake (Camerer 2003). These results contradict the
thesis “Homo homini lupus est”.

One possible explanation for the observation of genuine altruism in dictator
games could be that unconditional altruism is indeed a product of natural selec-
tion, but that it was adaptive only long ago in environments that were different from
the one that we live in today. To exemplify, if in ancestral environments individuals
lived in small groups, where the interactants were either kin or were likely to meet
again, and the interactions were usually under social surveillance, selfishness would
have been maladaptive and a general heuristic about unconditional altruism could
have developed (Hagen and Hammerstein 2006).

This argument, however, is not satisfactory for two reasons. First, even if ances-
tral interactions were mainly amongst kin, it is not clear that indiscriminate altruism
would have been the evolutionary best strategy: individuals should have learned
to adapt their behavior in accordance with the different degrees of relatedness
of their interaction partners, i.e., humans should have helped closer family more
(Sesardic 1995). Second, self-interested behavior is advantageous in any situation
not observed by others, and even if these situations were rare, the loss of resources
due to gratuitous altruistic behavior would have been too large to survive the pres-
sures of natural selection. Instead, evolution should have favored the capability
of selectively adjusting the performance of self-interested and altruistic behav-
ior according to the risk of being detected and punished by others. As empirical
evidence shows, humans are indeed highly sensitive to cues of detection and strate-
gically adjust their behavior (Gintis et al. 2003). Thus, the mismatch hypothesis
turns out to be an insufficient explanation of the existence of genuine altruism.

Another explanation for the existence of genuine altruism is group selection,
an idea that was already broached by Darwin (1871) himself, proposed again by
Wynne-Edwards (1962), and reintroduced by Wilson and Sober (1994). The central
idea is that groups consisting of altruists outcompete groups of egoists and are thus
favored by selection despite the fact that altruistic behavior, at the individual level,
continues to decrease the fitness of any individual. The topic of group selection is
a matter of eminent controversy in biology. The central difficulty is that, although
it is certainly in the interest of any individual to be part of a group of altruists, the
individual himself always fares best by behaving egoistically. Therefore, the current
view of most biologists is that group selection is a theoretically possible evolu-
tionary process, but that it is unlikely in reality because it would work only under
very special and rarely fulfilled conditions (e.g., if groups are small, if their extinc-
tion rate is high, if there is little intergroup migration, etc.) (Johnson et al. 2008;
Richerson and Boyd 2001, 2005; Sesardic 1995). Owing to this practical fragility,
group selection seems to be an unsatisfactory candidate to explain the evolution of
genuine altruism.

Whenever we come to our wit’s end with explaining phenomena on the basis of
existing theories, it seems worthwhile to call the basic assumptions of these theo-
ries into question. Until now, standard evolutionary explanations of altruism have
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left psychological phenomena, i.e., altruistic intentions and moral emotions, com-
pletely aside. Ignoring psychology was surely an important primary step in, first,
obtaining a clear-cut picture of an exclusively biological problem, and second, find-
ing solutions to the so-modeled problem. However, classical evolutionary theory
would not predict that people behave altruistically when they are unobserved. But
real-life shows that they do. To model human behavior in a way that fits the data,
it might be about time to integrate a psychological determinant into the analysis—
peoples’ altruistic intentions and moral emotions—for they might help to explain
the existence of genuine altruism.

In his commitment model, the economist Frank (1987, 1988, 2005, 2008)
assumes that some humans have evolved stable dispositions for altruistic intentions
that lead them to behave altruistically even in situations such as the dictator game.
More specifically, this model predicts that evolution has selected for psychologi-
cally altruistic dispositions, i.e. stable intentions to behave altruistically, although
the resultant altruistic behavior that individuals with these dispositions display is
evolutionary disadvantageous and thus genuinely altruistic.

The pivotal point within the commitment model consists in the recognizability
of altruistic intentions. For illustration, let us consider a population consisting of
genuine altruists, who cooperate unconditionally, and cheaters, who opportunis-
tically behave in whatever way maximizes their payoffs. In the first scenario,
altruistic intentions are unrecognizable so that altruists and cheaters pair at ran-
dom. Whenever the same types interact with each other (i.e., if altruists interact
with altruists and cheaters interact with cheaters), the interacting partners share the
resulting payoff equally. However, if altruists interact with defectors, altruists go
away empty-handed and defectors pocket the full return. How will the population
evolve over time? As cheaters realize higher average returns than altruists and the
two types reproduce according to their average payoffs, cheaters will be selected for
and genuine altruists will become extinct.

Now, let us assume the same scenario except that altruists and cheaters are
perfectly distinguishable such that their altruistic or self-interested intentions are
recognizable. In this case altruists would selectively interact with other altruists
only, a process that is called assortative interaction, while cheaters have no chance
but to stay among themselves. In this case genuine altruism would stand the pres-
sures of natural selection. In fact, if we make the reasonable additional assumption
that cooperation between altruists leads to a synergetic extra-payoff that cheaters do
not attain, altruists would even make up an ever-growing share of the population.

Assuming further that the recognition of altruists is costly, the commitment
model could explain the continuing variation in altruistic tendencies among humans.
On the one hand, the higher the percentage of altruists in a given population, the less
monitoring of the altruism of others will take place, and the more adaptive it is to act
nonaltruistically. On the other hand, the lower the percentage of altruists in a given
population, the more monitoring will take place, and the more adaptive it is to act
altruistically. This would lead to frequency-dependent selection and equilibrium of
altruists and nonaltruists existing side by side.

But how can an altruistic psychological disposition be recognized? Frank
assumes that stable altruistic intentions are linked to emotional commitment, and
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that there is an observable symptom present in people who experience emotional
commitment, something like a “sympathetic manner” (Frank et al. 1993, p. 249).
Thus, individuals who have this characteristic can be identified as genuine altruists
while those who lack the characteristic will be identified as cheaters.

There is one obvious criticism of this argument. When signaling altruism is prof-
itable, self-interested persons should be interested in faking the relevant signal in
order to reap the benefits of an altruist without paying the cost of altruistic behavior
(Fehr and Fischbacher 2005). In evolutionary terms, this means that natural selec-
tion should create a deceptive copy of the altruistic signal. Although this argument is
powerful, it can be reversed, as the existence of a deceptive copy should lead to the
modification of the original signal in order to prevent plagiarism (Frank 2005). An
arms race between the true signal and its fraudulent copy should arise. The question
of whether the original signal is in the vanguard of this race at the present moment
of our evolutionary history calls for empirical examination, to which we shall return
later.

There are certain similarities between the commitment model of Frank and the
theory of Geoffrey Miller (2000, 2007), who explains the evolution of human altru-
ism via sexual selection. He argues that altruism is an important attribute of one’s
mating partner and that therefore humans prefer sexual partners who signal a high
degree of reliability and willingness to take care. However, unlike Frank, Miller
does not deal very much with the issue of how to identify true altruism.

One important difference between Frank’s theory and other theories of the evo-
lution of altruism outlined above is the importance of moral emotions. It is these
moral emotions that drive altruistic behavior, even if there is no rational reason to
do so. To fully recognize this difference it is helpful to take a closer look at how
“rationality” is defined by economists, on the one hand, and biologists, on the other.

According to economists, humans are able to anticipate the probable outcomes
of their behavior and thus choose the alternative with the highest expected payoff.
In doing so, they totally ignore any externalities of their own behavior (i.e., they are
totally uninterested in doing harm or good to others if this is not in their strategic
self-interest). Even though the decision-making processes of economic actors might
proceed unconsciously, they act “as if” they anticipated the future outcomes of their
decision. Thus, in economic terms a rational decision is driven by the anticipation
of the highest payoff.

In contrast, biologists would not assume that organisms are able to engage in
such complex reasoning, be it consciously or unconsciously. For them, rational (i.e.,
adaptive) behavior is driven by the past success or failure of a certain strategy. Via
natural selection those organisms survive and reproduce whose strategy is the most
adaptive. Therefore, strategies of bacteria might sometimes be more rational (i.e.,
leading to optimal results under the given constraints) than those of humans as
through the rapid process of natural selection a “strategy” emerges that is optimally
adapted to the specific environment.

Interestingly, other theories of the evolution of altruism (i.e., kin altruism, recip-
rocal altruism, indirect reciprocity, etc.) are purely rational from both a biological
and an economic perspective. They get along without assuming the existence of
moral emotions. Consider, for example, the concept of reciprocity.
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A biologist would assume that individuals, in the context of repeated interac-
tions, behave cooperatively not because they are persistently calculating potential
future interactions but because in the course of our evolutionary history a behavioral
module for reciprocal altruism proved to be adaptive.

An economist, on the other hand, would not base his argument on the evolution-
ary adaptiveness of reciprocal altruism, but rather refer to the actor’s capability to
rationally anticipate the advantage of this strategy. This means that even if actors
had no genetic predispositions to act in a certain manner, but would analyze the
situation with game theoretical prudence, they would engage in altruistic behavior
for their own long-term self-interest in all the situations discussed above, i.e., when
they are interacting with kin, as well as when they are under social surveillance and
face repeated interactions with non-kin. However, they would be constantly tempted
to engage in selfish behavior when nobody is watching (i.e., in situations such as the
dictator game).

This is very different in Frank’s commitment model, which assumes that (at least
some) humans act altruistically even if prudent and strategic reasoning would tell
them to act selfishly.

That is why moral emotions are so important. They cause people to behave altru-
istically even if this not in their material self-interest. As humans are able to identify
such true altruists; these altruists are ultimately rewarded with having more and
more reliable interaction partners. This is why such altruism has managed to evolve.
If it had decreased the ultimate fitness of its bearer it would have gone extinct long
ago. But, to repeat, only because altruists do not attempt to reach such ultimate
profits are they able to gain them.

To summarize, the commitment model shows what sociobiology for a long time
assumed to be unfeasible: that genuine altruism, which we now define as a prosocial
act that is carried out without the intention to profit from it, can actually be the result
of natural selection. The key to the solution of the paradox seems to be that genuine
altruism is the disadvantageous manifestation of adaptive moral emotions.

However, to prove the relevance of this theory for the evolution of genuine altru-
ism, we have to show that two conditions are fulfilled: (1) Individuals have to be
able to distinguish altruists from egoists, and (2) altruists have to elect like-minded
individuals for mutual cooperation, i.e., individuals have to assort themselves along
the dimension of altruism, in order to reap synergetic extra benefits. In the following
we review empirical findings on these two issues.

7.3 Evidence for the Solution of the Paradox of Altruism

7.3.1 Altruists and Egoists Are Distinguishable

As to the first condition, there is indeed evidence that humans are equipped with
a psychological mechanism to detect cheaters (Cosmides and Tooby 1992) and
altruists in social interactions (Brown and Moore 2000).
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A few studies examined whether humans are also capable of predicting altruistic
intentions reliably. In a laboratory experiment, Frank et al. (1993) offered groups
of participants the opportunity to get acquainted with each other before playing a
prisoner’s dilemma game. In the one-shot prisoner’s dilemma each of two players
has two strategies, cooperate or defect. Each player gets a higher payoff by defect-
ing, no matter what the other player does. Yet when both defect, each gets less than
when both cooperate. Subjects were able to discuss the paradigm for 30 min and
make nonbinding declarations to their interaction partners about their game deci-
sion. Subsequently, the subjects indicated their actual response secretly and were
asked to guess the estimates of their counterparts. Estimates were better than chance.
However, Ockenfels and Selten (2000) criticized these results, pointing out that
the accuracy of the predictions might have been due to the explicit declarations of
defectors. As they would have had little interest in deviating from their pronounced
decision, estimating their behavior was easy. Brosig (2002), therefore, replicated the
experiment under restricted conditions. Pre-communication sessions were filmed so
that subjects who explicitly announced their intention to defect were excluded from
the analysis. Accuracy of predictions exceeded chance level under these conditions
as well.

Going a step further, Price (2006) was able to provide evidence of intention-
reading abilities in humans in a real-life collective action setting, i.e., a setting in
which a group of people jointly generate a resource to be shared equally among
themselves. In this study, the Shuar hunter-horticulturalists were asked to rate the
absences of their co-members and it was shown that they were able to distinguish
intentional non-cooperators, who could have cooperated but decided not to, from
unintentional non-cooperators, who were unable to cooperate for good reasons.

In fact, altruism detection abilities have been evidenced not only in settings
where individuals were acquainted with each other. Instead, some studies show that
humans are able to rate cooperative intentions in unknown persons spontaneously
and on the basis of only minimal visual information. While Yamagishi et al. (2003)
asked observers to memorize the faces of unknown target persons who had played
prisoner’s dilemma games earlier and showed that observers were better able to
remember the faces of cheaters than the faces of cooperators, Verplaetse et al. (2007)
asked observers to identify targets who had played cooperatively in such a game.
Observers succeeded, but only if they responded to event-related pictures that were
taken during the decision-making moment rather than when they responded to neu-
tral pictures. This result suggests that individuals can predict the degree of altruistic
behavior of strangers by reading signs of emotions evoked in significant social deci-
sions. However, the identification of benevolent emotional states is no guarantee of
the existence of permanent altruistic traits, although permanent dispositions are the
preferable criterion for selection of good interaction partners.

To test the exact hypothesis of the commitment model (Frank 1987, 1988, 2005,
2008), which is that stable altruistic dispositions are identifiable, Brown et al. (2003)
asked subjects to watch videos and make assessments of target persons who had
previously indicated their level of altruism in a self-report. The ratings of judges
correlated significantly with the self-reported altruistic dispositions of targets.
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However, as self-reported altruism might be biased, Fetchenhauer et al. (2010)
ran a slightly different experiment. In a first step, target persons were invited to the
laboratory. Being asked to present themselves to the camera, target persons were
filmed in a neutral setting completely unrelated to altruistic behavior. Afterwards,
and unannounced, participants played a dictator game, which functioned as a mea-
sure of altruism. In a second step, judges watched the 20-second silent video clips
of the unknown target persons and were asked to estimate the behavior of the target
persons in the dictator game. Judges could not base their estimates on situational
cues related to the dictator game but instead had to draw on stable cues to altruism
that were available in the neutral videos. Estimates were significantly better than
chance also under these conditions. Trying to find out which cues the judges might
have used for their estimations, Fetchenhauer et al. investigated whether the judges
simply referred to the sex of the target when estimating his or her level of altruism.
Indeed, the sex of the target would have been a good cue as females on average gave
more money than males. However, the validity of estimates could not be explained
by the identification of the sex difference alone. A regression analysis using judges’
average estimates as the dependent variable and both the targets’ sex and their actual
behavior as independent variables showed that both independent variables were sig-
nificant predictors, indicating that judges were able to deteremine those variations
in the degree of altruism that went beyond differences due to the sex of the target.

In sum, the results indicate that individuals are able to distinguish altruists from
egoists. This mechanism raises opportunities for assortment processes such that
altruists selectively interact with other altruists. But is this true?

7.3.2 Altruists Elect Like-Minded Individuals
for Mutual Cooperation

As to the second condition for the evolution of altruism by assortment, namely,
that altruists choose like-minded persons for mutual cooperation, assortation with
respect to mating (“assortative mating”) is a well-established empirical fact (Mascie-
Taylor 1995; Spuhler 1968) that has been shown for a multiplicity of somatic and
psychological characteristics. The phenomenon, furthermore, exceeds mate choice,
as it has been evidenced for friendships as well (Berscheid 1985). Several stud-
ies have investigated assortative partner choice with particular respect to altruism.
Sheldon et al. (2000), for example, asked university freshmen to recruit three peers
to participate in an N-person prisoner’s dilemma game. Subjects with a prosocial
value orientation tended to assort with one another. They thus achieved a group-level
advantage in the game returns, which counteracted the individual-level advantage of
antisocial participants.

Ehrhart and Keser (1999) evidenced assortative processes of cooperative indi-
viduals in a public goods game. In this game each participant receives a certain
amount of private money and is grouped with other participants under conditions of
total anonymity. All participants secretly decide how much of their private money
to put into a public pool. They know that the amount of money in the pool will
be multiplied by the experimenter and equally distributed among the participants
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afterwards. Public good games are played for several rounds. While the best strat-
egy for the group is to put all money into the pot, the best strategy for the individual
is to give nothing but nevertheless receive his or her share from the pot. In the pub-
lic good game by Ehrhart and Keser subjects were allowed to change groups. More
cooperative subjects continuously fled from the less cooperative ones, while the less
cooperative subjects attempted to get into cooperative groups in order to free-ride
on their contributions.

In another public good game study by Page et al. (2005), subjects were informed
about the other participants’ contribution histories. They could then form coopera-
tive groups based on mutual partner preference. The most cooperative subjects chose
to interact with each other and thus received higher returns than less cooperative
co-players did.

Finally, Pradel et al. (2009) investigated the existence of assortation of altruistic
individuals in a real-life setting. Participants were students, aged 10–19 years, from
six secondary school classes. In school classes, relations between students vary in
intensity. A student usually has a few friends among classmates, several he or she
simply likes, and others he or she might dislike. Additionally, the relationship to
a few classmates could be one of indifference. The school setting, therefore, offers
the opportunity to examine, first, whether the validity of judgments of other people’s
altruism depends on the social closeness of targets and, second, whether friendships
form along the dimension of altruism. Pradel et al. operationalized altruistic behav-
ior as the decision in a dictator game, in which each student was asked to secretly
divide a sum of money between him- or herself and another anonymous classmate.
Subsequently, and unannounced, each student was asked to estimate how each class-
mate had divided the money in the dictator game. Estimates were better than chance.
Moreover, sociometry revealed that the accuracy of estimates depended on social
closeness. Friends and disliked classmates were judged more precisely than liked
classmates or those met with indifference. Most importantly, the results confirmed
the existence of assortative processes, as indeed altruists were friends with more
altruistic persons than were egoists.

To sum up, the results show that the second condition for the evolution of altruism
through assortation is supported: altruistic individuals associate with each other.

7.4 Conclusion

The existence of genuine human altruism is a paradox, as evolutionary theory
teaches us that natural selection should have erased this trait. Sociobiology has
shown that a lot of altruism in humans indeed emerges as ultimate self-interest.
The central aim of this work, however, was to show that genuine altruism does exist
and that it definitely can be a result of natural selection.

Our argument is based on results of dictator game studies, which show that indi-
viduals do behave genuinely altruistically in one-shot interactions when no one is
watching. In a first instance, we have argued that existing theories on the evolution
of altruism might have failed to explain this finding, because they focus on the
consequences of behavior only, and leave altruistic intentions aside. Referring to
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the commitment model of Frank (1987, 1988, 2005, 2008), we have shown sub-
sequently that the whole picture is changed by the integration of the assumption
that individuals signal their firm intentions to behave altruistically. For if genuine
altruism is recognizable, this gives altruists the chance to cooperate with each other
so that the selfish advantage of egoists is outcompeted by extra-payoffs of mutual
cooperation between altruists.

We have derived that this selection process is only possible if (1) individuals
can distinguish altruists from egoists, and (2) altruists cooperate electively with
other altruists. Reviewing a wide range of empirical findings, we have shown that
these two conditions are given. Thus, genuine altruism might indeed be a result
of assortative processes between altruists who recognize each other’s cooperative
tendencies.

Although the commitment model successfully explains how genuine altruism
could stand the pressures of natural selection, we have to admit at this point that it
is questionable whether the commitment model suffices to explain the initial evo-
lution of genuine altruism, as there seems to exist a “useless-when-rare” problem:
even if 1 day there had been changes in the genetic structure of one individual that
made this individual become a genuine altruist, this genuine altruist would have had
no advantage from being altruistic if he had not been able to find another genuine
altruist to cooperate.

This again shows that the explanation of altruism is complex. Thus, in our view,
Frank’s commitment model might be an especially fruitful explanation in combi-
nation with other innovative ideas that have been developed to explain the initial
evolution of moral emotions.

As one important example, we mention the theory of the extended phenotype
by Voland and Voland (1995), which explains the evolution of conscience. Pointing
out that emotional moral conflicts are due to human conscience, Voland and Voland
developed the hypothesis that the conscience (which leads to moral emotions) does
not suit the selfish-gene interests of the individual possessing such a conscience,
but the selfish-gene interests of this individual’s parents. To elaborate, the authors
assume that conscience evolved due to conflicts that parents and their offspring face
with regard to altruistic behavior. Parents and their offspring share 50% of their
genes. Therefore, their reproductive interests are quite similar, but not completely
identical. For this reason, parents and children may develop different views on how
to behave properly; more precisely, parents will demand more altruism from their
children than the latter are willing to display. Taking this into account, Voland and
Voland assumed the conscience to have evolved as an “extended phenotype” of
parental genes, which rules the offspring’s behavior in a lifelong way, even when
there are no longer any direct opportunities for parental manipulation.

Let us assume that in some individuals an initial kind of conscience indeed
evolved, due to the capability of their parents to “extend their phenotype”. If
this is true, the commitment model would be a perfect candidate to explain why
the resultant consciousness-loaded altruists developed even further: because they
were able to identify one another and because they started to assort themselves
to cooperate.
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To conclude, does true altruism exist? If true altruism is defined as a behavior that
is harmful to the altruist in both the short run and the long run, the answer is still
“no”. But if we define altruism as a behavior that is driven by moral emotions and is
not motivated by the intention to be profitable, then the answer is “yes”. Therefore,
Ghiselin and many others might have been too skeptical. Sometimes altruism is
more than skin deep, and if you scratch an altruist you see an altruist bleed.
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Chapter 8
Mortality Crises and Their Consequences
for Human Life Histories

Charlotte Störmer and Kai P. Willführ

Abstract Studies on the long-term consequences of crises experienced in early
childhood do not draw a uniform picture as to the extent that such crises have
an impact on later life. There are studies showing that those who survive a crisis
exhibit higher mortality in later life but also that these individuals exhibit lower or
unchanged mortality. In this chapter, we develop a hypothesis according to which
the impact on later life (or on survival) is caused by the severity of the crisis and
that—independent of the nature of the crisis—these effects might be mediated by
the immune system.

8.1 Life History Theory and the Illusion of Unconstrained
Life Planning

Biological adaptations comprise not only morphological and physiological features,
but also the timing of the life phases. Individuals require life courses adapted to their
specific living and environmental conditions in order to be able to assert themselves
in evolutionary competition. So-called life history theory (LHT) (Stearns 1992; Roff
1992) deals with these temporal aspects of biological adaptivity. A fundamental
aspect of this evolutionary approach is the assumption that every organism has only
a limited amount of energetic resources at its disposal for the various areas of life.
There are allocation conflicts between somatic and reproductive effort, if resources
are in scarce supply. Organisms have to adapt their life courses to their respective
living environments and have to balance various alternatives. Bogin and Smith sum
this up as follows: “For a mammal, it is the strategy when to be born, when to be
weaned, how many and what type of pre-reproductive stages of development to pass
through, when to reproduce, and when to die.” (Bogin and Smith 2000)

C. Störmer (B)
Zentrum für Philosophie und Grundlagen der Wissenschaft, Universität Gießen,
35394 Gießen, Germany
e-mail: Charlotte.Stoermer@phil.uni-giessen.de

95U.J. Frey et al. (eds.), Homo Novus – A Human Without Illusions,
The Frontiers Collection, DOI 10.1007/978-3-642-12142-5_8,
C© Springer-Verlag Berlin Heidelberg 2010



96 C. Störmer and K.P. Willführ

It is of heuristic value to subdivide the life history effort into three areas: invest-
ment into maintenance, growth, and reproduction (Chisholm 1993; McDade 2003).
The larger the current effort in one of these areas, the less energy remains for
the other areas (e.g., there is a trade-off between current reproductive effort and
future survival (see Lummaa 2007); in other words, the more that is being cur-
rently invested into reproduction, the more life expectancy will be adversely affected
hereby).

In this first of three chapters on LHT, we shall initially examine an aspect of self-
preservation comprising one of the most important fields of maintenance, namely
the immune system. In particular, we are going to focus on increased immune
investment during a crisis and the related consequences for the organism’s later life
course.

In the next chapter, by Virpi Lummaa, the subject will be the high energetic
costs of reproductive effort in women and the significance hereof for senescence
processes.

Rebecca Sear argues in the third chapter that investment in growth (and thus
the height of an individual in adulthood) has an impact on reproductive success
depending on the prevailing environmental conditions.

However, what does this research discipline of evolutionary biology have to do
with the illusionary views of human beings about themselves as such? Although not
all turning points of human life history can be influenced, much in our life course
is under our own personal control—that, at least, is the subjective perception and
the common opinion held by many individuals. Accordingly, we do not consider
our birth to be capable of being influenced, yet we feel free with regard to our own
family planning. LHT teaches us that this is an illusion, because humans cannot set
aside their biological conditionality, even after a long phylogenetic history.

Despite all cultural achievements, humans are still not able to free themselves
from biological allocation conflicts. Trade-off problems continue to confront us with
unchanged severity. Our personal life courses and social parameters are basically
shaped by these trade-off problems. Therefore, human life courses are also subject
to the biological imperative, even in modern environments.

8.2 Introduction

Demographically speaking, crises are time periods in which a higher than average
mortality rate can be measured within populations (Kloke 1998). Crises and times
of crisis not only possess a measurable influence on the population level, however,
but are also associated with consequences for every individual in the population.
Specifically, this means that the individual organism concerned is permanently
exposed to harmful physiological and/or psychological stress. And it is precisely
this harmful stress which leads to the increased probability of dying for individ-
uals, a circumstance which is then reflected on the population level by a directly
increased mortality rate. A crisis can, therefore, also be grasped as a time period
with an increased risk of death, which can be observed both on the population level
and on the individual level.
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In addition to direct consequences, crises can also have long-term consequences.
Long-term consequences are understood to be effects that have an impact after the
crisis for a longer period of time or which only occur some time after the crisis.
This chapter will explore the long-term consequences of crises from the perspective
of the individual. Theoretically, a crisis can lead to three different scenarios with
regard to long-term consequences:

1. The survivors of a crisis are not at all or only marginally affected by long-term
consequences. On the population level, no changed risk of mortality in later life
is detectable between individuals who survived the crisis and individuals who
were spared the crisis.

2. The survivors of a crisis are more robust in later life and are characterized by a
reduced susceptibility to disease or a reduced overall vulnerability. On the popu-
lation level, it has been ascertained that individuals who survived the crisis have
a lower risk of mortality in later life than those individuals who were spared the
crisis.

3. The survivors of a crisis are more susceptible to disease or more vulnerable in
later life. On the population level, it is ascertained that the individuals who sur-
vived the crisis have a higher risk of mortality in later life than those individuals
who were spared the crisis.

Evidence can be found for all three of the theoretical possibilities listed. For
example, it has been observed that the survivors of a crisis are affected by a lasting
or temporarily increased mortality in later life (e.g., Catalano and Bruckner 2006),
whereas other studies document the opposite, namely that the survivors of a crisis
have a lower risk of mortality in later life (e.g., van Poppel and Liefbroer 2005). And
the non-occurrence of long-term consequences after the experience of a crisis can
also be observed (e.g., Bateson 2001; Willführ 2009). What is the explanation for
the fact that crises can vary to such an extent with regard to their long-term conse-
quences? One explanation could be: These are different populations with different
living conditions, and therefore they are influenced by different factors. Hence, it
would be logical that more differences than similarities are found between the two
populations. Our concern, however, is to combine potential long-term consequences
of crises into one explanatory concept while taking LHT into account. In this chap-
ter, we present a hypothesis according to which the long-term consequences of crises
do not vary randomly. It is the severity of the crisis namely that determines whether
and in what form long-term consequences will occur.

8.3 Empirical Data

On the population level, an increased risk of mortality can be ascertained, especially
during famines, illnesses, and social crises. This is why it appears to make sense to
subdivide the crises into three types:

1. Subsistence crises
These include all famines and longer periods with malnutrition and/or undernu-
trition in particular.
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2. Epidemiological crises
This type comprises crises that can be traced back to bacterial or viral infectious
diseases or parasites.

3. Social crises
A social crisis can be triggered by the loss of one parent, by a downward social
movement, or by increased competition within one’s social group, for example.

However, it is not only on the population level that this breakdown is plausible. A
distinction can also be made between the burdens of a famine, an illness, or psycho-
logical stress (for example, during mourning, see Bartrop et al. 1977) with regard
to the individual. The types of crises represent different triggers of a crisis for the
individual, even if there can be overlap with regard to the triggers (e.g., if a famine
follows an illness).

Table 8.1 summarizes the results of various studies that were able to ascer-
tain long-term consequences after a preceding experience of a crisis. In this table,
the studies (Aaby et al. 1993; Bateson 2001; Bengtsson and Lindström 2003,
Bengtsson and Broström 2009; Catalano and Bruckner 2006; Flinn 2006; Moore
et al. 2006; van den Berg et al. 2009; van Poppel and Liefbroer 2005; Störmer
(unpublished), and Willführ 2009) are allocated to the aforementioned three types
of crises (subsistence crisis, epidemiological crisis, or social crisis).

Studies documenting a link between the experience of a crisis and long-term con-
sequences can be found for all three types of crises (see Table 8.1). The observed
long-term consequences extend from increased to reduced mortality in later life.
One could gain the impression that only a few studies show that crises do not cause
ascertainable long-term consequences. On the one hand, this is probably based on
the fact that many studies primarily deal with the direct consequences and not with
the long-term consequences of having experienced a crisis. On the other hand, this
is due to a publication bias: Positive results are more likely to be published than
negative ones, which is why the absence of long-term consequences after the expe-
rience of a crisis is underrepresented in this list (and this applies in particular to
crises experienced during childhood).

8.4 Hypothesis

The central element of our hypothesis is that the severity of the crisis is the crucial
factor for determining whether and how a crisis will lead to long-term consequences.
Accordingly, the potential long-term consequences are aggravated when the crisis
is more severe. Table 8.2 compares three different hypothetical crisis scenarios with
their long-term consequences.

If a moderate crisis has occurred, the costs or the burdens for the individuals
affected tend to be minor. This means that the risk of mortality tends to be slightly
increased during the crisis, and therefore there is no noteworthy selection. In addi-
tion, the survivors are able to compensate for the disadvantages incurred by them
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following the crisis, so that no long-term or late effects are able to be observed.
Thus the risk of mortality in the survivors’ later life does not significantly vary from
those who were spared the crisis. We shall refer to this scenario as the compensa-
tion scenario in the following. If the crisis is more severe and if the stronger or less
susceptible individuals tend to survive it, then a selection process invariably occurs.
Once such a crisis has ended, the survivors can compensate for their disadvantages
and recover the costs after the crisis. The survivors of the crisis should have a lower
risk of mortality in later life compared with those individuals who were spared the
crisis, as the crisis has selected the stronger or less susceptible individuals. In the
following, this scenario will be called the selection scenario. If a crisis is so severe
that only the strongest or most robust individuals survive, and if they suffer lasting
damage or impairments, the survivors should show a higher risk of mortality in later
life. The consequences of such a crisis cannot be compensated for and thus perma-
nently weaken the survivors. In other words, there is a trade-off between current and
later survival. In the following, we shall refer to this as the trade-off scenario.

8.5 Discussion

In the literature, a few hypotheses attempting to explain the emergence of long-term
consequences after an individual has lived through a crisis are discussed. In the
following, these hypotheses are compared with ours and subsequently, the extent to
which they are compatible is shown.

An explanatory approach (A) says that the crisis causes a physiological defi-
ciency, which leads to lasting damage and/or lastingly disturbs important develop-
ment processes (Bengtsson and Broström 2009). The result of such crises coincides
with the trade-off scenario: The damage directly caused by the crisis or the rectifi-
cation of such damage is so grave and/or lastingly disrupts important development
processes to such a degree that this later leads to a survival disadvantage for the sur-
vivors of the crisis. The study by Metcalfe and Monaghan (2001) finds indications
that compensation for growth retardation caused by malnutrition or undernutrition is
associated with negative long-term consequences (Metcalfe and Monaghan 2001).
It is important to emphasis that Metcalfe and Monaghan refer only to compensation
for growth retardation and not to compensation for the costs of the crisis in general.
Another explanatory approach (B), which is to be found in the literature, assumes
that (phylogenetic) adaptation strategies to permanently poor living conditions exist.
An early crisis situation thus leads to an adaptive modification of the ontogenesis,
namely in the manner that the experience of hunger in the early life of an organism,
for example, is interpreted as being an indicator for further such experiences. The
adaptation to these (presumed) lasting subsistence difficulties can mean a survival
advantage for the organism. This is described as a “predictive adaptive response”
(PAR) (Gluckman et al. 2005). Whether mortality-reducing or mortality-increasing
long-term consequences are able to be observed depends on the future environmen-
tal conditions. If the environment also offers poor living conditions in the future, or
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if further crises occur, the survivors of the crisis will have a survival advantage, as
their organisms have permanently adapted to these poor environmental conditions
(“match”). As the survivors of a crisis have a higher probability of survival, such
long-term consequences are to be compared with the selection scenario, in terms
of their results, even though no selection takes place here, because the individu-
als are not selected on the basis of varying features in the event of PAR, but adapt
ontogenetically.

If, however, the living conditions in the future prove to be different from what was
“predicted”, the ontogenetic changes made by the organism will automatically prove
to be a disadvantage (“mismatch”). A body that, for example, has physiologically
adapted to a lack of calories, but later lives with a surplus of calories, will auto-
matically do worse in this environment (see Gluckman and Hanson 2004; Bateson
2001). This result would, therefore, tend to be in line with the trade-off scenario.
The main difference to our hypothesis is that our hypothesis (initially) refrains from
the assumption that there are phylogenetic adaptation strategies within the meaning
of a “predictive adaptive response”.

What explanatory approaches A and B have in common is that they see a
direct correlation between an early crisis and the corresponding long-term con-
sequences. Moreover, there is another explanatory approach (C), which explains
long-term consequences through indirect agency. From this perspective, a crisis
causes consequential situations, which in turn also lead to negative consequences
for the individual. Having step-parents, for example, is associated with increased
child mortality in some studies. So that this social crisis can even occur, it must
have been preceded by an event that is also critical, namely the loss of a natural
parent (Willführ and Gagnon, unpublished). These “chains of risk” lead to accu-
mulated effects for the individuals concerned (Ben-Shlomo and Kuh 2002). The
result of such a situation would correspond to the trade-off scenario, but it must be
emphasized that here, in contrast to the trade-off scenario, it is not solely the (orig-
inal) crisis which causes the damage that adversely affects the individual’s later
life. Such compounded effects are also conceivable without a causal relationship
between a crisis and a subsequent crisis; for example, a subsistence crisis may fol-
low a severe illness independent of that illness. This explanatory approach is also
discussed with regard to long-term consequences that occur in connection with epi-
demiological crises. On the basis of their data, however, Bengtsson and Mineau
consider these indirect cause-effect chains to be unlikely (Bengtsson and Mineau
2009).

Finally, it must be noted for the time being that the hypotheses described in the
literature to explain crises and their long-term impact are capable of being linked
with our model. However, our three-stage model (depending on the severity of the
crisis) is partly based on a different functional logic. This will be explained in more
detail in the following.

A key issue facing our hypothesis is why different types of crises should be
measured solely by their severity with regard to their long-term consequences.
What is the link between the long-term consequences of a subsistence crisis, an
epidemiological crisis, or a social crisis?
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For life histories, McDade makes a distinction between the three areas of main-
tenance, growth, and reproduction, into which an organism must invest in order
to successfully maximize its fitness (McDade 2003; see Chisholm 1993 as well).
The development and maintenance of the immune system is one of the most cost-
intensive areas of maintenance (Lochmiller and Deerenberg 2000), which is why
a key role is ascribed to it in the life history. Consequently, a well-functioning
immune system is indispensible for longevity. Could it not be, therefore, that espe-
cially adverse long-term consequences and an increased risk of mortality in later
life are caused by reduced functionality of the immune system? An immune system
that is permanently damaged or unable to fully develop will not exactly represent
a survival advantage in the future. If this is true, it is plausible to assume that the
long-term consequences of all of the aforementioned types of crises are conveyed
by the immune system, provided that a direct link can be traced between the crisis
and the immune system. Moore et al. were able to show that a scarcity of food in
early childhood and malnutrition lead to increased mortality in adulthood (Moore
et al. 1999, 2006). These authors also explain this as follows: The early lack of
food impairs developmental processes and therefore the immune system is perma-
nently damaged (Moore et al. 1999); thus, one could speak of a type of weakening
of the immune defenses following subsistence. However, not only subsistence crises
provide empirical evidence that long-term consequences are linked to the immune
system. Some diseases early in life increase the risk of mortality in later life, or, at
least, increase it after a time lag. Aaby and his colleagues were able to show that an
early measles infection increases the mortality of the children concerned for some
years even after their recovery (Aaby et al. 1993). In their work, Bengtsson and
Broström explain the later increased risk of mortality by the fact that “physiological
damage from severe infections at start of life leads to higher mortality at older ages”
(Bengtsson and Broström 2009, p. 1583). The difference between the interpretation
of Bengtsson and Broström and our hypothesis lies in the fact that we assume that
the physiological damage is caused directly by an impaired immune system. The
study by Fridlizius already directly established a connection between a baby being
infected by smallpox in the first year of life and irreversible damage to the immune
system (Fridlizius 1989). Even with physiological damage that is ascertained after
an epidemiological crisis, and which initially cannot be directly associated with an
impairment of the immune system, it is empirically unproven to date whether this
is actually directly linked to the illness or whether this is caused by a suboptimal
or disturbed immune system. Evidence of such correlations between a (temporarily)
weak immune system and physiologically lasting damage definitely exist. With a
so-called asymptomatic course, the Epstein-Barr virus increases, for example, the
risk of nasopharyngeal carcinoma (Crawford 2001; Amon and Farrell 2005). An
inflammation of the heart muscle with lasting damage to the heart, favored by a
high endogenous level of cortisol, occurs as a result of protracted colds, especially
in top athletes (Sack 2004).

Once again: In this perspective, the damaged or disturbed immune system is
directly responsible for the physiological consequences. Can such circumstances
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that harm the immune system also be detected when a social crisis is experienced
that initially has a psychological impact and not a direct impact on the physiology?
In actual fact there is evidence of this. Bartrop et al. showed that the immune system
of mourners is significantly disturbed (Bartrop et al. 1977). A direct link between
social crises and the immune system can therefore be deemed proven. Furthermore,
Flinn was able to show that children who grew up with step-parents have a perma-
nently elevated hormone titer that is relevant for the immune system (Flinn 2006).
This is the case even when both the step-parent and the step-child indicate that they
have a good relationship with one another. Flinn identified cortisol as the key hor-
mone in reaction to both psychological and physiological stress. To what extent
cortisol is linked to the long-term consequences cannot be discussed any further
here, especially because Flinn shows, in a current study, that traumatized individu-
als do not automatically suffer from a disturbed hormone balance in later life (Flinn
2009). It is known from medical studies, however, that the permanent administra-
tion of cortisol or a lastingly elevated, endogenous cortisol level (such as when under
permanent stress) can lead to serious and lasting damage (Wolf 2007).

Figure 8.1 shows the hypothetical impact of the various types of crises on
the immune system. It can be taken for granted that all three types of crises
are connected to the immune system and it can be assumed that they utilize the
same physiological/biochemical pathways. In turn, this means that the long-term
consequences differ only through their triggers, not in their modes of action.

We are of the opinion that in addition to a heuristic classification system, our
hypothesis is capable of explaining the variance in the results of the studies with
regard to the long-term consequences without solely referring to the different
natures of the datasets. The central hypothesis is the assumption that the long-
term consequences of a crisis are determined solely by the severity of the crisis.
The immune system, or the damage to the immune system, could play a central
role here. If a crisis causes costs or damage to the immune system that can be
compensated for by the organism after surviving the crisis, a reduced mortality of
the survivors of the crisis in later life is observed, provided that the crisis selects
the strong and less susceptible individuals. More moderate crises, which do not
lead to a selection process, do not entail long-term consequences. Crises leading
to irreparable damage or to developmental damage to the immune system that can-
not be compensated for mean higher mortality in later life for the survivors of the
crisis.

As the severity, not the type, of crisis determines whether and in what form long-
term consequences will occur, there is no need to strictly separate the three types
of crisis. If our hypothesis is correct, then it does not matter whether one is able
to or must distinguish whether a child is now suffering from the loss of his father
or from his nutritional status, which has thus become worse, and/or due to the pos-
sibly increased susceptibility to parasites and diseases as a result of the worsening
nutritional status. The severity of the crisis overall is decisive. A subdivision into
individual types of crises is not necessary, as they all create a comparable situation
for the immune system (see Fig. 8.1).
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Fig. 8.1 Hypothetical representation of the influence of the various types of crises on the human
immune system and the long-term impact resulting herefrom. A key mediation function could be
played by the stress hormone cortisol here

8.6 Outlook

If it were possible to develop a uniform measure for the severity of the crisis that
allows crises to be classified according to their severity, then our hypothesis would
be able to assess the occurrence and the nature of the long-term consequences of a
crisis. Such a measure would have to be developed on the basis of the direct conse-
quences of a crisis. On the population level, this could be on the basis of the directly
increased risk of mortality (with regard to its temporal dimension). This measure
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was already proposed in 1979 by Hollingsworth for the demographic determination
of the severity of a crisis (Hollingsworth 1979). With the aid of this proxy, crises
could then be classified hierarchically by their severity.

However, the aforementioned compounded effects and subsequent crises rep-
resent a problem here, in our opinion, because in this case the measurement of
the severity of the crisis and its temporal extension would be much more diffi-
cult. This is likely to apply especially to social crises. Apart from the long-term
consequences, a famine can be considered over once the daily intake of calories
permanently lies about the target value; and an infectious disease can be assumed
to be over, once the patient has recovered. However, many social crises, such as
the early loss of a parent, can only be separated from the crises that might possibly
follow with great difficulty. (On the basis of two historical populations, for exam-
ple, Willführ and Gagnon were able to show not only that the daughters’ increased
risk of mortality is directly caused by the early loss of their mothers, but also that
this mortality is increased in addition by life with a stepmother. Moreover, the later
increased mortality of these daughters can mainly be associated with having to
live with their stepmothers (Willführ and Gagnon, unpublished).) Such complex
facts would have to be dealt with the aid of complex methods, such as multivariate
analyses.

Living and growing up under poor living conditions is and was never a rarity
in the human phylogenesis. The Darwinian theory of evolution predicts adaptive
strategies for recurring events. Such an adaptation could exist in a strategic change
in life history. It is conceivable, for example, that there is an increased investment in
reproduction at the expense of longevity. Lycett et al. demonstrated that the mater-
nal lifespan falls with rising number of children (Lycett et al. 2000). However, this
effect was only measurable if the increased fertility coincided with worse living
conditions. Our model is initially able to do without the hypothesis that there is
an adaptive trade-off between current and later survival. Nevertheless, trade-offs
could exist that reduce longevity and yet are adaptive at the same time. There is no
empirical evidence to answer this question yet.

We hope that our model is helpful for a better understanding and for further
analyses of crises and their long-term consequences.

References

Aaby P, Andersen M, Knudsen K (1993) Excess mortality after early exposure to measles.
International Journal of Epidemiology 22(1):156–162

Amon W, Farrell PJ (2005) Reactivation of Epstein-Barr virus from latency. Reviews in Medical
Virology 15:149–156

Bartrop RW, Luckhurst E, Lazarus L, Kiloh LG, Penny R (1977) Depressed lymphocyte function
after bereavement. The Lancet 309:834–836

Bateson P (2001) Fetal experience and good adult design. International Journal of Epidemiology
30:928–934

Bengtsson T, Broström G (2009) Do conditions in early life affect old-age mortality directly
or indirectly? Evidence from 19th-century rural Sweden. Social Science & Medicine 68:
1583–1590



108 C. Störmer and K.P. Willführ

Bengtsson T, Lindström M (2003) Airborne infectious diseases during infancy and mortality in
later life in southern Sweden, 1766–1894. International Journal of Epidemiology 32:286–294

Bengtsson T, Mineau GP (2009) Early-life effects on socio-economic performance and mortality in
later life: a full life-course approach using contemporary and historical sources. Social Science
& Medicine 68:1561–1564

Ben-Shlomo Y, Kuh D (2002) A life course approach to chronic disease epidemiology: concep-
tual models, empirical challenges and interdisciplinary perspectives. International Journal of
Epidemiology 31:285–293

Bogin B, Smith BH (2000) Evolution of the human life cycle. In: Stinson S, Bogin B, Huss-
Ashmore R, O’Rourke D (eds) Human Biology: An Evolutionary and Biocultural Perspective.
Wiley-Liss, New York, NY

Catalano R, Bruckner T (2006) Child mortality and cohort lifespan: a test of diminished entelechy.
International Journal of Epidemiology 35:1264–1269

Chisholm JS (1993) Death, hope, and sex. Life history theory and the development of reproductive
strategies. Current Anthropology 34(1):1–24

Crawford DH (2001) Biology and disease associations of Epstein-Barr virus. Philosophical
Transactions of the Royal Society London B: Biological Sciences 356:461–473

Flinn MV (2006) Evolution and ontogeny of stress response to social challenges in the human
child. Developmental Review 26:138–174

Flinn MV (2009) Are cortisol profiles a stable trait during child development? American Journal
of Human Biology 21:769–771

Fridlizius G (1989) The deformation of cohorts: nineteenth century mortality in a generational
perspective. Scandinavian Economic History Review 37:3–17

Gluckman PD, Hanson MA (2004) Living with the past: evolution, development, and patterns of
disease. Science 305:1733–1736

Gluckman PD, Hanson MA, Spencer HG (2005) Predictive adaptive responses and human
evolution. Trends in Ecology and Evolution 20(10):527–533

Hollingsworth TH (1979) A preliminary suggestion for the measurement of mortality crises.
In: Charbonneau H, Larose A (eds) The Great Mortalities: Methodological Studies of
Demographic Crises in the Past, Ordina Editions. Liège, Belgium

Kloke IE (1998) Säuglingssterblichkeit in Deutschland im 18.und 19. Jahrhundert am
Beispiel von sechs ländlichen Regionen. http://webdoc.sub.gwdg.de/ebook/diss/2003/fu-
berlin/1998/19/indexe.html. Accessed 3 January 2010

Lochmiller RL, Deerenberg C (2000) Trade-offs in evolutionary immunology: just what is the cost
of immunity? Oikos 88:87–98

Lummaa V (2007) Life-history theory, reproduction and longevity in humans. In: Dunbar RIM,
Barrett L (eds) Oxford Handbook of Evolutionary Psychology. Oxford University Press, Oxford

Lycett JE, Dunbar RIM, Voland E (2000) Longevity and the costs of reproduction in a historical
human population. Proceedings of the Royal Society London B: Biological Sciences 267:31–35

McDade TW (2003) Life history theory and the immune system: steps toward a human ecological
immunology. American Journal of Anthropology 122(S37):100–125

Metcalfe NB, Monaghan P (2001) Compensation for a bad start: grow now, pay later? Trends in
Ecology and Evolution 16(5):254–260

Moore SE, Cole TJ, Collinson AC, Poskitt EME, McGregor IA, Prentice AM (1999) Prenatal or
early postnatal events predict infectious deaths in young adulthood in rural Africa. International
Journal of Epidemiology 28:1088–1095

Moore SE, Collinson AC, N’Gom PT, Aspinall R, Prentice AM (2006) Early immunological devel-
opment and mortality from infectious disease in later life. Proceedings of the Nutrition Society
65:311–318

Roff DA (1992) The Evolution of Life Histories—Theory and Analysis. Routledge, Chapman &
Hall, London

Sack S (2004) Der Tod im Sport—ein internistisches Problem? Herz 29(4):414–419
Stearns SC (1992) The Evolution of Life Histories. Oxford University Press, Oxford



8 Mortality Crises and Their Consequences for Human Life Histories 109

Störmer C (unpublished) Sex differences in the consequences of early-life exposure to epidemio-
logical stress—A life-history approach

Willführ KP, Gagnon A (unpublished) Surviving early parental loss and the consequences of
remarriage

Willführ KP (2009) Short- and long-term consequences of early parental loss in the historical
population of the Krummhörn (18th and 19th century). American Journal of Human Biology
21:488–500

Wolf A (2007) Chronischer Stress. Pathophysiologie und neurobiologische Folgen. Journal of
Preventive Medicine 3:170–178

van den Berg GJ, Doblhammer G, Christensen K (2009) Exogenous determinants of early-life
conditions, and mortality later in life. Social Science & Medicine 68:1591–1598

van Poppel F, Liefbroer AC (2005) Living conditions during childhood and survival in later life—
study design and first results. Historical Social Research 30:265–285



Chapter 9
Costs and Consequences of Reproduction

Virpi Lummaa

Abstract The life history of women is characterized by several unusual patterns:
women have a relatively late age at maturity compared to other primates, they pro-
duce offspring at short inter-birth intervals, and typically have many dependent
offspring of varying ages to care for simultaneously. Women then lose their poten-
tial to bear children at menopause but can live a few decades afterwards. Such a
reproductive strategy involves several trade-offs and costs of reproduction to future
success that have to be optimized across the entire lifespan. This chapter sum-
marizes evidence from humans on the costs of reproduction. First, I discuss the
short-and long-term effects of investment in reproduction on the survival patterns
of individuals. Second, I address how current reproductive investment affects the
ability to invest in future reproductive events. Third, I review the evidence for such
costs of reproduction and trade-offs changing with the age of the individual and
across different environments. Trade-offs are predicted to be most severe among the
very young and senescing females, and when resources are limited. Finally, I inves-
tigate the heritable genetic basis for individual differences in the consequences of
reproduction, and how heritabilities and genetic trade-offs between traits vary with
age and across environmental conditions.

9.1 Introduction

The fundamental evolutionary role of reproduction is to ensure genetic contribution
to future generations. Ideally, females should start reproduction at maturation and
continue increasing their family size with short inter-birth intervals across a long
lifespan in order to maximize their lineage persistence across generations. However,
such a reproductive strategy is rarely achieved and may not eventually give the high-
est fitness return because of several constraints and costs involved. First, although
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early age at first reproduction is among the most important life-history traits
affecting between-individual variation in fitness and has a pivotal effect on fam-
ily size and reproductive success in humans (Käär et al. 1996; Pettay et al. 2007),
it is predicted to evolve to maximize fitness subject to both the benefits and costs
of delayed reproduction (Stearns 1992). The costs of delaying reproduction include
increased accumulated mortality hazard before reproduction, reduced reproductive
span, reduced reproductive output, and longer generation time, whereas the bene-
fits include larger body size, higher initial fecundity and lower offspring mortality
brought about by longer growth (Kawecki 1993; Kozlowski 1992; Migliano et al.
2007; Stearns 1992). Second, because of constraints and costs of rapid reproduction
to an individual’s future reproductive success and survival, large overall family sizes
in humans may not necessarily bring the highest fitness returns either (Gillespie et al.
2008).

The costs and consequences of reproduction in human women have interested
scientists for over a century (Beeton et al. 1900). Reproduction is predicted to
be associated with future health, breeding success, and survival because resources
available to individuals in nature are usually limited. Consequently, production of
offspring can be “costly” by reducing an individual’s ability to invest time and
resources in other important body functions, such as growth, immune defense, and
body maintenance, and may lead to accelerated reproductive senescence and shorter
lifespan (Stearns 1992; Williams 1957). Senescence is manifested as a decline in
an individual’s physiological and cellular function with age. Evolutionary theories
suggest that physiological function decreases with age because, first, genes that have
positive effects on fitness early in life will be selected for even if they have negative
effects later in life and, second, because a weakening of selection with increas-
ing age leads to an accumulation of mutations (Hamilton 1966; Kirkwood 1977;
Medawar 1952; Partridge and Harvey 1985; Williams 1957).

Individuals vary in their consequences and costs of reproduction. In long-lived,
iteroparous species that typically reproduce more than once, the relative cost of
reproduction may change with age (Charmantier et al. 2006; Réale et al. 1999;
Williams 1957), given that social rank, resource access, body condition, and resid-
ual reproductive value likely also vary with age. Young growing and old senescent
individuals should thus suffer higher costs than prime-age ones, given that they
may struggle to meet the energetic demands made by reproduction. The costs of
reproduction may also change radically across different environments with differing
resource levels (Monaghan et al. 2008), or with different amounts of help available
from other individuals with raising the offspring, such as a partner or helpers-in-the-
nest, which affect the level of parental investment made and, potentially, ageing rates
(Bourke 2007). Rates of senescence might also differ between different life-history
traits, or in males versus females, given that females typically invest more in repro-
duction by producing larger ova and, in mammals, through gestation and lactation
(Trivers 1972). Finally, the costs of reproduction may also differ for genetic reasons:
individuals may be differently able to bear the consequences of reproduction across
different ages, and may also be differently genetically suited to reproduce in a given
environment (genotype × environment interactions; reviewed in Wilson et al. 2008).



9 Costs and Consequences of Reproduction 113

Humans are a particularly exciting subject with which to study effects of repro-
duction on senescence. This is because whereas most animals reproduce until
they die, in humans, females can survive long after becoming unable to repro-
duce themselves (Hamilton 1966; Williams 1957), and, although males may remain
reproductively capable, they do not often use their potential (Käär et al. 1998). In
both historical and traditional hunter-gatherer populations, 30% or more of adult
individuals are usually beyond the age of 45, given that most who survive childhood
live past their childbearing years (Hawkes 2004). In comparison, in chimpanzee
females fertility declines at about the same age as in humans to virtually zero at age
45 (Nishida et al. 2003), but their survival rates follow fertility so that in the wild
less than 3% of adults are over 45 (Hill et al. 2001). In humans, aging is slowed
down by allocation of more resources to cell maintenance and repair than is done by
the nearest primate relatives (Hawkes 2003). Evolutionary life-history theory offers
a framework to understand individual differences in the costs and consequences
of reproduction and, in humans, such results have implications also for the social
sciences, humanities, and public health. This is because although the human life-
history is in many ways unusual and modern technology has allowed us to stretch
the boundaries of reproduction, ultimately, the same biological principles that under-
lie life-history evolution in other species have also been documented to apply in
humans.

This chapter will summarize evidence from humans on the costs of reproduction.
First, I will discuss the short- and long-term effects of investment in reproduction on
the survival patterns of individuals. Second, I will address how reproduction affects
the ability to invest in future reproductive events. Third, I will review the evidence
for such costs of reproduction changing with age and across different environments.
Finally, I will investigate the heritable genetic basis for individual differences in the
consequences of reproduction, and how these vary with age and across environmen-
tal conditions. Most research on the topic is conducted on women, but I will draw
comparisons to men wherever such data is available.

9.2 Immediate and Delayed Effects of Reproduction on Survival

Both laboratory experiments on model species and a growing number of studies on
natural populations of vertebrates have demonstrated that increases in reproductive
effort, such as lower age at first reproduction or higher early-life fecundity, can result
in reduced subsequent survival rates (reviewed in Nussey et al. 2008). In humans,
the immediate risk of a woman dying from childbirth varies widely: In 2005, on
average 9 women per 100,000 births died worldwide in developed regions, whereas
the risk in developing regions was 450/100,000 and more than 2,000/100,000 in
countries such as Sierra Leone (www.who.int). The probability that a 15-year-old
female will die eventually from an (immediate) maternal cause is currently high-
est in Africa (at 1 in 26), while the developed regions have the smallest lifetime
risk at 1 in 7,300. The major causes of maternal death worldwide include severe
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bleeding/hemorrhage (25%), infections (13%), unsafe abortions (13%), eclampsia
(12%), obstructed labor (8%), other direct causes (8%), and indirect causes (20%).
Maternal death, in turn, can have downstream effects, not only by cutting short the
personal reproductive career, but also by affecting the quality of already produced
offspring: several studies show the negative effect that mother loss has on their own
infant and child survival (reviewed in Sear and Mace 2008). Thus, particularly in
conditions with no modern medical care access, pregnancy and childbirth can reduce
a women’s longevity by exposing her to early death and have consequences for her
fitness.

In addition to the immediate consequences of childbirth for survival, invest-
ment in pregnancy and breastfeeding is predicted to carry delayed long-term costs
to female longevity by reducing resources available for body maintenance. Costs
of pregnancy include resources invested in fetal growth, growth and maintenance
of maternal supporting tissues, and maternal fat accumulation, while the costs
of lactation include resources invested in milk synthesis and the maintenance of
metabolically active mammary glands, and these costs generally outweigh the
costs of pregnancy in women who exclusively breastfeed their baby (reviewed in
Jasienska 2009). Studies documenting how increases in reproductive effort affect
later-life survival have however been equivocal (reviewed in Le Bourg 2007).
For example, in historical populations, some studies have been able to establish
the expected negative effects of high total reproductive effort on female post-
reproductive longevity (e.g. Gagnon et al. 2009; Jasienska et al. 2006a; Westendorp
and Kirkwood 1998); but also many studies find no association or a positive correla-
tion between total number of children and post-reproductive survival (Korpelainen
2000; Le Bourg et al. 1993; Müller et al. 2002); and sometimes this trade-off
is manifested only among the poorest women (Dribe 2004; Lycett et al. 2000).
Similar mixed results arise from studies on the association between total family
size and longevity in contemporary populations (e.g. Doblhammer 2000; Hurt et al.
2004; Kumle and Lund 2000), or studies on the relationship between age at first
reproduction and longevity (reviewed in Helle et al. 2002a, 2005).

Such results are puzzling because if limited resources should promote trade-
offs between reproduction and survival, then we would expect to find the strongest
evidence for such trade-offs from pre-healthcare populations. Moreover, although
short inter-birth intervals are predicted to be particularly detrimental for future sur-
vival, studies investigating this association also show mixed results (e.g. Grundy
and Tomassini 2005; Menken et al. 2003), and studies on the effects of reproduction
on body condition or health in later life are also unequivocal (Tracer 2002). One
possibility is that within each population, high-quality individuals have both higher
breeding performances across their lifespan and higher probabilities of survival (van
de Pol and Verhulst 2006), resulting in positive or “phenotypic” correlations (Daan
and Tinbergen 1997) that are difficult to control for in a no-experimental study
design. However, this does not explain why most studies that have investigated sim-
ilar relationships between family size and longevity in men have generally found
no significant relationships at all (e.g. Doblhammer and Oeppen 2003; Helle et al.
2004; but see Penn and Smith 2007) or positive effects of offspring of only one
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sex (e.g. Jasienska et al. 2006a). Across countries, however, birthrates are indeed
related to a sex difference in lifespan: birthrate per female explains 17% of the vari-
ation in relative sex differences in lifespan across countries, and low birthrate results
in females living relatively longer than males (Maklakov 2008).

An additional complication is that although the cumulative costs of reproduction
are related to negative health outcomes such as increased risk of cardiovascular dis-
eases, diabetes, and strokes even in women of good nutritional status, young age
at first reproduction and high fertility may also lead to decreased mortality from
certain diseases, such as breast and reproductive cancers (reviewed in Jasienska
2009). Depending on the population and overall risk of certain diseases as well
as individual differences in the risk of suffering from specific health problems,
the costs of reproduction may or may not outweigh the benefits of reproduction
to health. Finally, it has also been suggested that extended periods of endoge-
nous estrogen production following continued reproduction and breastfeeding until
old age could stimulate biological systems to positively affect survival and health,
and could also foster better survival chances through adoption of healthy behav-
iors or through social support in old age from younger children (Yi and Vaupel
2004).

Nevertheless, when socio-economic status is controlled for in the analyses and
high reproductive effort is measured in terms of production of twins over singletons
(Helle et al. 2004) or energetically more expensive sons over daughters (Beise et al.
2002; Helle et al. 2002b; Hurt et al. 2004; van de Putte et al. 2004), rather than by
production of a large family size per se, high investment in reproduction appears to
reduce a women’s post-reproductive survival rates, for example due to increased sus-
ceptibility to infectious disease (Helle et al. 2004). It is thus possible that in a species
such as humans mothers might be able to adaptively adjust their birth intervals or
overall family size to match their available resource levels and current body condi-
tion to avoid having to pay high costs resulting from too expensive state-dependent
reproductive investment, whereas production of twins over singletons or sons over
daughters is less under the active control of the mother and more likely to lead to a
realization of the costs of reproduction. Resolving the controversy surrounding this
topic would benefit from twin designs comparing longevity of genetically similar
individuals differing in their reproductive investment patterns, or studies involving
large pedigree data sets that allow the associations between reproduction and sur-
vival to be investigated not only at the phenotypic, but also at the genetic level (for
one example, see Pettay et al. 2005).

Many mechanisms have been identified as contributing to age-related deterio-
ration in function (Nemoto and Finkel 2004). Processes that are widely believed
to play an important role in this and could underlie life-history trade-offs involv-
ing longevity include the accumulation of oxidative damage to lipids, proteins, and
DNA, which then interfere with cell and tissue function, as well as telomere attri-
tion (reviewed in Monaghan et al. 2008). Increases in reproductive effort can impair
immune function in the long term (Ardia et al. 2003), and an effective immune
system itself may be costly to maintain (Sheldon and Verhulst 1996), and may
constrain individual reproductive decisions. Direct evidence that high reproductive
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effort accelerates immunosenescence or facilitates telomere attrition in humans is
however still lacking (but see e.g. Hanna et al. 2009; Helle et al. 2004).

9.3 Costs of Reproduction to Future Breeding Success

In addition to effects on survival, an increase in reproductive effort may manifest
as reproductive senescence, i.e. reduced subsequent breeding success. In support of
this, female collared flycatchers (Ficedula albicollis) that were subjected to exper-
imentally enlarged broods early in life laid smaller clutches in old age (Gustafsson
and Part 1990), and female red deer (Cervus elaphus) with high early-life fecundity
showed stronger subsequent declines in offspring birth weight and delayed calv-
ing dates (Nussey et al. 2006). Such relationships between early life reproductive
investment and later life survival, maternal performance, and rates of senescence
have also been shown to have a genetic basis in natural populations of vertebrates
(Charmantier et al. 2006; Nussey et al. 2008; Pettay et al. 2005; Wilson et al. 2008).

Few studies on humans have directly investigated the effects of maternal repro-
ductive investment on her future breeding success, and to my knowledge such
studies are entirely absent in men. That such effects are possible at least in women
is illustrated by studies showing that increases in current reproductive effort (pro-
duction of twins or more expensive sons) can reduce the mother’s chances of
a successful future reproduction (Lummaa 2001) and the quality of the subse-
quent offspring (Rickard 2008; Rickard et al. 2007, 2009). For example, inter-birth
intervals tend to be longer after giving birth to a son than after giving birth to
a daughter (Mace and Sear 1997), and mothers who previously produced a son
thereafter give birth to offspring that have lower birth weight (Côté et al. 2003;
Rickard 2008), smaller size at adulthood (Rickard 2008), and reduced mating
and reproductive success (Rickard et al. 2007, 2009) compared to offspring born
after a daughter. Moreover, increasing offspring quantity may reduce offspring
quality in the short term (Meij et al. 2009) as well as their eventual contribu-
tion to maternal fitness (numbers of grand-offspring produced) (Gillespie et al.
2008). This evidence thus predicts that high investment in a current attempt has
negative effects on investment in future reproduction, but studies investigating
e.g. the effects of offspring birth weight (pregnancy investment) and breastfeed-
ing length (post-natal investment) on future fertility and offspring quality are
currently rare.

In women, “reproductive” senescence may also manifest post-reproduction,
given that post-reproductive women continue gaining fitness by increasing the sur-
vival and/or reproductive capacity of both their own offspring and grand-offspring
(reviewed in Sear and Mace 2008). As women age, their ability to affect positively
the reproductive success of their adult offspring decreases and young grandmoth-
ers are the most helpful ones in aiding survival of their grandchild (Lahdenperä
et al. 2004). However, it is not known whether this ability to gain fitness post-
reproduction through grandmothering is modified by or traded-off with patterns of
reproductive investment prior to menopause. Such effects would have important
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repercussions for calculating optimal allocation between reproduction and post-
reproductive longevity, but are generally ignored in all the current models of
menopause evolution (Rogers 1993; Shanley et al. 2007).

9.4 Costs of Reproduction with Age

Both the measures of reproductive performance and costs of reproduction can
change with age. First, conception rate and baby birth weight are reduced in older
mothers while offspring developmental and genetic problems and neonatal mortal-
ity increase (reviewed in Ellison 2001). In pre-industrial women, general offspring
quality, as measured by their eventual contribution to the grand-offspring genera-
tion, has been documented to decline by as much as 30% from offspring born to
mothers aged 17 to offspring born to mothers 40+ years (Gillespie et al. submitted).
Such declines in fitness benefits of offspring produced at different ages were caused
by both biological and social effects: while maternal age best explained declines
in offspring survival to adulthood, increasing birth order and thus competition
with siblings (Faurie et al. 2009) became more important in explaining declines
in recruitment of adult offspring to reproduction (Gillespie et al. 2008).

Second, also the costs of reproduction to survival may vary with age: effects of
birth order of the child on (immediate) maternal mortality risk have been found to
follow a J-shaped function, with the risk of dying from childbirth declining after the
first birth and then rising again in high-parity women (Knodel 1988). For example,
in historical Utah, the risk of mortality after childbirth increased with age, and this
risk was greater for women than men (Penn and Smith 2007). Changes in the costs of
reproduction with age are predicted, given that not only social rank and thus external
resource access commonly vary with age in all human societies, but also changes
in body condition and individual residual reproductive value are likely to vary and
lead to differences in the personal costs of reproduction. However, little is currently
known of such processes, or the causes creating variation between individuals in
their reproductive success with age and how previous reproductive effort modifies
this. Without assessing the impact of early-life reproductive effort on survival and
reproductive outcomes across all reproductive ages, the fitness implications of the
long-term effects of early reproductive effort cannot be determined (Nussey et al.
2008).

9.5 Costs of Reproduction Across Environments

Ecological, social, and demographic conditions are likely to interact with the costs
of reproduction and influence the rate at which women senesce. Environments
with plentiful resources are predicted to be associated with earlier age at matu-
rity and higher reproductive success and survival, whereas resource scarcity and
limited energy available for reproduction is predicted to lead to constraints for
the expression of optimal combination of these traits (Roff 2002; Stearns 1992).
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Limited availability of resources should also promote trade-offs between fitness-
related traits, and thus the optimal within-individual allocation of resources is likely
to change across resource regimes (Noorwijk and de Jong 1986). In line with this,
evidence from both wild animals and humans show that resource availability during
reproduction not only influences the costs of reproduction for the breeder, but also
the reproductive potential of offspring (Lummaa and Clutton-Brock 2002).

Costs of reproduction can be interpreted in a meaningful way only when they are
analyzed in relation to the overall energy budget of the woman: high costs of repro-
duction will not have the same effects on women who have good diets and low levels
of physical activity as on women in poor energetic condition (Jasienska 2009). Such
physiological consequences of reproduction for women on different energy budgets
are well-documented in humans (reviewed in Jasienska 2009). However, less is cur-
rently known of how resource variation affects the strength and direction of selection
on human life history, despite this being one of the basic premises of life-history
theory. One example is provided by a study on preindustrial Finns, demonstrating
that the costs of reproduction were greater in inland areas, where winters are harsh
and food was unpredictable, than in milder coastal areas where fish supplemented
the diet: selection favored heritable dizygotic twinning in populations enjoying pre-
dictable food supply, whereas such an increase in reproductive effort was selected
against in populations suffering from frequent famines. The differing selection pres-
sure on multiple births likely led to the observed significant differences in twinning
rates between populations with differing access to resources (Lummaa et al. 1998).

Moreover, in agreement with life-history theory, the opportunity for total selec-
tion, the strength of natural selection on life-history traits, and trait means differed
in the same Finnish populations between women belonging to different wealth
classes and thus with differing access to resources. Women from the poorest social
class were more likely to have a reduced lifespan due to increased risk of dying
from infectious diseases following increased reproductive effort, and experienced
in general more profound trade-offs between life-history traits (Pettay et al. 2007).
Similarly, even in modern developed countries, individuals with low socio-economic
status have, on average, lower life-expectancy (e.g. Martikainen 1995). In historical
times, opportunity for selection was higher and selection on earlier age at first repro-
duction stronger among the poorest mothers compared to wealthier mothers. This
is in line with the prediction that selection should favor early reproductive effort in
conditions where mortality is high. Further evidence that resource availability may
affect selection on life-history traits in humans comes from studies on historical
Germans and Swedes. In these populations, a negative relationship between parity
and post-menopausal lifespan existed among poor landless women only, whereas
in wealthier women, the relationship between parity and post-menopausal lifespan
was positive (Dribe 2004; Lycett et al. 2000). A negative relationship between fer-
tility and longevity may, therefore, be expected in women who, due to multiple
pregnancies and breastfeeding, pay high costs of reproduction that cannot easily
be compensated by increases in dietary intake and reduction in physical activity
(Jasienska 2009).

Comparable differences in the costs of reproduction resources arising from
social class differences between individuals could also be created, for example, by



9 Costs and Consequences of Reproduction 119

different amounts of help available from other individuals with raising the offspring,
such as partners, grandparents, or other helpers-in-the-nest, that affect the level of
investment made by the mother. Unfortunately, there are currently no studies inves-
tigating how such differences in the environmental conditions of breeders affect
their life-history trade-offs, reproductive costs, and senescence in humans (but see
Bourke 2007).

Environmental conditions during early life can have similar long-term effects, but
little is known of whether the costs of reproduction and rates of senescence might be
modified by the prevailing ecological conditions particularly at critical early stages
of life. Poor early-life conditions such as maternal nutrition during gestation and lac-
tation could lead to unfavorable developmental conditions for the offspring in utero
(reviewed in Lummaa and Clutton-Brock 2002). This could represent an insult to
the developmental process, ultimately reducing overall adult physiological condi-
tion. It is thus predicted that the life-history trade-offs will be most severe and the
rates of senescence greatest among those women living in harsh ecological con-
ditions, because the importance of contributing heavily to care will be greater in
such circumstances and hence reproductive investment will be higher. That such
effects are likely is suggesting by the growing evidence across species document-
ing density-dependent and density-independent aspects of the early environment
accounting for large portions of variance in important life-history traits and, con-
sequently, fitness (reviewed in Lindstrom 1999). For example, in humans, varying
early environmental conditions, such as month or season of birth, predict longevity
and reproductive performance (reviewed in Lummaa 2003). Furthermore, dietary
intake prior to birth is associated with subsequent risk of adverse health (Hamdoun
and Epel 2007), age at sexual maturation (Walker et al. 2006), ovarian function
(Jasienska et al. 2006b), and lifespan (Moore et al. 1999), suggesting that early-life
conditions influence development and that this has adverse effects later in life.

However, whether and how such early condition differences vary across ages and
relate to senescence patterns is generally unknown. Evidence from red deer shows
that rates of reproductive senescence are modified by both early environmental con-
ditions (Nussey et al. 2007) and reproductive investment early in life (Nussey et al.
2006), with individuals born in poor conditions or investing heavily early in life
showing greater rates of reproductive decline later in life. In many human societies,
individuals reproduce across a long time-span and a range of environmental con-
ditions. Given the ongoing demographic and nutritional transitions world-wide to
higher energy diets and advancing maternal ages, such relationships are of poten-
tial importance in humans too to researchers from social, political, biological, and
medical sciences and warrant further exploration.

9.6 The Genetic Basis for Costs of Reproduction Across Ages
and Environments

What constrains the evolution of both high reproductive effort and long lifes-
pan? To determine the potential evolutionary response to selection on traits
such as reproductive output at different ages and across different environments,
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information concerning the genetic structure of the traits in question is necessary.
This is because phenotypic correlations between reproductive traits and survival are
particularly interesting only if they have a genetic basis, given that natural selection
can only lead to an evolutionary response when it acts on a heritable character. For
example, studies on wild populations of long-lived mammals have shown that, in
poor environments, selection on survival can be stronger, but the amount of heritable
genetic variation smaller (Charmantier and Garant 2005). Conversely, while there
may be high heritable variation in good environments, selection may be relaxed in
these conditions (Wilson et al. 2006), explaining why phenotypic trait means do not
always correspond well to (directional) selection acting on them.

Unfortunately there are only a few studies investigating trade-offs in human
life-history at both the phenotypic and genetic level, and none in men. This lack
of information on the heritability and genetic constraints of reproductive traits in
human populations has resulted in a limited understanding of whether the pheno-
typic selection documented could lead to evolutionary changes over time. The two
exceptions include studies into the heritability of key life-history traits in contem-
porary Australian and rural historical Finnish women. In both populations, female
life-history traits, such as age at menarche and menopause, reproductive rate and
longevity, had significant additive genetic heritability, suggesting the possibility for
a rapid evolutionary response to selection, and also 47% of the variance in fitness
itself in Finns and 39% in Australians was attributable to additive genetic effects
(Kirk et al. 2001; Pettay et al. 2005). Moreover, there were also detectable genetic
constraints between reproductive traits and longevity (negative genetic trade-offs):
genes related to capacity for a high birthrate appeared to also lead to reduced sur-
vival and shorter overall longevity of the mothers (Pettay et al. 2005). This supports
the hypothesis that rate of reproduction should trade-off with longevity, and can
maintain additive genetic variation in nature (Kirkwood 1977; Williams 1957). The
fact that correlations between reproductive investment and longevity are often not
present at the phenotypic level (see above) calls for further studies investigating such
correlations at the underlying genetic level.

However, similarly to costs of reproduction, also heritabilities can be modified
by age and environment. First, female fertility in humans shows clear changes with
age, possibly affecting calculations of heritabilities. In young women, maternal
effects may be important for successful reproduction, such as wealth of the parents,
which correlates both with female body condition, and thus their age at menarche
(reviewed in Voland 1998), and with marital success (Voland 1990). Furthermore,
family help, such as the presence of grandmothers, may be an important determinant
of female reproductive rate: daughters enjoying help from their post-reproductive
mothers show reduced inter-birth intervals (Lahdenperä et al. 2004; Voland and
Beise 2002) and increased breeding probability (Sear et al. 2003). Finally, female
fertility also shows senescence with age: the natural conception rate falls rapidly
already from the mid-30s onwards (Sievert 2001), and the risk of unsuccessful
pregnancy (miscarriage) increases with age, while the quality of offspring, in terms
of developmental and genetic problems, may decrease (Holman and Wood 2001).
Consequently, a single over-lifetime estimate of heritability for traits may give too
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simplistic a view of their response to the documented selection pressures, because
evolutionary theories of senescence predict that the additive genetic variance in fit-
ness traits is age-dependent: aging leads to increase of additive genetic variance in
late life (e.g. Charmantier et al. 2006).

Currently, the only evidence for the age-dependent changes in heritability of
human life-history traits comes from a study by Pettay et al. investigating the histor-
ical pedigree records available for eighteenth and nineteenth century Finns (Pettay
et al. 2008). A key female life-history trait, fecundity, had significant overall additive
genetic heritability (0.31) across all ages, potentially permitting rapid evolutionary
responses to selection (Pettay et al. 2005). However, this additive genetic variation
in fecundity in women was age-dependent and increased with age, as suggested by
the theories of senescence (Rose 1991). In contrast, family effects (nongenetic mate-
rial inherited from parents) appeared important early in the reproductive career but
diminished later on (Pettay et al. 2008). Contrary to many animals, women have high
survival in later age classes (Hawkes 2004). The presence of age-dependent addi-
tive genetic variation suggests that the common practice of using a single estimate
of heritability over all age classes may give an incomplete idea of whether and how
selection can lead to an evolutionary change in trait mean values. It is also impor-
tant in the light of the declining force of natural selection with age (Williams 1957).
However, again, further studies on other populations living in differing ecological
conditions and experiencing different age-specific reproductive rates and selection
pressures would be helpful in clarifying the generality of these findings.

Heritabilities can also change across environments, and certain genotypes may
be most successful in particular environments but not in others. Recently it has been
increasingly demonstrated that environmental conditions can influence the genetic
control of life-history traits such as survival and reproduction in laboratory pop-
ulations (Sgrò and Hoffmann 2004). As such genotype–environment interaction
can result in genetic correlations between life-history traits being environment-
dependent (Wilson et al. 2006, 2008), trade-offs have to be examined across all
environments experienced by a population. Such studies for human life-history
traits are entirely lacking at the moment, although understanding life-history evo-
lution requires examination of both the environmental and genetic relationships
between fitness components across the ages and environments in which the traits
are expressed.

9.7 Conclusions

In most animals, fitness is maximized by optimizing the trade-off between current
and future reproduction, with the amount of selection on early reproduction relative
to late reproduction influencing, in part, the rate at which individuals senesce and
die. In contrast, in human women, menopause has been proposed to enable women
to avoid reproducing at a time when the fitness costs begin to outweigh the benefits,
while prolonged post-reproductive lifespan in turn offers an opportunity to increase
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one’s overall genetic contribution to future generations by helping existing offspring
to raise their families more successfully. Thus, by increasing current reproductive
effort, mothers might not only reduce their future reproductive success but also their
post-reproductive survival rates and ability to help their own adult sons and daugh-
ters in raising grand-offspring. Life-history theory consequently predicts that fitness
in women should be governed by optimization of trade-offs both within the repro-
ductive phase and between the reproductive and post-reproductive phases. We are
only beginning to understand such processes, and the ultimate tests of this idea—
that genetic trade-offs between rate of parity and post-reproductive lifespan increase
with age—are yet to be conducted.

Understanding interactions between reproductive tactics, success, senescence,
and lifespan in humans appeals to a large range of people both within and with-
out the scientific community. First, recent changes in population age structure are a
growing issue of concern in many “developed” societies, and current models have
failed to predict demographic transitions in many developing countries. Second,
although there have been dramatic gains in the survival rates of older people in
Western countries over the last several decades, the scope for improvements remains
an open question because our knowledge about the interaction of biology, behavior,
and environmental conditions in determining rates of senescence and age-specific
mortality rates is still limited. Moreover, it is likely that increasing knowledge of
the human genome may lead to manipulations of genes and gene products, possibly
resulting in boosts in lifespan. Better understanding of the forces that have evolved
by natural selection to provide our species-typical cell and DNA repair mechanisms
are important for these tasks, and this is provided by the life-history framework.
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Chapter 10
Height and Reproductive Success

Is Bigger Always Better?

Rebecca Sear

Abstract Height is of great interest to the general public and academics alike. It is
an easily observable and easily measurable characteristic, and one that appears to
be correlated with a number of important outcomes, from survival to intelligence to
employment and marriage prospects. It is also of interest to evolutionary biologists,
as the end product of life history decisions made during the period of growth. Such
decisions will depend at least partly on the payoffs to size in adulthood. This chapter
surveys the costs and benefits of height during adulthood: what are the consequences
of height in terms of mortality rate, mating success and fertility outcomes for each
sex, and how much do these differ between environments? It is clear from this survey
that relationships between height and fitness correlates show considerable variation
between populations, suggesting that the costs and benefits of height depend on
environmental conditions. If any tentative conclusion can be drawn it is that while
short height is rarely advantageous, particularly for men, tall height is not univer-
sally beneficial, particularly for women. We can also conclude that height is clearly
still important for fitness correlates in modern environments, thereby demonstrating
that we have yet to leave our biological imperative behind.

10.1 Introduction

Height is a topic of great interest to academics and the general public alike. It is an
easily observable and easily measurable characteristic, perhaps explaining its pop-
ularity in both academic research and popular culture. Websites abound on height.
You can find out the height of your favorite celebrity (www.celebheights.com),
discover average heights around the world (http://www.thegreatsleep.com/height.
htm), calculate the percentage of Americans shorter than you (http://www.
tallpeople.net/wiki/What_Percentage_of_People_are_Shorter_Than_Me), predict
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your child’s ultimate height (http://www.bbc.co.uk/parenting/your_kids/toddlers_
heightcalculator.shtml), and find online support if you are particularly short
(http://www.shortsupport.org/) or particularly tall (http://www.tallclub.co.uk/
index.asp). Height then is clearly salient to the internet-using general public.
Academics are equally fascinated by the subject and their interest appears to be
growing: Steckel reported earlier this year that approximately 325 publications on
height have been published in the social sciences alone since 1995, and that the
rate of publication on the topic had shown a four-fold increase over the previous 20
years (Steckel 2009). This academic research supports the lay view that height is of
importance for many different outcomes, from intelligence and earnings (Case and
Paxson 2008), to suicide rates (Magnusson et al. 2005), sexual orientation (Bogaert
1998), and jealousy (Buunk et al. 2008). Such academic research may be at least
partly a matter of convenience, given the ready availability of data, including
historical records as well as contemporary data. But to an evolutionary biologist,
what does height actually mean?

Adult height is the end product of life history decisions made throughout the
period of growth, from conception onwards. Life history theory is the branch of evo-
lutionary biology that aims to understand how energy is allocated over the life course
(Roff 1992). It is based on the principle of allocation, which states that energy used
for one purpose cannot be used for another purpose. During their lifetimes, organ-
isms continually make decisions about how to optimally allocate energy between
functions such as growth, somatic maintenance (including immune function), and
reproduction. An individual’s final adult height results from the decisions it makes,
and also the decisions its mother makes (Wells 2003), about how much energy to
allocate to growth compared to maintaining body condition or reproduction. Both
the speed and the timing of growth are relatively labile, so that individuals can speed
up or slow down growth, or extend or shorten the period of growth to vary final
adult height. An important decision in this process is the decision about when to
stop growing and start reproducing, since humans, like many other species, separate
out the periods of growth and reproduction given the costly nature of both. Height,
then, is partly determined by the timing of the decision to stop allocating energy to
growth and start allocating energy to reproduction instead. Any selection process
affecting adult size will therefore act on the period of growth—the timing and speed
of growth is the adaptation, rather than final adult size.

Such life history decisions will be affected by the amount of energy available
to that individual, so that adult size differs between environments, but these cross-
population size differentials are not simply the result of environmental constraints
on growth. Individuals who are conceived and grow up in poor environments could
grow a little faster during good periods (should they experience them) and/or con-
tinue growing a little longer in order to end up as larger adults. Both compensation
mechanisms do in fact occur in poorly nourished populations. Children often expe-
rience periods of “catch-up” growth after stalls in growth due to episodes of disease
or seasonal food shortages, for example (Martorell et al. 1994). Growth also tends
to continue a little longer in poorly nourished populations, with a corresponding
later age at reproductive maturity (Teriokhin et al. 2003). Growing fast and growing
longer both have costs however. Fast growth appears to have adverse consequences
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in terms of higher mortality risk in later life (Rollo 2002). Growing longer delays
the start to reproduction, which both increases the risk of dying before any offspring
have been produced, and means fewer offspring are produced overall. Individuals
must therefore tradeoff any potential benefits of large size against the costs of faster
and longer growth. Recent research has begun to explore the potential costs and ben-
efits of growth across populations, in order to understand these life history decisions
in more detail. A cross-cultural analysis suggested that where juvenile mortality
rates are relatively high, individuals stop growing sooner (and so end up as shorter
adults), presumably to reduce the risk of dying before starting to reproduce (Walker
et al. 2006). At the extreme end of the continuum, this may be at least part of
the explanation for the very short height of pygmy populations in central Africa
(Migliano et al. 2007).

The payoffs to investing in growth versus other functions are also likely to differ
between environments because adult height may bring different costs and bene-
fits in different environments. The aim of this chapter is to survey the costs and
benefits of height during adulthood: what costs and benefits does height bring in
terms of mortality rate, mating success, and fertility outcomes for each sex, and
how much do these differ between environments? Large size, as a general rule, is
frequently considered to be a good thing in fitness terms, bringing both survival and
fecundity advantages (Harvey and Clutton-Brock 1985). Larger males tend to be
more successful in the competition for mates, and larger females have greater ener-
getic reserves to devote to reproduction. But large size is also energetically costly
to maintain (Blanckenhorn 2000). Given the diversity of mating patterns, mortality
rates, and energy access experienced by our geographically widespread species, it
is worth considering exactly how height is related to the various correlates of repro-
ductive success in diverse environments, before any conclusions can be drawn about
the fitness benefits of size.

10.2 A Survey of Height and Correlates of Reproductive
Success in Adulthood

10.2.1 Height and Adult Mortality

Mortality is one key component of fitness: to ensure any reproductive output, indi-
viduals must survive long enough to reproduce and to raise successfully any children
produced. Of all the fitness components considered in this chapter, the literature on
links between height and adult mortality is by far the largest. At a population level,
height is clearly related to mortality rates—taller populations have lower mortal-
ity, and this holds for both women and men (Gage and Zansky 1995). Here, we
are interested in whether this relationship holds at an individual, within-population
level. Table 10.1 presents a summary of studies that have used longitudinal datasets
and hazards analysis (the most appropriate statistical technique) to investigate the
link between height and all-cause mortality at the individual level (several other
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Table 10.1 Summary of studies analyzing the relationship between height and all-cause adult
mortality (this page low mortality populations; next page high mortality populations)

Study
population

Age Sex Height-
mortality
relationship

Comments References

Norway 20+ Women
Men

Negative
Negative

Large
population-based
study; association
weaker for tallest
men and oldest ages

Waaler (1984)

Norway 20+ Women
Men

U-shaped
Negative

Similar to Waaler
(1984) but larger
sample and longer
follow-up

Engeland et al.
(2003)

Sweden 16+ Women
Men

Negative
Negative

Random sample of
Swedish adults

Peck and Vagero
(1989)

Sweden 18+ Men Negative Military conscripts Allebeck and
Bergh (1992)

Finland 25+ Women
Men

Negative
Negative

Population surveys
in Eastern Finland

Jousilahti et al.
(2000)

Finland 14+ Women U-shaped Fertile women
recruited during
childbearing years

Laara and
Rantakallio
(1996)

Finland 45+ Men Negative Helsinki business
men

Strandberg (1997)

England 40+ Men Negative Whitehall study of
civil servants;
strength of
association declined
with length of
follow-up

Leon et al. (1995)

Scotland 16+ Men None Male medical
students

McCarron et al.
(2002)

Scotland 45+ Women
Men

Negative
Negative

Renfrew/Paisley
general population
study

Davey-Smith
et al. (2000)

US <36 Women
Men

None
None

Framingham Heart
Study

Kannam et al.
(1994)

US 25+ Women
Men

None
None

NHANES 1 Liao et al. (1996)

South
Korea

40+ Women
Men

Negative
Negative

Civil servants and
their dependents

Song and Sung
(2008)
Song et al. (2003)



10 Height and Reproductive Success 131

Table 10.1 (continued)

Study
population

Age Sex Height-
mortality
relationship

Comments References

Gambia 21+ Women
Men

U-shaped
None

Rural
agriculturalists

Sear et al. (2004)
Sear (2006b)

Bangladesh 10+ Women None Matlab study Hosegood and
Campbell (2003)

Belgium 50+ Men Negative Military conscript
data; Birth cohort
1815–1828

Alter et al. (2004)

Belgium 50+ Men None Military conscript
data; birth cohort
1829–1860

Alter et al. (2004)

US 55+
56+

Men Negative
None

US Union Army
records, nineteenth
century; slightly
different samples
and methods yield
different results

Costa (1993)
Costa (2004)

US 20+ Men None Amherst College
graduates
1834–1949

Murray (1997)

studies investigate the height–longevity link using other methods or in particularly
biased samples: Samaras (2007) provides an excellent source of this literature).
Most of these studies have been conducted in relatively high income, and therefore
low mortality, populations. Most, but not all, find a largely negative relationship
between height and risk of death, though this relationship may be weaker at older
ages, and for the particularly tall. And two of the studies find a U-shaped, rather
than entirely linear relationship for women. Unfortunately there are very few stud-
ies on low income, high mortality populations, but the little evidence available
suggests that the negative relationship between height and mortality may not hold
so strongly here. Of the five relatively high mortality populations studied, in two
there is evidence of a negative relationship between height and risk of death (nine-
teenth century US army veterans and East Belgians), but in both cases the results
did not hold across the entire sample. In the other three populations—two in the
contemporary developing world and one other historical US population—there is
little evidence of any height–mortality relationship, except for Gambian women, in
which the relationship is U-shaped.

The explanation for these variable results may lie in the fact that the relationship
between height and mortality differs by cause of death. The broadly negative rela-
tionship between all-cause mortality and risk of death in high income countries is
driven largely by lower risks of cardiovascular disease in tall individuals; the risk
of death from cancer, particularly reproductive cancers, is actually higher among
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taller individuals (Davey-Smith et al. 2000; Lee et al. 2009; Okasha et al. 2002).
The relationships between height and the main causes of death in high mortality
populations, such as infectious or parasitic disease, have yet to be elucidated, given
the lack of data on height and mortality in such populations. But since the main
causes of death differ between populations, ages, and the sexes, we would not nec-
essarily expect different populations to show identical relationships between height
and mortality. Bearing in mind the caveat that we so far have little data on high
mortality populations, some very tentative conclusions can perhaps be drawn from
this survey. First, height seems to be more important in high income, low mortal-
ity populations, and less so in higher mortality populations, perhaps because of the
clear link between height and cardiovascular disease, a significant cause of death in
low mortality populations. Second, there are differences in the height–mortality link
between men and women. For men, tall height seems to be broadly beneficial, or at
least not detrimental, in that height seems to be either negatively related to mortality
or not related at all. For women, several populations show a U-shaped relationship,
so that tall height may sometimes bring disadvantages, as does short height.

10.2.2 Height and Mating Success

Once an individual has survived to reproductive age, the next step on the road to
reproductive success is to find a partner. Anyone raised in western culture will
be aware of the importance of height in the mating market. In the Anglophone
world, women are traditionally supposed to seek “tall, dark, and handsome” men.
Academic research backs up these perceptions. Evidence that height matters on the
mate market can take one of two forms. We can indirectly test whether height mat-
ters by assessing whether individuals state preferences for a particular height, or
we can more directly investigate whether height affects the choice of a mate in the
real world of marriage. Research on mate preferences suggests that both men and
women, at least in western populations, do prefer partners of a particular height.
Lab tests of mate preferences and analysis of lonely hearts ads provides support
for what social psychologists have described as the “cardinal rule of dating”: both
sexes prefer relationships in which the man is taller than the woman (Higgins et al.
2002; Pawlowski 2003; Pierce 1996), though women more so than men (Salska
et al. 2008). There is consistent evidence that women do prefer tall men (Shepperd
and Strathman 1989), though perhaps not very tall men (Hensley 1994). Men’s pref-
erences are sometimes less pronounced, but they do seem to have a preference for
short (Shepperd and Strathman 1989) or average height women (Swami et al. 2008).

Studies of mate preferences are problematic, however. Such studies tend to have
rather unrepresentative samples: college students and users of lonely hearts ads are
not necessarily representative of all men or women. Studies of mate preferences
have also been done almost exclusively in western populations. In addition, mate
preferences are not necessarily converted into mate choice, which is ultimately what
matters for reproductive success. Mate choices will result from mate preferences
across a range of criteria, not just physical attractiveness; they will be affected
by mate availability and one’s own mate value, and perhaps also the preferences
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of one’s parents and family. More convincing evidence that height matters for
mating success would be research which found that individuals are actively choosing
partners of particular heights as marriage partners.

Assortative mating for height is one indication that height may be of importance
on the marriage market, and has been examined in many populations. A 1968
review found that a positive correlation between the heights of husbands and wives
was relatively common among the 25 populations of European-origin included
(Spuhler 1968). In a 1977 survey, 26 of 39 (67%) of populations that were
European or of European-origin showed evidence of such assortative mating
(Roberts 1977). Studies on non-European populations are less common, but the
results are more mixed. The 1968 paper found no evidence for assortative mating
in the 2 non-European populations it included, and in the 1977 review, only 2 of 10
(20%) non-European populations showed significant evidence of assortative mating
for height. More recent research on non-European populations has found posi-
tive assortative mating for height in Bolivian forager-farmers (Godoy et al. 2008),
Oaxaca, Mexico (Malina et al. 1983) and Pakistan (Ahmad et al. 1985), but not in
Cameroon (Pieper 1981), Gambia (Sear 2006a), Korea (Hur 2003), or Hadza hunter-
gatherers (Sear and Marlowe 2009). Overall, then, while positive assortative mating
for height appears fairly common among human populations, it is by no means uni-
versal, and its frequency may be over-emphasized by the disproportionate number
of studies on European populations, where assortative mating for height may be
more common.

Assortative mating is the weakest evidence that height matters for mate choice.
Alternative explanations are possible, for example, individuals could be assorting
on a characteristic which is correlated with height (such as socio-economic status),
or it could arise simply because different groups within a population are different in
height. A better measure might be height-specific patterns of mating that are likely
to be driven by actual preferences for particular heights. The male-taller norm is
one such example. The proportion of marriages in which the female is taller than
the male is considerably less than would be expected by random mating in popula-
tions in the US (Gillis and Avis 1980), and the UK (Sear et al. 2004). But in both
Gambian agriculturalists and Hadza hunter-gatherers the proportion of female-taller
marriages is exactly what would be expected by random mating, around 8–9% (Sear
et al. 2004; Sear and Marlowe 2009).

A final piece of evidence that height matters would be analyses that showed indi-
viduals of particular heights were favored in terms of the probability or number
of marriages (see Table 10.2). Most, but not all, of these studies find a positive
relationship between height and marital success for men. There are fewer studies
for women, and the results are a little more mixed: these studies variously show no
relationship (Gambia, Hadza), a disadvantage for the shortest women (Bavaria), and
a disadvantage for both the shortest and tallest women (UK).

This summary suggests both preferences and choices for height exist in both
sexes in at least some populations, but not all. Women seem to choose either
tall men, or have no preference at all; a marital advantage for short men is not
seen. Men’s choices may be somewhat more variable, and they may sometimes
avoid shorter women (though such a pattern may also be driven by taller women
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Table 10.2 Summary of studies analyzing the relationship between height and probability
or number of marriages (top panel low mortality populations; bottom panel high mortality
populations)

Study
population

Dependent
variable

Sex Height-
mortality
relationship

Comments References

UK Probability
and number of
marriages

Women
Men

∩-shaped
Positive, except
tallest men

Nationally
representative
sample (NCDS)

Nettle (2002b)

Poland Probability of
marriage

Men Positive Wroclaw Pawlowski et al.
(2000)

US Number of
wives

Men Positive West Point cadets Mueller and
Mazur (2001)

Gambia Number of
marriages

Women
Men

None
Positive

Rural
agriculturalists

Sear et al. (2004)
Sear (2006b)

Hadza Number of
marriages

Women
Men

None
None

Hunter-gatherers Sear and
Marlowe (2009)

Belgium Probability of
marriage

Men Positive Military conscript
data; men born
1815–1860

Alter et al. (2004)

US Probability of
marriage

Men Positive US Union Army
records,
nineteenth
century

Hacker (2008)

US Probability of
marriage

Men Positive Amherst College
graduates
1834–1949

Murray (2000)

Bavaria Probability of
marriage

Women Shortest
women
disadvantaged

Female prisoners,
nineteenth
century

Baten and
Murray (1998)

attempting but failing to achieve their preferred taller partner). Such variability
makes sense because what makes a potential mate attractive is likely to vary between
populations. Height should confer different advantages and disadvantages in differ-
ent ecologies and different subsistence strategies, perhaps growing in importance in
agricultural and industrial populations, compared to hunter-gatherers, where large
size may actually be a disadvantage in hunting game. As with the mortality research,
a very tentative conclusion might be that height matters more for high income, devel-
oped country populations, compared to traditional societies, though again the data
are far too limited to make this conclusion at all secure.

10.2.3 Height and Fertility Outcomes

Life history theory predicts that adult height will be negatively correlated with age at
first reproduction, because of the tradeoff between growth and reproduction. Height
could also plausibly be related to other fertility outcomes, such as reproductive rate
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in women, since taller women potentially have access to greater energetic reserves.
There is relatively little research on relationships between height and fertility out-
comes and what there is exists almost exclusively for women, rather than men. Male
reproductive success is governed by a different set of factors to female: it is less con-
strained by the energetic ability to produce children and the time available in which
to produce them, and more by the ability to attract mates. For these reasons, and
because collecting accurate data on male fertility is more difficult, the study of male
fertility is less well-developed than that of female. In this section we consider the
evidence that height is correlated with the fertility outcomes of age at first birth and
reproductive rate, including a discussion of how height affects child survival, for
women only; in the final section we consider whether height is correlated with over-
all reproductive success for both sexes, measured by overall number of children or
surviving children.

If there are any patterns between height and components of fitness that hold uni-
versally across populations, then one strong candidate is the relationship between
height and age at reproductive maturity. The tradeoff between growth and repro-
duction results in a relatively consistent pattern of earlier maturity being correlated
with shorter adult height across all types of populations. A number of studies in high
or medium income countries—including Brazil (Gigante et al. 2006), two studies in
the UK (Nettle 2002b; Ong et al. 2007), Scotland (Okasha et al. 2001), Copenhagen,
Denmark (Helm et al. 1995), Greece (Georgiadis et al. 1997), and a comparative
study of 9 European populations (Onland-Moret et al. 2005)—suggest that women
who have a relatively early age at menarche are shorter as adults. This suggests that
even in well-nourished populations women experience a tradeoff between devot-
ing resources to growth and to reproduction. In natural-fertility societies an early
menarche is likely also to lead to an earlier first birth, and one study of such a
population in rural Gambia found the predicted tradeoff between age at first birth
and adult height (Allal et al. 2004). In a similar vein, a study using a nationally
representative Indian sample found that adult height was negatively related to the
number of teenage births a woman had produced, likely to be correlated with her
age at first birth (Brennan et al. 2005). The use of contraception might perhaps be
expected to break the link between height and age at first birth, since women in
such populations tend to delay births considerably beyond the age at which they
could physiologically conceive, but in Finland women who were shorter as adults
did have earlier first births, as well as earlier menarche (Helle 2008). These women
didn’t begin reproducing until their mid-1920s on average, but they may have been
on a relatively fast life history track, despite the long lag between age at menarche
and age at first birth. One partial exception to the earlier maturity–shorter height
rule was demonstrated in a Guatemalan study, which found that both tall and par-
ticularly short women had delayed first births (Pollet and Nettle 2008), suggesting
perhaps that no height–reproductive outcome relationship can be considered entirely
universal in our species.

Whether height is correlated with reproductive rate, and the ability to conceive,
once reproduction is underway is so far little studied. One study of a Gambian pop-
ulation found no relationship between height and the length of birth intervals (Sear



136 R. Sear

et al. 2003). A complication with analyzing reproductive rate is that height is known
to be correlated with other reproductive outcomes: taller women tend to have easier
births (Cnattingius et al. 1998; Liljestrand et al. 1985), higher birthweight babies
(Kirchengast et al. 1998), fewer stillbirths (Pollet and Nettle 2008), and frequently
higher survival among their children. Higher survival among children will lengthen
birth intervals, making a simple analysis of reproductive rate by height compli-
cated. Higher survival amongst one’s children is a fitness component itself, however,
and may be one of the strongest determinants of fitness for women (Strassmann
and Gillespie 2002). The majority of studies investigating whether maternal height
is correlated with child survival show that tall maternal height brings benefits in
terms of better child survival, including populations in the Gambia (Sear et al.
2004), Guatemala (Pollet and Nettle 2008), Bangladesh (Baqui et al. 1994), and
Mozambique (Liljestrand et al. 1985). Despite one study in Peru showing shorter
women have higher child survival (Frisancho et al. 1973), a recent comparative
study using Demographic and Health Survey data from 42 developing countries
has effectively demonstrated a clear positive relationship between maternal height
and child survival that holds across varying levels of development (Monden and
Smits 2008): this is one of the more convincing comparative studies indicating a
clear advantage for tall height, at least for women in high mortality populations.

10.2.4 Height and Reproductive Success

The closest proxy for reproductive success in empirical studies is the number of
surviving children, or simply number of children in societies with low child mortal-
ity. There are a number of studies for both sexes on the relationship between height
and overall number of children or surviving children, but these studies are perhaps
the hardest of all to compare. The varying ages and control variables, if any, that
these studies include in their analysis introduces considerable noise into the data.
Analyzing only certain ages, for example, may introduce selection effects if height
is related to mortality in the population under study. Many of these studies come
from populations moving through the epidemiological and fertility transitions, again
making not only comparisons difficult, but also an assessment of the effect of height
in the population under study, if different cohorts have different fertility, mortality,
or height.

Table 10.3 then needs to be interpreted with caution, but it draws together
research that has investigated relationships between height and either total num-
ber of children (for the low mortality populations) or number of surviving children
(for the high mortality populations). These data tend to derive from rather unrepre-
sentative samples so any conclusions must again be tentative, but we can see that for
both women and men every possible relationship is seen between height and number
of children—positive, negative, nonlinear, and no relationship. The only conclusion
that can be drawn is that the diversity of these results suggests that the relationship
between height and reproductive success is heavily dependent on environmental
context.
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Table 10.3 Summary of studies demonstrating the relationship between height and number of
surviving children (top panel relatively low mortality populations; bottom panel high mortality
populations)

Study population Sex Height-children
relationship

References

Poland Men Positive Pawlowski et al. (2000)

Finland Women None Helle (2008)

UK Women
Men

∩-shaped
None

Nettle (2002b)
Nettle (2002a)

US Women
Men

None
∩-shaped

Mitton (1975)

US (West Point cadets) Men Positive Mueller and Mazur (2001)

US college students
1880–1912

Women ∩-shaped Vetta (1975)

US college students born
1912–1918

Women
Men

None
None

Scott and Bajema (1982)

Mexicans in US Women
Men

None
None

Goldstein and Kobyliansky
(1984)

Mexicans in US Women
Men

None
None

Lasker and Thomas (1976)

China Women
Men

None
None

Fielding et al. (2008)

Namibia hunter-gatherers Women
Men

Negative
Positive

Kirchengast (2000)

Namibia urban Men Negative Kirchengast and Winkler
(1995)

Namibia horticultural
pastoralists

Women
Men

None
Positive

Kirchengast and Winkler
(1996)
Kirchengast and Winkler
(1995)

Gambia agriculturalists Women
Men

Positive
None

Sear et al. (2004)

Colombia Women
Men

∩-shaped
∩-shaped

Mueller (1979)

India Women Negative Devi et al. (1985)

Guatemala Women Positive Martorell et al. (1981)

Guatemala Women Positive Pollet and Nettle (2008)

Papua New Guinea Women ∩-shaped Brush et al. (1983)

10.3 Conclusion

This brief survey can only touch the surface of the costs and benefits of height
in adulthood, not least because there is relatively little comparable data that can
be used to assess the consequences of height across a range of environments. It
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should also be noted that even where methods and sampling strategies are similar,
studies may not be directly comparable because average height varies between pop-
ulations: a “tall” Gambian or Guatemalan, for example, will be considerably shorter
than a “tall” westerner. Such empirical analysis investigating relationships between
a single fitness outcome and height will also be misleading, since there may be inter-
actions between fitness outcomes that may alter the association between height and
overall fitness: age at menarche, for example, has been shown to be correlated with
both later mortality (Jacobsen et al. 2007) and the birthweight of any children pro-
duced (Kirchengast and Hartmann 2000), so that even if an early menarche allows
women to get a head-start on reproduction, it may come at a later cost of small
babies and higher risk of death. Studies that try to holistically assess the relationship
between height and multiple components of reproductive success, including age at
first birth, probability of marriage and childlessness, number of children born and
child survival within the same population, provide the best means for analyzing the
height–reproductive success relationship (such as Nettle 2002b; Pollet and Nettle
2008; Sear et al. 2004), but even these will suffer from selection biases. Theoretical
modeling of these relationships is likely to prove the most fruitful strategy for under-
standing these relationships, as has been done for Ache hunter-gatherers on the
consequences of growth in terms of adult weight (Hill and Hurtado 1996).

If any conclusions can be drawn from this survey then, with appropriate cau-
tion, the following trends seem to appear. First, there are no obvious relationships
between height and fitness outcomes that hold across all types of population, with
the possible exceptions of a tradeoff between height and age at reproductive maturity
for women, and the higher child survival of tall women in high mortality societies.
Instead, the nature of almost all relationships discussed here clearly depends on
ecological conditions, a finding that should not perhaps be surprising, given pat-
terns of change in average human heights over our evolutionary history. Over the
last few millennia, average height appears to have varied, rather than demonstrating
a consistent increase. In fact, estimates suggest extant human populations are some-
what shorter and certainly lighter than ancestral species. Height did increase from
australopithecines to Homo, but earlier Homo species may have been rather taller
than modern Homo sapiens (Bogin 2001). Among modern humans, skeletal evi-
dence suggests that human height may have been taller than the average today about
40,000 years ago, but declined over the next few millennia. The advent of agri-
culture is thought to have shrunk human populations further, after which average
heights fluctuated until a steady increase in height began in economically devel-
oping countries over the twentieth century (Bogin 2001). Such variability suggests
variation in the costs and benefits of investing in growth and in the payoffs to size
in adulthood throughout our species’ history.

Second, tall height may bring more benefits in adulthood to men than to women.
Short height certainly brings no benefits to men, and tall height rarely seems costly,
with the exception of a handful of the studies analyzing total number of children.
Nonlinear relationships seem to be somewhat more common for women and are
found across all outcomes: mortality, mating success, and fertility. These poten-
tially negative effects of tall height for women may be related to the clear cost of a
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later start to reproduction, though this is counteracted in high mortality societies by
higher survival amongst the children of tall women.

Finally, it is clear that the importance of height has not diminished in modern
western societies. In fact, height may actually matter more in such societies than in
more traditional populations, at least for mating success and mortality, if not overall
number of children (though, given the low variance in number of children in such
low fertility societies, a better measure of reproductive success might be the qual-
ity, rather than the quantity of these children, which is beyond the current review).
Patterns of growth may therefore still have evolutionary importance today, with both
mortality and mating success for men suggesting taller is better in own particular
society. Does this mean we may ultimately become a species of Brobdingnagians:
if we met our descendants, would they tower over us? This depends on whether this
advantage of the tall is genuine, which will require more data. It will also depend
on whether all populations will converge on this “bigger is better” pattern as they
develop economically towards the developed world. That the very tall in our soci-
eties suffer adverse health and mating consequences, however, suggests that there
may be limits to growth. Other factors may also come into play: two economics
historians have recently suggested, somewhat controversially, that the obesity epi-
demic may cause heights to stagnate or even decline in the coming years (Komlos
and Baur 2004). A confident prediction of what average heights will be across the
world in a few decades time may be difficult but, given the large number of studies
demonstrating correlations between height and fitness outcomes, it seems likely that
height will still be important for reproductive success.
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Chapter 11
Developmental Psychology Without
Dualistic Illusions

Why We Need Evolutionary Biology to Understand
Developmental Psychology

Athanasios Chasiotis

Reality is that which, even when you stop believing in it, doesn’t go away
(Philip K. Dick 1981)

Abstract This chapter starts with an epistemological introduction for two reasons:
First, if you talk about a human without illusions—as the subtitle of this vol-
ume suggests—you refer to epistemological categories. Second, because this book
is dedicated to a renowned evolutionary anthropologist and bio-philosopher, this
chapter relies on works of other evolutionary theorists, and philosophers also
(Bischof 2008; Gadenne 2004; Vollmer 1975; for a more psychological account
see Chasiotis 2010 in press). After some epistemological prolegomena on the
implicit dualism in psychology, an evolution-based developmental psychology is
outlined and selected empirical findings based on this perspective are presented. The
chapter concludes with (meta-)theoretical implications of an evolutionary account
of developmental psychology. The seemingly paradoxical conclusion is that an evo-
lutionary developmental psychology can help us to gain a more differentiated view
of the concept of environment without abandoning a naturalistic and monistic view
of reality.

11.1 The Implicit Dualism in Psychology

It is easier to defend human uniqueness if you divide reality into a hemisphere consisting of
the triad of soul, human, and meaning and another hemisphere in which body, animal, and
mechanistic causality is located. (Bischof 2008, p. 163).

Psychology, a science in a hybrid position between the humanities and the natu-
ral sciences, suffers from a subtle disease. Although it is mainly defined as being an
empiricist science where all (mental and nonmental) phenomena are based on one
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and the same physical substrate, this unfortunately does not mean that it presents
itself as a monistic science, according to which the mind is just a part of the body.
Historically, this problem can be traced back to the Aristotelian division of the world
into body (“physis”) and soul (“psyche”), and his postulate that the goal (“telos”)
each living creature has (“echein”) lies in the soul, a vital force he thus called “ent-
elechy”. This Aristotelian dualism more or less dominated science—in biology at
least until Darwin (Mayr 1984) and in psychology perhaps until today (see Bischof
1981, 2008). The mind–body dualism peaked in the distinction of the res extensa
and the res cogitans by René Descartes in the seventeenth century. While the res
extensa deals with all matter and can be described via deterministic mechanisms,
the res cogitans is exclusively human and is based on nondeterministic semantics.
Accordingly, because of this Cartesian heritage, Bischof calls the implicit dualism
in psychology a “cartesian contamination” (Bischof 2008, p. 127). According to this
notion, the link of an individual to its environment is either defined by attributing a
teleological cause, a meaning, purpose, or intention to the subject without assuming
any generalizable regularities with the environment or by ignoring introspection and
locating all causes of behavior as being external to the individual. From that latter
perspective, a stance held in Behaviorism, the dominating field of psychology in the
first half of the twentieth century, everything there is to know lies in the environment
and inner mental states are not considered at all. In Behaviorism, the organism is
determined by an unspecified general drive, and the environment structures behavior
via a virtually infinite set of reinforcing stimuli. Even after the so-called cogni-
tive revolution in the 1950s, which set out to (re-)“establish meaning as the central
concept of psychology” (Bruner 1990, p. 2), the dualistic stance did not disappear.
In cognitive psychology, the organism is causally determined by so-called primi-
tive, biological drives, while again the environment, now labeled society, offers all
secondary or social motives, which are infinite in number and indefinite in qual-
ity. Ironically, while considered to be a counterpart to Behaviorism’s notion, the
reintroduction of meaning was not achieved by locating it within the individual,
as in the traditional Aristotelian notion. Instead, information became synonymous
with semantics, coming from outside the organism, although information is a
quantitative term defining the frequency of a signal without any qualitative (seman-
tic, meaningful) content. Even in contemporary cognitive science, the impressive
results from neuroimaging often mask this hermeneutical leap one has to take to
arrive at a meaningful interpretation of the colorful illustrations of activated brain
areas (see e.g. Vul et al. 2009).

Where does this bias for dualistic conceptualizations come from? Obviously, we
love symmetrical dichotomies, not only for aesthetic reasons, but also because of
their seemingly exhaustive explanatory value: If it is not A, it is (i.e., is defined to
be) non-A. Is that not all there is to know? But the problem with dichotomies, as
philosophers of science know, is that they are irrefutable and therefore scientifically
useless: Epistemologically speaking, if one is dissatisfied with the notion of God as
an explanation for the evil in this world, introducing the notion of a devil does not
make God any more plausible either (Vollmer 1988, 1995; see also Frey 2007).
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To understand this affinity for symmetric aesthetics in our meta-theoretical
models in psychology, it might be informative to draw on the work of Gestalt
psychologist Wolfgang Metzger (Metzger 1954). He postulated that psychological
concepts can be conceived in two different ways: The first, which he calls Eleatic
(referring to the pre-Socratic school of Parmenides and Zenon in Elea, 500 BC),
claims that our senses cannot be trusted and that every phenomenological experience
should be scrutinized by rational reasoning to justify what intuitively has been per-
ceived as true. The second he calls Phenomenological: here it is claimed that every
psychological phenomenon should be described as it is experienced, regardless of
how unusual, unexpected, or even illogical it might seem to be. It is important to note
that these two conceptualizations are not just another dichotomy, because they are
not opposites, but interchangeably used, sometimes we follow the one stance, while
at another time, we argue according to the other (see Chasiotis 2008). One main
difference concerning the validity of psychological concepts lies in this distinction
between evidence and veridicality: While the Phenomenological School claims that
everything that is evident is also true, the Eleatic perspective postulates that every
evident phenomenon needs to be scrutinized to avoid misconceptions (see the motto
of this chapter). For many scholars (e.g., Bischof 2008), the difference between the
Eleatic and the Phenomenological stance still lies at the heart of many problems
where interdisciplinarity is involved (see also van de Vijver and Chasiotis 2010). In
empirical psychology, there are many terms describing these two differing views on
our psyche: the Eleatic principle is more associated with behavioristic, syntactical,
positivistic, or quantitative approaches, whereas the Phenomenological principle is
associated with semantic, hermeneutical, and qualitative approaches. According to
Bischof, they also differ in their heuristic principles: While the Phenomenological
perspective has teleology as a heuristic guideline and searches for meaning and goals
that in the final analysis can only be discovered within the individual, the Eleatic
perspective uses aesthetics as a heuristic guideline (Bischof 1988, 2008). Here
we re-encounter the numerous symmetric dichotomies in Psychology. There are
dichotomies in emotions (positive ↔ negative affects), in social psychology (proso-
cial ↔ antisocial), in psychoanalysis (Eros ↔ Thanatos), and in cross-cultural
psychology (Individualism ↔ Collectivism, see Chasiotis 2010 in press). Finally,
there is a dichotomous view in mainstream developmental psychology in which
endogenetic factors are identified with biological determinism and maturation while
exogenetic factors (society, culture) provide all meaning required for ontogenesis. It
is to this psychological discipline we will turn now.

11.2 Evolutionary Developmental Psychology
as an Environmentalist Discipline

Organisms did not evolve to survive, but to reproduce: Life is finite and our
psychological makeup is ultimately not aimed at merely surviving or well-being
but on reproductive success. This perspective helps us in explaining not only the



150 A. Chasiotis

psychological, proximate causes of a behavior (e.g. by trying to show how we
pursue a happy life), but also why we strive to obtain one certain state of mind
and not another, that is, why some things, like having children (and grandchildren,
see Voland et al. 2005), make us happy while others do not.

The Darwinian concept of adaptation is crucial to understanding why and how
individual traits fit environmental conditions, and thus have ultimately resulted in
reproductive success. Adaptations carry environmental information that has become
represented in phenotypes during evolution because it helped organisms to (survive
in order to) reproduce. Accordingly, there are no organism-independent environ-
mental factors: without an organism, there is no environment. It is important to note
that this is not a solipsistic stance in which reality does not exist at all, but the
evolutionary epistemological stance (Vollmer 1975): We can only know something
because it reflects something that is in an adaptive relation to reality. Contrary to the
common miscomprehension of evolutionary biology as fully deterministic (if it is
in the genes, it cannot be changed), the epigenetic view of development is bidirec-
tional: if a gene is switched on, its genetic activity is a cause for the development
of an organism, but the expression of the involved genes during ontogenesis is also
influenced by the ontogenetic experiences (i.e., maturational processes and behav-
ior; see Bischof 2008; Bjorklund and Pellegrini 2002; Gottlieb 1991). From this
perspective, the phenotype is the result of epigenetic processes during development:
genes interact epigenetically with the environment to produce the behavior we study
in psychology. So there is neither a “pure” genetic nor “pure” environmental deter-
mination of behavior but an environmentally mediated, epigenetic relation between
a genotype and a phenotype.

But if one claims that the nature–nurture dualism is not useful because there are
no pure genetic or environmental effects, does it mean that we cannot say anything
about the interaction of genes and environment? Of course not, quite to the contrary:
if we abandon the traditional dichotomy of nature versus nurture, we only discard
the extremes of the continuum lying between what we call “genes” and “environ-
ment”. What is gained instead, though, is a much more differentiated, epigenetic
description of the interactions between these postulated poles. As I will show in the
following, the dualistic misconception is not due to an all-encompassing and there-
fore useless conceptualization of biology or nature, but an undifferentiated view of
environment.

To know more about an organism, we need an environmental theory explain-
ing the species-specific epigenetic effects of the environment on the organism.
According to Bischof, there are three different segments of the environment deter-
mining the relations of genotype and phenotype: selection, alimentation, and
stimulation (Bischof 2008).

1. Selection is responsible for the finality (or semantic quality) of an organism.
Finality is a function of a system that acts as if it had an interest in adapting
or a goal to adapt to the environment. This gives the system a semantic qual-
ity, i.e. meaning. To distinguish it from the metaphysical notion of teleology,
this naturalistic goal-directedness is called teleonomy (see Mayr 1984; Bischof
1995, 2008). The notion of teleonomy provides us with a meaning of a behavior:
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A behavior is shown because it had an adaptive value leading to reproductive
success in the evolutionary past. Hence, selection deals with the phylogenetic
development. Its adaptational pressure is aimed at reproductive success.

2. Alimentation is the term subsuming all intra- and extra-uterine environmental
influences that lead to a macroscopic development of the genetic code. The phe-
notype, thus, is the result of the interaction of a genotype with alimentative
aspects of the environment. Alimentation deals with the ontogenetic develop-
ment, its adaptational pressure aims at survival and its typical developmental
mechanism is maturation, mainly affecting the morphology of the organism. A
striking example of environmental alimentative pressure is monozygotic twins
raised apart in dissimilar environments (see Tanner 1978).

3. Stimulation from the environment does not alter the phenotype, but affects the
behavior of an organism. The organism is evolutionary prepared (by selection,
see the next section) to detect stimuli from the environment and to react accord-
ingly. Environmental stimuli are telling us something about the current state of
the selective environment, and thus lead finally (but only ephemerally) to the
psychological adaptation of well-being. Its typical developmental mechanism is
learning.

With these specifications, the epigenetic perspective on which evolutionary
developmental psychology is based can be formulated as the interplay of stimulation
and alimentation leading to selection. The underlying process can be described as
if the genetic adaptation copies the learned adaptation: if the environment is stable
enough, there will be a genetic adaptation irrespective of the flexibility/plasticity of
the organism’s learning capacity. The proportion of fixed genetic programs in the
behavioral output of the organism increases with the stability of the environment (a
process coined obligatory genocopy, see Lorenz 1965; see also Dennett’s notion of
“genetic learning” 1995).

11.3 Childhood as a Sensitive Period

One of the most obvious manifestations of the just presented epigenetic interplay
is the evolution of life spans. This view implies that different developmental stages
are not transitory phases toward adulthood but evolutionary end-products per se,
because many features of childhood can be considered preparations for adulthood
(Alexander 1987; Bjorklund 1997): if environmental change is slow compared to an
individual lifespan, the optimal mode of adaptation is to establish sensitive learning
situations early in life as preparations for adulthood that guide later development
(Draper and Harpending 1988). These sensitive learning situations are characterized
in our terms as stimulative alimentation, where certain environmental stimuli during
a certain sensitive period are needed additionally to alimentative processes (e.g. the
presence of a parental figure in imprinting, see Lorenz 1965).

This evolutionary perspective fits with empirical evidence in the psychological
literature and in mainstream developmental psychology, in which the first 6 years



152 A. Chasiotis

of childhood are considered as psychologically the most important for individual
development (Lamb and Sutton-Smith 1982). Every child is reared in a unique envi-
ronment characterized by contextual variables such as number of siblings, specific
birth order, and socioeconomic conditions. According to his/her ordinal position
within the family, the child receives a specific form of parental treatment (Toman
1971; see also Moore et al. 1997). The ordinal position that thus shapes the devel-
opmental context has been shown to explain a huge array of phenomena, ranging
from differences in personality traits to scientific discoveries and political revolu-
tions (Sulloway 1996). Extensive value surveys in sociology (Inglehart 1997) and
cross-cultural psychology (Allen et al. 2007) provide evidence for the importance of
socioeconomic factors for developmental conditions: For example, the financial sit-
uation during childhood has been found to be a better predictor of the endorsement
of values in adulthood than the current economic situation of the adult respondent.
Such effects are typically summarized under the notion of “economic determin-
ism” to refer to the impact of the economic situation on psychological outcomes.
In the following, recent empirical evidence will be presented regarding these two
building blocks of childhood context, birth order and socioeconomic status during
childhood, and their explanatory power for cultural differences in pubertal timing,
parenting motivation, social values, and autobiographical memory.

11.3.1 Pubertal Timing

Evolutionary developmental psychology offers a theoretical framework to concep-
tualize the influence of resource availability in childhood on consequent somatic,
psychological, and reproductive development (Belsky et al. 1991; Chisholm 1993):
Psychosocial contextual stressors such as inadequate resources or unstable employ-
ment lead to marital discord and foster insensitive parental behavior, which in
turn induces behavioral problems in the child. If ecological conditions are largely
held constant, as is the case with the majority of citizens in industrialized coun-
tries, the theory arrives at the critical prediction that aversive childhood experiences
accelerate sexual maturation.

In a research project aimed at investigating the social changes in family devel-
opment that occurred after the reunification of Germany in 1989, my colleagues
and I provided support for this perspective (Chasiotis et al. 1998; Chasiotis 1999;
Chasiotis et al. 2003). We confirmed the importance of birth order and its inter-
action with socioeconomic status in childhood by predicting somatic as well as
psychological developmental outcomes in a comparison of samples from Osnabrück
(West Germany) and Halle (East Germany). In one study, we used the subsample
of all mother–daughter dyads from West and East Germany to test the assump-
tion that the onset of puberty is affected by childhood experiences (Chasiotis et al.
1998). A comparison of the two samples of mother–daughter dyads showed that
what seems to be inherited is not the timing of puberty per se, but the sensitiv-
ity for the prepubertal childhood context. The consideration of social status and
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birth order in other subsamples of the same research project led to the assumption
that childhood context variables could also determine the East–West differences in
intergenerational context continuity. Results of a reanalysis showed that birth order
displayed significant and (mainly) expected effects of childhood variables on the
age at menarche for women who do not have younger siblings (i.e. only children or
later-borns) (Chasiotis et al. 2003). In contrast, participants with younger siblings
(i.e. first-borns and middle-borns), showed no such effects. In the previous study
differences in intergenerational context continuity between the parental and filial
generations in East and West Germany were interpreted as being caused by dif-
ferent socio-cultural milieus prevalent in the former Federal Republic of Germany
and the German Democratic Republic (Chasiotis et al. 1998). The reanalysis of the
data revealed that the intergenerational context discontinuity affecting the onset of
puberty was primarily due to different childhood experiences of last-born daugh-
ters and their mothers. It seems that the absence or existence of younger siblings
influences the age at menarche, and not the “cultural” origin of the subjects.

11.3.2 Parenting Motivation

Parenthood constitutes an investment in genetic offspring as a part of reproductive
effort while at the same time transmitting cultural values and practices between
generations. Although much contextual and cultural variation in parenting behavior
has been reported (Keller 2007), the motivational roots of this culturally divergent
parenting behavior are barely known. Chasiotis, Hofer, and Campos proposed that
interactive experiences with younger siblings should be considered an important
factor for the emergence of parenting motivation (Chasiotis et al. 2006). Taking
a cross-cultural, developmental perspective, they suggested that the presence of
younger siblings triggers prosocial, nurturant motivations and caretaking behaviors.
In turn, this implicit parenting motivation results in positive, loving feelings towards
children on a conscious level, which finally leads to parenthood. Using structural
equation modeling, they demonstrated that this developmental pathway is verifiable
in both male and female participants, and in all cultural samples from Germany,
Costa Rica, and Cameroon.

A further investigation of the relationship was warranted because implicit parent-
ing motivation showed cultural variation and was associated with the existence of
younger siblings—which was different across cultures. To investigate the impact
of this childhood context variable on cultural differences (aiming to “peel the
onion called culture”, Poortinga et al. 1987), implicit parenting motivation was first
regressed on the variable “younger siblings”. In the next step, the unstandardized
residual of implicit parenting motivation of that regression analysis was reentered
in an analysis of variance (ANOVA) with culture as predictor. The ANOVA with
the residual of implicit parenting motivation as dependent variable and culture as
predictor showed a remarkable decrease in effect size of culture (in statistics, an
effect size is a measure of the strength of the relationship between two variables
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in a statistical population), which meant that 62% of the original effect size of cul-
ture on implicit parenting motivation could be traced back to sibling effects. This
impressive effect was replicated in three additional samples from Cameroon, Costa
Rica, and Germany (Chasiotis and Hofer 2003), in which the effect size of “culture”
decreased to 50%, and with three recent samples from Cameroon, Germany, and PR
China, in which the reduction even approached 100% (Bender and Chasiotis 2010
in press).

11.3.3 Social Values

Building on these results of previous studies on implicit prosocial (parenting) moti-
vation, we investigated whether explicit prosocial values are also influenced by
childhood context variables. In two studies, data on social value orientations were
collected (Chasiotis and Hofer 2003, Bender and Chasiotis 2010 in press). The first
study with the Schwartz Value Survey (SVS, Schwartz 1994), and samples from
Cameroon, Costa Rica, and Germany, reveals that 36% of the cultural differences
of social values constituting the higher order value type of conservation (consisting
of the subscales tradition, conformity, and security) can be traced back to sibling
effects. After combining the effect of siblings with that of socioeconomic status in
childhood (i.e. paternal profession), the amount of explained variance in conserva-
tion even increases to 55%. Analogous to the findings on economic determinism
by Inglehart (1997) and Allen et al. (2007), present occupation was not related to
conservation value orientation. In the second study (Bender and Chasiotis 2010
in press), the importance of sibling effects for social value orientations was fur-
ther corroborated in samples from Germany and Cameroon: measuring conservation
with the Portrait Values Questionnaire (PVQ, Schwartz et al. 2001), the number of
siblings explains 72% of the cultural variance in conservation. These strong sib-
ling effects only occur in scales in which intimate relationships with close relatives
are almost explicitly mentioned (see, e.g., the definition of the Benevolence scale,
Schwartz 2009: the welfare of people with whom one is in frequent personal con-
tact), but not in scales dealing with more individualistic, autonomous social values
such as self-direction and achievement.

11.3.4 Autobiographical Memory

Storytelling and narratives represent human universals (Brown 1991), and autobi-
ographical narratives are a “natural kind” of human cognition (Bruner 1990). At
age 3–4, children start to participate actively in “memory talk” with their parents
(Nelson 2005), a process by which children begin learning to refer to themselves in
the past. This emergence of autobiographical memory (AM) in the preschool years
is an important event in human development: it is considered a unique feature of the
psychological endowment of the human primate on the ultimate phylogenetic level
(Bischof 2008), and on the proximate psychological level it seems to mediate the
relationship between the development of implicit motives and theory of mind, thus
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constituting an important building block for a culture-specific development of the
self (see Chasiotis et al. 2010).

An increasing number of studies have found differences in the content and struc-
ture of AM across cultural contexts, which have been traced back to different
parental socialization practices (for an overview, see Nelson and Fivush 2004; see
also Chasiotis et al. 2010). There are some indications that not just parents, but sib-
lings (or their absence), may play a crucial role in the formation of AM, which are
corroborated by recent findings from a study in Cameroon, PR China, and Germany
(Bender and Chasiotis 2010 in press). Two of the most widely investigated variables
in cross-cultural research on AM, namely the age at which the earliest memory took
place, and the specificity of the mnemonic account, have been related to childhood
contextual variables. These measures were supplemented with a measure for cogni-
tive complexity, which allows the identification of “separated” (differentiation) and
“connected” (integration) ways of processing autobiographical information also in
cross-cultural samples (see Chasiotis et al. 2010). The number of siblings had a sub-
stantial effect: while 30% of cultural differences in the age of the earliest childhood
recollection can be explained through the number of siblings, for cognitive com-
plexity (99%) and specificity (99%) the sibling effect even renders cultural group
membership insignificant (Bender and Chasiotis 2010 in press).

11.3.5 Childhood Context Explains Cultural Differences

These results on childhood context effects on diverse psychological variables across
cultures imply that the family context during childhood is a powerful tool for
explaining cross-cultural differences in developmental outcomes. Context variables
such as socioeconomic status during childhood, birth order, or number of siblings
can be expected to exert similar influences on somatic, psychological, and reproduc-
tive developmental trajectories across different cultural contexts. On the basis of the
explanatory power of these childhood context variables for cultural differences in
such highly diverse areas as pubertal timing, implicit motivation, social value orien-
tations, and autobiographical memory, it can be suggested that many psychological
characteristics that are typically attributed to cultural differences may reflect sys-
tematic variations in family constellations across cultural contexts. For example,
differences in self-construals, which are interpreted as due to culture-specific
socialization (Markus and Kitayama 1991), could be at least partially dependent
on relevant characteristics shared by participants from cultural samples such as
systematic biases due to having (or not having) siblings.

11.4 Conclusion: A Developmental Psychology
Without Dualistic Illusions

With these reflections on an evolutionary developmental psychology in mind, what
are the implications of a naturalistic and monistic view for environmental effects
on human development? In this concluding section, some main themes revolving
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around an evolutionary view of environmental effects on human development will
be reconsidered to illustrate the strengths of this approach. In short, the seemingly
paradoxical conclusion is that an evolutionary view of development helps us to
obtain a more differentiated view of the somewhat shallow concept of environment
without abandoning a monistic and naturalistic view of reality.

Epistemological distinctions reconsidered. The presented distinction between the
Eleatic and the Phenomenological perspective would only then entail methodolog-
ical consequences for conducting research if the two perspectives were based on
an actually inherent dualism of our psychological apparatus, in which the Eleatic
perspective just dealt with bodily sensations and the phenomenological perspec-
tive with the soul. However, if one takes the monistic stance—as is the case in the
naturalistic worldview of modern evolutionary theory—these two perspectives are
just two sides of the same coin: what can be described eleatically, is experienced
in a phenomenological way (see also the concept of “qualia” in the philosophy of
mind literature, e.g., Dennett (1995) and Gadenne (2004)): What we experience as
meaningful can be described as goal-directed at the same time (in system theory,
see Bischof (1995)). Thus, psychology, as an empirical science, cannot ignore our
phenomenological experiences and should treat them seriously by describing them
as they are, but should also distinguish between their evidence (face value) and their
veridicality (validity) without adding any metaphysical attributes to them.

Psychological functionalism reconsidered. A nonevolutionary view of our bio-
logical heritage considers stimulation and alimentation at most: if we talk of
biological (or so-called primal) needs, we often refer to alimentative processes
(like hunger) that evolved for survival purposes. If we only consider stimula-
tion and alimentation and ignore selection as a driving environmental force, this
is as far a “biological” view of the psyche goes: its function seems to be con-
fined to guaranteeing survival (alimentation) and well-being (stimulation), but not
reproduction.

Criticism of sociobiology reconsidered. Exactly the opposite can be observed
in some sociobiological notions: an epigenetic perspective also clarifies why the
sociobiological view of selection as the driving force of the adaptational efforts of
the organism is often criticized as being too “unpsychological”: it often deals only
with the selective segment of the environment, although adaptations occur in the
alimentative and on the stimulative part of the environment as well (Bjorklund and
Pellegrini 2002).

Behavioral genetics. What behavioral genetics measure are therefore not genetic
or environmental effects per se, but genotypic or phenotypic variance based on ali-
mentation (for a more elaborate discussion on the relation of behavioral genetics
and evolutionary theory see Chasiotis 2006, 2007).

Gender differences. The more stable the considered environmental features are
over time, the more probable is a genetic fixation: The intrauterine conception in
mammals leading to obvious gender differences in parental investment first occurred
400 million years ago. That is why it is very unlikely that gender differences in
behavior such as competitive aggressiveness and risk proneness are only learned
during differential socialization (see Chasiotis and Voland 1998).
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Biological versus cultural transmission. Another example of a misleading
dichotomy between nature/biology and nurture/culture is the distinction of the
modes of informational transmission. One way of clarifying the difference between
biogenetic and tradigenetic transmission (Boyd and Richerson 1985) is by contrast-
ing it with individual learning (stimulation): learning allows for fast adaptations to
changes in immediate actual-genetic circumstances. While genetic changes (genetic
“learning”, see Dennett 1995) need at least hundreds of generations, sociocultural
changes (via stimulative alimentation during childhood (see above) and individual
learning) are normally observed within a generation (Chasiotis 1999; Chasiotis et al.
2003; Voland et al. 1997). If we dichotomize these learning rates, we reify the under-
lying processes and implicitly assume different units of transmission, while the unit
of information that is intergenerationally transmitted is still the same, namely the
gene (Chasiotis 2007).

The environment of evolutionary adaptedness (EEA) reconsidered. The EEA
is often mentioned in debates on evolutionary approaches in psychology and is
often misconceived as the specific environment of the Pleistocene (Daly and Wilson
1999). This misconception is rightly regarded as one of the most important weak-
nesses of the evolutionary approach in psychology (Panksepp and Panksepp 2000).
Properly considered, the EEA is neither a habitat nor a phylogenetic period, but a
statistical term for all stimulus-relevant environmental features of our phylogenetic
past (Tooby and Cosmides 1990). Interestingly, this conceptualization of the EEA
by Tooby and Cosmides (1990) is synonymous to Bischof’s notion of the “inborn
environment”:

If a genotype builds a phenotype via alimentation which reacts to stimulation of the envi-
ronment in such a way that selection does not have to change the genotype, this natural
environment can be labeled in an almost paradoxical way the inborn environment. (Bischof
2008, p. 153f)

From that perspective, it is not surprising that the adaptivity of human reproduc-
tive behavior is historically and culturally far less restricted as a vulgar understand-
ing of the EEA as just the Pleistocene period might suggest (see also Chasiotis 2006,
2007). On the contrary: empirical evidence in evolutionary anthropology suggests
that not only in foraging peoples, but also in agrarian, pre-industrial, and historical
societies until the nineteenth century at least, that is, before the demographic tran-
sition of a society, adaptive mechanisms have still been at work at least until very
recently, if not even until today (Voland 1998, 2000, 2009).
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Chapter 12
The Psychology of Families

Harald A. Euler

Abstract Two illusions about the nature of human families are the Illusion of
Gender Sameness and the Illusion of Family Socialization. The assumption of
gender sameness is critically evaluated and found to be deficient. The lack of sex dif-
ferences on many variables is not disputed, but on variables where sex-specific past
selection pressures can be assumed, the differences are considerable. Neglecting
to cut nature at its joints, to use Socrates’ butcher metaphor, and using effect size
estimates averaged over “wrongly cut” areas gives a mistaken impression of the
absence of sex differences. Moreover, socially important sex differences may appear
as variance differences. How evolutionarily designed sex differences invade mating,
parenting, grandparenting, and extended family relationships, and produce asymme-
tries in family life, is exemplified, particularly with respect to grandparenting. The
Illusion of Family Socialization denotes the belief that the human adult personality
is formed by parenting practices. Robust data from behaviorial genetics attest that
the shared environment, and thus family-specific socialization practices, does not—
with exceptions—account for the variances in personality. Considerations from
evolutionary theory, particularly life history theory and parent–child conflict, deliver
plausible reasons why parents are not able to mold permanently their offspring’s per-
sonality. A human evolutionary behavioral science is well equipped to expose and
debunk these illusions.

Modern men are no longer like the patriarchs of past times. The “new men” touted
in the media presumably take an equal share in housework and childcare, or at least
try to, especially if they have an academic education, are open-minded, inclined to
left or liberal views, and participate in enlightened discourses. Such men participate
in birth preparation courses, are empathetically present at delivery, push prams in
public, and are willing to take an equal share of domestic chores, or even the role of
house husband if necessary.
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Good intentions and honest promises are cheap, but their consequences costly.
Do men with egalitarian gender role attitudes, which are especially prominent
among the young of university faculties, stick to their ideals? Steven Rhoads, a pro-
fessor of Public Policy at the University of Virginia, initiated a nationwide study of
how male and female faculty members used parental leave (Rhoads 2004; Rhoads
and Rhoads 2004). His research team conducted lengthy interviews about infant
care with 184 male and female assistant professors who were trying or had tried to
obtain tenure while at the same time raising a child under age two. These are the
type of people we may assume to be at the very frontier of gender equality.

The statement “Families usually do best if the husband and wife share equally in
childcare, household work, and paid work” was answered affirmatively by 75% of
the female professors, 10% disagreed. Of the men, 55% agreed and 33% disagreed.
This is not very egalitarian, but let us note that a majority of both genders supported
equal roles and shares in childcare. The actual performance, however, did not match
the professors’ attitudes. Whereas 67% of eligible female professors took the avail-
able paid leave, only 12% of the males did. The participants were interviewed about
25 childcare tasks, namely whether each task was always or usually done by the
respondent, by the spouse, or by both equally. The tasks covered the whole gamut
of childcare that can be split between both parents, such as basic tasks (e.g., chang-
ing diapers), logistics (e.g. bringing child to day care), consulting and planning (e.g.,
seeking advice about childcare), recreation (e.g., playing with child), and emotional
involvement (e.g., comforting the child).

The female academics did all 25 tasks significantly more often than the male aca-
demics, for all but two tasks even highly significant. The gender difference remained
extremely large when male and female leave takers were compared on the one hand,
and those who did not on the other. The men who had taken the leave had ample
opportunity to engage in childcare, and they did more of it than the males who had
not taken the leave, but they still did significantly less than the women in either
group, those who took leave and those who did not. Even if only those men and
women were compared who had stated that childcare should be shared equally, a
large difference remained. From the whole sample, less than 3% of the males said
they did more care than their spouses, whereas 96% of the females said they did
more. Asked about how much they liked doing the baby care tasks, the gender dif-
ference was the same: the women liked almost all of the tasks more than the men
did. For example, more women liked to change diapers than disliked it, whereas the
reverse was true for men.

The findings about this gender gap are recent, but not new. A similar story has
been told about the kibbutzim (Spiro 1979). The kibbutz movement in Israel tried
to overturn the traditional social order, abolish sustainably any division of labor
between the sexes, and disburden women from the “yoke of childcare”. These ide-
als were not externally imposed but were generally adopted wholeheartedly by the
first-generation kibbutz members. As it turned out, the third generation of female
kibbutz members engaged in a sort of counterrevolution. These women demanded
emphatically to have the right to take care of their children themselves and to have
them around all the time, especially at night. They placed emphasis on their female
appearance, expressed preferences for domestic work, and valued household chores
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and childcare as satisfactory. As to the traditional three German K’s of gender
segregation (Küche, Kinder, Kirche), they fought their way back to kitchen and kids
by their own desire.

This is a chapter on prevalent illusions about the psychology of family matters.
A modern Western illusion is the one exemplified above, the Illusion of Gender
Sameness. This illusion is so basic that it pervades various aspects of mating, part-
nership, parenting, grandparenting, and solidarity in extended families. Another
major illusion may be called the Family Socialization Illusion, the widespread belief
that a child’s personality is molded lastingly by parenting practices. Both illusions
will be dealt with in some detail. It goes without saying that a human evolution-
ary behavioral science is best equipped to expose and debunk these illusions, and
has the duty to inform the public. Expressly, the aim is not to turn the wheel of
progress back, but to help avoid pitfalls and dead ends in science, unrealizable hopes
in private family life, and inefficient public policies.

12.1 The Illusion of Gender Sameness

The Illusion of Gender Sameness comes in many forms and degrees. It originated
in equity feminism and quickly developed into gender feminism with a central
claim about human nature: the differences between men and women are not pri-
marily biological but are socially constructed due to traditional male dominance
(e.g. Fausto-Sterling 2000). The task is not to empirically investigate and support
the claim but to “deconstruct”.

Moderate forms of this position can be subsumed under the banner of the gen-
der similarity hypothesis (Hyde 2005; Eagly 1987): males and females are similar
on most psychological variables. There are admittedly some genetically mediated
somatic sex differences, especially men’s greater strength and size and women’s
childbearing and lactation, which interact with shared cultural beliefs and economic
demands and thus lead to gender role assignments that constitute the sexual divi-
sion of labor. Any psychological sex differences are thus secondary, are gender
differences.

The proponents of the gender similarity hypothesis take laudable pains to present
empirical support, typically with meta-analyses. In a second-order meta-analysis,
Hyde reviewed 128 meta-analyses and found that most psychological gender differ-
ences were close to zero (d ≤ 0.10) or small (0.11 < d < 0.35), a few a moderate,
and very few are large (0.66 ≤ d ≤ 1.00) or very large (d > 1.00) (Hyde 2005). Let
us take a critical look at these results.

Human evolutionary behavioral scientists would fully agree that on many vari-
ables, if not most, both sexes differ not at all or just slightly. If there has been no
evolutionary history of sex-specific selection pressures, no sex differences have been
formed. For example, both sexes equally like a person with a likeable personality for
a long-term mate (Buss et al. 1990) because a nice partner is of equal fitness inter-
est for both sexes. Both sexes equally seek acceptance from peers because rejection
from the group has been equally harmful. Both sexes seem to get jealous about
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equally often and equally strongly, but the stimuli that provoke jealousy are quite
different for the two (Buss et al. 1992).

We have to cut nature at its joints, to use Socrates’ butcher metaphor. If, for
example, we find evidence that shows men to have better spatial abilities (Gaulin
and Hoffman 1988), we did not cut at the right joint location because spatial ability
is too heterogeneous to be lumped together. Men get higher scores on many spatial
abilities, such as spatial orientation, spatial visualization, and mental rotation, but
not on all. Women perform better in tasks of object-location memory (Silverman and
Eals 1992), especially if the objects are or have been relevant in the life of a gatherer,
such as plants (Neave et al. 2005) or food items (New et al. 2007; Spiers et al. 2008).
So the questions whether one sex is more “emotional” and the other more “rational”,
or whether the sexes differ in “mathematical” or “musical” ability are badly stated
and as wrong as the question of whether one sex is more intelligent than the other.
Evolutionary selection pressures make finer differentiations. Thus, the meta-analytic
findings of no gender difference in sexual satisfaction (Oliver and Hyde 1993) or in
life satisfaction and happiness (Pinquart and Sörensen 2001; Wood et al. 1989) come
as no surprise to an evolutionary scientist (Lippa 2005), who instead would predict
differences in attitudes about casual sex and masturbation, where they are indeed
large (Oliver and Hyde 1993). The overall gender difference in aggression is moder-
ate (Hyde 1984; Eagly and Steffen 1986), but higher if specific types of aggression
are considered (e.g., physical aggression, assertive aggression), or reversed with
female-specific types of aggression (e.g., indirect aggression).

Natural and sexual selection do not pick out serially one characteristic after
another, but target individual systems. It is system configurations that get selected.
Sex-specific selection pressures change the frequencies of trait constellations, not
of isolated traits. Therefore, the sexes differ in the profiles of their characteristics.
The standard procedure in estimating the magnitude of the difference in central ten-
dencies of a distribution, for example Cohen’s d, is applied to one characteristic
at a time. More appropriate for estimating sex differences is a multivariate effect
size measure that quantifies properly the difference in the constellation of charac-
teristics, the Mahalanobis distance D. Del Giudice recalculated two meta-analyses
with this procedure and reported that on the Big Five personality traits the average
Cohen’s d was just 0.28, whereas the Mahalanobis D was 0.84 (Del Giudice 2009).
In a meta-analysis of aggression, a similar difference between the univariate and the
multivariate effect size was found.

Moreover, evolutionarily meaningful sex differences may show up in distribu-
tion parameters other than differences in central tendencies. Intelligence tests, for
example, are mostly constructed to be gender-fair by the choice of tasks; males and
females do not differ in averages. But males tend to show higher variances than
females (Feingold 1992; Irwing and Lynn 2005). A similar variance difference is
found, among others, with respect to height (Bell et al. 2002), academic high-school
success (Nowell and Hedges 1998), and verbal competence (Gallagher et al. 2000).
The phenomenon is also seen in everyday life. Men are overrepresented among
Nobel laureates, great artists, and workaholics, but also among those with severe
intellectual disabilities, among junkies, criminals, and losers (cf. Pinker 2008). This
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variance difference makes evolutionary sense. Because of higher male than female
reproductive potential and thus over-proportionate fitness returns with an optimal
male, nature tries out more variability in the construction of male than female phe-
notypes (Euler and Hoier 2008). The variance differences are generally rather small,
but at the tails of the distribution, and thus among those persons who are particularly
noticed because they are “outliers”, the difference may become socially meaningful.

Even if sex differences turn out to be small in controlled individual tests, this does
not mean that they remain small in the dynamics of social interactions. Maccoby
noted that in social interactions between girls and boys a plethora of obvious gender
differences could be observed (Maccoby 1990) and that her conclusion in her and
her colleague’s seminal book on sex differences (Maccoby and Jacklin 1974) of
only a few gender differences had been artifactual because the old gender difference
studies were typically done with individual tests. The evolutionary heritage of our
psychological sex differences does not show up primarily in performance scores
of achievement tests, but in thresholds, inclinations, preferences, and openness for
learning. The context matters. For example, men can and can learn to take care of
a baby as well as women do. But if the baby wakes up at night and starts to fuss,
the chances are high that the mother wakes up before the father does, that she starts
to feel uneasy before he does, and, if she likes to take care of the baby just a bit
more than he does, she will in the end be the one to get up and comfort the baby.
The baby herself will react to the sex of the more frequent and thus most reliable
caregiver and want mother to come, not father, display this preference and thus
amplify the originally slight sex differences into cemented divisions of labor, into
sex stereotypes with normative appeal.

Everyone who has raised kids of different sexes knows that boys and girls differ.
Everyone who looks at the data about human behavior and does not commit the
moralistic fallacy “for . . . that which must not, cannot be” (Christian Morgenstern,
transl. by Max Knight) finds sex differences with impact on family relationships.
Everyone who realizes that the exclusive and isolated look at just current human
behavior is anthropocentric tunnel vision knows that a view which incorporates
somatic and life history traits in a wider cross-species, cross-cultural and historical
perspective (e.g. Geary 1998; Lippa 2005; Low 2000; Mealey 2000; Voland 2000)
is incompatible with the gender sameness position.

We shall now turn to the impact sex differences have on family matters. Mating
and parenting will be dealt with only cursorily. I emphasize grandparental and
extended family relationships because this is the area of my particular expertise.

12.1.1 Sex Differences in Mating

The sex differences in mating are so stunning that the obvious might be overlooked,
namely sexual orientation. Males and females differ as to which sex arouses them,
with an extremely large effect size. If biological sex did not matter, why would
homosexuality and heterosexuality not be equally frequent? If sex were a historical
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construction due to patriarchal oppression by men, why is the prevalence of homo-
sexuality so stable over diverse cultures? If sex were a social construction, why
have serious past attempts at individual deconstruction of homosexuality (e.g., psy-
chotherapy) all been to no avail? A theory must also explain the obvious, not only
the rare and the subtle. Confucius says: “The common man marvels at uncommon
things; the wise man marvels at the commonplace.”

Apart from sexual orientation, the findings about sex differences in mating, many
of them culturally universal, are so rich and recurrent that only a selected sample can
be presented here (please excuse my popular vernacular): The girl wants a guy, and
the guy wants sex. The woman thinks about love, the man thinks about sex. For
her, sex may be the consequence of love; for him, love may be the consequence
of sex. He unconsciously looks for signs of fertility, she is impressed by indicators
of resources (Marilyn Monroe in Gentlemen Prefer Blondes: “Don’t you know that
a man being rich is like a girl being pretty?”). He courts, she audits. She tends to
infidelity if she is dissatisfied with her partner; he does so if it is just another woman
(“If I can’t be near the woman I love, I love the woman I’m near”). She wants to wait
with the first sex, for him it cannot be soon enough. She looks for the one Mr. Right,
he counts the sheer number of his sexual conquests. She wishes to get the attention
of a particular tall man, he wishes to impress all young women. She wants long-
term exclusive commitment, he dodges and delays. At the wedding she thinks that
she can change him; he thinks that she will stay the same (they are both wrong).
He consumes pornography, she reads love stories. His display of intelligence is an
asset, hers only if she can keep it hidden from him (Mae West). He tends to look
at his partner in a more negative light after meeting a single, attractive woman; she
is likelier to appreciate her partner more after meeting an available, attractive man
(Lydon et al. 2008). If all this sounds like obsolete stereotypes from shallow party
chitchat, here are a few of the many scientific references: Buss 2003, 2008; Buss
and Schmitt 1993; Chasiotis and Voland 1998; Symons 1979; Townsend 1998.

The importance of sex differences in mating may be finally exemplified by a
classical study (Clark 1990; Clark and Hatfield 1989, 2003) on responses to sexual
offers. Male and female US-American student confederates of average attractive-
ness approached unfamiliar members of the opposite sex and asked, after a few
friendly and complimentary sentences, one of three questions: (1) “Would you go
out with me tonight?”; (2) “Would you come over to my apartment tonight?”; (3)
“Would you go to bed with me tonight?”. Combining the data from all three studies
(N = 144) gave the following stunning results. The females agreed to the propos-
als with the following percentages: 50% (date), 7% (apartment), and 0% (sex). The
males, however, agreed with 56% (date), 63% (apartment), and 71% (sex). While
29% of the males declined the proposal for sex, consider that many of these males
came up with excuses (“I have no time tonight, how about tomorrow night?”) and
that about 5% of males are gay!

As far as I know, the experiment has not been replicated more recently (it is dif-
ficult to find males to play the confederate), but the last question, slightly changed
(“Would you like to have sex with me, as soon as possible?”), was part of a German
live TV game show in 2005 (RTL, Typisch Frau—Typisch Mann, presenter: Günther
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Jauch) where I served as the “expert”. The over 30-year-old moderately good-
looking female confederate got a positive answer within a few minutes from every
male she asked, whereas the somewhat younger, very handsome, tall, and friendly
male confederate got nothing but rebuffs, and most women reacted with outrage and
anger. Many of the reactions of both males and females were hilariously funny.

Sex differences like the one talked about so far can be seen as a consequence
of a basic mammalian sex difference: The obligatory minimal investment into a
single reproduction is considerably larger for females with their internal gestation
and postpartum lactation than for males (Trivers 1972). The reproductive potential
is, therefore, higher for males than for females. Because organisms are reproduc-
tive strategists that try to maximize their genetic replication, the higher male than
female reproductive potential leads to sex-specific tradeoffs between parental effort
and mating effort. The difference in fitness payoff between mating effort (maximiz-
ing mates) and parental effort (maximizing care for offspring) is generally more in
favor of males than of females. This asymmetry in reproductive costs (Voland 2007)
and thus in reproductive strategy between males and females pervades all kinds of
family matters, in addition to a second asymmetry due to internal fertilization and
the consequent paternal uncertainty, and can be the cause of all kinds of conflicts
(Buss 1989).

A frequently heard objection against an evolutionary analysis of human behavior
is that nowadays people are no longer interested in their genetic replication. People
use birth control methods and may remain childless by choice. The reply is that the
biological imperative to maximize reproduction is instilled into organisms by the
design of their motivational structure and not by a conscious will. Even if repro-
duction is no longer the expressed aim, people still want and do things that in the
ancestral past ensured reproduction. They like sex, strive for status, react positively
to cute little kids, seek the company of friends, and so on. The continued power
of our ancestral motive structure is well illustrated by an example from Tooby and
Cosmides (2005): Men pay for the service of a prostitute, although they know that
the prostitute uses birth control or even hope she will, but they get paid for a semen
donation to a sperm bank. People are no longer reproduction maximizers, but they
are still adaptation executors.

12.1.2 Sex Differences in Parenting

The human sex differences in parenting go far beyond the example presented at
the beginning of this chapter, and the ultimate reasons for these differences are by
now mostly well understood (Buss 2008; Daly and Wilson 1983; Geary 2005, 2008;
Keller and Chasiotis 2007). Of the many differences, only a few shall be mentioned
here. Paternal investment, in humans and in many other species, is facultatively
expressed, whereas—in mammals at least—maternal investment is obligatory. If
paternity certainty is high, if paternal investment improves offspring survival, and if
other mating opportunities are rare or costly, paternal investment can be expected.
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For human males this means that they are on average better fathers if they can be cer-
tain of their paternity. If there are cues to paternity certainty, such as exclusive sexual
access to the woman during time of conception or phenotypic similarity between
putative father and child (Burch et al. 2006), they tend to be more caring fathers,
whereas the same is not true for mothers. If social norms (e.g., religion) makes male
extra-pair mating effort more costly, for example with loss of reputation or stairways
down to hell, fathers tend to stay home instead of philandering, whereas mothers are
already by nature less inclined to stray.

12.1.3 Sex Differences in Grandparenting

In parenting, the sex differences of two generations are involved, in grandparenting
there are three generations, with the parent as a mediating link. The sex of the par-
ent is a strong determinant of grandparental care, as is the grandparent sex, stronger
than the child’s sex. In the past, social science theorists usually lumped grandparents
into one category, thus ignoring sexual asymmetries. But there are grandfathers and
grandmothers, and both can be either matrilineal or patrilineal. This makes for four
kinds of grandparent, and when it comes to how much they do for grandchildren, the
kinds of grandparent differ considerably owing to the sex asymmetry in reproductive
strategy and paternity certainty. If we want to cut nature at its joints, the differenti-
ation along sex and lineage is crucial. What is good for the goose may be good for
the gander, but humans are not geese. (Geese are monogamous and thus show little
sex dimorphisms, humans are not monogamous.) Grandparental investment cannot
be understood adequately without consideration of its fitness consequences. The
particular consequences are not always straightforward, but are mediated by socioe-
cological circumstances, such as subsistence conditions, mating and kinship system,
division of labor, residence pattern, lineality, resource control, and inheritance rules
(Holden et al. 2003; Leonetti et al. 2005; Voland and Beise 2002, 2005).

Grandparents can still be reproductive, in the sense that they can do things that
increase their own genetic replication. They can engage in extraparental nepotistic
effort (Alexander 1987; Voland 2000) and thus increase their own inclusive fitness.
Grandparents can assist their adult offspring in the offspring’s parental effort by
transferring resources either to their offspring and/or their grandoffspring. Families
may thus be seen as a joint enterprise for reproductive profit of the participating
entrepreneurs.

If grandparents are set to maximize their own inclusive fitness, it pays to allo-
cate their resources preferentially. Mothers carry a higher burden with childcare
than do fathers, and they do good to muster all the help they can get. According
to the rule that “the squeaky wheel gets the grease”, grandparents do good to
prefer—all else being equal—to help their daughter and invest in her children rather
than to help their son and his children. The son has a wife to whose parents the
same logic applies. We may therefore expect maternal grandparents to exhibit more
grandparental investment than paternal grandparents.
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The grandparental biological relationship certainty varies between the four kinds
of grandparents. The maternal grandparent can be certain that her grandchildren
are her biological grandchildren. The maternal grandfather and the paternal grand-
mother each have one link of paternity uncertainty, and the paternal grandfather has
two links. He can neither be certain of the paternity of his son nor of his son’s chil-
dren. All else being equal, the maternal grandmother can therefore be expected to
be the most caring grandparent, the paternal grandfather the least caring.

In our first study on preferential grandparental care (Euler and Weitzel 1996), we
asked participants in a wide age range (16–80 years) how much each grandparent
had cared for them (gekümmert) up to the age of 7 years. From the total sample,
those 603 cases were selected for analysis whose four grandparents were all still
alive when the participant was 7 years old. The maternal grandmother was rated
as having been the most caring, followed by the maternal grandfather, the paternal
grandmother, and the paternal grandfather. Maternal grandparents were significantly
more caring than were the paternal grandparents, and grandmothers significantly
more than grandfathers. The effect sizes (partial η2) were 0.11 for the lineage effect
(maternal vs. paternal) and 0.17 for the effect of sex of grandparent. Both effects
together account for a sizable proportion of the variance.

Of special interest is the finding that the maternal grandfather cared more than
the paternal grandmother. If grandparental care-giving were solely determined by
the social role of women as childcare-givers, both types of grandmothers should
provide more care than both grandfathers. The social role argument should apply
particularly to the older study participants, whose grandparents presumably sub-
scribed more to traditional gender roles than grandparents of younger participants.
However, the difference between more care from the maternal grandfather and less
care from the paternal grandmother was even more pronounced for the older (40
years or more) than for the younger participants.

This same pattern of preferential grandparental solicitude has been found in var-
ious Western countries (for a summary see Euler and Michalski 2007), but the
pattern is not a cemented, unalterable law of nature. In traditional pastoral soci-
eties with patrilocality, patrilinearity, and corresponding inheritance rules, paternal
grandparents seem to get more involved in care for grandoffspring than in our
environments.

Care is one type of investment of the caregiver, but there are other kinds of
investment. It thus comes as no surprise that a plethora of indicators of investments
have been found to differ between grandparents in the abovementioned grada-
tion: emotional closeness, time spent together and interaction frequencies, gifts for
grandchildren, grandparental mourning after a grandchild’s death, naming favorite
grandparents, adoption of grandchildren, and so on (Euler and Michalski 2007).
No scientific data about bequests from grandparents seem to be available, but it
might be predicted that inter vivos transfers are preferentially directed to children of
daughters than to children of sons.

Even the informal terms of address of grandparents reflect the salient position of
the maternal grandmother, who is most often of all grandparents addressed with an
endearing or diminutive name. For example, in Germany the maternal grandmother
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might be called “my dear granny” (German: “die liebe Oma”, or “Omi-lein”),
whereas the paternal grandmother is often just called “the other grandmother” or
“the grandmother from Hannover” (Euler et al. 1998).

Could it be that paternal grandparents and grandfathers lose out because they
do not invest less but invest differently, that is, do different things with grandchil-
dren than maternal grandparents and grandmothers do, and that this possibility is
not adequately reflected in the investment measures reported so far? I asked 230
students (171 females, 59 males) in a rating scale questionnaire with a list of 55
activities that grandparents can do with their grandchild (e.g., “picked me up from
school”, “played games with me”, “was proud of me”) how often each of the four
grandparents had done that activity. For 49 of the 55 items, the standard pattern
held significantly: grandmothers more than grandfathers and maternal grandparents
more than paternal grandparents. Only two activities were done more by grandfa-
thers than by grandmothers, namely “taught me skills, like cycling or swimming”
and “did repairs for me”. But in both cases, the maternal grandfathers outdid the
paternal grandfathers. Nonsignificant differences were seen only with activities that
occurred so rarely that a floor effect did not allow differences to appear. In accord
with sex-specific activity preferences, grandmothers tend to do the time-consuming,
empathic, caring, and consoling activities, whereas grandfathers tend to do the
repairs, teach skills (except for cooking), and spend money.

It goes without saying that the type of grandparent is not the sole determinant of
grandparental investment, but it accounts for a sizable share of the variance (about
28%). Residential distance between grandparents and grandchildren understandably
influences heavily how much grandparents care, but the distance between grandpar-
ent and grandchild reduces the investment of the maternal grandmother the least, the
investment of the paternal grandfather the most. If the grandparents live separated
or are divorced, they care less—except for the maternal grandmother. Her solicitude
is the most obligatory one. Grandfathers, however, drastically reduce their concern
for grandchildren if they are separated or divorced. Old male age does not seem to
protect from the folly of mating effort.

The sex of the grandchild does not seem to matter, and there is no evolutionary
reason why it should. Girls and boys alike ought to take what they can get. The
number of grandkids a grandparent calls his or her own, however, understandably
has a big effect on how much investment can be allocated to each single grandchild.

Of particular interest in the evolutionary sciences is a particular feature of the
female human reproductive lifecycle, namely the menopause and its evolutionary
explanation (“grandmother hypothesis”). The menopause frees the woman from the
demands of newborns, so that she can devote time to raise her existing children
into adolescence and help in the care of newborn grandoffspring. The grandmother
hypothesis shall not be elaborated here because very good scholarly works about it
are available (Hrdy 1999, 2009; Voland 2007; Voland et al. 2005).

A final question, however, might be raised. Even if modern humans are no
longer reproduction maximizers and the reproductive benefit of grandmothers in
terms of grandchild survival can only be shown in natural fertility populations
(Sear and Mace 2008), how about psychological benefits from grandparenting? Are
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grandparents with their devotion to grandchildren just thoughtless adaptation
executors in an environment of mismatch to the ancestral environment, like men
consuming pornography and women spending their spare time viewing Hollywood
or Bollywood love story films, or does modern grandparenting translate, if no longer
into grandchild survival, into the grandchildren’s cognitive, verbal, and social abili-
ties, its mental health and well-being? There are only a few studies which give some
answers, but there is evidence that under conditions of risk, such as teenage preg-
nancy, maternal depression, and postpartum depression, grandparents can indeed
provide support that helps to safeguard their children and grandchildren against
adverse risks (Coall and Hertwig, 2010).

12.1.4 Sex Differences in In-Laws

One and the same grandparent can be a parent and a parent-in-law, and the adult
offspring a son or daughter, or an in-law. Mothers have a positive image, mothers-
in-law a negative one, apparently across cultures. The same discrimination does
not apply, at least not as pronounced, to fathers vs. fathers-in-law. Evolutionary
adaptations to family life are clearly relationship-specific (Daly et al. 1997) and
thus frequently sex-specific. The reasons for the unfair stereotypes can be explained
well from an evolutionary vantage point (Euler et al. 2009). There the maternal
and paternal families each have different fitness interests in the reproductive poten-
tial of the mother (Voland and Beise 2005). A daughter-in-law is replaceable, a
daughter is not. The maternal grandmother has invested massively in her daugh-
ter, but for the paternal mother-in-law the same woman is a newcomer to the
family without much previous investment. The fitness interest of the maternal grand-
mother is thus the conservation of her daughter’s maternal resources, whereas the
fitness interest of the paternal grandmother is the exploitation of her daughter-in-
law’s maternal resources. Maternal grandparents, especially maternal grandmothers,
thus add to grandchild survival, whereas paternal grandparents facilitate birth rate
(Mace and Sear 2005). The intrafamilial conflict between the matriline and the
patriline can even be traced down to the genetic level, where maternally imprinted
genes may inhibit and paternally imprinted genes stimulate fetal growth (Burt and
Trivers 2006). At the psychological level, however, the hypothesis of matrilineal
conservation vs. patrilineal exploitation awaits empirical verification.

12.1.5 Sex Differences in Extended Family Relationships

The impact of sex differences in family relationships reaches well into extended
family relationships. Aunts and uncles differ, as do matrilateral or patrilateral
aunts/uncles. The analysis of investment of aunts and uncles has the advantage
of avoiding co-residence as a confound. Brothers and sisters of a parent, unlike
grandmothers and grandfathers, typically do not live together and thus act relatively
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independently of each other. Due to paternity uncertainty, more investment is put
into the offspring of sisters than into the offspring of brothers and more by aunts
than by uncles (Gaulin et al. 1997; Hoier et al. 2001). In the same vein, female
twins from same-sex pairs express greater closeness toward their nieces/nephews
than male twins from same-sex pairs (Segal et al. 2007). And finally, the relation-
ship with cousins from the mother’s side tends to be closer than with those from the
father’s side (Jeon and Buss 2007).

12.2 The Illusion of Family Socialization

For almost 100 years everybody has known that behavioral differences between
people are brought about by socialization and that the most effective socialization
agent is the family. The baby is born with her mind still empty (“blank slate”),
and the social environment makes more or less permanent engravings into the slate
(Pinker 2002). The notion of the family as the prime and most enduring socializa-
tion agent is intuitively appealing because the family is the first social environment
with the opportunity to write on the slate and thus has the most slate space. There
seemed to be ample evidence for this assumption, and even more eminence: Freud
had taught that adult behavior problems (“neuroses”) can be traced back to traumatic
experiences in early childhood. The nature–nurture controversy was understood in
a dualistic way: nature is for the body and nurture is for the mind. Even the Vatican
could accept this position at the end of the twentieth century when the pope declared
that evolution could explain the body, but the soul was of divine source. The genes
have done their work when the baby is born; from then on comes cultural influence.
So what you are in personality and intelligence is so because your parents made you
that way. “As the twig is bent, so grows the tree”.

The data in favor of this socialization assumption were overwhelming.
Socialization research found solid parent–child correlations in many traits and
behaviors. The sovereignty of interpretation was in the hands of environmental the-
ories, so no one thought, well, was allowed to assume that behavior could also be
genetically determined. There was already twin research which clearly showed that
intelligence was also heritable, but during my student time it was not “scientifi-
cally correct” (the term “politically correct” did not yet exist) to consider these data,
let alone to consider the possibility that personality traits could be heritable. The
correlations were interpreted causally in the zeitgeist of dominant milieu theories.

Behavior genetics shattered these culturalistic beliefs. The robust findings of
behavior genetics may best be summarized with Turkheimer’s Three Laws of
Behavior Genetics (Turkheimer 2000): “(1) All human behavioral traits are heri-
table. (2) The effect of being raised in the same family is smaller than the effect of
genes. (3) A substantial portion of the variation in complex human behavioral traits
is not accounted for by the effects of genes or families” (p. 161).

The first law of the omnipresence of heritability in human behavioral traits
comes, on first sight, as no surprise to evolutionary behavioral scientists because
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genetic inheritance is a necessary ingredient for evolution to occur. On second sight,
however, the law contradicts Fisher’s Fundamental Theorem of Natural Selection,
according to which traits that have undergone a natural selection process should
show only small genetic variability. The heritability of many human behavioral
traits, however, is usually rather high, generally roughly half of the total vari-
ance. This contradiction is a topic that has been discussed for years in evolutionary
behavioral sciences and has been pretty much resolved. The discussion shall not be
summarized here (see Euler and Hoier 2008).

The Turkheimer’s second law reveals the family socialization belief to be an
illusion and makes, together with the first law, the conventional findings of fam-
ily socialization research uninterpretable. The second law is worded cautiously
when it states that the family effect is “smaller” than the genetic effect. In most
behavior genetic studies, the effect of the family, the so-called shared-environment
component, is close to zero or even straight zero for personality traits other than
intelligence (Plomin et al. 2001; Rowe 1994). Living together in the same fam-
ily does not make siblings more similar to each other compared to children from
other families. Put in popular terms: If you, the reader, and I, the writer, had
exchanged our families in childhood, you having grown up in mine and I in
yours, we would both be the same today as we are now. You might not sit there
and read my chapter and I might not write it right now, but in terms of over-
all personality we would be the same. With general intelligence the matter is a
bit different: Good or poor intellectual family socialization might be an asset or
a handicap, which, however, does not last lifelong but disappears after at most a few
decades.

A few caveats about the shattered family socialization illusion are necessary.
Behavior genetic studies are typically carried out with samples within the normal
range of family life in Western industrialized countries. Their findings can, there-
fore, not be generalized to exceptional family contexts, such as maltreatment of
children and the like. Secondly, personality as assessed in these studies, usually with
the Big Five personality dimensions, is much but not all of it. There are some traits
that do have a sizeable family socialization component, namely general cognitive
abilities, love style, vocabulary, musicality, and a few more (see Euler 2002). Third,
Turkheimer’s second law applies to adults, who generally do not co-reside with their
parents, not to children or adolescents. Therefore, it should state “the effect of hav-
ing been raised” instead of “the effect of being raised”. A recent publication (Burt
2009) indeed indicates that there is some effect of shared environment in adolescent
psychopathology.

Why are parents unable to mold the personality of their children durably, with
all the possibilities of influence they have over many childhood years? The answer
is found in life history theory. Childhood is a time of somatic effort, the acquisi-
tion of reproductive resources to be used for later reproduction, that is, for mating,
parental, and nepotistic effort (Voland 2000). If new life efforts are required, such as
mating effort after puberty and parental effort some time later, behaviors and inter-
ests change, in many species even the phenotype (Alexander 1987). The caterpillar
spends all its time in somatic effort: eat and avoid being eaten. After pupation the
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very same animal, in a completely different form, has a new interest, namely mating.
What the butterfly learned as a caterpillar is of little help now.

Who is the best teacher or model for adolescents when they begin with mating
effort, when many models are concurrently available? It would be inefficient to uti-
lize only the vertical cultural transmission mode (learning from parents) irrespective
of age and sex of the learner, stability of the environment, and content of the trans-
mission (McElreath and Strimling 2008). Better is to use context-dependently also
oblique transmission (learning from adults outside the family) and best is horizontal
transmission (learning from peers). To take parents as models has several disadvan-
tages. Within the family the task is to organize family interactions, not to learn about
flirting and sex. As Harris remarked:

A child’s goal is not to become a successful adult, any more than a prisoner’s goal is to
become a successful guard. A child’s goal is to be a successful child. (Harris 1998, p. 198)

The adolescent’s peers, however, constitute the players in the mating market, and
the peers are much more up-to-date on what is currently “in” than the old-fashioned
parents, who don’t even know what twittering is.

We tend to think that parents want the best for their children, but this is not
always true and turns out to be another illusion that has been dispelled decades
ago (Alexander 1974; Trivers 1974). Parents and offspring share half of the alleles,
but only half. The fitness interests of the parents and those of the offspring are not
identical. Parents may unconsciously manipulate their offspring for the service of
parental fitness. It is in the deep interest of children and adolescents to evade this
parental manipulation by not letting their parents shape their personality.

If no other models are available, as in early childhood, and when intra-familial
behaviors are concerned, we can expect parental influences to show effects. When
the offspring leaves the natal family, the parental investment is taken along as seed
capital, but the parental norms are left behind. Parental influence may crop up again
later, when the offspring has founded his or her own family (Euler 2002) and now
does things the way the parent did and taught, like how to fold a man’s shirt. Data
on this conjecture are not available, because such particular family customs and
practices are of little interest in mainstream psychology.

If an individual personality is determined only in part by genes, and not by
family-specific influences, by which influences then? These influences are hidden
in the non-shared component of environmental influences. The problem is that the
non-shared part of the total variance is a left-over component, and it is unclear what
it comprises. Harris has a prime candidate, namely the peers (Harris 1995, 1998).
Harris presents convincing data and a group socialization theory to explain how
this peer influence happens at the level of social-psychological group processes.
However, environment is not only the social environment, but everything outside
the genome, from the intracellular environment over the uterine environment to the
social environment, including the internal representations of the world with all their
dramas played out on the theater stage of one’s own imagination. Ontogenetic devel-
opment is a complex process in which there is ample room for chance events that
may lead in a process of self-organization to individual differences (Molenaar et al.
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1993). Not only evolution, also ontogenesis is to some extend open-ended. Fate may
play a role in it.

The illusion of family socialization grew out of several mistaken ideas about chil-
dren (Harris 1998): The nuclear family is a new invention, as is the private nature of
family life. In the past it was more often a village that raised the child. Socialization
is not something that parents do to kids; children socialize themselves and are guided
in this process by a multitude of time-tested evolutionary psychological adaptations.
Behavior is shown to be highly situation-specific; the play performed within the
family is a different theater production than the acts shown outside the family. The
reach of genetic influence into adulthood has been underestimated tremendously.

The illusion of family socialization is not just academic but has large societal
consequences, even if not typically splashed out in news headlines. Even good par-
ents may have problem kids, and problem parents may have children who turned
out amazingly well. If a child has behavioral problems of any kind, parents, espe-
cially mothers, blame themselves and asked what they did wrong. Friends and other
relatives find plausible causal attributions for the child’s problem in past parenting
procedures. The school teacher who talks to the mother with the problem boy dur-
ing the yearly consultation hour inquires about past parent–child interactions, and if
not, the mother surmises that the teacher will think that she was not a good mother.
In psychoanalytically oriented psychotherapies the question of early parent–child
interactions comes up again and again, so that the patient is induced to blame the
parents. If we can trash the conventional illusion of family socialization, mothers
can stop blaming themselves.

On the other hand, parents may be upset if they are told that what they do with the
child will have no long-term effect. This is not justified, for two reasons. Parents can
certainly influence their children, for example by influencing their children’s peer
contact: living in certain neighborhoods, preferring one school to another, mixing
selectively with certain other couples with children, and so on. But most important:
The best parents can do is not to try to form a certain child personality of their own
preference, but to assure that the child has a happy and fulfilled childhood. The poet
and philosopher Khalil Gibran says in his poem On Children (Gibran 1923):

You may give them your love but not your thoughts,
for they have their own thoughts.
You may house their bodies but not their souls,
for their souls dwell in the house of tomorrow,
which you cannot visit, not even in your dreams.
You may strive to be like them,
but seek not to make them like you.
For life goes not backward nor tarries with yesterday.

12.3 Conclusion

I have tried to expose two widely held beliefs about human nature, namely the neg-
ligible differences between man and woman and the power of parents to shape their
child’s personality permanently by the way they treat the child, as illusions with
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major impact on the psychology of the family. Both beliefs, together with the blank
slate illusion, I consider as the most important ones, but am not convinced that these
illusions will be rejected soon. It may rather take generations before people will
look back at the twentieth century and wonder how these beliefs could have been so
well engrained and be maintained for so long.

There are a few other illusions about family interactions of minor impor-
tance, one of which might be mentioned briefly, namely the illusion of reciprocal
exchange in families. Reciprocity regulates interactions between individuals outside
the family unless modern economic markets determine prices and thus transactions
(Fiske 1992). Family transactions, however, are characterized by communal sharing.
Family membership alone entitles one to use the family resources without balancing
gives and takes (“Family is where everyone can take things out of the fridge with-
out asking”). Fairness disputes are therefore largely absent in the intergenerational
transfer of resources. A mother does not expect her child to pay her investments back
at a later time. She may be disappointed if Mother’s Day was forgotten, but does
not expect continuous thankfulness. I venture the hypothesis that this absence of
reciprocity expectation is less obvious in nonbiological parent–child relationships,
as with step-, foster-, and maybe even adoptive children, but supportive evidence
seems unavailable.

To conclude, if human—as well as nonhuman—families are seen as a joint enter-
prise for reproductive profit (Davis and Daly 1997; Emlen 1995), the varieties of
family structures can become highlighted and illusions instilled by an ideology of
political correctness and by obsolete eminence-based assumptions can be exposed
and debunked.
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Chapter 13
Moral Normativity Is (Naturally) Grown

Kurt Bayertz

Abstract This chapter suggests an approach to a “naturalistic” explication of moral
“ought” that, at the same time, avoids reductionism. The central thesis states that “X
ought to do something” means nothing but Y wants X to do it, with “X” and “Y”
being any individuals or groups of individuals with the only conditions being that (a)
they want something from somebody else and (b) they can understand that “want”.
Thus, normativity is a part of the real world. This thesis goes beyond mere biological
principles by understanding the moral “ought” as a process of translating volitions
that can be described as “exteriorization”. By means of scripture, these exteriorized
volitions are institutionalized by existing members of a community, thus outlasting
the particular individuals. Since they become part of the cultural heritage, they can
be re-interiorized by new members of the community. Interiorized norms are a part
of the social world, which every new generation will find and will have to internalize
(even if it changes them).

13.1 Introduction

I fully subscribe to the judgement of those writers who maintain that of all the differences
between man and the lower animals, the moral sense or conscience is by far the most impor-
tant. This sense . . . is summed up in that short but imperious word ‘ought’, so full of high
significance. (Darwin 1879, p. 120)

Darwin’s thesis of the central significance of the short but imperious word
“ought” will be the starting point of the following reflections. As a matter of
fact the phenomenon of “ought” is no marginal phenomenon of morality, but the
key to its adequate understanding. Still, what does it mean, “somebody ought to
do something”? Moral philosophy has had problems in dealing with the subject.
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Apart from a few exceptions it has been marginalized or avoided altogether; hence,
theoretical interpretations of naturalistic and non-naturalistic approaches alike
remain in short supply and of unsatisfactory quality. The former are troubled by
the (meanwhile generally accepted) prohibition of concluding from “is” to “ought”.
By this prohibition “ought” seems to be radically cut off from the real world and
condemned to a mystical existence in some supernatural sphere. Some theoreticians
have concluded that “to ought” (if it can’t be derived from “to be”) doesn’t exist
at all. In this chapter I should like to make a first argument by plausibly showing
that this conclusion is premature: Normativity is a part of the real world. My second
argument will be to illustrate which part of the real world it belongs to.

13.2 From “Volition” to “Ought”

My thesis is that “X ought to do something” means nothing other than “Y wants
X to do it”, with “X” and “Y” being any individuals or groups of individuals, with
the only conditions being that (a) they want something from somebody else and
(b) they can understand that “want”. Thus, the essence of what we mean by saying
“ought” seems identified: “ought” is the “complying to volition”; if Y wants X to
do something, than X ought to do it.

Of course, this explication is incomplete; yet, its advantage lies in its indepen-
dence from any supernatural instances. According to the explication, the “ought”
is a part of our common reality. Embedded in the context of evolutionary theoreti-
cal considerations it can be added that X and Y can also be animals, if they fulfill
the previously stated conditions. The analysis of phylogenic connections between
the “ought” of primates and the “ought” of human beings is not blocked by defi-
nitions; the explication virtually invites such analyses. According to Flack and de
Waal “prescriptive rules” can also be found in primates, especially in chimpanzees,
understood as “expectations about how others should behave”, although this assess-
ment seems to be controversial (Flack and de Waal 2000, pp. 8–9). Nevertheless
there are serious objections to consider. The first says that “to ought” is derived
from a fact (the volition) and thus a violation of Hume’s Law. I will not address
this objection directly; nevertheless a good part of the following remarks may be
taken as an indirect response. Second, at first glance the connection with morality
if Y wants X to do something is unclear. Even if it is correct that in certain con-
texts “X ought” means nothing but “Y wants X to do something”, this would be no
explication of the moral “ought”; and that is the problem we are dealing with here.

This second objection is appropriate and leads us to the fact that an occasional
or isolated “want” by Y doesn’t suffice for a moral “ought”. We have to add further
conditions. One of them is generality. We only speak of a moral “ought” if it is
not only applicable to certain occasions or individuals, but to all situations of a
specific type. Hence: Whenever this situation occurs, Y wants X to do something
specific. Of course this condition isn’t hard to meet, so that we can assume for any
individual (animal or human) living in groups, that they (a) want something from
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each other and (b) know about it. On this small basis there will emerge a relatively
stable net of mutual ought-relations within the group, on which the individuals can
orientate their actions. The advantages for all involved individuals are obvious, since
such an orientation helps to avoid conflicts and to establish cooperation. Hence, it
is in all individuals’ interest that such a net of ought-relations exists and provides
orientation.

The “ought” thus belongs to the social reality: It is to be considered as a social
relation between individuals of a group that on the one hand is (relatively) tem-
porally stable and on the other hand is detached from “supporting” individuals. If
a new member enters the group (for instance by birth), the net is already waiting
for him; likewise, if a certain individual leaves the group (for instance by death),
the relation remains undisturbed. The relation surely depends on a critical mass of
individuals who stand in relation; nevertheless, it exists independently from certain
individuals. To summarize: We are dealing with a process that begins with volition
“within” the individuals and then leads to a relation “between” individuals, which
is partially detached from the individuals.

Initially, this “ought” is implicit. It consists of “mute” mutual behavior expecta-
tions (note the normative/descriptive ambiguity of “expectation”). At a certain level
of their development, human beings start to verbalize these expectations. By means
of language the implicit norms are turned into explicit ones, by which important
factors come into play to make possible the development of morality. On the one
hand, the generality of “ought” is enhanced, since it is one of the special abili-
ties of language to provide general expressions (descriptive as well as normative).
Linguistically expressed contents may have a (relative) independence from their
respective contexts, as well as from the speaking individuals. The meaning of words
or phrases doesn’t first come into being in the context of their utterance; further-
more, we use expressions of our language according to their already established
meaning within our community. Hence, this meaning remains beyond the context of
utterance as well as the immediately involved individuals. The situational indepen-
dence of linguistic utterances gives the opportunity to talk about absent (for instance
past or future) as well as abstract subjects. Thus, the verbalization of abstract norms
and values (for instance “justice”) becomes possible.

Furthermore, it is one of the characteristics of verbal expressions that they can
be uttered with a claim of correctness or validity; and that claim can be doubted,
questioned, or denied. Unlike the receivers of an implicit norm, the receivers of an
explicit norm not only have the possibility not to comply, but also have the pos-
sibility to give their own opinion. Linguistically expressed norms are an invitation
to talk, to discussion, to dispute: to what is nowadays characterized as “discourse”.
Within this discourse a second layer becomes evident because now there are reasons
that inevitably come into play, for discourses don’t simply consist of allegations
countered by other allegations, but of arguments (backed up by reasons) that are
defended or criticized. Thus, from the beginning, norms exist in a dual space: on the
one hand in a space of causes (as far as their genesis can be explained causally) and
on the other hand in a space of reasons. The existence and validity of norms without
a possibility to reason is unthinkable. At least partially, the discourse takes place on a
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meta-layer: while norms deal with actions, reasons deal with norms. Such questions
about (rational) reasons for the validity of norms do not depend on the examination
of their (empirical) causes.

If the practice of reasoning is sufficiently initialized within a community, it will
develop beyond daily contexts and will be performed in a way of methodical reflec-
tion. So, philosophical texts can emerge, which home in on the rational reasoning
of the currently valid norms. Even more: such theories can formulate reasons for or
against the validity of norms and even ask for criteria for the adequacy of reasons.

13.3 Digression on Moral Reasoning

Talking about a “space of reasons” might sound a bit philosophical. In the real
world, aren’t causes the only things that matter? In order to show that this is not
the case, that—when we start to discuss and try to convince somebody else of
something—reasons become inevitable, I would like to turn to a prominent protag-
onist of “evolutionary ethics”. In his book The Biology of Moral Systems, Richard
D. Alexander proposes two theses, namely that (a) all moral and ethical questions
derive from conflicts of interest and (b) ultimately, all interests are of a biological
nature.

In terms of evolutionary history the ultimate interests of organisms, including humans, are
in maximizing the likelihood of survival of their genetic material through reproduction;
we expect organisms to find pleasure in, seek out, or be satisfied by activities that in the
environments of history would accomplish this end. (Alexander 1987, p. 139)

This is a social biologic determination of the causes of human action and of
the conflicts emerging within this action, which shall not be discussed here in detail.
More interesting for our context is the fact that Alexander did not keep to categorical
and programmatic statements, but dealt with concrete moral problems of our times
and proposed solutions. One of these problems deals with the rights of embryos and
the moribund. Following Alexander’s point of view, even these problems emerge
from conflicts of interests, for example between the embryo and its parents. In the
course of his search for a biologically well-grounded solution, Alexander first out-
lines the prevalent positions of the abortion debate. In order to answer the question
about the rights of embryos, he then reverts to a definition of brain death, previ-
ously drafted in the same chapter. A moribund person may be removed from life
support systems and be committed to transplantation, if irreversible loss of all func-
tions of the entire brain is diagnosed. Alexander now translates this principle of
“postconsciousness” by analogy to the question of the moral status of embryos:

Suppose we now take the same approach as appears to be currently adopted for determin-
ing the rights of the moribund—that of postconsciousness. We can ask if the offspring is
conscious or preconscious—i.e. whether or not it has acquired any kind of self-knowledge
equivalent to that we regard as existing in ourselves. (Alexander 1987, p. 208)

Since apparently this isn’t the case, an absolute right for life of the embryo can’t
reasonably be defended.
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An evaluation regarding the content of this solution and its implications cannot
be offered here. Yet, the kind of reasoning applied by Alexander is of interest. First,
it is striking that he doesn’t argue biologically or evolutionarily in a specific sense.
As far as he refers to biological facts, he treats them as empirical constraints, which
are not constitutional for the finally stated proposal for a solution. Alexander has
acknowledged that himself. His answer to the question about the rights of embryos
and moribund (on his own account) is

disappointingly nonradical and (I hope) commonsense, distinguished only by some aspects
of attitude in no way restricted to biologists, and by the weighting in of certain kinds of
information, especially about conflicts of interest, that are usually not considered . . . My
opinion stems not from some kind of direct application of biological knowledge, but from
a playing of the question of the interests of one individual (or individuals) against those
of another (in this case the embryo). Even if others disagree with how I have done it in
this case, I can see no alternative to some kind of balancing of interests. (Alexander 1987,
p. 212)

This biological abstinence of an evolutionary biologist is no coincidence. For
it is unimaginable how such a balancing of interests could be performed on the
basis of biological facts alone, i.e., without any assessment. Sound moral reasoning
necessarily goes beyond biology and includes kinds of concepts, arguments, and
principles that are—horribile dictu—nonempirical.

This is clearly recognizable in Alexander’s considerations, for they are based
on coherence arguments of the following form: “If our arguments in one case are
such-and-such, we have to argue in the same way in a (in all relevant aspects
identical) second case and we also have to apply the same approach to a solu-
tion!” Such arguments are frequently used in daily ethical discussions and are
widespread in moral philosophy. Although their premises may have empirical con-
tent, they still base their validity on nonempirical, i.e., rational principles, for
instance, the principle that equal cases are to be treated in the same way. This
fact of equality of two cases serves as the reason to act the same way in both
cases. So, Alexander had to enter the “space of reason” while trying to convince
his reader of the validity of his solution. There is no moral reasoning beyond
this space.

13.4 Exteriorization and Interiorization

Let us turn back to the moral “ought”. My brief draft should at least give an idea
that a natural explanation of the moral ought is possible: “natural” in the sense that
it doesn’t need to revert to supernatural instances; but also “natural” in the sense
that its phylogeny can be tracked back to the realm of animals. Furthermore, this
draft should have pointed out that the biological roots of normativity are still no
conclusive argument for norms being “nothing but biology”. Although the moral
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normativity emerges from biological causes, it grows beyond them. One character-
istic mechanism rendering this possible has already been hinted at in my draft: the
exteriorization of interior functions or abilities.1

In order to clarify this important mechanism, I will first look at the example of
the development of tools. The first “tools” our ancestors had at their disposal were
organs, extremities and parts of their bodies. For instance, they could dig with their
hands. Later, they learned to perform this action with tools, such as sticks, bones, or
shovels crafted especially for this purpose. These tools took over the functions that
had previously been executed by the hands; the function was translated to the tool.
It is exactly this process of translation that can now be described in a double sense
as “exteriorization”: on the one hand we have a translation from the “interior” to the
“exterior”; on the other hand we have a translation of biologically predetermined
functions and abilities to external material, generally nonbiological objects.

Of course, this exteriorization is especially attractive because significant
enhancements of effectiveness and efficiency of a given action become possible:
even with a stick, and even more with a shovel, digging is easier than with the bare
hands. Again even more so, if in later stages of development a shovel is combined
with an engine so that a excavator comes into being. In this way the separation of
practical function from biological endowment is advanced. For the function of a
shovel stays bound to an individual, who conveys his power. The excavator conveys
the power automatically and only needs to be controlled; until even this function
is assumed by a computer. Hence, each step of exteriorization is a step towards
the de-biologization of the current function: biological mechanisms are replaced by
technological mechanisms. Even if the excavator is ultimately employed for biologi-
cal interests (for instance in order to build a water reservoir), it doesn’t operate under
biological but other laws, for instance physical. A conspicuous indication of this de-
biologization is the fact that the development of exteriorized functions (in this case:
tools and their technology) take place in wholly different temporal dimensions as
the development of nonexteriorized functions.

Not only material, but also intellectual functions and abilities can be exte-
riorized. The genesis of norms is one example. In the beginning of the pro-
cess, there is a psychic condition: the volition of human or animal individuals.
Other individuals of the same community perceive this volition and anticipate
it, so that stable behavior expectations emerge. Perhaps the genesis of inde-
pendent ought-relations between individuals can already be seen as a first step
of exteriorization, for these relations result from a translation from the interior
of an individual to an inter-individual level. At any rate, the verbalization is
such a step of exteriorization: the linguistically formulated norm is the exteri-
orized volition. Within the verbalization, the initially organism-internal function
of influencing others’ behavior is projected outwards and objectified; it has left
a biologically constituted space and entered a socially constituted one, in which
the biological mechanisms aren’t actually disabled, but interfered with by other
mechanisms.

1I adopt this term from André Leroi-Gourhan (Leroi-Gourhan 1980).
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Anyway, the exteriorization process is not finished yet. A further important step
is introduced by the genesis of writing. By their recording, norms gain a new degree
of independence of both the concrete situation from which they initially emerged
and the individuals who initially formulated them. Written norms can still exist and
claim validity long after these situations and individuals have ceased to exist. It is
not possible to discuss here to what extent certain social institutions such as reli-
gion, jurisdiction, and states have to be considered as exteriorizations of “ought”.
Although these institutions cannot simply be classified as “moral”, they still over-
lap more or less with morality. A comprehensive “moral culture” is established,
the development of which is—as the development of technology—not primarily
ruled by biological determinants. The biological determinants do not disappear;
instead, they define a corridor that is broad enough to allow space for many different
developments.

Before we go on, the counterpart of exteriorization should briefly be mentioned:
interiorization. If human history consists of outward projections of initially interior
biological functions and abilities in a considerable way; and thus, if these exterior-
ized functions and abilities gain a growing independence of their biological origins;
then, by extrapolating this trend, the idea of a situation in which all exteriorized
functions and abilities have become completely independent from human beings
as biological organisms becomes conceivable. Then, we would be dealing with a
free-floating, absolutely autonomous culture (as Karl Popper’s “World 3”). I do not
intend to speculate on the probability or even possibility of such a world; there is
little room for it and there won’t be any in the foreseeable future, anyway. The trees
of de-biologization don’t rise up to the sky, so there’s only one thing left to note:
the last basis of even a relatively independent culture is and will be the human being
as a biological organism. Yet, that means: those in the course of history increas-
ingly exteriorized functions and abilities appear to individuals of each following
generation as external, given reality and thus have to be adopted and internalized,
i.e. “interiorized”. Understanding and mastery of technical artifacts isn’t given to us
at birth; we have to labor and learn in an ever more complicated process. There is
no comparable growth of complexity in the moral norm systems; but it still applies
that they are not given to us from the beginning in a biological way, but have to
be learnt and adopted. So, human beings in the course of their ontogenesis have to
(re-)internalize extra-biologically existing norms. In the long run, there can be no
exteriorization without interiorization.

It is, therefore, no mere coincidence that human beings are biologically equipped
in a special and unique way for this process of interiorization. As a matter of fact,
many empirical findings point out that the specific difference between human beings
and biologically closely related primates lies in their special ability to cooperate with
other human beings. The crucial difference is

an adaptation for participating in collaborative activities, involving shared intentionality—
which requires selection during human evolution for powerful skills of intention reading
as well as for a motivation to share psychological states with others. In ontogeny, these
two components—the understanding of intentional action and the motivation to share
psychological states with others—intermingle from the beginning to produce a unique
development pathway for human cultural cognition, involving unique forms of social
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engagement, symbolic communication, and cognitive representation. Dialogic cognitive
representations, as we have called them, enable older children to participate fully in the
social–institutional–collective reality that is human cognition. (Tomasello et al. 2005, p. 16)

It is not their superior intelligence, but their social competence that enables
human beings to accomplish their unique achievements. Because of this compe-
tence individuals have the ability to adopt the achievements of many thousands of
years of human beings’ cultural development within an extraordinary short period
of time, i.e., internalizing the functions and abilities exteriorized in the course of
history.

For the current argument it is crucial that interiorized norms are a part of the
social world, which every new generation finds and will have to internalize (even if
it will change them). Thus, norms will be interiorized as a part of cultural heritage.
Yet, this means that it is characteristic and even essential for human beings to live
in a dual world, as already mentioned above: on the one hand this is the world of
biological determinants of behavior, in which all other animals live; and on the other
hand this is a world of cultural determinants of behavior, with norms being a part of
those determinants. By being interiorized, these norms become a part of a “second
nature”, which human beings are apparently especially disposed to adopt. In a word:
We’re dealing with an extra-biological factor that individuals can allow themselves
to be guided by.

13.5 Do Norms Matter?

At this point, at the latest, the objection may come up that moral norms are without
effect. From a biological perspective, the thesis seems likely that human beings—
as any other animal—follow evolutionary evolved motives and impulses that serve
to maximize fitness. Moral norms can either be congruent to those motivations or
run contrary to them. In the former case, the actions comply with them; yet, they
do so only because they command what human beings are determined to do at any
rate. In the latter case, they are without effect, because the determinants evolved in
evolution will rule them out.

A weak variant of this objection states that in the case of a divergence between
moral norms and biological determinants, individuals have a tendency to prefer the
latter. There is little to say against this variant, since it would indeed be illusion-
ary to ignore the existence of biological determinants and/or the power they wield
over our actions. Anyway, nobody who wants to be taken seriously will claim that
we could lay down our biological constitution as we could remove our clothes.
Even Immanuel Kant (to name an especially stringent protagonist of anti-biological
ethics) assumed that human beings like to follow “inclinations” born from their
“sensibility”. It is exactly for this reason that moral norms are necessary. A purely
rational creature, having no potentially irrational and immoral “inclinations”, result-
ing from its “sensible nature”, would have no need for such norms. Hence, the
normativity of morality is an expression of that tendency of sensible, yet rational
creatures to follow their “inclinations”. Therewith Kant presumes that acting against
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these “inclinations” is possible at least. Even if human beings are subject to a bio-
logical determination, they still have the chance to deprive themselves of it, if the
moral norms so demand. Whatever the (biological) basis of this ability may consist
of, at any rate it has expanded the human beings’ breadth of actions compared to
animal primates, “so that we human beings are equipped with a measure of flexibil-
ity and plasticity that is unequalled in the animal kingdom.” (Voland 2007, p. 26)
If this opportunity/chance is denied, we are dealing with the strong variant of the
objection, according to which biological determinants leave no room for individu-
als to follow norms if they diverge from the determinants. This thesis shall not be
criticized here. It suffices to say: If this thesis applies, then there can be only one
biology of human behavior, and no ethics, no “evolutionary ethics”, either.
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Chapter 14
The Origins of Symbolic Culture

Chris Knight

Abstract Symbolic culture is a realm of patently false signals. From a Darwinian
standpoint, it is not easy to explain how strategies of reliance on such signals could
have become evolutionarily stable. The archaeological record shows evolving mod-
ern humans investing heavily in cosmetics, with a particular emphasis on ochre
pigments matching the color of blood. This chapter discusses the Female Cosmetic
Coalitions model of the origins of symbolic culture in the context of hypotheses
sometimes considered to be alternative explanations. It is shown that these vari-
ous hypotheses are not genuine alternatives. Many are not Darwinian, while others
either fail to address the question of symbolism or address it but make no reference
to details of the archaeological record. It is concluded that the Female Cosmetic
Coalitions model offers the most testable and parsimonious way of integrating these
different perspectives.

Symbolic culture . . . requires the invention of a whole new kind of things, things that have
no existence in the ‘real’ world but exist entirely in the symbolic realm. Examples are
concepts such as good and evil, mythical inventions such as gods and underworlds, and
social constructs such as promises and football games. (Philip Chase 1994, p. 628)

From a Darwinian standpoint, “symbolic culture” is an unsettling notion. Modern
science became established in opposition to the idea that culturally accepted fictions
can be equated with facts. Yet the concept of symbolic culture requires us to grasp
just that paradoxical possibility. Long before the late twentieth century invention
of the Internet, evolution allowed humans to flit between two realms, reality on the
one hand, virtual reality on the other. Symbolic culture is an environment of objec-
tive facts—whose existence depends entirely on subjective belief. In this chapter, I
attempt to bridge the gap between Darwinism and the human sciences by providing
a materialist account of our species’ puzzling reliance on moral, religious, and other
cultural illusions.
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14.1 Two Kinds of Fact

“Brute facts”, in the terminology of John Searle (1996, p. 27), are facts that are true
anyway, regardless of human belief. Suppose you don’t believe in gravity: jump
over a cliff and you’ll still fall. Natural science is the study of facts of this kind.
“Institutional facts” are fictions accorded factual status within human social institu-
tions. Monetary and commercial facts are fictions of this kind. The complexities of
today’s global currency system are facts only while we believe in them: suspend the
belief and the facts correspondingly dissolve. Yet although institutional facts rest on
human belief, that doesn’t make them mere distortions or hallucinations. Take my
confidence that these two 5-lb banknotes in my pocket are worth 10 lb. That’s not
merely my subjective belief: it’s an objective, indisputable fact. But now imagine a
collapse of public confidence in the currency system. Suddenly, the realities in my
pocket dissolve.

For scholars familiar with Rousseau, Marx, or Durkheim, none of this is espe-
cially surprising or difficult to grasp. Some facts are true anyway, irrespective
of human belief. Others subsist in a virtual realm of hallucination or faith. For
de Saussure (1983 [1915], p. 8), it was the parallel between linguistic meanings
and currency values—all in some sense hallucinatory—which made a scientific
linguistics so problematical:

Other sciences are provided with objects of study given in advance, which are then exam-
ined from different points of view. Nothing like this is the case in linguistics . . . The object
is not given in advance of the viewpoint: far from it. Rather, one might say that it is the
viewpoint adopted which creates the object.

It was in rebellion against such troubling notions that Noam Chomsky (2000, pp.
106–133) redefined “language and similar phenomena” as “elements of the natural
world, to be studied by ordinary methods of empirical enquiry”. Linguistics, within
Chomsky’s new paradigm, ceased to be social and became instead a natural sci-
ence. Ideologically hostile to Marx, Durkheim, and what they termed “Standard
Social Science”, a generation of Darwinians (Tooby and Cosmides 1992, 1995;
Pinker 1994) embraced Chomsky’s naturalistic approach. Somehow, language had
now to be explained as an innate cognitive module without any animal precursor.
Its emergence had also to be explained if possible without reference to social selec-
tion pressures (e.g., Hauser et al., 2002; Fitch et al., 2005). The consequence of all
this was to render language’s very existence an insoluble mystery (Knight 2004,
2009). Far from yielding to Darwinian explanation, the evolutionary emergence of
language is nowadays considered “the hardest problem in science” (Christiansen
and Kirby 2003).

14.2 Four Positions on the Origins of Symbolic Culture

Within the past 15 years, archaeological revelations from the African Middle Stone
Age have transformed our picture of the timing of symbolic culture’s emergence.
Until the early 1990s, the prevailing view of the “human revolution” (Mellars
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and Stringer 1989) was notably Eurocentric, focused on the Upper Paleolithic
Revolution as humanity’s “Great Leap Forward”. Recent discoveries from Africa
have at least doubled the time-depth of acknowledged and accepted evidence of
symbolic activity. This has left us with four main positions concerning the timeline
for symbolic culture’s emergence:

1. Francesco d’Errico. Multispecies transition across Africa and Eurasia. Symbolic
capacities already in place with Homo heidelbergensis 300,000–400,000 years
ago. Sporadic behavioral expressions of symbolism among ancestors of both
Neanderthals and ourselves (d’Errico 2003).

2. Sally McBrearty and Alison Brooks. Down with the revolution! African ancestors
of modern humans undergo gradual, sporadic build-up of modern cognition and
behavior spanning 300,000 years. Symbolism presents no special theoretical dif-
ficulties, emerging as part of the package of modern, flexible, creative behaviors
within Africa (McBrearty and Brooks 2000; McBrearty 2007).

3. Christopher Henshilwood and Ian Watts. The human revolution occurred as part
of modern human speciation in Africa. Evidence for symbolism in the form of
cosmetics and personal ornamentation is the archaeological signature of this
transition. Symbolism was not an optional extra—life following the transition
became fundamentally organized through symbols (Henshilwood and Dubreuil
2009; Watts 2009).

4. Richard Klein. Recent interpretations of the African Middle Stone Age record
are wrong; the original “human revolution” theory remains correct. Middle
Stone Age humans evolving in Africa may appear anatomically modern, but
did not become cognitively modern until the Late Stone Age/Upper Paleolithic.
Symbolic culture emerged some 50,000 years ago, caused by a genetic mutation
that rewired the brain (Klein 1999; Klein and Edgar 2002).

14.3 The Archaeological Evidence

In the African archaeological record, the earliest persuasive evidence for symbolic
culture includes certain engraved pieces of ochre (Henshilwood et al., 2002) asso-
ciated with marine pierced shells (Henshilwood et al., 2004; d’Errico et al., 2004).
Dated to around 70,000 years ago, these were recovered from Middle Stone Age
levels at Blombos Cave, South Africa. Mounting evidence for symbolic behavior
at still earlier dates includes a South African coastal site (Pinnacle Point) yielding
mollusk remains, bladelets, and red ochre pigments dating to at least 164,000 years
ago (Marean et al., 2007). Use of ochre pigments extends back between 250,000
years (ky) and 300 ky at some sites in the tropics; regular and habitual use dates
back to the time of modern speciation (Watts 1999, 2009).

Most archaeologists now accept that the shells and pigments were used for per-
sonal ornamentation. Often, the shells were strung together to form a necklace.
Traces of red pigment have been found on a set of 82,000 year-old perforated shells
from the Grotte des Pigeons in North Africa, suggesting that the wearer’s body was
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perhaps already ochred (d’Errico and Vanhaeren 2009, plate 2). Traces of red ochre
pigment have similarly been found on some shells from Blombos in South Africa
(d’Errico et al. 2004). At Blombos, several modified pieces of ochre have a sharp
beveled edge, as if designed to produce a clear outline of color on a surface (Watts
2009, Plate 4). Ochres yielding the most saturated dark reds—especially “blood”
reds—were subjected to the greatest intensity of grinding and use (Watts 2009).
Pinnacle Point nearby yields similar “crayons” dated to 164,000 ky (Marean et al.,
2007). Geometric engravings found on Blombos pieces (Henshilwood et al., 2002)
add to the suggestion that many of these delicately shaped “crayons” were used to
produce abstract designs, probably on the human body (Watts 2009). This cultural
tradition can be traced back to at least a 100,000 years ago (Henshilwood et al. in
press). Such evidence suggests that cultural traditions involving body painting were
already being established with the speciation of Homo sapiens.

14.4 Explanatory Scenarios

To Christopher Henshilwood and Benoit Dubreuil, the cosmetic evidence indi-
cates that Middle Stone Age people were capable of symbolic communication
(Henshilwood and Dubreuil 2009). For individuals to wear cosmetics or a necklace,
they must care about how they look. To adorn oneself appropriately, it is necessary
to imagine one’s appearance from the standpoint of others. The requisite capacities
for multiple perspective taking are distinctively “modern” and underlie all symbolic
communication, including language. Henshilwood and his colleagues on that basis
conclude that the producers of the Blombos pigments and ornaments already had
language-ready minds.

Ian Watts arrives at similar conclusions concerning language, but on different the-
oretical grounds (Watts 2009). Since my own theoretical position converges closely
with that of Watts, and since we both support Camilla Power’s Female Cosmetic
Coalitions model (see discussion below), I will avoid repetition at this point and
turn directly to Klein, who is the main archaeological opponent of the idea that
African Middle Stone Age findings from sites such as Blombos have anything to do
with symbolism.

The argument for a mutation generating language and then triggering symbolic
culture (e.g., Klein 1999; Chomsky 2005) has little to recommend it. We should
be suspicious when a puzzle regarding our own species is addressed using “spe-
cial” methods—methods without parallel elsewhere in evolutionary science. No
specialist in, say, elephant or social insect communication would invoke a single
mutation to explain its evolution. We would be equally astonished at an appeal to
elephant or honeybee psychology fixed by an “environment of evolutionary adapt-
edness” (Tooby and Cosmides 1992, 1995) in the remote past. Evolution is not
driven by mental phenomena. In the case of any natural species, we explain cogni-
tion and communication by reference to reproductive strategies, foraging strategies,
and other behavioral adaptations to environmental and social conditions as these
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fluctuate and change over evolutionary time. We need a theory of the emergence
of Homo sapiens faithful to the methods of behavioral ecology that have proved so
successful in addressing problems elsewhere in the living world.

It might be thought that by now we would have a number of theoretical attempts
in this direction. Sadly, this is not so. If we are looking for hypotheses which are
(a) based in behavioral ecology, (b) focused on the emergence of symbolism, and
(c) testable in the light of relevant archaeological data, the range of suggestions is
limited. Camilla Power’s Female Cosmetic Coalitions model (see discussion below)
meets all three conditions. But before presenting it, I will survey an array of models
that meet at least some of these basic preconditions.

14.5 Costly Versus Cheap Signals: Cooperation
Between Strangers

1. Philip Chase: Symbolism enforces cooperation between strangers. During the
later phases of human evolution, humans began to invent entities lacking any
existence in the real world—intangibles such as underworlds, promises and
totems. Symbolic culture arose because its coercive rituals and associated belief
systems provided the only mechanisms of punishment and reward capable of
enforcing cooperation between strangers, in turn a prerequisite for the estab-
lishment of institutional facts. The term “cooperation between strangers” means
cooperation on a scale transcending the limits of Darwinian kin-selection or
reciprocal altruism (Chase 1994, 1999).

2. Richard Sosis: Costly ritual enforces cooperation between strangers. Religious
communities are networks of “strangers” held together by costly ritual. The
supernatural entities that help to inspire allegiance don’t spontaneously repli-
cate in human brains: they must be coercively installed. Painful ordeals such as
initiation rites perform this function. The only way to reliably demonstrate reli-
gious commitment is to undergo rituals so demanding of personal sacrifice that
the benefits of subsequent defection are likely to be outweighed by the costs
(Sosis 2003).

3. Merlin Donald: Mimesis. Symbolic culture became established as Homo erectus
came under communicative pressure to exercise cognitive control over previ-
ously hard-to-fake, emotionally expressive body language. Mimetic culture took
the form of learned, culturally transmitted, simulated versions of such body lan-
guage. Through dance, song, pantomime and ritual, evolving humans bonded
with one another and became increasingly equipped to express in public their
emotional and cognitive states (Donald 1991, 2001).

4. Dan Sperber: To qualify as symbolic, a signal must be false. To determine
whether a signal or statement is “symbolic”, a simple rule can be applied. Is
it patently false? If so, it may qualify as a symbol. Falsehood is intrinsic to
symbolism. Linguistic utterances are symbolic to the extent that they are patent
falsehoods serving as guides to communicative intentions. Metaphor, irony,
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sarcasm, and humor illustrate the principle. Language began to evolve when
humans started reciprocally faking and falsifying in communicatively helpful
ways (Sperber 1975, 2005; Sperber and Wilson 1986).

5. Roy Rappaport: In the beginning was the Word. Words are cheap and unreliable.
Costly, repetitive and invariant religious ritual is the antidote. At the apex of a
religious cosmology is an “ultimate sacred postulate”—an article of faith beyond
possible denial. Words may lie, so it is claimed, but “the Word” emanates from
a reliable source. Without such public confidence upheld by costly ritual, faith
in the entire system of interconnected symbols would collapse. During the evo-
lution of humanity, the crucial step was the establishment of rituals capable of
upholding the levels of trust necessary for linguistic communication to work
(Rappaport 1999).

6. Jerome Lewis: Hunting, mimicry, and play. Antelopes, monkeys, and other ani-
mals hunted by Central African forest people treat vocal signals as intrinsically
reliable. Forest hunter-gatherers routinely exploit such gullibility, faking animal
cries to lure their targets within range. When people subsequently recall a par-
ticular hunting episode, they act out the story drawing on the same sophisticated
capacities for faking, mimicry, and pantomime. Story-telling, ritual, play, and
religion in such societies is the in-group, cooperative, and correspondingly hon-
est redeployment of capacities for deception initially deployed in the forest. This
converges with the people’s own view that their words, songs, and rituals echo
the voices and sounds of the forest (Lewis 2009).

14.6 Symbolism: Puzzles and Paradoxes

Turning now to a review of these ideas, archaeologist Philip Chase asserts that
Darwinism alone cannot explain cooperation between strangers. He also reminds
us that symbolic culture enforces just this kind of cooperation. But how did sym-
bolic culture itself emerge? Having posed the question with admirable clarity, he
leaves the evolutionary emergence of symbolic culture unexplained.

Behavioral ecologist Richard Sosis does offer a Darwinian model in which indi-
vidual strategies of alliance-building enforce cooperation between strangers. To
explain the mechanisms at work, Sosis relies on costly signaling theory (Zahavi
1975; Zahavi and Zahavi 1997). Religious communities hold themselves together
by insisting that everyone must pay admission and continued membership costs so
heavy as to deter free-riding. The threshold of costs will be set by the probabil-
ity of social defection. This explains why rituals of initiation are so often painful,
and potentially why there should be variability in costliness. A ritual involving
no hardship or sacrifice cannot signal commitment: it would allow free-riders to
flourish.

Sosis has done his main studies on contemporary or recent historic religious com-
munities, who are already immersed in symbolic culture. In principle, however, the
model can apply to the evolutionary emergence of ritual and religion. Indeed Alcorta
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and Sosis discuss the African Middle Stone Age archaeological record, mainly the
ochre evidence, in relation to this model (Alcorta and Sosis 2005). The value of
this work is that it suggests a bridge between animal signaling and symbolic cul-
tural display: the same body of theory can be applied in both domains. But why
exactly must hard-to-fake ritual generate what Chase (1994) terms “things that have
no existence in the ‘real’ world”? Hunter-gatherer ritual and religious landscapes
are populated by animal spirits, tricksters, and other such fictional entities. What is
the connection between these two apparently incompatible properties of ritual—its
intrinsic reliability on the one hand and its trickery on the other?

In stark opposition to the hard-to-fake costly signal model stand Merlin Donald
and Dan Sperber. For symbolism to evolve, if we accept their positions, evolving
humans had to stop probing signals for their reliability and instead collude with
patent fakes. At first sight, this seems wholly incompatible with Sosis’s argument
that symbolically constituted communities hold themselves together by resorting
to signals whose reliability is underwritten by their costs. If Donald and Sperber
are correct, symbolism seems to presuppose signals that are not just unreliable but
patently false. But perhaps the cheap signals and the costly ones perform distinct
functions, operating on quite different levels?

This is essentially the argument of Roy Rappaport, a social anthropologist who
rejected modern selfish-gene Darwinism but independently converged on the costly
signaling idea. Social acceptance of symbols presupposes high levels of trust already
in place. Sosis in fact follows Rappaport’s argument that costly ritual is designed to
generate trust where none existed before. Integrating these lines of reasoning, we
might conclude that ritual is needed to cement bonds sufficiently trusting to permit
communication on the basis of cheap fakes.

Let me put this in another way. A distinction can be drawn between signaling
costs of two kinds (cf. Grafen 1990; Guilford and Dawkins 1991). One alternative is
that the signaler must generate trust signal by signal, using intrinsically convincing
features to do so. Where this is the case, the costs involved in eliminating perceptual
ambiguity won’t suffice: added costs will have to be incurred to ensure reliability as
well. A strong case can be made that all animal signals fall into this category, such
that both kinds of costs (“efficacy costs” plus “strategic costs”) are always involved.
The reason for this is that animal signals must always carry at least some of the
burden of generating the trust necessary for communication to work.

But what if the signaler doesn’t have to generate trust at all? Trust could be
assumed, leaving the signaler free to concentrate only on perceptual discriminabil-
ity. If it were possible to reduce the strategic cost of proving reliability to zero, all
signaling effort could be poured into efficacy. Carried to its conclusion, this should
permit digital signaling—the cheapest and most efficient kind of communication.
We know that human language is in fact digital on a number of levels, both phono-
logical and semantic, and that this is one of its most remarkable and biologically
unprecedented features (Burling 2005, pp. 25–27, 53–55). Animal signaling is never
like this for the same reason that it doesn’t have the luxury of being patently false
or fictional. Costly signals of any kind can only be evaluated on an analog scale.
Putting all this together, it seems that language is digital for the same reason that
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it consists of social fictions. Signals of this kind are acceptable only under highly
unusual conditions—such as those internal to a ritually bonded community whose
members are not tempted to lie.

Combining the insights of Chase, Sosis, Donald, Sperber, and Rappaport, we
might summarize by defining symbolic culture as a domain of transparent false-
hoods whose social acceptance depends on levels of trust generated through the
performance of costly ritual. We might add that once such fictions are accepted,
they qualify as “institutional facts” (Searle 1996). Human social institutions perpet-
uating facts of this kind evolved associated with the uniquely human phenomenon of
“cooperation between strangers”. But it remains to be explained just how and why.

Following Maynard Smith and Harper (2003, p. 3), we may define a “signal” as
any act or structure which alters the behavior of other organisms, which evolved
because of that effect, and which is effective because the receiver’s response has
also evolved. If one animal pushes another away, that is not a signal. If one animal
bares its teeth and the other retreats, it’s a signal because the response depends on
evolved properties of the brain and sense organs of the receiver. The signal must
carry information of interest to the receiver. This need not always be correct, but it
must be correct often enough for the receiver to be selected to respond to it. Krebs
and Dawkins (1984) view signal evolution as an “arms race” between signalers
as “manipulators” and receivers as “mind-readers”. Zahavi proposed “the handi-
cap principle” to explain why signal selection favors extravagance and apparent
wastefulness as opposed to utilitarian efficiency (Zahavi 1975). Receivers on guard
against deception force signalers to compete in producing signals so costly that they
cannot be fakes.

The problem is that by these standards, conventional signals such as linguis-
tic signs appear to be theoretically impossible—a point explicitly made by Zahavi
(Zahavi 1993). Machiavellian primates can produce tactical deceptions, but these
are frequency-dependent: they only work if most signals are honest. To explain the
emergence of human cultural symbolism, we need a theory that addresses this dif-
ficulty: How can we imagine fakes becoming so prevalent as to dominate social
life? How can we imagine Machiavellianly evolving humans, by definition resistant
to deception, allowing themselves to become immersed in whole realms of patent
fiction and illusion?

Here is a possible solution. Whether a given signal is deceptive or reliable, costly
or cheap, analog or digital depends on one’s perspective. We need to know who is
doing the evaluating and from what standpoint. Imagine a coalition of individuals
cooperatively aiming deceptive signals at an external target. Viewed from inside the
coalition, such deceptions will have positive value. Instead of being resisted, from
this standpoint they should be celebrated and embraced. To quote de Saussure (1983
[1915], p. 8) once again: “The object is not given in advance of the viewpoint: far
from it. Rather, one might say that it is the viewpoint adopted which creates the
object.”

Drawing on his work with the Mbendjele forest people of Central Africa,
social anthropologist Jerome Lewis offers a proposal along similar lines, rooting
human vocal deception capacities in hunting. Human volitional control over vocal
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signaling, he suggests, did not evolve initially in contexts of human social inter-
action. Instead, it was used initially to deceive prey animals who would prove
vulnerable again and again to such fakes. Humans cooperating with one another
to deceive external targets would be predicted not to resist one another’s decep-
tions but on the contrary to echo and amplify them. In Lewis’s account, vocal
simulations redeployed internally within the community laid the basis for vocal
humor, children’s games, choral singing, narrative fiction, metaphor, religion, and so
forth. Humans successfully “deceived” the forest and then constructed the symbolic
domain as that forest’s own echo, now directed back into the human social world.

We now need to consider how hunter-gatherer strategies of this kind might have
become established in the evolutionary past.

14.7 Counterdominance, Egalitarianism, and Collective
Intentionality

1. Michael Tomasello: The cultural origins of human cognition. Cultural evolution
can proceed rapidly, a fact helping to explain the accelerated pace of evolu-
tion associated with the emergence of Homo sapiens. It presupposes the “ratchet
effect”, in which innovations are preserved and accumulated down through the
generations. This would have been fostered by cooperative strategies in which
individuals subordinated their private purposes to collective goals. Apes are not
capable of this kind of cooperation, which explains why they don’t even point.
Declarative pointing presupposes “we”-intentionality: a shared subjectivity ren-
dering things interesting or relevant “for us”. It involves a triadic structure of
representation in which signaler and receiver share the same focus of attention.
If ape cognition is poorly adapted to such tasks, the explanation is ultimately that
these animals are by nature just too competitive (Tomasello 1999, 2006).

2. Andrew Whiten: The evolution of deep social mind. Primate Machiavellian cog-
nition reflects the fact that reproductive success is likely to be secured by
harassment and deception as much as by cooperation. In humans, strikingly
different cognitive developments reflect novel strategies of cooperation whose
roots lie in “counterdominance”—resistance to being physically dominated by
others. Within increasingly stable coalitions, status began to be earned in novel
ways, social rewards accruing to those perceived by their peers as especially
cooperative and self-aware. Selection pressures favored such psychological inno-
vations as imaginative empathy, joint attention, moral judgment, project-oriented
collaboration and the ability to evaluate one’s own behavior from the stand-
point of others. Underpinning enhanced probabilities of cultural transmission
and cumulative cultural evolution, these developments led to the establishment
of hunter-gatherer-style egalitarianism in association with “deeply social” minds
(Whiten 1999).

3. Christopher Boehm: From counterdominance to reverse dominance. During the
later stages of human evolution, counterdominance tipped over into “reverse
dominance”. Humans became so resistant to being intimidated or dominated
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that they remained constantly on guard, ready at any moment to band together
in countering perceived threats. As coalitions organized in this way regularly
defeated all opposition, they established themselves collectively as the domi-
nant force. Society became “moral” when everyone was embraced within the
same coalition, evaluating the behavior of its individual members from this new
collective standpoint (Boehm 2001).

4. Robin Dunbar: Social brain, gossip, and grooming. Seeking safety in numbers,
evolving humans formed larger groups. Among primates, larger group sizes lead
to greater internal competition, raising levels of harassment and associated stress.
Negotiating larger groups also selects for a larger neocortex, placing females in
particular under more reproductive stress. Increase of Machiavellian intelligence
is a specifically female problem, in terms of meeting reproductive costs. Dunbar
proposes a strategy for cutting costs of time budgets—the vocal grooming and
gossip model, which offers a precursor to language. Subordinates buffer them-
selves by forming defensive alliances, maintaining friendships through manual
grooming. But as such alliances became progressively larger, pressure mounted
to find a cheaper, more efficient way of maintaining social bonds. The solution
was to switch to vocal grooming. By using sounds instead of fingers, evolving
humans could service multiple allies at once while leaving their hands free for
practical tasks. Vocal “gossip” had its origins here (Dunbar 1996).

14.8 Dominance and Reverse Dominance

Psychologist Michael Tomasello studies the cognitive interface between humans and
other primates. The special thing about humans, in his account, is cooperation in
pursuit of a goal held jointly in mind. An element of contractual understanding is
involved, since commitment would collapse without confidence that future gains
will be shared. Resource sharing is in this way bound up with an orientation toward
the future. There has to be a dream or vision, those sharing it committing themselves
to whatever forms of collaboration are needed to secure its practical implementation.

So how and why did Homo sapiens begin collaborating in this special way? The
fact that wild-living apes don’t even point things out to one another shifts attention
from cognitive mechanisms to competitive and cooperative strategies. Declarative
pointing presupposes individuals so trusting and cooperative that they are willing to
decide collaboratively on the perspective to be adopted toward the world. Humans
during the course of evolution established such “we”-intentionality. Linguistic
rules and symbols—complex elaborations on the simple theme of pointing—are
in Tomasello’s view culturally inherited patterns that evolved and became trans-
mitted from the moment when this development occurred. As to why it occurred,
Tomasello offers no evolutionary explanation, remarking with refreshing candor “I
really have no idea” (Tomasello 2003, pp. 108–109).

Andrew Whiten offers at least the beginnings of an idea. The struggle to resist
being dominated has an inherent tendency to bring together unrelated individuals
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who might not previously have been allies. In Whiten’s model, humans retain their
primate heritage of “Machiavellian” strategic intelligence, initially without undergo-
ing any psychological rupture or break. But as they developed increasingly effective
strategies of resistance, the benefits of imposing dominance on others became
matched by the associated costs. Eventually a stalemate was reached: instead of
everyone competing to find someone else to dominate, the winning strategy was
“don’t mess with me”—a generalized refusal to be dominated. As this strategy
became evolutionarily stable, it altered the trajectory of cognitive and cultural
evolution, leading to the emergence of distinctively modern human psychology.

Whiten avoids the conundrums and paradoxes associated with the topic of sym-
bolism. Boehm does little better, barely mentioning ritual, religion, or language. Yet
Boehm takes one notable step in the necessary direction. Tomasello, as we have
seen, links the evolution of symbolism with collaboration in pursuit of a shared
vision or goal. Boehm in this context offers a concrete proposal. The vision that
mattered was a political one. The aim was to take hold of primate-style dominance
and turn it upside down. No longer should physical violence or threat be allowed
to determine access to resources or status within the group. Humanity’s first moral
community was committed to the ideal of an egalitarian order, turning dominance
on its head.

According to Boehm, the strategy of resisting dominance leads eventually to full-
scale revolution. But how exactly did this happen? Boehm asks us to envisage a
coalition expanding until eventually it includes everyone. This is a demanding con-
cept, since a coalition by definition presupposes a boundary between insiders and
outsiders. Given that primate dominance is always in some sense sexual, it would
follow that a model of counterdominance culminating in reverse dominance should
take account of this. Could male-versus-female conflict and cooperation lead to
a coalition embracing everyone? Boehm (2001, pp. 167–169) does consider dis-
tinctively female strategies, but curiously only when dealing with chimpanzees.
His arguments about the evolution of human hunter-gatherer egalitarianism are
surprisingly unisex.

If we are to consider counterdominance and reverse dominance in human evolu-
tion, the most critical issue becomes reproductive counterdominance. How do these
models deal with the question of reproductive skew among males? Bowles points to
reproductive leveling among predominantly monogamous hunter-gatherers as crit-
ical to egalitarianism (Bowles 2006). To explore the evolutionary establishment
of egalitarianism on this reproductive level, we must bring into consideration the
energetic requirements of females.

According to the Social Brain hypothesis (Dunbar 1996, 2003), the factor driv-
ing increase in neocortex size in hominin ancestors was increasing group size. In
the case of early Homo, as climate dried towards the end of the Pliocene, groups
needed to be bigger for protection in more open environments. In the case of later
Homo, during the Pleistocene, the main danger of predation was likely to have
been from other human groups. Under these pressures for increasing group size,
Homo was selected for increased Machiavellian intelligence to negotiate increas-
ing social complexity. Pawlowski et al. show that as neocortex size increases in
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primates, the correlation of male rank with mating success is progressively under-
mined (Pawlowski et al., 1998). Selection for increased social intelligence therefore
goes hand in hand with greater reproductive leveling.

But whatever the specific selection pressures were, these larger brain sizes in
later Homo, along with their larger bodies, led to increased costs of reproduction for
females. It is now time to consider how the extra energetic requirements of mothers
of large-brained offspring were being met. We turn to models for sexual strategies
and investment.

14.9 Female Coalitionary Strategies

1. Sarah Hrdy: The origins of mutual understanding. Ape mothers are insuffi-
ciently trusting to allow others to hold their babies. Homo erectus mothers, facing
increasingly heavy childcare burdens, enhanced their fitness by relinquishing
young offspring to trustworthy allocarers. However, this was only possible if
female kin were living close together (see Hawkes below). Distinctively human
cognition evolved in this context, as mothers probed potential allocarers for their
cooperative intentions. Infants monitoring the intentions and feelings of mothers
and others became adept at perspective-taking and integrating multiple perspec-
tives. Offspring more skilled in reading the intentions of others and eliciting
their help were better nourished and more likely to survive. Female strategies of
cooperative childcare can explain how and why humans became cognitively and
emotionally “modern” (Hrdy 2009).

2. Kristen Hawkes: Grandmothering and show-off hunting in human evolution.
Together with her colleagues James O’Connell and Nick Blurton Jones, Hawkes
offer two key arguments for investment in offspring at different stages of human
evolution. The “grandmother” hypothesis (Hawkes et al., 1998; O’Connell et al.,
1999) argues for the beginnings of humanlike life history in early H. erec-
tus. Burdened with increasingly heavy childcare costs, evolving Homo mothers
sought help from the most reliable source: female kin and especially their own
mothers. Post-reproductive life-spans extended as older females came under
selection pressure to invest in the offspring of their daughters. With drying of
climate in the Early Pleistocene, and scarcity of accessible foods for weanlings,
older females stepped in, providing gathered foods such as tubers to these young
offspring. In terms of life history this selected for relatively early weaning (hence
short interbirth intervals) along with longer childhood dependency on adult pro-
visioning, and delay in sexual maturity, along with longer life-spans. Males were
intermittently or unreliably involved in supporting offspring at this stage, but
during the Middle to Late Pleistocene (associating to H. heidelbergensis), hunt-
ing strategies become more effective and reliable. Males were motivated to hunt
big game as “show offs”. Rather than hunt small-to-medium game for their own
offspring alone, they demonstrated quality by generously providing big game
for the whole camp (Hawkes and Bliege Bird 2002). Thus females gained male
investment via mating effort rather than specifically paternal strategies.
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3. Camilla Power: Female cosmetic coalitions. The evolution of concealed ovula-
tion, extended receptivity, and increased reproductive synchrony in the human
female forced males to spend more time in female company. Potential philander-
ers were deprived of the information they needed to successfully rove from one
female to the next, picking and choosing between females on the basis of cur-
rent fertility cues. However, one signal—menstruation—was left salient, giving
away this kind of information to philanderers. As an indicator of imminent fertil-
ity, menstruation will trigger conflict both between males, who may compete for
the cycling female, and between females, who may compete for male investment.
In the absence of countermeasures, mothers who are pregnant or lactating may
be at risk of losing male investment to the cycling female. The rapid increase
in neocortex size characteristic of human evolution over the last half million
years meant mothers could no longer tolerate such risks; it was in their individ-
ual fitness interest to prioritize future economic security over short-term sexual
favor-seeking. Counterdominant female coalitions on this basis responded by
“painting up” with false signals, representing all members of the coalition as uni-
formly “fertile”. Investor males—whose offspring might have better chances of
survival—had a fitness interest in colluding with the corresponding fictions. The
evolutionary stability of female strategies of cosmetic bonding and adornment
culminated in the transition to symbolic ritual, religion, and language (Power
and Aiello 1997; Power 1999, 2009).

14.10 On Cooperative Breeding

Sarah Hrdy effectively combines the “grandmother” model with Tomasello’s argu-
ments for intersubjectivity as the basis for human culture and cognition. Pregnancy
and postnatal childcare in Homo were such heavy burdens that they offer the most
convincing context for the development of novel cooperative strategies. Alone of
the great apes, we became cooperative breeders. Hrdy’s arguments about the effects
of alloparenting on human cognitive evolution are persuasive. Her focus on chang-
ing female strategies and on consequences for infant psychology are necessary and
welcome. Demographically flexible cooperative breeding networks could act as a
safety net compensating for extreme variability of male commitment to investment.

Neither Hrdy nor Kristen Hawkes, whose model she acknowledges as the initial
steps into cooperative breeding, aim to deal with symbolic culture. Both models
also keep males as investors in the margins, with female kin getting on with the
job, not expecting regular investment from males. Males enter the picture only late,
becoming more reliable hunters as female sexual choice drives them to intensified
mating effort. There is no clear argument from Hawkes as to what causes the shift
in male behavior and productivity between H. erectus and subsequent encephal-
ized humans. In fact, in her life history models she does not take much account of
increasing brain size even though this is critical in adding to female costs. Among
Hadza bow-and-arrow hunters to this day, males are only intermittently successful,
an observation which led Hawkes to doubt the validity of the model of “man the
hunter” provisioning his own offspring.
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Camilla Power concurs with Hrdy’s and Hawkes’s initial position of female kin-
related social structures among H. erectus. Because female fertility is altered by
the grandmother strategy, since mothers with allocare support would tend to have
shorter interbirth intervals and be fertile more often, this must affect male behav-
ior. More dominant males might attempt to target fertile females opportunistically,
moving from one to another, while less dominant males could pursue a strategy
of hanging around more reliably, offering provisioning and protective support to a
particular female and her kin. As interbirth intervals shortened, investor males who
waited around, rather than competed for other mates, should get more reproductive
benefits. Such a picture of variability in male commitment fits Hrdy’s observations
of stark differences among modern human fathers.

Power argues that while such variability may have been tolerable for less
encephalized early H. erectus, as brains rapidly expanded during the Late Middle
Pleistocene (from ca. 500,000 to 150,000 ky), female fitness was increasingly
affected by male investment. In these conditions among H. heidelbergensis, spo-
radically in Eurasia, and increasingly regularly in Africa, females resorted to the
cosmetic strategy from ca. 300,000 ky. This had the effect of rejecting male philan-
derers who were not prepared to work and invest, while promoting the rewards to
male investors—in the form of Hawkes’s big game hunting show offs.

An advantage of Power and colleagues’ model (Knight et al., 1995) is that the
emergence of symbolism is intrinsic to the strategy. Symbols are socially accepted
fakes, and in Power’s model that means cosmetics. But were pigments necessarily
used by women alone? Evolving human males had little Darwinian reason to alter or
transform their biologically perceptible identity. With females, matters had always
been more complex. The evolving human female had good reason to conceal exter-
nal signs of ovulation, given that philanderer males might use such information
to their advantage. The use of blood-red cosmetics to scramble menstrual signals
was in that sense nothing new. Power’s model does not exclude males from using
cosmetics; but there is no good Darwinian reason why males should “fake” with
cosmetics first. At present, the Female Cosmetic Coalitions (FCC) model is the only
Darwinian explanation as to why the ochre is so prominent at Blombos and other
Middle Stone Age sites.

The FCC model posits counterdominance leading to reverse dominance. In this
case, however, both the initial dominance and its subsequent reversal are gendered.
The model applies a standard behavioral ecological approach (one distinguishing
sexual strategies and male and female tradeoffs) to the suggestions of Whiten and
Boehm. Females concealing ovulation and extending sexual receptivity are already
promoting “counterdominance” on a sexual level, since the strategy discriminates
against dominant males in favor of subordinates more likely to invest time and
energy. When the scrambling of reproductive signals is extended to menstruation,
the effect is to tip “counterdominance” into “reverse dominance”. When a female
begins to menstruate, her senior female kin have every interest in surrounding her,
identifying with her attractions and “painting up” to spread those attractions around.
But they also have every interest in barring male access to her except on their terms
(cf. Knight 1991).
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Hawkes’s model of male hunting as a “show-off” strategy needs to be placed
in this wider sexual and political context. After all, there are many different ways
in which males might show off, not all of them conducive to symbolic culture.
Males could resort to violence and threat, “showing off” in terms of aggression
and fighting skills. The Female Cosmetic Coalitions model can explain how they
were successfully corralled into showing off productively rather than destructively.

14.11 Sex and Symbolism

Whereas Chase argues that symbolic culture emerges in order to enforce cooper-
ation between strangers, Power sets out from selfish-gene theory and stays with it
throughout. “There is no reason to believe that symbolic culture was ever essential
to survival”, writes Chase (1994, pp. 626–628). But in that case, why invest so much
energy in the necessary rituals? Chase has contributed to the conceptual definition
of symbolic culture, but in the absence of any evolutionary theory he lacks specific
predictions about exactly what taboos, what laws, what rules would be collectively
enforced. By contrast, Power and colleagues offer an array of specific predictions
testable against the archaeological, fossil, and ethnographic records (Power 2009,
Table 14.2, p. 273; for detailed ethnographic tests see especially Watts 2005).

But how exactly does the model generate such detailed predictions? In pursuing
their direct reproductive interests, women “gang up” on anyone in their own ranks
threatening to prove a weak link in the chain. A female who has begun cycling
comes potentially into that category: in view of her special attractions she might
be tempted to break ranks. Abandoning his current partner, any would-be philan-
derer will be on the look-out for a new partner signaling that she is of the same
species as himself, of the opposite sex, and currently available to be impregnated.
This immediately gives us the predicted signature of “reverse dominance”. The
defiant, cosmetically adorned coalition must bond tightly with the target of philan-
derer attention. Reversing her perceived biological identity, they signal collectively:
Wrong species, wrong sex, wrong time!

Note that we now have a coalition that might in principle extend to embrace
everybody, as Boehm’s argument demands. On the one hand, the entire female
community has an interest in joining, irrespective of kinship or previous friend-
ship or familiarity—all should benefit over the long term by making philandering
an unplayable game. But the coalition of females should also expect much male
support. Brothers and sons might be expected to defend the interests of their female
kin. Meanwhile, investor males should have an interest in ganging up against poten-
tial philanderers seeking to impregnate their long-term mates. On all these grounds,
we might expect the “reverse dominance/reverse reality” coalition to succeed in
imposing its message.

There is cognitive difficulty in believing in counter-reality. It is not easy to accept
that biological reality can be so completely reversed—that the categories of human
versus animal, female versus male, menstrual blood versus hunting blood can be
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switched around in this way. But such tricks—the stuff of mythology the world
over—are not arbitrary cultural inventions. Reverse dominance will generate them
by conceptual necessity. The message that results is patently false. The biological
female undergoing her “initiatory” ordeal is not a male, not an animal, and not mor-
tally wounded. But if everyone accepts the reversal, it is an institutional fact. And not
just any institutional fact. If the argument is accepted, reverse sexual dominance con-
jures up Rappaport’s Ultimate Sacred Postulate—the symbolic truth underpinning
all others.

14.12 Conclusion

In this chapter, I have tried to show how the problem of the emergence of sym-
bolic culture might be solved. In revisiting a set of currently prominent models—all
of which offer insights—I have asked how they might be parsimoniously fitted
together.

My aim has not been to set up Female Cosmetic Coalitions in opposition to the
other models considered here. Chase is correct to view symbolic culture as a means
of enforcing cooperation between strangers. But we require more than a statement:
we need a Darwinian explanation. Rappaport and Sosis are surely correct about the
importance of ritual, but to construct a testable theory we need to specify which
rituals, when, where, and by whom. Donald is persuasive in his arguments about
mimesis. But mimesis is “faking it”: if everyone is just acting, why should anyone
believe? Similar theoretical difficulties afflict Sperber: how, when, where, and why
did patent falsehoods become trusted by evolving humans as valid intellectual cur-
rency? Whiten’s model is persuasive but unfortunately avoids the topic of sex, as
does Boehm’s. What political purposes might have been sufficiently constant and
unifying to produce “deep social mind”? Tomasello posits commitment to shared
goals as a condition of language’s evolutionary emergence. Can we specify whose
goals? Hrdy reminds us that half the human population is female, and that novel
strategies of social cognition and cooperation are most likely to have been driven
by females and infants. But why stop there, given increasing reproductive costs
associated with encephalization after H. erectus? Why not posit the emergence of
symbolism as a continuation of the previous logic of female allocare strategies?
Hawkes brings male mating effort back into the picture, but without explaining why
symbolism had anything to do with it.

Lewis comes into a rather different category. Instead of proposing yet another
cultural origins theory, his purpose is to persuade scholars researching modern
human origins of the relevance of hunter-gatherer ethnography. The Mbendjele for-
est people who inspire Lewis’s vision challenge the conceptual distinctions central
to so much western evolutionary psychology and social science. Language, play, and
ritual are cut from the same cloth. Religion is not a different thing from childhood
pretend-play: it is pretend-play taken seriously and enjoyed also by adults. Hunting
is not necessarily a different thing from speaking or listening: from a Mbendjele
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perspective, it is a matter of talking to and listening to the forest. Lewis argues
persuasively that such interconnections need to be borne in mind by those of us
struggling to explain the evolutionary emergence of human symbolic culture. It may
be that everything is simpler than we thought.
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Chapter 15
Belief in Melanesia

Wulf Schiefenhövel

Abstract The Eipo, a Papuan group in the highlands of West-New Guinea, had a
neolithic tool kit and an animistic religion when they were first studied in the 1970s.
They believed that there were close links between one’s health (and disease) and
one’s behavior in society, particularly, that wrongdoing causes mishap, sickness and
death. Thereby, Eipo religion was not only linked to wellbeing and health, but there
was, furthermore, a juncture between the extrahuman powers (isa, i.e. souls of the
dead, spirits of creator “gods”, of nature etc., who were thought to interfere in the
lives of people) and the primordial juridicial system of the Eipo protecting the social
system with its canon of conduct. Persons who committed a breach of sacrosanct
norms were, so the unshakable belief, punished by one of the isa powers whose
main function was the safeguarding of social rules and the perpetuation of society
and cosmos. The Eipo were also convinced that disease and death had no natural
cause (except for people dying of old age) but were always the consequence of
interference by isa. Healing was, thus, a religious domain and faith a very powerful
companion of all therapeutic settings. This has repercussions for our own society,
where modern medical and psychological science only slowly grasps the full impact
of placebo and halo effects which are important adjuvants of medical intervention.
In a similar vein, religion can contribute to stress reduction – a classic function
of belief systems in pre-scientific cultures like that of the Eipo, but also relevant for
industrialised societies. The Eipo accepted Christianity around 1980, a consequence
of more political than transcendental concern. It is quite striking, how smooth this
change from animism to monotheism has been so far and that the new religion has
helped them, in many ways, to cope with the abrupt process of acculturation.
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15.1 Case History: Death of an Eipo Man

Ebna1 was an unmarried man from the village of Munggona, about 23 years old,
unusually tall and very fit like most people in this physically demanding mountain
region. One night, some of his family woke me up and urged me to see him because
“he is dying”. The patient was rolling on the floor in pain and had vomited three
times; there was no blood in the material he had brought up. He complained of
severe abdominal pain. His blood pressure was 110/80 RR, his pulse 58 per minute,
the temperature 36.7◦C, the abdomen soft. I gave him a pain killer and a mild vaso-
pressor. The symptoms resided somewhat. A few hours later his breathing rate was
very high, about 70 per minute and the breathing very shallow. E. now complained
of pain in both sides of the chest. The following day his temperature rose to 38.1◦C
and his lungs showed signs of beginning pneumonia, I therefore gave an intramus-
cular injection of depot-penicillin, very effective medication in those early days of
contact. On the second day his temperature had gone down to 37.3◦C, breathing
frequency was about 40 per minute, the condition of the lungs improved. One of the
traditional healers (ninye kwetenenang), who had treated E. with the usual religious
ritual invoking helpful spirits, said to me: “You and I, both of us have cured him”.
So, there was optimism.

On the third day, E., walking slowly with a stick, came to my house at the fringe
of the village. He smiled a little and made the impression of a person who had
overcome a serious disease. Two days later I was called again: “E. is really dying
now!”. E. lay on the floor, moaning. When I punctured his vein to give him a drip I
observed that the viscosity of his blood was very high. He had eaten and drunk very
little in the last days, perhaps also in the time before the onset of serious symptoms.
His blood pressure was 100/60 RR, his pulse 72, his belly soft as all the days before.
E. had a fresh skin wound, the size of a man’s palm, in the upper abdomen. He had
pressed a hot stone from the fireplace against this part of his body, where he said
he had the worst pain. In all my decades of treating patients in Melanesia before
and after this incident I have never seen a similar case of self-aggression—except
suicide. E. died, while the drip was still running, bemoaned by his family with the
typical, emotionally moving songs of grief (Schiefenhövel 1985; Eibl-Eibesfeldt
et al. 1989). No autopsy was performed, but my assessment is that E.’s death was a
case of thanatomania or psychogenic death, as the clinically observed symptoms did
not seem to explain the fatal outcome. He might have given himself up and stopped
drinking, which would have been important in his condition of raised temperature.
A thus provoked breakdown in the electrolyte-fluid system might have contributed
to his death, even though there were only a few days with severe symptoms.

In the days before, when I talked to him about the cause of his being sick, he told
me that he was certain that the spirits (isa) of wild animals (arboreal and nocturnal

1I give the real names of the persons described in this chapter. I have followed this good ethno-
graphic tradition since my first publications and do not see any possible harm for the persons
mentioned.
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marsupials of the genus Phalanger), which he had hunted, had caused his body to
be affected by their angry revenge—in Eipo pathogenic theory one of the typical
causes of becoming sick. These beliefs are very powerful, they can produce the
conviction that one is guilty and has become an outsider in the community; they
may thus be the basis for thanatomania or psychogenic death (Cannon 1942; Levi-
Strauss 1967; Lester 1972; Stumpfe 1973, 1974, 1976), which could bring death via
a stress-induced collapse of the adrenal gland or another mechanism.

Psychogenic death does not seem at all absent in our own secular world: the fact
that prisoners in concentration camps and even in normal prisons have died without
medical reason and that some widowers or widows die very soon after the death
of their partner are indications of this (Stumpfe 1973, 1974). A volume (Carr et al.
2005) on the adjustments of widowed elderly persons in the United States found
that quite a large number of the bereaved manage their loss quite well, but still there
are cases where such lonely lives end with psychogenic death.

E.’s elder brother Babesikna,1 one of the impressive personalities of Munggona
and candidate to become a “big man”, sisinang in the Eipo language, was visibly
shocked by E.’s death and remained, for hours, in a kind of stupor, holding the
corpse on his lap. Then he took care, in the very decisive and active way typical for
him, of the mortuary rites (Schiefenhövel 1985). He first had a tree prepared in the
usual way for placing the corpse in its crown by cleaning off smaller branches, twigs,
and leaves. Yet, after some days, he decided that this was not a worthy enough abode
for his brother and placed him in a tall Casuarina tree, which was equally cleared in
the crown and given a roof and simple protective bark walls around the dead body
so that it was not exposed to the almost daily rainfall (about 6,000 mm/year). The
corpse was fixed in such a way that his face pointed in the direction of the central
cordillera, where the ancestors of his clan were believed to have come from. This is
always done to facilitate an easy, straight journey of the soul (isa) to the ancestral
abode, so that it does not linger around, filled with longing to continue staying with
the living, as that is likely, so the belief, to cause problems.

B., squatting in the high tree beside his dead brother, sang mourning songs for
several months. Every day. His grief was enormous. Soon, he reinterpreted E.’s
self-diagnosis, namely that he had become the victim of angry spirits of the wild
animals hunted by men. B. claimed that his beloved younger brother had not died
because of animal spirits but because someone from the neighboring village of
D. had killed him with “black magic” (kire). B. actually shot the accused man from
this village with an arrow, who later died of the wound. It seemed to me, the ethno-
graphic observer, that the very marked aggression that was intertwined with his deep
grief needed an outlet and that this was the reason for him to reinterpret E.’s death
cause. If someone dies of suspected interference from animal spirits, nothing much
can be done, no revenge is possible against the invisible enemy. But when a person,
woman or man, is accused of committing kire, a monstrous crime in the eyes of the
Eipo, then a stage for action is prepared: revenge with bow and arrow—which we
witnessed in one other case, where a woman was accused of having killed a child
through kire. From the time the suspected “sorcerer” died, B.’s mood changed: He
smiled and felt joy again, despite the fact that he was, any minute of the day, in
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danger of being killed in revenge by the relatives of the suspected sorcerer. He had
fulfilled what he must have perceived as his duty towards his brother and, at the
same time, ambitious as he was, placed himself in the center of a politically mean-
ingful chain of events, which made him, through his killing the “sorcerer”, visible
and a topic of admiration.

15.2 Health and Wellbeing as a Goal: The Juncture Between
Extra-Human Powers and an Incipient Juridicial System

The above described case exemplifies five major beliefs held by the Eipo in the
early days of our research project, in which their culture functioned along age old
traditions without interference from outside (Schiefenhövel 1976, 1991). Very sim-
ilar religious concepts were found, in equally unaccultured early contact situations,
among the Dani (Heider 1970, 1991), Yali or Jalé (Koch 1974; Zöllner 1977) in the
west of the Mek cultures and the Nalum (Hylkema 1974), who are part of the Ok
cultures, in the east:

1. disease is always the consequence of interference by some extra-human power;
these powers can be represented by

2. nature spirits or creator spirits or spirits of the dead or
3. human-made “black magic”, which involves a supernatural power source, as

well as
4. the conviction that the souls of the dead, whether recently or long deceased,

can interfere in the lives of the living. The Eipo society, as countless others
characterized by an animistic belief system, had a

5. tight juncture between the religious realm of extra-human powers (all classed as
isa) and the, as it were, juridical realm (see below). People who committed a
breach of the sacrosanct norms were punished by one of the isa powers, whose
main function was the safeguarding of social rules so that order could prevail in
the group and in the cosmos.

During our fieldwork on Kaileuna, one of the Trobriand Islands, Papua New
Guinea, a girl of about 3 years was brought to me by her father for medical treat-
ment; the mother was on a visit in a neighboring village. I could not detect any
symptoms, the temperature was normal and the child did not appear sick. In the
night, I was called by the grandmother of the girl who was now “dangerously sick”.
Indeed, the little patient was unconscious, had very high temperature and convul-
sions. Obviously a case of cerebral Malaria tropica, which runs in daily cycles, had
not produced fever when the child had been brought in the morning and can kill
within hours. I tried everything at my disposal, including intravenous quinine, as
ultima ratio, but could not save the girl’s life.

At the onset of severe symptoms people in the family and the village started
to speculate about the cause of the disease and came to the univocal conclusion
that the father was guilty. He had, undisputed by him, stolen some betelnuts (Areca
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catechu), a mild, very much sought after hallucinogenic stimulant, from a tree that
was protected by a taboo (tabu in Kilivila, the Trobriand language). In pre-Christian
days, these taboo signs were usually a ring of leaves, sometimes twisted to a wreath,
wound around the tree or other valuable object to be protected. If somebody crossed
this sign by climbing over it with his body, so the belief, the sanctioning power of the
spirits would punish the wrongdoer. In this case, the taboo sign was a small wooden
plank with the written inscription tabu pela tapwororo (taboo by the church). The
idea behind this Christianized form of sanction is that God is angry with people
because they crucified his son. This anthropomorphically conceived divine anger
and revenge motivation is “tapped” and will cause disease, accident, or mishap to
the wrongdoer. In this case, the very much beloved daughter of the couple, the only
girl in a row of boys, was the victim. At one stage of fighting death, the local priest
had been called to ask God to take the spell away. He brought the bible, read a
chapter, and prayed, but it was of no avail.

Religious syncretism is the norm in today’s Melanesian societies; the Trobriand
example demonstrates well how animistic and Christian concepts are intertwined.
This does not cause any feeling of uneasiness, not even in the native priests (who
are more evangelists as they have very little formal training in theology).

Among the other peoples of Melanesia, whether Papuan by origin (arrival prob-
ably before 50,000 years b.p.) or Austronesian (arrival in the westernmost part of
New Guinea approximately 4,000 b.p.), the belief that wrongdoing causes sickness
was ubiquitous (see the section on religion in the chapters on a large number of
ethnic groups in Melanesia in Hays 1991, and the detailed descriptions of religious
beliefs and practices in Lawrence and Meggit 1965, as well as in Swain and Trompf
1995), at least as long as data were collected before the impact of missionaries who
have succeeded in transforming mainland and island New Guinea into a large pre-
dominantly Christian region, despite the fact that the Indonesian Republic, to which
the easternmost Province Papua belongs, is the largest Muslim nation in the world.

Punishment in the form of damaging one’s health, gardening success, or other
endeavors are very tangible sanctions, which could also affect a close relative, e.g. a
brother or a sister or one’s child, as in the case described. Punishment was thought
to happen hic et nunc, that is without much time delay. Religions, like the Christian
belief, that postpone punishment for sinful or award for good behavior to the day
of judgment have taken a revolutionary step. To discuss the consequences of this
strategic turn is, however, outside the scope of this chapter.

As disease, accident, or other mishap was frequent, and as the sanction not neces-
sarily needed to be addressed to the actual wrongdoer, the primordial belief-system
could not easily be falsified: Always, somebody does something wrong and always
somebody is struck by disease or bad luck. It is important, in this context, to state
that these “egalitarian” societies had no institutions that functioned to keep law and
order and to make sure that socio-religious rules were kept. Social conduct was con-
trolled by gossip, dispute, or verbal or physical aggression. When a conflict had cost
a person’s life, the law of revenge sent aggression up an escalating spiral—until the
parties involved decided that enough blood had been lost (Schiefenhövel 2001). In
other words, no third party was established tha could act as mediator, ombudsman,
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judge, or the like. This fact has been well described by Koch in his account on war
and peace in Jalémo, the culture and language group neighboring the Mek in the
west (Koch 1974).

It seems, therefore, that in these socio-politically simple societies, which func-
tioned along a strictly meritocratic principle and had no heritable chiefs, the threat
directed to health and wellbeing of oneself or one’s kin and executed by extra-human
powers was an important safeguard of norm control (for the similar role of “black
magic” see below). Religion of this type was servicing the social and political coher-
ence of the group and, at the same time, protecting individuals from being harmed
or killed as they would try to stay in the range of accepted behaviors and actions.
Most probably this is another ancient trait that might have been at work among early
members of our species.

That disease is punishment for wrongdoing still is, surprisingly perhaps, a belief
present in some regions of Germany and Austria (probably other countries as well),
even though most patients, including those with life threatening diseases such as
cancer, attribute their condition to other, secular factors, for example “too much
stress in life” (Fischer 1993). I remember that the priest of our catholic diaspora
community in a small Siegerland town (in southern Westphalia, where a funda-
mentalist, evangelical version of Protestantism is common) menaced in his sermon:
“God will punish you at the organ you have sinned with!”—It was quite clear which
part of the body he was referring to. So it seems that the juncture between extra-
human powers and the juridical, punishing system, with human wellbeing and health
at its center, is still present even in our modern societies.

15.3 “Black Magic” a Possible Second System of Ensuring
Norm-Oriented Behavior

In a somewhat different light, but perhaps in a similar framework, one could inter-
pret the possible function of “black magic”, also a very widespread, probably
universal trait of human societies. It is quite surprising how common forms of “black
magic” still are, even in the middle of Europe. One only has to think about the
Italian fear of “malocchio” (eveil eye) and other forms of “sorcery” and the many
counterstrategies that people take refuge in.

Here, in contrast to the belief in vengeful spirits described above, human actors
are involved: A, who wants to harm somebody (X), and B, who performs the
allegedly harmful ritual. It seems at first sight that maintaining social order and
harmony is not the main motive of both actors, rather A’s hatred of X and B’s
greed, as he or she is often paid for this service, or perhaps her or his agreeing
with A’s judgment that B is a bad person and should be punished. On the other hand
one could view “black magic” as a stepped-up and religiously ritualized form of
envy, one main function of which is to improve or regulate one’s own position in
the group (Schoeck 1987; Eibl-Eibesfeldt 1989). In this perspective, “black magic”
could also be understood as, cum grano salis, a mechanism of norm control and
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egalitarianism. People, aware of the threat of ever looming “black magic” could be
induced to stay in the middle level of society and lead a life on the submissive side
of options, which would be accepted by others, show softness, generosity, and altru-
ism rather than tough egocentrism. In this way, harmful “magic” would function in a
rather similar way as the typical extra-human powers safeguarding social harmony.

Protestant Sweden is the classic country where envy (avundsjuka, envy-sickness)
is seen as a negative and socially unacceptable emotion—the so-called jantelag.
Modern Swedish students learn, by way of leaflets listing undesirable actions and
attitudes, to behave in a modest way that would not arouse any envy-sickness in
others. And, actually, most people in Sweden try to avoid enticing feelings of envy
(Jordan 2002). It is, therefore, no surprise that this country is one of the most
egalitarian and conformist nations in the developed world.

I believe that both the punishing power of spirits and the threat of becoming a
victim of envy-driven “black magic” are functional mechanisms that protect the sur-
vival and reproductive success of individuals as well as the survival and wellbeing
of the group. Given the belief in these two punishing agencies, which are perceived
to be a more or less constant threat, it is really surprising that some individuals do
not stay in the safe middle level of the rank hierarchy but move, driven by ambition,
vitality, and intelligence, to leading positions, where they are much more vulnera-
ble than the less ambitious ones. Usually, these people (in the Melanesian context
almost exclusively men, the so-called “big men” with probably rather high testos-
terone levels) are not only driven by burning ambition but are also socially very
skillful and able to gain respect and to buffer their own success against the envy of
others.

These are preliminary ideas. I could not find, in the literature, an interpretation of
the possible function of “black magic” similar to that sketched out here, but it seems
a worthwhile exercise to analyze the very widespread practice of harmful “magic”
in a functional way and not just see it as some spill-over of basically malevolent
human nature.

In a number of Melanesian cultures, and probably beyond, the people believed
to be able to conduct effective “black magic” are, at the same time, the healers,
i.e., the ones who conduct “white”, healing, helpful magic. It is, conceptually,
understandable that societies attribute both “powers” to the same person. What,
on the other hand, happens in the mind of such a double-headed healer-sorcerer,
how does he handle his enormous power and how does he or she avoid being
killed when the precarious balance can’t be kept . . . as happens from time to time?
Questions which, similarly, have not been dealt with sufficiently in the literature of
ethnological and religious studies.

One disturbing effect of the Christian faith having been accepted by the Eipo (see
below) around the year 1979 has to do with the fact that belief in spirits is very much
reduced now. Yet, spirit action was considered the major cause of disease and death
in the times before. Today, loss of one’s relative is not blamed on these extra-human
powers any more but on kire, “black magic”, the formerly alternative explanatory
principle. During my last stay there in 2008 I was told: “When you lived with us
long ago there was little kire, now there is lots of it”. Quite understandable, if the
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spirits can’t be the cause of death, then it must be kire, performed by humans. This
has obviously led to a kind of witch hunt. Some people, women and men, have
been singled out as being a “sorcerer” or “sorceress”, verbally attacked in public
and symbolically, as my informants said, hit or touched. One woman, who was held
responsible for a large number of deaths and allegedly admitted to have carried
out kire, committed suicide, a male “sorcerer” died through disease, which could
perhaps have been the effect of social stress, but there is no proof of that.

The Eipo were, when they told me about these events, quite proud that nobody
was physically killed any more as in the old days—actually all killing has stopped,
even the intergroup war with the people of the Famek valley. And they were happy
that they had found the “evil” people who they believe had killed their relatives.
They don’t seem to understand that the massive psychological pressure against
accused members of their village communities is inhumane and also un-Christian.
I don’t know how they will solve this problem. It seems, from what I have expe-
rienced in other parts of Melanesia, extremely unlikely that the concept of death
being brought about by “black magic” will disappear soon. When somebody of the
family of a professor for anthropology at the University of Papua New Guinea died,
this colleague told me, deeply convinced, that “poison”, a new word for and similar
concept to “black magic”, had been the cause. One will have a hard time finding any
local person, no matter how educated she or he is, who won’t attribute death to such
a concept. A long way lies ahead for the native people of Melanesia to understand
disease and dying as a biological phenomenon and it becomes clear that a traditional
belief system that has grown over time is not so easily replaced, and if some piece
of it is broken out, cracks may happen and new injustice be created.

15.4 Healing, a Religious Domain

During my first field stay in New Guinea, in 1966, while collecting ethno-medical
data in the Gulf of Papua, I became witness of a blind healer, named Kaiei,1 attend-
ing a sick elderly woman who complained of pain in the back and lack of strength.
The healer was led to her house by one of his daughters, climbed on the platform,
where the patient was seated, and started to bite her back in a relatively gentle way,
at least no blood appeared. In the very unspectacular way he conducted he whole
ritual he stood up, drew his laplap, the typical long waistcloth men wore in this
region, aside and began to pull a longish thing out of his scrotum. It turned out to be
a 12 cm long piece of carefully twisted copper wire. What a therapy! I, a medical
student in the midst of university education, was quite stunned. And all performed
very calmly, almost without words and definitely without grand gestures or the like.

The idea was, as I learned, that this foreign body had entered the sick woman’s
body and was responsible for her bad condition. The job of the healer (meamea
tauna in the Motu vernacular spoken in this area, vada tauna is the term for a man
who performs “black magic”) was to extract this foreign element from the patient’s
body, thereby freeing her from the disease. The patient went to the garden the next
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day—not so surprisingly. She probably had suffered (I did not carry out an exami-
nation) from hookworms or malaria or perhaps both or another chronic disease for
which the psychological push of this psychosomatic curing ritual was a sufficient
therapeutic momentum.

Kaiei, I was told, always pulled longish, lancet-type things from his scrotum,
pieces of wood, arrowheads, etc. What, I couldn’t help thinking, goes through the
mind of such healer? Obviously, he carefully hides the object in his scrotum before
he sees the patient, where he produces it as cause of the sickness. He must know
what he is doing: tricking his patients and the onlookers. Furthermore: In this case,
did he produce this unusual receptacle by an operation which he or somebody car-
ried out? Was it the effect of an accidental injury? Did he learn this technique from
somebody who utilized the same method?—I was too shy to ask this gentle frail old
man all these intimate questions. As a matter of fact, I never asked any of the healers
whom I met in all those decades to tell me the tricks of their trade. Possibly, these
people, who are usually much respected in their groups, conduct something like pia
fraus, pious fraud, believing that the effect their tricks have, namely curing people,
is the important part and the trick is just a kind of vehicle to bring that about.

I have documented other extraction rituals in New Guinea. One was performed by
Mosubiya,1 the most powerful healer on the Trobriand Island Kaileuna. One of my
neighbors had presented his child, a boy of about 21/2 years of age who had recently
been weaned. He had a mild upper respiratory tract infection, which I treated with a
mentholated ointment—a therapy much liked by most parents, as it does not cause
pain, smells strong and nice, and involves massage. The father, however, was not
happy with my medical performance and called the healer, who came from his vil-
lage at the southern tip of the island, several hours away. I was very surprised that
he seated himself right in my house, the lion’s den, so to speak, the practice of his
competitor. He said: “I know you have treated this boy already. Did you remove the
four stones from his chest? They are the cause of his sickness.” I replied that I had
not done this and also did not know how to perform such therapy. “Okay, then I will
demonstrate to you, how I do that.”

He handled the little patient, who was crying as soon as one looked into his eyes,
extremely well by passing his arm behind the father’s back on whose lap the child
was sitting. Thereby, he made contact in a nonthreatening way. The boy calmed
down. The healer then sent one of the girls, who had come with him, to fetch some
plants. He took them in his right hand, with which he calmly and inconspicuously
made some movements inside the typical men’s handbag that was on his lap. He
then turned to the child, rhythmically hitting his back with the bunch of plants and
reciting, quite loudly and impressively, a sacred curing chant. Not long and there was
a loud bang: the first stone had fallen out, right against the metal box on which father
and child were sitting. Quite a spectacular performance. Stones number two and
three appeared in the same stunning way, the fourth fell, silently, through a crevice
in the floor to the sand below. The healer looked at me and said: “Number four, did
you see?” The people around my house were clearly pleased and proud about this
convincing performance. The healer behaved with dignity and collegiality. The boy
got better. This was attributed to the treatment by the healer.
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In a similar case a girl with a dangerously large abscess behind her eyeball, which
could have led to life-threatening encephalitis, was given a depot penicillin injection
by me. The father of the girl observed that, in contrast to the normal course of
events after such injection, no improvement occurred—a very intelligent judgment.
It turned out that the penicillin was not effective anymore; it was damaged by having
been kept in the tropical climate too long. The same healer, M., was called in and
performed the same kind of extraction ritual, “removing” some plant mass and small
stones from the girl’s head. Our little son Fridtjof, 5 years old, who stayed with me
during this field trip, watched the scene with great interest. When we were walking
home to get a different kind of antibiotic he said “Daddy, that was a big lie”. “Why
do you think so?” “Daddy, I watched very carefully. With all those things taken out
from behind the eye, it should have moved inwards a lot, but it didn’t do that at
all!” Here was the little European kid, using a scientific approach and convinced of
charlatanry, lost for the esoteric world of miracle healing. The local people don’t
worry about such minor flaws. They firmly believe in the efficacy of their curing
rituals. I then went back to the patient and injected, in the dim light of a flickering
kerosine lantern, megacillin into her tiny vein—high noon in the middle of the night
in a Trobriand village. The abscess disappeared rather well, a strabismus remained
but everybody was very happy that the girl survived. Again, the healer was given
the bigger share of credit for that than the white doctor.

I was never told that this very respected and powerful healer also conducted
harmful rituals. It is possible. I viewed him as a knowledgeable colleague. When his
wife was sick, he called me. The respect it seemed was mutual.

Traditional midwives and healers are, I am sure, the first specialized professionals
in the history of our species. Not only did they relieve pain and bring about, some-
times at least, wellbeing and health but they were, together with other specialists for
the extra-human sphere, providing meaning, a framework to explain and understand
what happens with people in difficult and dangerous life events and why they occur
at all. It is safe to say that most of these personalities are quite impressive and up to
their job (Schiefenhövel 1986), however limited their therapeutic inventory may be.

The pathogenic concept that disease is brought about by foreign bodies that
have found their way into the body of people is very widespread. I wouldn’t be
surprised if this was another universal. Possibly the observation that splinters,
arrows, and other objects entering skin and tissue cause infections and other prob-
lems have led to this generalized idea. Consequently, one has to try and get these
bodies out. This is done in quite different ways. So-called “psychic surgery”, which
was, some decades ago, very popular among white patients who traveled all the
way from Europe or North America to Bagio in the Philippines, is one of these
forms (Schiefenhövel 1986), hand-tailored to the needs and expectations of a white
clientele for whom “surgery” is the epitome of medical professionalism. In these
kinds of rituals the healer puts, it seems, his hands deep into the abdominal cav-
ity, which is miraculously “opened”, blood is flowing copiously, an object (often a
piece of tissue of animal origin supposed to be the “sick” body part) is pulled out,
then the hands of the “surgeon” are taken off. . . and the abdominal wall is closed
again. “Transmaterialization” and other esoteric terms have been used to describe
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and explain this indeed impressive sleight of hand, as modern western man, disen-
chanted by the materialist ways of his own medicine and society, wants to believe
that the Philippino specialists, who act in a religiously spiced up scenery and are
perceived to have a kind of holy aura around them, can perform miracles, therapeu-
tic feats inaccessible to even the most famous western surgeon. The blood that so
impressively drips from the belly to the floor is from a chicken or other animal. . .
not from the patient, as was found out by simple blood tests. On the other hand,
could not the psychosomatic effect of such exotic and thereby impressive, reli-
giously meaningful curing rituals have beneficial effects? Should one try to prevent
terminally ill persons or patients with chronic complaints for which they cannot find
relief within modern medicine from spending the money on such a long and phys-
ically demanding trip to a tropical country? This question may not be relevant any
more, at least not with regard to the “psychic surgeons” from Bagio and other places
in the Philippines—their time seems to be over.

Faith is a very powerful companion of all therapeutic settings, and only slowly
is modern medical and psychological science grasping the full impact of placebo
and halo effects, which are so important for a good result of medical intervention.
In the west we have ousted the personality cult by which former doctors were sur-
rounded. Now, the medic has become the partner of the patient, has been stripped of
his demi-god like status of yesteryear. Modern therapy has gained, no doubt, from
this shift, but, at the same time, has lost the important religious elements of curing
rituals. Perhaps this is why so many patients, disappointed by modern medicine for
one reason or another, seek healing and meaning in the manifold esoteric meth-
ods and theories offered by ever more market-oriented providers of alternative
medicine.

15.5 Religion as Stress Reduction

In the book The Biological Evolution of Religious Mind and Behavior edited with
Eckart Voland (Voland and Schiefenhövel 2009) I have argued (“Explaining the
Inexplicable”, Schiefenhövel 2009) that one important building block of evolved
religiosity is the human need to satisfy the causality urge so typical for our species.
The often very thoughtful cosmologies around the world and in the one thousand
or so cultures of Melanesia are a good proof of this hypothesis. Humans need to
have answers to nagging questions like: Where did the earth and all the things on
it come from? What is the essence and destination of humans? How can harmony
and balance, health, wealth, fertility of humans and nature be safeguarded? What
must be done in times of individual and group crisis and when massive disasters
threaten to take the lives of many, if not all? This was the case when the two strong
earthquakes of 1976 affected the Mek region. During this time, the old religion was
still intact; the members of the German Research Team (funded by the Deutsche
Forschungsgemeinschaft) did not, of course, carry out any missionary work in the
Eipomek valley. On the contrary, their interest in the traditions of the local people
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might have helped to corroborate trust in the old way of life. At least at that point
in time.

Consequently, the old concept of how earthquakes are brought about was still in
place. The idea was that a giant (Memnye, i.e., the tabooed one) normally sleeps
soundly deep down in the earth, but every now and then moves in his sleep, like
humans do, and thereby causes the mountains to shake and tremble and massive
landslides to gush down into the valleys where the houses of the people are, covering
large areas of fertile garden land and causing other terrible destruction. It does not
matter that the Wegnerian science of plate tectonics (generally accepted only in
the 1960s!) provides a more plausible explanation of earthquakes than the theory
of the sleeping giant. The important point is that causality concepts are at work in
the human mind, which reduce stress and anxiety. That should have been a rather
powerful adaptive mechanism in our past.

Malinowski, the founder of modern functionalism and thereby a kind of distant
cousin of human ethologists and the like, argued along similar lines. In the Trobriand
Islands where he did his influential and groundbreaking fieldwork, learning the local
language, Kilivila, and employing an emic approach, he found that magic was used
for various purposes, e.g., to kill enemies and to prevent being killed, to ease the
birth of a child, to protect fishermen, and to ensure harvest and success of fishing. He
hypothesized (Malinowski 1973) that magic works in those cases where people need
explanations but do not have access to science. He saw that one important function
of religious rituals is to exert control over events and conditions that are outside the
human sphere of influence and are thereby possibly dangerous, like the untamed
elements of nature. Religion (or “magic” as he phrased it) thereby reduces anxiety.
And, I would add, anxiety is a very potent mechanism damaging, if continuously
activated, human health and wellbeing via pathways connecting psyche, immune,
endocrine, and neurobiological systems.

Almost always, religious concepts of the kind I have described above portray
deeply anthropomorphic images. That is also the case with Christian religion:
the benign or vengeful father God, Mother Mary, and all the innumerable saints
who dwell in their celestial abode, smuggling a rather polytheistic tinge into the
monotheistic faith. Kunz, Richert and Smith, Brüne, and Frey (all in Voland and
Schiefenhövel 2009) as well as the classic author on this issue, Feuerbach (1854)
and other authors before and after him have discussed the very human face all
religions reflect.

15.6 Religion as a Mechanism to Manage Drastic
Cultural Change

In a recent book (Voland and Schiefenhövel 2009), I have given an account of the
rather surprising way in which the Eipo in the highlands of west New Guinea have
so far coped with the advent of Christian religion and the other set of revolutionary
changes that have happened since the mid 1970s (Schiefenhövel 2009). It seems to
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me that this is a very promising development, but it remains to be seen, of course,
whether it will continue without major setbacks.

In the early days of missionary work in Melanesia, which started around the
middle of the nineteenth century, quite a large number of white priests were killed.
The best known case is probably that of James Chalmers, who was generally much
liked, even venerated, by the people of the south coast of the then British Crown
Colony of Papua, who gave him the name Tamate, father. This did not, however,
prevent his being killed by headhunters of Goaribari Island in the Gulf of Papua who
just had completed a new men’s house and needed a trophy skull for its inauguration
(Lovett 1902). But, in most regions the gospel and the new way of life was met with
quite open minds, not so much because the Old and New Testaments were seen as
much more attractive than their old beliefs but because the white people obviously
came from a culture so much superior in material aspects. The local people thought
that taking over the new religion would give them access to these goods. This is
the basic core of the well-known and quite widespread “cargo cult movements”
(Lawrence 1964). They implied a rather typical chain of events.

First, as mentioned, there was eagerness to be baptized or become, in other forms,
associated with the new religion. When the hopes of gaining access to “cargo” were
not fulfilled, the positive attitude turned into a negative one, often including aggres-
sion against the protagonists of the new belief. Sometimes the local people suspected
that the missionaries had not given them the final, decisive secret words because they
wanted to keep the goods for themselves. Often, the old religion was revived (riba-
bal, as it is called in Neomelanesian Pidgin/Tok Pisin) and sometimes very drastic
steps were taken, such as destroying gardens and other vital assets in a desperate
attempt to force the person’s own ancestors to appear and deliver goods. It is, for
the scientific mind, quite strange to accept that waves of these kinds of millenarian
prophecies swept over the country many times. They still have not stopped. How
could people believe that a new prophet would be more trustworthy than the old
ones who had dramatically failed? But, we must not forget, the same happens in our
own midst: The end of the world has been forecast over and over again, and still
there are many people who believe the heralding of Jesus’ imminent second arrival.

Melvin Lasky has described the world’s big millenarian movements in the book
Utopia and Revolution (Lasky 1976). His assessment, in my view, very well explains
the universal and constant human longing for a better world, for better times. The
Christian faith is one of the big millenarian beliefs and many Christians live in the
expectation of the coming of Christ. Interestingly, this element of the new religion
does not seem to have played a major role in the development of the utopian move-
ments in Melanesia. I think it is more likely that such concepts appear in people’s
brains without necessary historic precursors or models. It is probably just one of the
big dreams we all share: Things will get better.

It is quite possible that also the Eipo won’t be immune to the obviously rather
powerful lure of “cargo cult” ideas. Recently, 1 year, a new millenarian wave went
eastward from the meanwhile quite developed Dani area in the Balim valley and
Wamen as the central highland town—the massive influx of goods and much money
around making it a classic starting point for such a utopian movement. It also
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reached the Eipomek valley (Heeschen, private communication). The direct west-
ern neighbors of the Eipo, the inhabitants of the Famek valley, connected a newly
erected men’s house by a long wire to one of the rocks in the vicinity of the village.
The idea was that by performing the right ritual energy would be transmitted to the
rock, which would then split open and give access to an enormous amount of money,
which would spill out from this secret treasure chamber.

In Eipomek, those of our informants who had been the most intelligent in the
early days of our contact in the 1970s prevented the “cargo cult” movement from
playing any significant role in their villages. During my last visit there in 2008
I gained the firm impression that the Eipo have understood that success in life
won’t come through religiously induced miracles but through becoming educated
and through hard work. It will be very interesting to monitor the situation and see
whether this competitive, performance-oriented attitude will prevail or whether the
local people will, at some point in time, be seduced by the promises of an imminent
utopia that has caught countless Melanesian minds in the past and is still hanging
over those small communities who have lost their religious roots and are trying to
grow new ones.
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Illusion Number 6
We Are Free in What We Want



Chapter 16
Free Will

Insights from Neurobiology

Gerhard Roth

Abstract The traditional concept of free will is based on the assumption that
humans are able to decide and to act by “immaterial” mental causation. Accordingly,
they can decide and act differently under otherwise identical physical, physiolog-
ical, and psychological conditions (alternativism). This alternativistic concept of
free will constitutes—among others—the basis of the criminal justice system of the
Western World and the justification of legal punishment. However, modern neuro-
science and psychology can demonstrate that our intentions to act and to execute
voluntary actions are guided by the interaction of conscious, preconscious, and
fully unconscious motives, deriving from cognitive, executive, and emotional-limbic
brain centers. During the entire process of the preparation and execution of volun-
tary actions, there is no “causal gap”, in which an immaterial force could become
determinative. Furthermore, the sensation of executing “freely willed” actions can
be explained by experiments based on recording brain activity as well as electri-
cal stimulation of certain cortical areas. Humans feel free, if—under the absence
of external or internal constrictions—they “can do what they want” based on their
conscious or unconscious motives, but they cannot form their will by a second-
order will, as the philosophers Hume and Schopenhauer formulated long ago. This
has strong implications, among others, for the criminal justice system.

16.1 Introduction

Since antiquity, there has been a dispute among theologians, philosophers, crimi-
nal law experts, and scientists about the question of whether human beings have
freedom to will and to act. However, until recently, most experts in these fields con-
sidered and still consider this question as either obsolete or uninteresting, although
for a variety of reasons.
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Among idealistic philosophers, there is the conviction, most prominently for-
mulated by Immanuel Kant, that freedom of will is a phenomenon that transcends
the “kingdom of nature” and is therefore located beyond the reach of empirical
investigations. Inside the “kingdom of nature” only deterministic processes occur,
in the sense of an endless chain of cause and effect. Freedom of will represents an
exception by having its cause only in itself—a principle called “self-determination”,
“agent’s autonomy”, or “mental causation”—and not in preceding causes, be
those physical or psychological such as pre-experience, character, or motivation.
Accordingly, Kant considered it useless to aim for an empirical proof or disproof of
freedom of will, that being a moral postulate and not a fact (Kant 1904, 1907).

In criminal law of the Western World, the concept of freedom of will is—as
explicitly declared, among others, by the German Bundesgerichtshof (BGH) and the
American Supreme Court—the theoretical basis of the concept of culpability, blame,
and justification for criminal punishment. These institutions hold that individuals
are personally responsible for their actions and have the ability to choose between
good and evil. Accordingly, any mentally healthy person is able to decide between
two alternatives, i.e., to commit the crime or to refrain from it—a principle called
“alternativism”. Within this context it appears irrelevant whether a free will actually
exists. “The law treats man’s conduct as autonomous and willed, not because it is,
but because it is desirable to proceed as if it were” (Jones 2003). Accordingly, free
will is considered a necessary or desirable social fiction, and without this social
fiction criminal sanctions cannot be justified. Consequently, following the lines of
Kant, any attempt to empirically test the existence of a free will seems irrelevant.

Another argument against empirically investigating the “real” existence of free
will is popular among physicists and goes as follows. If we are not impressed by the
above arguments and try to empirically study the psychological and neurobiologi-
cal conditions of voluntary actions, we are confronted with an irreducible difficulty
resulting from the mentioned principle of “alternativism”, i.e., the ability to decide
or act otherwise under identical physical, physiological and psychological condi-
tions. In order to prove the existence or nonexistence of such mental causation,
we would need to test a person repeatedly under identical physical, physiological,
and psychological conditions. This—physicists argue—is impossible (“you cannot
enter the same river twice!”), and therefore any empirical test in favor or against the
existence of free will in the classical, alternativistic sense is impossible from first
principles.

A very popular argument among philosophers and social scientists in favor of
free will points to the strong subjective feeling of being free in most of my decisions.
Indeed, in many cases of decision making I have the undeniable feeling that (1) I, as
a conscious and reflective being, am the only instance controlling my willful actions;
(2) I could decide and act otherwise, if I only wanted it. This strong feeling—so goes
the argument of many philosophers—cannot be an illusion, and any empirical test
of the veridicality of that feeling is unnecessary and superfluous.

Let us now briefly discuss these—admittedly heterogeneous—arguments against
the possibility of empirically testing the existence of a free will. The first argument
seems irrefutable, because the phenomenon of free will appears to escape empirical
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proof by definition. However, it includes an error in reasoning. Even an idealistic
defender of freedom of will must admit that the consequences of an immaterial
“free-willed” decision must become visible at one point or another of the sequence
of the material processes in our body or brain. Whenever an individual threatens a
potential victim with a revolver to kill him, then certain muscles of his or her index
finger must be contracted in order to pull the trigger of the revolver. This muscle
contraction must be caused by the activity of specific motor neurons in a segment
of the spinal cord of the murderer. The activity of spinal motor centers must be
caused by a number of brain centers located in the cerebral cortex, the basal ganglia,
and the cerebellum, which interact in a characteristic manner as will be described
further below. These higher motor activities, in turn, are induced by activities at
still higher motor and executive levels involving the activity of the prefrontal and
parietal cortex, which themselves interact with emotional and motivational centers
in the cortical and subcortical limbic system. Thus, with much experimental effort
and some luck, we will be able to trace the finger movement back to brain regions
where motives, intentions, and desires arise as the ultimate causes of behavior.

The decisive question now is whether, in the detailed analysis of such processes,
we are confronted with a closed chain of neuronal-psychological events, or whether
we discover a causal gap, in the sense that there is a process that in no way can be
linked causally or at least with high statistical probability to preceding processes. If
such a causal gap exists, it could be identical with the site and moment of intrusion
of mental causation acting upon brain processes, and this event would then give the
entire process of action preparation a direction not explainable in neurobiological
terms. However, if we are unable to discover such a gap and instead could recon-
struct a chain of neurobiological processes that eventually lead to the index finger
movement with certainty or at least with high probability, then neither free will nor
mental causation exist, or if they do, they are irrelevant to the explanation of the
observed action.

We thus come to the conclusion that although free will as a possibly nonnatural
or metaphysical entity might be unobservable per se, its impact on our actions must
be observable and thus testable at one point from the first intentions to act to the
finger movement, otherwise it would play no role in our material life.

The second argument pretending that freedom of will is a pure normative legal
construct and therefore immune to any empirical disproof, is a weak argument.
In a famous statement from 1952, the German BGH did not say that human
beings should be treated as being free and responsible and having moral self-
determination—this would be the correct formulation of a normative construct—but
that they are free by their very nature. This is a claim of fact, not a norm. In court,
an affirmation of fact needs to be empirically proven. In a criminal case the court is
obliged to demonstrate with sufficient probability that the offender has indeed com-
mitted the crime, otherwise the court must declare him or her not guilty. In the same
sense, reasons for the exclusion or reduction of guilt as listed in paragraphs 20 and
21 of the German Criminal Law (StGB) have to be empirically proven by experts
(e.g., forensic psychiatrists), and the court cannot overrule such expert statements
without necessity.
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The third argument dealing with the principle of nonrepeatability of once-
happened situations is, of course, irrefutable, but at the same time easy to circum-
vent. To prove the existence or nonexistence of freedom of will, it is unnecessary
to make tests under purely identical conditions. Rather, it is sufficient to demon-
strate that under similar physical, physiological, or psychological conditions people
decide and act similarly; the rest might be due to the complexity of processes
investigated, noise, or irreducible variability of the methods applied. Eighty per-
cent prediction validity would suffice. Weather forecasts are often much worse in
their predictive power, but nobody doubts that weather is a deterministic-chaotic
phenomenon that can be described in terms of natural science.

Let us now turn to the fourth argument, which states that our strong subjective
feeling of being able to decide freely (at least in many cases) cannot be an illusion. It
is the weakest of all arguments. From the sensation of how things are or happen in a
certain way it does not follow that this is really the case. This holds for the impres-
sion that the sun “rises” in the morning as well as for many perceptual illusions,
some of which are so strong that we would bet our bottom dollar on it. Another
important fact is that in most cases of daily decisions, viz. all automated ones, we
do not execute any act of will, but just do them, while we nevertheless attribute
them to us. Finally, there are many reports that individuals are forced by hypnosis
or brain stimulation to execute certain movements that they afterward consider to be
“willed” (Wegner 2002). I will come back to these phenomena again.

In summary, all four arguments against the possibility of empirically proving the
existence of freedom of will can be refuted or circumvented. Regardless of the “true”
nature of freedom of will, such a capacity must be manifest in our material world,
and this can be tested. Let us now have a look at the present state of knowledge
of neuroscience and psychology regarding the control and subjective experience of
so-called free-willed actions.

16.2 The Experimental Proof of Freedom of Will

16.2.1 The Neurobiology of Voluntary Actions

In order to understand the various ways of empirically and experimentally testing
the existence or nonexistence of freedom of will, we have to briefly consider the
processes that take place in our brain during preparation and execution of volun-
tary actions, i.e., of those movements which—as opposed to pure reflexes—can be
executed in a flexible way and which we perceive as being caused by ourselves
(Passingham 1993).

According to present knowledge all such voluntary actions involve the activity of
the following cortical areas: (1) primary motor cortex (MC) responsible for detailed
control of (mostly distal) muscles, (2) lateral premotor cortex (PMC) and medial
supplementary motor cortex (SMA), which have to do with more global guidance of
bodily actions, and (3) pre-supplementary motor cortex (pre-SMA), which is active
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during the preparation and planning of movements and even during imagined move-
ments. Pre-SMA also contributes to the awareness of being the author of one’s own
deeds (Haggard 2005, 2009; Haggard et al. 2002). Accordingly, it was believed
by some philosopher-neuroscientists to be the seat of “free will” (Eccles 1982).
Accordingly, pre-SMA is active mostly or only for self-paced actions, while PMC
and SMA are also active for externally induced or triggered actions; the MC, how-
ever, is active even during unconscious and highly automated movements. These
cortical motor, premotor, and supplementary motor areas interact with the posterior
parietal cortex, which is involved in planning and preparing intentional movements
(e.g., goal-directed eye and arm–hand–finger movements) and with the prefrontal,
including frontopolar, cortex, which is responsible for the deliberation of intentions
to act, their alternatives and consequences, as well as the maintenance or “shielding”
of such intentions during the execution of actions (Jeannerod 1997, 2003).

These motor and executive cortical areas send massive fiber pathways either
directly (via the cortico-spinal or pyramidal tract) or indirectly (via relay nuclei in
the brainstem) to those motor segments that are responsible for the final activation
of specific muscles. Thus, conscious action planning arises in the prefrontal-
frontopolar and posterior parietal cortices (origin of desires and intentions to act
as well as the sequence of single motor acts). This activity then stimulates the pre-
SMA, then SMA and PMC and MC, before activity runs “down” via pyramidal and
extrapyramidal pathways to the motor segments of the spinal cord, which eventually
start the intended movement.

So far, we have not mentioned a brain center indispensable for the execution of
willed actions, viz. the basal ganglia, consisting of the putamen, nucleus caudatus
and globus pallidus, together forming the striato-pallidum of the telencephalon, the
nucleus subthalamicus situated in the diencephalon, and the substantia nigra situated
in the midbrain tegmentum (Nieuwenhuys et al. 1988; Graybiel et al. 1994). These
parts are closely connected, partly via thalamic relay nuclei, with the prefrontal, pre-
motor, and parietal cortices as well as with the entire limbic system, predominantly
the amygdala and the mesolimbic system (ventral tegmental area, nucleus accum-
bens). The basal ganglia are the site of our procedural or action memory in the sense
that all voluntary movements that have been repeatedly and successfully executed
are stored here (McHaffie et al. 2005; Grillner et al. 2005). Before a new voluntary
movement is executed, it must be sent by the cortex to the basal ganglia for com-
pliance with this memory. Likewise, the basal ganglia are the seat of all stereotyped
actions and of habits, which typically can be executed without conscious control.
The basal ganglia are under strong control of the amygdala and the mesolimbic
system and in this manner by the unconscious emotional memory.

The entire process of activation mediated by the basal ganglia in the context of
planning and executing actions is characterized by a complex interaction between
excitatory and inhibitory centers and pathways, in which, however, inhibition pre-
dominates. In order to execute a certain movement, it is essential to dis-inhibit one
specific sequence of muscle activity stored in the basal ganglia and to strongly
suppress all alternatives. Otherwise, these alternatives would severely disrupt the
execution of the intended action, as happens in certain motor diseases such as
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Huntington’s chorea. The selective dis-inhibition of just one motor sequence is
bound to the release of the neuromodulator dopamine. Dopamine is produced by
neurons located in the substantia nigra pars compacta and transported via a fiber
tract to the corpus striatum, where it exerts both an excitatory and inhibitory
effect on neurons projecting to the globus pallidus and the substantia nigra pars
reticulata, depending on the nature of striatal dopamine receptors (D1, D2). This
eventually leads to the suppression of unwanted and the release of wanted move-
ments, and the excitatory activity related to the wanted movement is then sent,
via thalamic relay nuclei (ventrolateral and ventral posterior nuclei), to the cortical
motor, premotor, and executive areas mentioned above. The volleys of excitation
from the thalamic relay nuclei lead, in combination with activity from the pre-
frontal and parietal cortex, to the formation of the so-called readiness potential
(RP, “Bereitschaftspotenzial”; Kornhuber and Deecke 1965; Brunia and van Boxtel
2000), which will be explained further below. Without the dopaminergic release–
suppression mechanism the cortex by itself cannot release or guide voluntary
movements.

The question now is, who or what controls the release of dopamine via the
neuronal pathway from the substantia nigra pars compacta to the striatum? The
answer is that this control is exerted primarily by three important centers of the
limbic system already mentioned, viz., the amygdala, the mesolimbic system and
the hippocampus. The amygdala is the most important center for inborn affects and
emotions as well as emotional conditioning and recognition of emotional commu-
nicative signals such as glance, facial expressions, gestures, and voices. It identifies
and stores the positive or negative consequences of events in the environment and
of the organism’s own actions (LeDoux 2000). The mesolimbic system is related to
the registration of reward and to reward expectation (Schultz 1998). Amygdala and
mesolimbic system together form the emotional memory. Finally, the hippocampus
is relevant for the formation and organization of spatial and context memory and in
humans of declarative-episodic (including autobiographic) memory. The hippocam-
pus contributes context information to the affective-emotional memories stored by
the amygdala and mesolimbic system (Schacter 1996). If now certain actions are
consciously planned by the prefrontal and parietal cortex, these intentions run from
these areas to the emotional memory system of the amygdala, mesolimbic sys-
tem, and hippocampus; the pre-experience available regarding the intended act is
checked. If such pre-experience is positive, then the emotional memory plus context
system sends a “go” signal to the substantia nigra pars compacta to release dopamine
to the striatum, leading to a selective dis-inhibition of the appropriate sequence of
movements.

This final “check” occurs a few seconds before the onset of an intended move-
ment and consists of several “loops” of activity between cortex, basal ganglia, limbic
system, and thalamic relay nuclei. During that time the readiness potential starts
building up. The RP is formed by an increase in synchronous activity of specific
neuronal assemblies, first of cortical pre-SMA, then of SMA proper and PMC, and
finally of MC motor neurons, until the assembly passes a level of activity neces-
sary for the release of the movement. This activity is then sent via the pyramidal
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and extrapyramidal pathways to the spinal cord and from there to the appropriate
muscles, and the intended action is executed (Brunia and van Boxtel 2000).

Importantly, the RP is a combination of activity arriving from the prefrontal and
posterior parietal cortex, representing the intention to act on the one hand, and from
the basal ganglia (via thalamus), representing the “vote” of the limbic system and
of the basal ganglia on the other. This interaction, however, is asymmetrical. The
basal ganglia plus motor cortex and cerebellum can start highly automated actions
without the contribution of the prefrontal and posterior parietal cortex (we just do
things), but the opposite is not the case, i.e., without the contribution of the basal
ganglia, willed action cannot be started by the mere activity of prefrontal and pos-
terior parietal cortex, as can be seen in recordings of RPs from brains of patients
suffering from Parkinson’s disease (Brunia and van Boxtel 2000). Here, the activity
coming from the prefrontal and posterior parietal cortex are present, but the compo-
nent arriving from the basal ganglia is missing, because these patients suffer from
an insufficient production and release of dopamine from the substantia nigra to the
striatum, and therefore no “go” signal for the striato-pallidum occurs. As a conse-
quence, the purely prefrontal-parietal BP cannot pass the critical level necessary for
starting the intended movement, even though the patient strongly wanted it.

The RP begins to build up 1–2 s before the onset of movement and occurs first
symmetrically, i.e., in both hemispheres of the cortex in the pre-SMA, SMA, and
parietal regions (called symmetrical RP), and then shifts to the hemisphere con-
tralateral to the side of the body parts to be moved (called lateralized RP), because
it is (almost always) the contralateral premotor and motor cortex that controls body
and limb movements. As soon as the lateralized RP occurs, an intended movement
cannot be stopped any more voluntarily. This means that at least at the moment of
the lateralized RP, the intended movement is fully determined.

16.2.2 Libet’s Experiment and Its Consequences

The RP was discovered in the 1960s by the two German-Austrian neurologists
Kornhuber and Deecke (1965). In the early 1980s, the American neurobiologist
Benjamin Libet, in a series of ingenious experiments, made use of the fact that the
RP (at least the lateralized part) reliably predicts the execution of an intended move-
ment. Libet’s idea was the following: Assuming that the RP precedes the onset of a
willed action by 1–2 s and reflects brain processes necessary for the release of the
intended act, then we should be able to determine whether the act of will precedes
(as an idealist/dualist would expect) or follows (as a materialist/physicalist would
expect) the onset of the RP. If the former turned out to be the case, then—in com-
bination with a visible “causal gap” as defined above—this would strongly indicate
that the act of will caused the RP and with this the intended action in an idealistic
sense. If, however, the act of will followed the onset of the RP and no “causal gap”
was detectable, then the role of the act of will as a “mental cause” of the RP and
resulting action is unlikely.
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The RP can be filtered out from the ongoing electroencephalogram (EEG). What
is needed, however, is a way to determine the moment of the act of will with suffi-
cient precision. Libet solved this problem in the way that during recording the RP
subjects watched a clock hand rotating on a screen with a period of roughly 3 s.
Subjects were asked to decide to move one hand at a freely chosen moment and to
remember the position of the rotating clock hand exactly at the moment of decision.
This remembered and reported moment was then compared with the moment of RP
onset (Libet et al. 1983; Libet 1990).

Libet, an adherent to the concept of free will, was very surprised by the results of
his own experiments, which showed that the moment of “free” decision on average
came about half a second after the onset of RP. This would mean that—at least under
these experimental conditions—in most cases the act of will could not have caused
the onset of the RP, and Libet admitted that in these cases the brain had already and
unconsciously decided to start the hand movement before the subject came to know
that.

Because of several insufficiencies of Libet’s experimental design, the British-
German psychologists Patrick Haggard and Martin Eimer repeated these experi-
ments under improved conditions (Haggard and Eimer 1999). They concentrated
on the onset of the lateralized RP, which, compared to the symmetrical RP, more
precisely predicts a given movement, and they introduced a “choice” version, i.e.,
subjects could not only decide on the moment of hand movement (here pressing
a key), but also whether this was done with the left or right hand. By applying
both versions, they confirmed the findings of Libet. In the meantime, a number of
other “Libet-like” experiments have been carried out with further improvements
of RP registration method or with functional magnetic resonance imaging (fMRI).
Recently, Haynes from Humboldt University and colleagues (Soon et al. 2008) were
able to demonstrate that unconscious activity in the prefrontal-frontopolar cortex
and in the posterior cingulate cortex predicts with high probability a certain deci-
sion or intention to act, and this prediction was possible up to 10 s before the onset
of the movement.

Both kinds of experiments—those based on EEG-RP onset and the fMRI exper-
iment on frontopolar and cingulate activity—confirm the view that willed actions
are preceded and prepared by conscious as well as unconscious brain processes
as a combination of prefrontal and posterior parietal activity and of activity coming
from the basal ganglia via thalamus plus activity from limbic centers, which together
give rise to the RP, as described above. During this sequence of brain processes no
“causal gap” is visible; rather—based on the registration of prefrontal-parietal plus
basal ganglia activity—neuroscientists are able to predict with the high reliability
of 70–80% a certain decision or act of will. This probability is high considering the
complexity of brain events, and in simpler cases (e.g., face recognition) predictions
with up to 100% validity based on unconscious neuronal activity preceding the con-
scious recognition statement can be reached (JD Haynes, personal communication).
If instead of neural activity an immaterial act of will were decisive, then the predic-
tive power of the knowledge of neuronal activity would be close to chance (50% for
a dual decision).
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However, the statement often ascribed to neuroscientists and psychologists that
“the brain has already decided before our conscious self becomes aware of that
decision” needs some clarification, because in a narrow sense it is true only in cases
of short-range and pre-programmed movements. In cases of longer-range decisions
with extended periods of deliberation the conscious self, of course, participates in
the process of decision, and the process may take a completely different direction
depending on the outcomes of deliberation, e.g., when we suddenly become aware
of highly unwanted, but hitherto unreflected consequences of the intended action.
At the same time, unconsciously or pre-consciously working brain centers (amyg-
dala, mesolimbic system, hippocampus) determine which desires, intentions, and
thoughts will “pop up” during the period of deliberation, and sometimes we bitterly
regret that some negative consequences of our actions just did not come to our mind
before our decision. Thus, conscious acts of will contribute only to our decisions as
long as they are “permitted” or supported by our unconscious or preconscious brain.
Most importantly, conscious acts of will are instantiated by neuronal processes in the
same way as unconscious and preconscious preparations of acts—there is absolutely
no sign of a “purely mental” causation of actions.

16.3 Determinism of Motives

Interestingly, the traditional concept of freedom of will, as is at the heart of present
criminal law, can be disproven without any help from neuroscience. In order to do
so, we start with the assumption put forward by defenders of the concept of free
will that our free-willed decisions must be “reasonable”, i.e. founded on moral or
logical rules or acceptable motives. In contrast, actions for which neither the actor
nor a psychological or psychiatric expert can find any such motives, will be regarded
as “random” or “irrational” rather than “free”. The philosopher Kant accepted only
the universally given and inborn “moral law” as the basis of free-willed decisions,
which is independent of any other instance—even God’s will. For Kant, nobody can
do anything truly “good”, even if guided by any motives, be they very positive such
as love or friendship. Rather, the good must be done for the sake of itself, because
otherwise moral would be based on egoistic motives (at least in the long run), which
for Kant would be a contradiction in itself.

Today’s psychologists and anthropologists would strongly object to such a con-
cept of pure morality, because in their (and most other present-day scientists’) eyes
moral rules and conscience do not come from nowhere or are “inborn” (as Kant
believed), but depend on culture, education, and personal experience. Many ways of
behaving represent absolute moral norms at some times and/or in some countries,
while at other times and/or in other countries they appear morally inacceptable or
at least neutral. Accordingly, any given norm knows some exceptions (even killing
one’s own father or mother!).

We thus arrive at the concept of motive determinism: with the exception of ran-
dom events in our minds, brains, and bodies (the strength and effect of which on
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human behavior is unknown) our decisions and actions are guided by motives. These
may be genetically fixed; result from prenatal, early postnatal, or later personal
experience; from trial-and-error learning, education, insight, reasoning, imitation,
etc.; and can influence our behavior consciously, preconsciously, or unconsciously.
They are stored in our declarative, emotional, and procedural memories and are
recalled in a specific way in certain circumstances that require a decision. Usually,
some motives promote each other, while others compete. What we will eventually
do depends on the outcome of the sometimes simple and sometimes extremely com-
plex interaction of positive or negative motives, and in most cases this interaction
will result in one dominant motive at a given moment. This dominant motive then
forms our will, and a special “volitional” mechanism will shield this motive against
competing motives, until an intended action has started and eventually executed.

Freedom of will has no place in such a concept. If actions are guided by motives
on closer inspection, then they cannot be “free” in Kant’s sense of pure morality. If
they are not guided by motives, then they must appear “un-motivated” and random
events. This holds for normal people as well as for criminals.

16.4 How Does the Feeling of “Freely” Deciding Arise?

The dominant condition for feeling “free” is the absence of external or internal
constrictions. An external constriction can be a revolver in front of my chest; an
internal force can consist in the compulsion to wash my hands every few minutes
or an intolerable fear of something. If no such external or internal forces exist, I am
physically, physiologically, or psychologically free to do or not do certain things or
to choose between alternatives. Let us assume that right now my desire or will is to
drink a cup of coffee, and this desire will urge me to reach for the cup of coffee in
front of me. As long as I am not extremely thirsty or coffee-addicted, I could refrain
from doing so, e.g., if another person likewise wants to drink that cup of coffee. The
same holds for the situation that both a cup of coffee and a cup of tea stand in front
of me. I have to decide which one I will drink, and will take the tea, because at that
time in the afternoon I am used to drinking tea instead of coffee. If somebody asks
me whether I consider my decisions as being “free”, I would answer “of course!”,
because I could have acted otherwise, of only if I had wanted otherwise.

The main reason for my feeling free is that I had really existing alternatives, i.e.,
to drink or not to drink, if there was only one kind of beverage in front of me, or to
drink coffee or tea, if both were available. It is the existence of physical (a beverage
really exists in front of me), physiological (my arms are not too tired), and psycho-
logical (I have the will to drink) alternatives that counts for the feeling of freedom
of choice. I could act otherwise, if these conditions, especially my desires, were dif-
ferent, and in the same way I can imagine afterward having acted otherwise, if the
conditions had been different. This situation is fully compatible with the fact that my
choice is determined by my motives. People feel free, if they have a choice, even if
this choice is highly theoretical. I can, for example, imagine giving up my present
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job, which I love, while everybody, including me, knows (based on the knowledge
of my character) that at least for the next few years this will be highly unlikely.
What is important is that my motives are not so strong that in my self-awareness
they overrule any alternative.

I have just described the conditions for feeling free, i.e., the existence of “true”
alternatives. Which mechanisms underlie the feeling of being the author of one’s
own deeds? Recent studies demonstrate that the sensation of having willed a certain
action or attributing it to myself does depend on a prediction of the specific pat-
tern of sensory re-afferents that will appear after a movement has been executed as
planned. This prediction or “forward model”, which is probably identical with the
efference copy concept of Helmholtz, includes a prediction about the information
from the muscles, skin, joints, and possibly the visual aspect of the intended move-
ment (Blakemore et al. 2002; Haggard et al. 2002). During and after the execution
of the movement, it is compared with the actual sensory information. If both sets of
information are more or less identical, then we have the feeling that “it was me who
determined that action”. If the two sets, however, do not coincide, then the feeling
arises that an external force was responsible for that discrepancy, even if we do not
sense the presence of such an external force. If in rare cases the sensory re-afferent
pathways are lesioned by a disease, a cut, or by anesthetizing the re-afferent nerves,
then the subjects or patients report that an “alien force” was moving their hand, or
that their hand did not belong to them anymore.

This sensation is easy to understand, because our actual body scheme depends
on the continuous comparison of information of the intended with that of the actu-
ally executed movements and body posture. Every part of the body that “obeys” the
conscious or unconscious motor commands of our nervous system is regarded as
belonging “to us” and will be self-attributed, and this is even the case with pros-
theses and a blind person’s stick (which after long training is felt like a part of the
body); every part of the body that does not “behave” according to the forward model
is excluded from the body scheme and considered “alien”. This sensation is strik-
ingly immune to knowledge: a patient will continue to claim that this is not his hand
or that it is moved by an “alien force” even if we carefully explain the causative
lesion or neurological deficit. This is not different from the fact that optical illusions
do not disappear even when we understand how they arise.

The idea that self-attribution of a certain body movement is strictly connected
to the formation of a sensorial forward model or “efference copy” arising in the
posterior parietal cortex (PPC) is confirmed by older as well as very recent brain
stimulation experiments, where the skull had been opened (cf. Wegner 2002). By
stimulation of certain areas limb movements are elicited, of which the patients some-
times report they had felt an “urge” or “will” to execute such a movement. Recently,
a French group (Desmurget et al. 2009) published results from such direct stimula-
tion of the cortex in patients prior to tumor surgery. Interestingly, the authors found
remarkable differences in the consequences of stimulation of the SMA/pre-SMA on
the one hand and the PPC on the other. When SMA/pre-SMA was electrically stim-
ulated with increasing strength, the urge or will of the patients to execute a certain
movement (e.g., raise the left arm) became likewise stronger and stronger, until they
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actually moved the limb. In contrast, when the PPC was stimulated with increasing
strength, the urge or will to move the limb likewise increased, but the actual move-
ment never occurred; rather, at very high stimulation strengths the patients had the
illusionary impression of having executed the movement. For example they said “I
just said something—what was it?” If instead of SMA/pre-SMA or PPC the primary
or secondary motor cortex was stimulated, then the patients reported that something
had forced them to move the limb.

Recently, Patrick Haggard (Haggard 2009) interpreted these findings of the
French group as well as earlier findings of the same kind in the way that the (natural
or electrically induced) activity of pre-SMA represents the immediate “act of will”,
while the activity of PPC corresponds to the intention to act and the formation of the
“efference copy”. This would explain why a very strong stimulation of PPC leads to
the illusion of actually having executed the movement—the strong prediction of a
movement replaces the actual execution. In contrast, strong stimulation of pre-SMA
leads to the actual execution, because pre-SMA is strongly linked to SMA, premotor
cortex, and motor cortex, from where the pyramidal tract descends to the brainstem
and spinal cord. In the case that only the primary motor cortex was stimulated, nei-
ther pre-SMA nor PPC activity preceded this activity, and the patient’s brain, very
logically, concludes from this fact that the movement was not “willed”.

All this indicates that the sensation “it is me who executes the movement” more
strongly depends on the intensity of the intention to act rather than on the actual exe-
cution. Accordingly, in our daily life we sometimes ascribe actions to ourselves that
we had strongly intended but forgotten to execute, because our attention was dis-
tracted, and on the other hand we can do things that are classical “voluntary actions”
without an explicit act of will but with self-attribution, provided these are highly
automated. Here, the efference copy is probably highly automated, too, leading to
an “automatic” self-attribution.

16.5 What Follows from All This for the Concept of Free Will?

A skeptical philosopher could argue that all these empirical findings are very inter-
esting but completely irrelevant for our daily life. In order to have the sensation of
feeling free in our decisions and actions, it is sufficient for us to have—besides an
intact brain and nervous system—the absence of external and internal forces and
the “possibility to do what we want”. The will that drives my actions is my will,
i.e., results from my motives, and as long as I follow my own will in the presence
of real or imagined alternatives, I feel free. This shows that motive determinism and
the sensation of freedom of deciding and of acting do not contradict each other. As
the eminent British philosopher David Hume said, all this is possible only because
we subjectively do not have insight into the conditions of our will; we simply take
our will as given. Only if we start with reflections based on an idealistic-dualistic
concept of freedom of will in philosophy or in the theory of criminal law do the
above discussed findings become relevant.
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Then we learn from them that neither a self-determined will nor a hierarchy of
conscious wills is logically and empirically possible. Consciously and subjectively,
our will is something immediately given, while objectively (from the perspective
of a psychologist or neurobiologist) it is caused by motives. In terms of criminal
law this means that a delinquent, as well as any of us, is determined by his or her
motives, be they conscious, preconscious, or unconscious, or more precisely by that
specific motive that becomes dominant at the very moment of the criminal act. In
all cases where the defendant admits that he or she was fully aware of his or her
own actions (e.g. by carefully preparing or hiding them), and that he or she would
have had alternatives to act or not to act, to shoot or not to shoot, it can be said that
he or she was only subjectively free in the sense of true or imagined alternatives.
There might have been a chance that during the last minute before committing the
crime, the defendant could have become aware of the risks or consequences of the
crime, or some other obstacle might have occurred, and he or she could suddenly
have refrained from killing the victim. But whether such ideas or obstacles pop up
is not under the conscious control of the defendant.

Thus, if we stick to the idea that humans are able to willingly influence their own
will as a basis in classical criminal law, we are asking the delinquent to do some-
thing logically and empirically impossible. The only solution to this dilemma lies in
the abandonment of the entire concept of “immaterial” free will. It has been demon-
strated by a number of experts of criminal law, including Claus Roxin from Munich
University, that this is possible without a complete reorganization of the criminal
justice system (Roxin 2006). Grischa Merkel from the University of Rostock and I
have expanded these ideas in the sense that society defines which actions are con-
sidered tolerable and which are punishable (Merkel and Roth 2008). This is done in
the framework of defending the criminal law system by sanctioning delinquents and
thus deterring potential wrongdoers from breaking the law, but with a much stronger
emphasis on the rehabilitation of the criminals.

Abandoning the concept of moral guilt removes an important and fatal aspect of
punishment, viz. the desire of individuals and society for retribution and revenge.
In Kant’s eyes, the idea of retribution (the talion principle: an eye for an eye) was
essential, and punishment had to be painful. However, as every psychologist and
every expert of the penal system knows, punishment is a rather ineffective means
of meliorating a criminal character, because it mostly evokes a strong desire for
revenge in the punished individual. It cannot be denied that deterrence has a cer-
tain effect on the prevention of norm breaking, but this effect is the weaker the
more severe the criminal act (cf. the discussion about the death penalty). Even more
regrettably, limiting punishment to the role of revenge prevents the criminal law
system from concentrating on therapeutic effects: the criminal is being punished
only because he or she “deserves” it. This contradicts not only human rights, but in
the long run also economic reasoning because it is an extremely expensive way in
contrast to means of re-education and therapy.

It cannot be denied that sanctions are necessary to enforce the law, but to
have any effect in the future there needs to be a minimum of cooperation of the
delinquent. Importantly, however, cooperation in the form of therapy cannot be
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extorted, therefore the delinquent must play an active role in the process of protect-
ing the norm by choosing between therapy and traditional sanctions—after careful
consideration of safety interests.

Acknowledgments I thank Dr. Grischa Merkel, Rostock, and Dr. Mattias von der Tann, London,
for criticism and helpful comments.
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Chapter 17
Could I Have Done Otherwise?

Naturalism, Free Will, and Responsibility

Gerhard Vollmer

Abstract Naturalism is a universal philosophical position between natural phi-
losophy, epistemology, and anthropology. Its main characteristics are its claim to
universality and the limitation of means for the description and explanation of the
world. Naturalists try to expose and to dispose of illusions. They have confidence in
the findings of science while avoiding dogmatism. Since free will in the traditional
libertarian sense (I, you, he, she could have done otherwise) contradicts both clas-
sical and modern physics—and for other good reasons—naturalists will deny free
will in this very sense. How then should we understand our talk about free will and
about responsibility, and how should we understand our praxis of punishment? If
we want to keep these concepts, we must explicate them with more sophistication.
Our concept of free will must be compatibilist, i.e., compatible with determinism.
From responsibility we must subtract the element of free will altogether or—if we
keep it—say how we use it. From the functions of punishment we must remove the
elements of guilt and reproach, of expiation and retaliation. If we carefully do so we
may indeed keep our praxis of talking about free will, of attributing responsibility,
and of imposing punishment.

17.1 What Do We Want to Mean by Naturalism?

Naturalism is a universal philosophical position between natural philosophy, episte-
mology, and anthropology. Its main characteristics are its claim to universality and
the limitation of means for the description and explanation of the world.

The claim to universality is essential. Even Immanuel Kant would call himself a
naturalist, but “of a special kind”. He demands that everything in science should be
formulated and explained naturally—and not in theological language (Kant 1788, A
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126f). This sounds quite naturalistic. But at the same time he sets a limit to science,
mainly to the explanation by causes: In order to explain organized systems, espe-
cially to explain the expediency of organismic structures, teleological explanations
must be called upon; a Newton of the grass blade is simply impossible. Kant is a
naturalist only with regard to physics, not with regard to biology, much less with
regard to psychology, epistemology, or ethics.

In this respect modern naturalism is more ambitious: It dispenses with teleol-
ogy altogether. The undeniable expediency of organismic structures is explained by
natural selection, hence ultimately by a causally effective principle. Thus a grass-
blade Newton is possible; whether Charles Darwin is already the complete Newton
or whether Gregor Mendel, Ronald Fisher, Julian Huxley, Ernst Mayr, and Manfred
Eigen should be added is a question of the history of science and therefore—with
regard to our problem—a minor one. What is crucial is that with Darwin’s selec-
tion theory all living beings and therefore biology as a whole are included in the
framework of naturalistic explanations, such that teleological explanations become
dispensable and Thomas Aquinas’s or William Paley’s teleological proofs for the
existence of God lose their persuasive power.

The renunciation of teleology is itself a typical example of the second character-
istic of naturalism—the programmatic limitation of means. Not that certain means
of description and explanation were prohibited from the very beginning; it is rather
a principle of economy that makes us prefer, under competing but otherwise equiv-
alent hypotheses, theories, models, and thought systems, the more economical, the
simpler, the more fundamental ones. What is crucial is that we use it as a prin-
ciple for theory selection and as an argument. Naturalism’s claim to universality
mentioned above is certainly compatible with this principle, even if it does not
automatically follow from it.

Our characterization of naturalism by its universality and by its limitation of
means is not very precise yet. I shall try to give it more profile by presenting its
program. (For a more detailed characterization see Vollmer 2007.) This program
consists of five parts:

• It demands and draws a cosmic overall picture, a “Weltbild” (world conception).
• It assigns man a particular (and in the end rather modest) place in the universe.
• It includes all human faculties, in particular language, cognition, scientific

research, moral behavior, aesthetic judgment.
• Modern naturalism is evolutionary: All complex systems consist of and develop

from simpler subsystems. Evolution in general leads from the simple to the
complex. (There are exceptions.)

• On this basis naturalism demands and develops

– a naturalistic anthropology,
– a naturalistic epistemology,
– a naturalistic methodology of research,
– a naturalistic ethics,
– a naturalistic aesthetics.
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Naturalism follows and promotes the program of enlightenment. It dispenses
with many illusions. Teleology is one of them. Eternal life is another. Supernatural
beings—gods, angels, devils, ghosts—are still others. The contents of the present
volume give more examples.

Another illusion, if we follow modern neuroscience, is free will. If free will
doesn’t exist what are we to do with concepts such as guilt and responsibility? If free
will doesn’t exist, may we still reproach or even punish people for doing wrong? Do
responsibility and punishment presuppose free will? To discuss these questions in
the context of naturalism is the task of this contribution.

17.2 Why Responsibility?

Anyone who does something, will make mistakes. Thus, it cannot be our aim to
make no mistakes at all; for then we could not do anything—and just that could be
a big mistake. But we may try hard to recognize and to eliminate our mistakes as
soon as possible and to improve. Most important, then, is not that we act flawlessly
but that we act to the best of our knowledge and conscience.

Knowledge alone is not enough. We are able to make very many things happen,
perhaps too many. Indeed: we can do more than we are entitled to. “Knowledge
without conscience is unguarded explosive.” (Hans Derendinger) But conscience
alone is not enough either. It is not sufficient to aim at the good; we should also
be able to do it. “There is nothing good unless you do it.” (“Es gibt nichts Gutes
außer man tut es.” Erich Kästner) And it is evident that knowledge enhances our
abilities. “Knowledge is power.” (Francis Bacon) What is decisive then is the right
combination of knowledge and conscience. We can say it even more succinctly: Our
goal must be to act responsibly. It’s as simple as that.

Is it possible to be a bit more precise? What then is responsibility? Evidently a
difficult concept. “I take responsibility,” says the politician or the mountain guide
and thus claims competence and a leading role. (And sometimes it might only mean:
“Let me do my own thing, don’t interfere!”) But what happens if still something
does happen? May we reproach him? Does he have to resign? Must he pay the dam-
ages? All damages or only the foreseeable ones? Responsibility—is it attributed,
may we take it of our own free will, or do we have it inevitably, like it or not?

May an animal be responsible? Of course it may cause something. The dog biting
the child has shown a specific behavior. But is he also responsible, is he guilty, did
he act at all? We are ready to see the guilt with the persons involved: with the
owner, who trained the dog to bite humans; with the child, who teased the dog; with
the parents, who didn’t watch the child closely enough. Yet, more often than not,
the dog is blamed, even punished, and ethologists affirm that dogs may even have
a bad conscience. Nevertheless, we don’t ascribe responsibility to them. What is
missing for the dog to be responsible? (An allusion to Herder’s question: “What is
the most manlike animal, the ape, lacking to become a human?” In answering his
question Herder spots the difference: It is language. Likewise, language is necessary
for the ability to take responsibility; but it is by no means sufficient, as we can
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see with any 4-year-old child, who has language but is not ascribed responsibility.
If it is not language—what is it then?)

17.3 On the Special Character of Explications

Before we venture an answer we should—following a practice often used by
philosophers and sometimes smiled at—reconsider how this question might be
meant. “What is” questions suggest that there is a definite answer to be found. There
might be people who know this answer, and many others who don’t. Thus in asking
an astronomer “What is the polar star?” or a chemist “What is gold?” we take it that
besides many false answers there is one correct answer that we hope to get. Perhaps
the expert can show us the polar star or an object made of gold and tell us distinctive
traits that help us to recognize such things, such materials, or such properties.

With abstract concepts such as law, justice, or responsibility, this is quite dif-
ferent and markedly more difficult. We cannot point at an object and say “This is
responsibility.” Nor is it sufficient to point at a person and call him responsible (or
irresponsible). Plato’s dialogues take ample profit from this difficulty when their
protagonist Socrates exposes the answers of his interlocutors as hasty. What we can
do, however, is to sketch actions and decisions and investigate whether and why they
are responsible (or irresponsible) actions and decisions.

However, the decision will not always be easy. Another star, a satellite, or a flying
plane may be mistaken for the polar star. And how often might people have taken
brass or fool’s gold for real gold? All the more abstract concepts like responsibility
offer a latitude of vagueness, leading to unclearness and misunderstandings. We will
immediately see this if we try to define this concept. (Why don’t you try? You will
not be blamed, or held responsible!)

Even if we boast of a reliable judgment when acting or when a decision has to be
taken as to whether something is responsible, we will still have trouble giving a use-
ful, explicit definition. And if we come upon a useful definition we sometimes still
doubt whether it is adequate, that is, whether—intentionally—it really says what we
mean, and whether—extensionally—it is neither too narrow nor too broad.

Isn’t that strange? On the one hand we are by no means free in our definition, for
the term “responsibility” already has a meaning that we want to hit and are afraid to
miss. Hence we want to state descriptively what we and others normally mean by
“responsibility”. And with such statements we may easily err. (What we are after
here is, classically speaking, a real definition.)

On the other hand, we cannot enter a laboratory and find out by observation,
measurement, or experiment what’s the matter with responsibility. And due to the
vagueness mentioned we are not totally constrained. Inside this latitude of mean-
ing we can still stipulate or determine prescriptively what we want to mean by
responsibility. (This is a typical trait of a nominal definition.)

Such a definition combining descriptive and stipulative elements we call concept
sharpening or explication. An explication in this sense answers the question “What
does it mean?” Hence it is not an explanation, which answers “why” questions.



17 Could I Have Done Otherwise? 251

Looking for explications we do better not to ask “What is responsibility?” but
rather “What do we want to mean by responsibility?” In saying this we express that
we not only state, but also fix the meaning, that there are other possibilities, and
that if need be we are ready to think over our proposal. Beyond that, by using “we”
instead of “I”, we make manifest that we are not interested in a private language,
but that we want to be understood by others and to understand them.

17.4 What Do We Want to Mean by Responsibility?

As in other cases we can incorporate in our explication more traits or fewer. In the
following we restrict ourselves to two extreme cases: a maximum definition with
many traits (full list) and a minimum definition with one single trait (in italics).
What then do we want to mean by “responsibility”? We say:

Responsibility is the social charge and the ability

• consciously (knowing and considering the alternatives),
• of one’s own free will (freedom of the will is presupposed here!),
• with reasons (not arbitrarily or at random),
• and following the personal order of values (the person must have preferred her

decision to the alternatives known to her),
• to decide for (or against) an act (there must be at least two possibilities of deciding

or acting),
• to let the act (or omission) be attributed (imputed) to oneself (that is, to regard

oneself as the originator of the act and of its consequences, and to accept praise
and criticism, reward and punishment for the act),

• and to answer for the foreseeable consequences (this point being especially
difficult and therefore controversial).

According to the minimal definition (here in italics) responsibility is essentially
attributability (imputability; in German Zurechenbarkeit). In fact, both concepts are
nearly synonymous; at least it will be difficult to name cases where someone is
responsible for an act that would not be attributed to him, or, vice versa, where we
attribute an act to someone without holding him responsible for it.

Some of our starting questions might be answered with this minimal definition:
Responsibility can be attributed and can be taken consciously. But since the defi-
nition calls upon a social charge, it does not refer to the laws of nature. Problems
arise, however, if someone is assigned responsibility he is unable or unwilling to
take. In such cases he will not be ready to be attributed the consequences of his act.
It is extremely impressive how Max Frisch (1911–1991) in his stage-play Andorra
makes the persons involved in the murdering of a supposed Jew step to the fore-
ground between the scenes and stress with good arguments “I’m not guilty!” They
don’t deny their actions, but are unwilling for the consequences to be attributed to
them, especially to be reproached therewith, i.e., to take responsibility. They mollify
their conscience by declaring that they did not foresee or ever want what happened.
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The maximum explication names more elements as connected with responsibility
frequently if not always. Since they transcend the minimal claim, most of them are
debated. In everyday cases and in law it is especially problematic how far we have
to compensate for the damage we have caused. As a rule we act under uncertainty
and under risk and cannot foresee all consequences. And how will we answer for
our deeds if the consequence is death? An eye for an eye, a tooth for a tooth, a life
for a life? And if there are two victims?

We could continue with further deep considerations. However, we shall turn to
another aspect. In our maximum definition mention is made of free will. In fact, the
maximum definition presupposes free will. But do we have free will? The sponta-
neous answer is normally a decisive yes. In general we feel free. Although not all
our wishes are fulfilled, we still feel that we may choose between several alterna-
tives. Proponents of free will we call libertarians. Intuitively, we are libertarians to
begin with.

On the other hand, we know that the problem of free will is a much discussed
philosophical riddle. How come that philosophers are fiercely discussing a problem
that seems, to our intuition, to be so easily solved? Evidently, there are reasons to
doubt the freedom of our will (or of our decisions or of our acting). What reasons
can there be? Before we turn to these reasons we should ask ourselves what we mean
by free will. And before we delve into terminology we reflect why the problem of
free will might be of interest to us even if we are not philosophers.

17.5 Why Is the Problem of Free Will Relevant?

After all, this problem could be relevant only to philosophers. Of course, nobody
can be forced to find a special question interesting, but we can at least try to show
which further questions are connected with the problem of the existence of free will,
not all of them being purely philosophical.

• First of all, it is a factual question capable—if only in principle—of a factual
answer. It is at least conceivable that empirical sciences such as psychology, neu-
robiology, or psycho- and neuropathology provide us with a convincing answer.
So far, this has not been possible; hence we could consider the problem of free
will as an open problem of the empirical sciences. However, it is also conceivable
that this question cannot be decided empirically at all. Even then the empirical
sciences can contribute to a meaningful discussion: They could find out, e.g., how
the freedom of our will, of our decisions, or of our actions is restricted.

• Considerations on free will influence both our world picture and our view of man?
In particular our concept of man is not complete as long as we have no conclusive
answer to this question. The problem of free will then belongs to biological as
well as to philosophical anthropology.

• Such an answer has also a bearing on our self-esteem. Traditionally we are prone
to ascribe to us freedom of our will; we are even proud of it and are not eas-
ily dissuaded from having a free will. How empirical results may interfere with
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our self-esteem is exemplified by the three famous “offences” by Copernicus,
Darwin, and Freud. (The term “offence”—in German “Kränkung”—and the
counting up to three go back to Freud himself. It is easy, however, to specify
more than three such offences. For this see Vollmer 1995.)

• That our will is free is also—some prominent exceptions notwithstanding—the
doctrine of Christian theology. It plays a major role in the questions of sin and
redemption, of heaven and hell, of God’s vindication for the suffering in the world
made by him. (This divine vindication was called theodicy (in French theodicée)
by Gottfried Wilhelm Leibniz (1646–1716), whence we also talk about the prob-
lem of theodicy.) However, determinism or even predestination is advocated by
Augustine, Luther, Zwingli, and Calvin.

• Quite independent of religious and theological questions, freedom of will is also
a premise of many ethical systems. The concepts of “good” and “evil”, of “guilt”
and “expiation”, of “repentance” and “retaliation” are barely meaningful without
this premise. And very often the concept of “responsibility” is used in such a
manner that it presupposes freedom of the will. (That is why we incorporated
“of one’s own free will” in our maximum definition.) Anyway, the determinist
denying free will must check carefully which of these concepts may still be used
by him and how they then are to be explicated.

• Our criminal law is based on the concept of guilt. What is more, not the penal
code, but the (German) Federal Supreme Court explicitly declares: “Punishment
presupposes guilt. Guilt is reproachability. By the disapproval implied in the term
guilt the delinquent is reproached for not having behaved lawfully, for having
opted for injustice although he could have behaved lawfully, could have opted for
the law. The inner reason for the guilt reproach lies in the fact that man is designed
for free, responsible, moral self-determination and therefore able to opt for the
law and against injustice.” (Federal Supreme Court, cited by Engisch 1963,
pp. 1, 2). Whoever denies free will, must therefore ponder upon the meaning
and purpose of punishment.

• How we educate our and other people’s children also depends on whether or not
we believe in free will. It makes a difference whether we reproach a child not only
for having behaved wrongly, but badly, whether we point to the child’s behavior
being forbidden as such or to the unwanted consequences that should be avoided,
whether we put forward God, the Bible, the State, or the social community as
the norm-giving authority. From bad marks to extra work to expulsion from the
school: Even an education completely oriented to the child will point to the neg-
ative consequences. Thus, the problem of free will is meaningful for education
and educational science, and here for both theory and practice.

• Finally there is a close connection to the mind–body problem: Whoever votes for
free will in the usual sense, must be a dualist, starting from two levels of being;
for on the purely physical level the gaps in the causal net claimed or postulated
by the libertarian do not exist according to all we know.

Possibly this network of problems gives us some motivation to dig deeper into
the problems of free will.
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17.6 What Do We Want to Mean by Free Will?

Traditionally we say with Edward Moore: A person has acted freely if and only if
in this same situation—hence under the same laws of nature and under the same
boundary and initial conditions—she could have acted otherwise. It is decisive that
the conditions are in fact identical or the same; for under slightly other conditions
it is no miracle if we act differently, since our behavior could be influenced by these
very conditions. This applies to all what could be different: other natural laws, other
external conditions, but also other inner states, be it other motives, other wishes,
other characters, another education, or new experiences.

We must admit that this formulation reproduces our intuitive concept of free will
quite well. Not only that: In general we are deeply convinced that we have in fact
this kind of free will, that we could have done otherwise.

Evidently, this is also the conviction of the (German) Federal Supreme Court,
which binds, in the above formulation, punishment to the condition that the delin-
quent “could have opted for the law”. Quite similarly, the argument related to
the reform of the criminal law in 1960 (cited by Engisch 1963, p. 2) reads:
“Reproachability presupposes that the actor when acting was able to evade the spe-
cific formation of the will leading to the act.” The Supreme Court and the creators of
the reform would not have chosen these formulations had they not been convinced
that humans, including, for that matter, also delinquents, have free will.

But do they have it? Do we possess free will? And how can we find out?
The explication given, natural as it might seem to be, comes with a character-

istic difficulty: We can never exactly reconstruct the same situation. The supposed
repetition occurs either at another place or at another time, in most cases even both.
And the person may have changed since. But then the conditions are not the same.
If, however, the situation is only similar, that is, still different in some way, then we
cannot exclude any more that just this difference is decisive for our deviant behavior.
Thus we cannot test empirically whether the same person in the same situation does
indeed behave differently at least sometimes (which we then would explain by her
having free will). Whether the person has indeed acted freely cannot be empirically
established.

It doesn’t help to replace freedom of will by freedom of decision and to ask
whether our decision was free. For the libertarian it is clear that the person would
have acted differently if only she had wanted to, hence if she had decided differently.
Hence, we could say as well: A person has decided freely if and only if she could
have decided otherwise. Nevertheless: Whether she could have decided otherwise is
not testable either.

Thus, we cannot find out by observation whether, in the sense of the explica-
tion given, we—or anybody else—have free will. This is the main reason why we
have here—have had for a long time and still have now—a philosophical problem.
That does not mean, however, that we can’t say anything reasonable about it. On the
contrary: Just because we cannot hope for a decision by empirical science, by psy-
chology, say, or by neurobiology, arguments are in special demand—and arguments
are a main concern of philosophy.
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17.7 Do We Have This Kind of Free Will?

Since intuitively we are quite convinced to have free will, we first investigate what
could count against it.

The main argument against free will is determinism of the natural sciences.
Unfortunately, the term “determinism” has two different meanings. Determinism
in general is the thesis of natural philosophy that all events—with the possible
exception of the origin of the universe—are effects, hence have causes, are causally
determined, hence are inevitable, happen by natural necessity. However, they need
not be predetermined, predestined by someone, by a divine being for example, and
they need not be predictable.

The opposite of this determinism of natural philosophy we call indeterminism.
Indeterminism implies nonpredictability, but not vice versa. There are more obsta-
cles to predictability than chance: lack of knowledge about the laws of nature,
lack of data about initial conditions, lack of better memory, lack of computing
power, slow calculation, deterministic chaos, self-reference, etc. Even in a perfectly
deterministic world not all events can be predicted by us.

As far as free will is concerned, determinism is the concept according to which
all our decisions and acts are causally determined by previous factors. There is no
nice term for the opposite position. Leaning on the term “libertarian”, we might
name it libertarianism.

According to general determinism, under identical conditions exactly the same
must happen. There can then be no freedom of the will in the traditional sense
formulated above. Determinism in natural philosophy includes determinism for the
question of free will, hence excludes free will.

Our world, however, doesn’t seem to be deterministic. In particular quantum the-
ory (in its usual interpretation) teaches us that in the micro-area there is absolute
chance, that there are undetermined events: nuclear decay, decay of unstable parti-
cles, of neutrons, etc. Therefore the strict determinism of natural philosophy is false,
indeterminism is true.

Is free will saved by this indeterminism of physics? No! It is true that chance
events make it possible that under the same conditions something different happens,
therefore it is indeed possible that we decide or act otherwise. However, the fact that
a decision comes about in part by chance can by no means satisfy the libertarian;
what is happening by chance we can neither produce nor predict. Thus, for chance
events we cannot be held more responsible than for causally necessary events. The
physicist Pascual Jordan (1902–1980) and the philosopher Hans Jonas (1903–1993)
have tried to use the indeterminism of physics to explain free will. Somehow micro-
scopic chance events should amplify up to the macroscopic level. But then our
decisions or acts would be accidental as well. Therefore physical indeterminism
cannot save freedom of will.

We could try to locate the will and hence free will on a level totally different from
the level covered by the natural sciences. With regard to the body–mind problem, we
would, as was mentioned, have to turn dualists. Many respected thinkers have been
dualists: René Descartes (1596–1659), Immanuel Kant (1724–1804), Karl Raimund
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Popper (1902–1994), John Eccles (1903–1997). But by that move our problem is
not solved either. For, if free will, wherever it might be located, comes to decisions
and thus causes acts, that is, has effects on the level of matter and energy, then it
is evident that, at least, some information is transmitted, and, at least in our physi-
cal world, any information transfer is connected with an energy transfer. Since this
energy does not come from the physical world its appearance must violate the law
of energy conservation on the physical level.

The resolute libertarian must accept then that on the physical level energy conser-
vation is continuously violated. For Descartes, the arch-dualist, this was no problem
since he didn’t know the law of energy conservation. Popper and Eccles (1977,
pp. 541, 543, 564), however, explicitly concede that energy conservation must be
violated. This conception is by no means satisfying: It is very implausible that just
on the level of the brain continuous violations of energy conservation occur whereas
physicists do not find the slightest trace of such violations on the microscopic level.

The naturalist cannot accept such an anomaly. For him, there is no good reason
to turn dualist and he will therefore stick to the simpler solution, monism, mostly in
the form of an identity theory.

There are more arguments against free will. Pothast (1980) gives a sensible col-
lection. Amusing and at the same time instructive is Smullyan (1981), who presents
a dialogue between God and a mortal who wishes to give up his supposedly free
will. For a more extensive discussion see Walter (2001), or Honderich (1993). All
of them come to the conclusion that free will in the traditional sense does not exist.
What shall we do if there is no free will in the traditional sense?

17.8 What Should We Do If There Is No Free Will?

That there should be no free will is in plain contradiction to our intuition. Do we then
have to correct our intuition? It is also in contradiction to our linguistic usage. Do
we then have to correct our linguistic use as well? There is still another possibility:
We can also try to change our definition. Is it possible to explicate free will such
that it is compatible with the determinism of natural philosophy? In fact this way
out is widely used. Such positions are called compatibilist theories. Some striking
formulations are listed here:

• Freedom is insight into necessity (Engels 1878, following Hegel).
• Free will ultimately arises from and consists in the nonpredictability of our

(determined) decisions and acts (Wittgenstein 1922, 5.1362; Planck 1936).
• Free will is the ability to do what we most eagerly want to do, which is to follow

our strongest impulse (Jeans 1943, Chap. VII).
• Free will is absence of external compulsion. “If the act springs from his own

character [. . .], then we say that he acted freely” (Carnap 1966, p. 219).
• Free will is dominance of the rational control system over the instinctive one

(Büchel 1981, p. 256).
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These explications are not equivalent. Hegel’s remark is tricky, but not very
helpful. The trick is that a sovereign, possibly a dictator, can give his people the
illusion of being free if only they understand why they are not and cannot be free.
Wittgenstein’s and Planck’s position is called epistemic indeterminism. This is a
misnomer because it is a fully deterministic position. We only have the impression,
or illusion, of being free, because, for fundamental reasons, we are unable to dis-
entangle the processes in our brain and to predict our own decisions and acts. The
problem with Jeans’s explication is that an addicted person might most strongly
want drugs and get them, but still feel compelled by his needs. This also applies to
Carnap’s proposal: Is being addicted part of my own character? Why not?

The most useful explication seems to be the last one. Like all other definitions it
presupposes determinism, but it distinguishes between different hierarchically con-
nected control systems in our brain, and calls a decision free if it is determined
by the uppermost system, the rational system. Since rationality is nearly exclu-
sively human, Büchel’s explication allows free will to be located with humans, thus
satisfying our intuition.

Let us be quite clear what can be achieved with such an explication. All positions
cited presuppose determinism! For them free will in the traditional sense does not
exist. It would be possible then, and for the sake of clarity perhaps even preferable,
not to talk of free will any more. It is the strong intuition that we own “something
like” free will that motivates people to look for an alternative explication. They
prefer a solution that allows them to follow intuition and language use, but if it
is needed they must be ready to give a more refined explication that reveals the
deterministic background.

It is quite similar with concepts such as “punishment” and “responsibility”.

17.9 Punishment and Responsibility in a Deterministic World

What is the role of punishment if our acts are determined? At first sight it seems to
make no sense to punish someone who could not do otherwise. But this first sight is
deceptive. When inquiring as to the meaning of punishment we are inquiring as to
its function. Now we may distinguish several functions of punishment:

• expiation or retribution (the offended law shall be “repaired”);
• reform or deterrence of the delinquent (special prevention);
• deterrence of others (general prevention);
• protection of the community (e.g. by imprisonment).

We shall not delve into the problem of whether and how these aims may be
achieved. What we are after is the question: What functions can be fulfilled by
punishment in a deterministic world, that is, in a world without free will in the
traditional sense. The idea of expiation or retribution is indeed lost. But all other
functions are kept! By the threat of punishment or by punishment itself potential
actors may be influenced, even determined, to refrain from a deed they are inclined
to commit. (For a detailed discussion see Honderich 2005.)
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We may even say that in a deterministic world such measures are most effective.
And don’t we continually try to push our fellow humans to certain acts? To attain
this we are even especially inventive: We use arguments, threats, promises, prizes,
bribes, extortion. Admittedly, in doing so we are not always successful. But does
this count against determinism?

How about responsibility? With this question we return to the considera-
tions above that motivated us to think about free will. Our minimal explication
“Responsibility is attributability” remains, of course. In our maximum explication,
however, the element of free will is lost. Our explication will then be slightly shorter:
“Responsibility is the social charge and the ability consciously, with reasons, and
following the personal order of values, to decide for (or against) an act, to let the act
be attributed (imputed) to oneself, and to answer for the foreseeable consequences.”

Someone reading this explication unprepared will not even miss the element of
free decision or act. There are two reasons for that: On the one hand, the explica-
tion is still extensive enough and difficult to grasp totally. On the other hand, when
hearing the expression “to decide” we can barely help hearing “to decide freely”.
Whoever decides something has several alternatives, of which he prefers and finally
chooses one. And still the decision may be perfectly determined! A businessman
who can keep his shop only by raising a loan may decide to do so, but what else can
he do in view of his strong wish to keep the basis of his existence? At the time he
proves to be responsible regardless of being assigned this responsibility or having
taken it.

This consideration shows that it is perfectly possible to talk about responsibil-
ity if we are under mental or physical pressure and even if we lived in an utterly
determined world. In a determined world there can be free will, punishment, and
responsibility. It is true, we must be more careful in defining and using these
concepts, but in doing so and just by doing so we may make ourselves perfectly
understood.
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Chapter 18
Modern Illusions of Humankind

Ulrich J. Frey

Abstract Some scientific discoveries contradict core beliefs of our perception of
ourselves and the world. Core beliefs include the illusion of free will or being largely
independent of our species’ biological roots. Nevertheless, these “illusions” persist,
which is not exclusively due to historical or ideological reasons. It is argued that
conceptual revolutions imply restructuring one’s beliefs. This is costly in various
ways, e.g. in the form of time, resources, and social networks, and is uncertain in its
outcome. In an evolutionary sense, these costs are considerable and should lead to
initial resistance against their adoption via psychological mechanisms. In addition,
adopting new beliefs could always be a manipulation for the ends of somebody else,
which should be avoided, too. This article presents these illusions, together with the
scientific evidence exposing them as illusions, and explores why there is so much
resistance to giving them up.

18.1 Destroyed Illusions

18.1.1 Intuitions Versus Science

Science is—among other things—notable for contradicting intuitions. Throughout
history, many facts have been crystal clear to our intuition and could not have been
otherwise—except that scientific discoveries put an end to these illusions. Illusions
are understood to be misinterpretations of reality, usually shared by many people.
They are not quite such a fixed belief as a delusion, which is held up even when
faced with massive contradictory evidence, but they are more fixed than merely
misapprehensions.

Some core beliefs include being superior to all other animals, being in charge of
most decisions concerning one’s own life, being largely independent of our species’
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biological roots (e.g. cultural achievements such as religion have severed us from
the necessities of evolution), and having a free will. These beliefs constitute the
very perception of ourselves and the world. Unfortunately, they rest upon illusions
and certain peculiarities of our cognitive abilities.

This chapter is an analysis of such illusions, why we believe in them in the
first place, why they still persist, and why we stubbornly resist giving them up.
Resistance in itself is hardly a surprise as our intuitions maintain quite forcibly
every day that they are right, even when modern science dispels them quite
convincingly. But there are more and interesting reasons for such a resistance
(see below). This chapter describes four illusions, gives evidence why they are
illusions, and explains the resistance to giving them up. The analysis of the described
phenomena throughout this chapter distinguishes between the proximate level of
explanation, which is mainly psychological here, and the ultimate level of explana-
tion, which is the evolutionary reason for the existence of such phenomena. Thus,
for example, the psychological resistance to a new concept or idea is subjective
and accessible for each individual, but the evolutionary reason for it remains
hidden.

18.1.2 Illusions and Insults

As scientific advances shatter illusions, a good point to start with are scientific “rev-
olutions” and the alleged resistance to them. Freud labeled the three greatest as
insults to humanity (Freud 1969): The Copernican revolution (the earth is not the
center of the solar system but is just one planet among others), the Darwinian insight
that humans are descended from apes and not created by God, and Freud’s own
discovery that humans are not as rational as they think, but largely governed by
uncontrollable unconscious forces and emotions. Once disillusionment takes place,
pride and the perception of ourselves and the world suffer so as to feel “hurt”, as
Freud implies.

This needs to—and has been—qualified in several respects. First, this article
contends that we do not feel hurt but reject these ideas because of their negative
consequences. Second, in a historical sense: neither the Copernican nor the Freudian
“insult” were initially regarded as an insult (Brague 1994; Kuhn 1957/1981; Kraiker
1992). The Darwinian controversy, however, still rages today. Third, whether a dis-
covery is regarded as an insult depends critically on the idea of humankind and
the world-view prevalent at a certain time (Vollmer 1995). Fourth, because an
insult is at first negated by the majority (i.e., the consequences are not taken seri-
ously), insults often do not acquire their rank until later on. In some cases this does
not happen before the scientific breakthrough has become conventional wisdom.
Fifth, still more scientific breakthroughs since Freud could be regarded as insults
(see Table 18.1 below). Sixth, these and other insults are at present in different
phases of their “potential to disturb”, which usually increases at first, reaches a peak,
and then declines. Seventh, an insult is directed against persons and therefore sub-
jective, the disillusionment by scientific revolutions is, however, not directed against
individuals.
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Table 18.1 Illusions, Insults and Consequences

Illusion in this
book

Illusion destroyed Consequences for
perception of
ourselves and the
world

Traditional schema
(see Vollmer 1995)

Illusion 1:
Humans are
exceptional

Unique position in
the universe
Superior position
among creatures
Superior brain and
thinking abilities

(A) My life is
unimportant

(B) I am a creature
among countless
others

(C) I am nothing
special

Copernicus (A, C)
(heliocentrism)
Darwin (B, C)
(evolutionary theory)
Sociobiology (B, C)
(behavior is
adaption-driven)
Artificial intelligence
(C) (thinking
computers)

Illusions 2, 3, 4:
We are
independent of
our biological
roots
Illusions 5, 6:
See below

Control over own
life (decisions,
actions)

(A) I am substantially
extrinsically
determined by
biological factors

(B) I have little
control over my
decisions and
actions

Sociobiology (A, B)
(behavior is
adaption-driven)
Neurobiology (B)
(no free will)
Freud (B) (the
unconscious)

Illusion 5:
Cultural
achievements are
a purely social
construction

Unique position in
the universe
Superior position
among creatures

(A) My life is
meaningless

(B) My life has no
purpose

(C) There is no plan
of overriding
importance

Sociobiology (A, B, C)
(behavior is
adaption-driven)

Illusion 6: We
have a free will

Control over own
life (decisions,
actions)

(A) I have little
control over
my decisions
and actions

Sociobiology (A)
(behavior is
adaption-driven)
Neurobiology (A)
(no free will)

Take as an example the Copernican revolution, which has long been accepted
by almost everybody. Still, some consequences derived from this world view are
problematic: Take the feeling of utter loneliness and insignificance of living on a
planet that is just one among billions of others and humankind as being alone in this
infinite universe, which bothers quite a few people.

Why would we call revolutions insults? And why is there so much resistance to
them? A preliminary answer anticipates the argument of this chapter: Insults destroy
illusions and illusions are strongly shielded against criticism or corrections because
their function is to protect a coherent, positive self-perception. This in turn is essen-
tial to our well-being and capable of acting or guarding against manipulations from
others. Some critics, however, doubt that this is true:

Should the naturalistic research program be successful, thus the allegation, it follows that
we have to structurally revise our self-concept (concept of humans), because central tenets
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about ourselves would then emerge as illusionary. It is exactly this proposition that shall be
refuted in this book (Pauen 2007, p. 24, translated).

Conceptual revolutions, however, include high costs for change in several ways
(see below for a detailed explanation). Particularly strong resistance is to be
expected whenever a discovery destroys more than one illusion or if it is blatantly
against our intuitions.

Table 18.1 is an overview of old and new insults, to be found under the head-
ing “traditional schema”. Instead of using this usual classification I propose a new
schema focusing on the underlying conceptual shocks (under the heading “conse-
quences”). The schema is deliberately formulated in personal form so as to load the
consequences emotionally and to underline the distinction between a first person
perspective being “harassed” by scientific insults in a third person perspective. An
example for that is, although I feel quite important and special myself, a third person
perspective tells me that this is not the case.

As is apparent, three new insults have been added: artificial intelligence, threat-
ening to construct an intelligence on par with or superior to humans; sociobiology,
with its diverse claims, most notably that humans do show phenotypic altruism,
but which can be explained by genotypic egoism. This in turn appears to deval-
uate morality, emotions such as love or cultural achievements such as religion as
parts of reproductive strategies; finally neurobiology, with its claim that there is
no free will.

To understand why there is so much resistance to adapting a new conceptual
model as suggested by the first column, the third column lists the consequences.
(Trying to imagine all of them as true should make you feel uneasy.) The focus
on consequences makes us understand which revolution is or will be the most
dramatic—sociobiology. With its diverse implications it is the only insult present
in all four rows. In contrast, true artificial intelligence—if it is ever invented—will
not be a severe shock. Its implication—we are creatures among others—has been
hotly debated since Darwin. Plus, it is ourselves who will design AI, therefore there
is the argument that it is eventually our intelligence expressed here.

Note that all insults are facets of a particular way to explain the world—
naturalism. Most naturalists argue in regard to methodology “Use findings in the
natural sciences to the greatest extent possible”, in regard to ontology “Take mate-
rialism as foundation”, and in regard to epistemology “Work with hypothetical
realism” (Sukopp 2006).

18.2 Illusion 1: Humans are Exceptionally Exceptional

18.2.1 Description of Illusion

This first illusion of humans being exceptional is very old and very pervasive. The
following short sketch can only highlight a few historical milestones concentrating
on our surmised exceptional position in the universe (Copernican revolution) and on
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earth among creatures (Darwinian revolution). Christianity’s creation myth probably
has had the greatest impact. It characterizes humans to be like God, assigns to us
the task of subduing the earth, to “Rule over the fish of the sea and the birds of the
air and over every living creature that moves on the ground.” (Genesis 1, 26–29).
It is also evident in the Hindu and Buddhist karmic system of being promoted and
demoted from animal to human and vice versa by reincarnation.

A similar fascination for this illusion is apparent in both Plato “human’s like-
ness with God” (Protagoras 322a) and Aristotle (Politics, 1.2; Nicomacean Ethics
10.7). The latter systemized the world taxonomically—the scala naturae—taking
for granted that humans belong at the top of this hierarchy below the fixed stars
and the unmoved mover. Throughout the Middle Ages, the Renaissance and the
early modern period there is no notable exception to this conception of humans
(Flasch 1987). This interspecies comparison does not come as a particular surprise,
since, until very recently, humans had very little information about other species.
It seemed sufficient to point out that humans have exclusively developed religion,
global cooperation, trade, writing, a code of law, and other advances of civilization.

Switching from interspecies to intra-species comparison, the same tendency is
apparent. Within humanity it is rather common (!) to see one group as exceptional,
too. For example, the oldest monotheistic religion, Judaism, sees itself as God’s
chosen people. Various other religions and ethnic groups have claimed to be the
new chosen people, too. Indeed, all five monotheistic world religions insist on their
claim to exclusivity, only they being exceptional and different from the rest.

This can even be generalized to the widespread upward reevaluation of one’s
own group, nation or religion as exceptional. The frequent distinction of many
civilizations from strangers as barbarians is evidence for this. In ancient and mod-
ern times, many nations have nurtured the belief that they are exceptional: China
(Sinocentrism), Japan, and the United States of America are prominent examples
for the widespread concept of supremacism. “God’s own country” is a phrase used
by at least six countries around the world (New Zealand, Australia, USA, Rhodesia,
Kerala, and the county of Yorkshire).

The same illusion can be found not only for nations and religions, but also
individuals. Godlike, exceptional figures have been present throughout the ages.
Prominent examples are Egyptian kings or Japanese emperors, and there are lists
of people all claiming to be the messiah. An exceptional status/rank is cited rather
commonly to legitimate claims to political (e.g., Hitler, Kim Jong-il) or intellectual
leadership (e.g., Nietzsche 1883/1999, the chapter “Das Zeichen” for himself, or,
more generally, the chapter “Vom höheren Menschen” for the “Übermensch”).

18.2.2 Why Is It an Illusion?

It was Darwin in The Origin of Species and The Descent of Man who told us
that humans are qualitatively not different from animals in general and descended
from apes in particular. Modern biology adds that dolphins are able to hand down
cultural techniques as well. Soft sponges are used as protection of the snout
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(Krützen et al. 2005). Meerkats teach their pups using a sophisticated “curriculum”
(Thornton and McAuliffe 2006). Chimpanzees have a concept of fairness (de Waal
1989; Brosnan and de Waal 2003) and that young chimpanzees have a better work-
ing memory than humans (Inoue and Matsuzawa 2007). Other primates are able to
master most (abstract) structures of language (linked with the names Koko, Washoe,
and Kanzi, but see the chapter by Fischer in this volume for limitations). Rooks use
tools to solve meta-problems insightfully at the first attempt (Bird and Emery 2009)
and so on. It is even safe to say that there is no “ascending ladder” of cognitive
abilities, but only special skills for different ecological niches (Güntürkün 1996).

Still, it is argued that humans are far more sophisticated in all these “techniques”
and that they uniquely combine all these singular phenomena known from other
species. However, to choose culture as the criterion for exceptionality is rather arbi-
trary. Other criteria for success might be the sheer number of members or species
(31,000 fish species make up 50% of all vertebrata; 3,00,000–3,50,000 species of
beetles make up around 25% or more of all life forms, Losito 2002), the expan-
sion in all habitats (bacteria), or social complexity (bees, ants, and termites)—but
there is no valid measure to rank creatures in any way (Voland 2007a). But even
if there were a valid criterion, it would not do, since evolution is fundamentally
a-teleological. There is no direction and therefore no goal in evolution. Therefore,
humans as the “crown of creation” is no more than a myth, an illusion.

There remains the allegedly exceptional position in the universe. However, since
Copernicus we know that the earth is only one planet among others, since Galilei
we know that there are millions of planets. Today, we are aware that we are at the
rim of one spiral arm of our galaxy, one of over 100 billion galaxies, each with up
to a trillion (1012) stars. This clearly strips us of our exceptionality. Then again, it
does not. If the earth were indeed the only planet with life on it, this would enhance
our exceptional position. Although conservative estimates (using the Drake equa-
tion) arrive at about 10 higher civilizations sharing with us the universe, this is still
guesswork (Cirkovic 2003). We simply don’t know.

It is more important to consider how we came to be: if by natural selection,
then this process consists of “chance and necessity”, making us the product of a
blind process. Again, this process would not reward us with an exceptional position.
Furthermore, it is plausible that this process did not occur only once, given the stag-
geringly huge number of planets. And, if we could rewind the evolutionary clock,
most probably nothing like humans would evolve a second time.

18.2.3 Why Do We Have This Illusion?

Three main factors contribute to this illusion: One is historical, one sociobiologi-
cal and one psychological. First, historically, biology simply did not know (until
some 40 years ago, see Sommer 1989) that animals do have culture, tradition,
etc. Consequently, differences between humans and animals were more conspic-
uous than their similarities ever since antiquity. All humans are descended from one
common ancestor, and evolutionary psychologists speak of “human nature” in the
singular.
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Second, humans have a tendency to differentiate quite markedly between their
own and foreign groups. Sociobiology readily explains this tendency as an ingroup–
outgroup behavior stemming from our Pleistocene past spent in small groups
with up to 150 persons (Williams 1968; Dunbar 1998). Inclusive fitness theory
(Hamilton 1964a, b) and strong reciprocity models (Gintis et al. 2003) explain
within-group solidarity. Most group members are related to each other in one way or
another. Other groups were possibly the most dangerous competitors for resources
(Alexander 1987; Choi and Bowles 2007), hence the out-group hostility. Foreigners
are unknown (epistemic distance and risk factor) and not related (genealogical dis-
tance). Probably one of the primary problems to be solved was how to uphold
cooperation, trust, and solidarity within the group. One way of doing this is to make
the own group special in some way, e.g. via paintings, behaviors, customs, and more,
making it exceptional (Söling 2002; Sosis and Bressler 2003).

Third, the simple psychological fact that we perceive the world from a first-
person perspective means we know more about ourselves than we do about others.
This holds true for every degree of familiarity: we know more about friends than
about strangers, more about our culture than about foreign cultures, more about
humans than animals, and so on. However, the less we know about someone, the
less important this person, group, or species usually seems to us. Consequently,
other people or groups cannot be as important as we are. Again, this makes us
exceptional. Quite a number of attributional biases contribute to that ill-formed per-
ception, e.g., humans tend to ascribe positive outcomes to themselves, negative to
others (for an overview, see Plous 1993).

18.2.4 Resistance

The modern tale of Copernicus is that of a revolutionary fight against the Church.
But, this picture is wrong (see Kuhn 1957/1981 and Koestler 1959). His main work,
De revolutionibus, appeared in 1543, the year Copernicus died. It was preceded by
the Commentariolus by some 30 years, where the basic tenets of the heliocentric
system were outlined and circulated among astronomers. The theory had been
known by the Pope since 1533; moreover, Copernicus was actually urged by the
Archbishop von Schönberg to publish it. From the beginning, there was a small but
growing number of followers. Most of them, however, used the mathematical for-
mulas and dismissed the heliocentric concept. Resistance built up around 1600, as
Luther, Melanchthon, and others insisted on the literal truth of the bible (Brague
1994; Kuhn 1957/1981; relevant are Joshua 10:12–13; Chronicles 16:30; Psalms
104:5; Ecclesiastes 1:5). One reason may have been that in 1613 Galilei found
important empirical evidence for the model, which was up to then purely theoretical.

It is true (see Brague 2006) that the heliocentric concept “promotes” the earth and
does not “demote” it in the hierarchy of planets, as is often purported. But this could
not belittle the resistance, as this theory created many new theological problems:
What is the role of humans, when they can spatially no longer be found between
devils and angels? What about the importance of the fall of man if there were many
planets? How could living beings on other planets know that Jesus existed and be
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saved? These and a host of other equally perturbing questions fuelled resistance,
manifesting themselves in 1616 in the official banning of Copernicus’s teachings as
heresy (see Kuhn 1957/1981).

18.2.5 Reasons for Resistance

The Darwinian revolution met with heavy resistance, which was mainly directed
against two ideas: that humans were descended from apes and that morality loses
its legitimacy through evolutionary theory (Desmond and Moore 1994). In the case
of Copernicus (but of course also Darwin) Christian teachings and the literal truth
of the Bible were discredited. Such an analysis would, however, only describe the
surface phenomena.

The next section focuses on two fundamental underlying causes for the histor-
ical, social, and psychological reasons for resisting the idea that humans are not
exceptional.

Every true conceptual revolution means that the perception of ourselves and the
world both change. This change is costly in two very basic evolutionary senses.
First, creatures should be, and in fact are, very conservative, concerning

• behavior (“better safe than sorry”, which expresses risk bias; i.e. the very heavy
cost of missed real alarms vs. the low cost of reacting to false alarms, see e.g.,
Nesse 2001),

• strategies (e.g., the strategy “win–stay, lose–shift” outperforms “tit-for-tat”, see
Nowak and Sigmund 1993), or

• decisions (e.g. the recognition heuristic, see Goldstein and Gigerenzer 1999), as
change often implies unknown and unpredictable situations, which are potentially
dangerous and risky (e.g., conservatism bias, see Frey 2007 for details).

Second, to restructure fundamental patterns—mental activities, behavior, social
position, etc.—requires time, and cognitive and other resources. It is also in a major
sense open to failure. Both basic principles entail significant implications.

If external events (here the belief in the new heliocentric system) trigger a mas-
sive reconceptualization of the perception of the world, then the gravest danger—in
an evolutionary sense—is not the cost of restructuring, although this can be
formidable indeed, but the very real possibility of being manipulated by others for
their benefit and to one’s own harm. This can be described in the terms of the
extended phenotype theory (Dawkins 1990) or, more generally, by gene-centered
evolutionary theories. Therefore, a deep mistrust against possible manipulation is
an essential evolutionary safeguard for all creatures (Dawkins and Krebs 1978).
However, there is the opposite phenomenon, too. Particularly humans may follow
a leader blindly when they have ascertained that he or she represents their interests
with all the known consequences.

In a psychological sense a reconstruction of self-perception is costly, too. There
is robust evidence that humans are consistently biased towards optimism, affecting
e.g., their own accomplishments and future prospects (Taylor 1989/1995). A recent
poll of more than 1,50,000 adults in 140 countries representing 95% of the world’s
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population concludes that 98% “expect the next 5 years to be as good or better than
their current life” and that optimism is “a universal phenomenon” (Gallagher 2009).
To which extent this reflects positive economic tendencies is another matter.

In combination with a necessarily ego-centered outlook on the world this leads to
an overestimation of the own person and a too optimistic view of opportunities for
oneself. A conceptual revolution with the hidden message at its core that humans
are insignificant and meaningless in a vast universe runs contrary to the deeply
entrenched biases of leading a life that matters. It also denies the justification in an
optimistic belief of being able to achieve own’s goals and to be at least of some sort
of importance. Feeling insignificant in a huge universe “deaf for one’s cries”, can be
overwhelming indeed, as testified e.g. by Nietzsche, Camus, or Monod. However,
not all persons share it. Thus, this feeling of absurdity is by no means universal.

In addition, it is a necessity for humans to have consistent and coherent models
of the world (Frey 2007). Otherwise, they would not be able to act at all, but remain
paralyzed by contradictory models and choices. Therefore, logically inconsistent or
contradictory strategies and heuristics have to be discarded (Gigerenzer and Todd
1999).

The quite significant resistance of humans shown above can therefore be
explained by basic evolutionary mechanisms. These consider costs and bene-
fits, risk, and social competition. It should not be surprising that even high-level
decisions are influenced by these general cost–benefit considerations.

18.3 Illusions 2, 3, 4: We Are Independent of Our
Sociobiological Roots

18.3.1 Description of Illusions

The illusions numbered in this volume as 2, 3, and 4 have in common that they pos-
tulate an independence of biological roots (see Table 18.1), which is not the case. On
the contrary, scientific evidence points to the fact that humans are overwhelmingly
determined in their decisions and subsequently their lives, although rational reasons
for decisions are readily at hand.

These three illusions are perhaps the most interesting, because they are not yet
perceived by most people to be illusions. It is common knowledge that humans are
alone in the universe and share common ancestors with animals. However, it is not
yet canonical in science and much less usual for the general public to view human
behavior from a sociobiological perspective, which holds the belief in independence
of biological roots to be an illusion. Thus, the multiple and far-reaching implications
have not been realized in philosophy, politics, and other areas.

Historically, the biological nature of humans has not played a role at all in
most humanities. Take philosophy as an example. From Plato and Aristotle to
the Christian philosophers in the middle ages—empirical biological findings were
thought to be unimportant and ranged rather low in esteem and low in the pyramid of
human knowledge. The philosophical idea of humans was a-biological. Even many
empiricists (Bacon, Locke, and Hume) did not rate the specific biological nature of
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humans as decisive for their insights. Surprisingly, this did not change with Darwin’s
The Descent of Man (see especially the third and fourth chapter). Philosophical
anthropology after Darwin (e.g., Pleßner, Scheler) acknowledged that humans were
biological beings but failed to integrate this new body of knowledge into philo-
sophical theories. Instead, what distinguished humans from their animal roots
became essential:

There is absolutely no way from ‘homo naturalis’ and his hypothetically constructed
prehistory to the ‘humans’ of cultural history, [. . .]. (Scheler 1955, p. 174, translated)

It was not until the 1960s (see Vollmer 1975/2002, pp. 277ff for a brief history)
that evolutionary epistemology emerged as a fully fledged discipline. In addition, it
took 20 more years for philosophers of science to recognize the evolutionary roots
of human cognitive abilities and their role in science (Tweney 2001; Dunbar 1997).
There is no evolutionary-cognitive philosophy of science up to now (Frey 2007).

Summing up, on the one hand empirical facts about the evolutionary basis of
“higher” cultural activities were simply not known until very recently. On the
other hand, the introspection of our reasoning abilities is opaque—we are not
able to intuitively perceive our genetic and cultural imprinting, our peculiarities or
errors. Hence, the illusion that “higher” cultural activities are quite independent of
biological roots.

Especially morality and rationality have always been regarded as uniquely
human, separating us from animals. The ability to reason, proceed logically, deduc-
ing and inducing laws, and in consequence being capable of developing an ethical
system and to adhere to its rules, has always been seen as principally freeing us
humans from our biological roots, demonstrating our independence from them.
Although there have always been attacks on rationality, e.g., skepticism, empiricism,
the Freudian revolution or the heuristics-and-biases challenges by Nobel prize win-
ners Kahneman and Tversky, in most scientific disciplines the dominant conception
of humans has been rational to the core (e.g., homo oeconomicus in economics).

Eminent philosophers such as Plato and Kant (and most others) insisted that to
act morally is the ultimate goal in life. The precondition for morality is free will.
That is, we are moral of our own volition—we freely and rationally choose to be
moral (Kant 1788/1995, A 1, 171–186, A 289).

It is not only moral philosophy, but also religion that focuses on ethical teachings.
Virtues such as charity and love for others (altruism) are not arbitrary, but essential
for morality.

18.3.2 Why Are They Illusions?

As is shown in more detail below, sociobiology dispels the above mentioned
illusions:

• “Higher” cultural abilities (e.g., the ability to reason and its organized form,
science) are independent of our biological roots.

• Behavior and decisions are rational, intentional, and controlled considerations.
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• Morals and emotions (like love and care) are of our own volition and an
expression of altruism.

Not quite so, say evolutionary epistemology (1), life history theory (2), and the
theory of gene-centered evolution (3), respectively.

Evolutionary epistemology (Vollmer 1975/2002) and cognitive philosophy of
science (Frey 2007) make it quite clear that it is necessary to take human evolu-
tion into account when human rationality is analyzed. Human minds are adapted to
a certain environment with specific demands for hunters and gatherers, but not to
modern science. Nevertheless, we are able to transfer problem-solving techniques
from the proper domain to the new domain. However, this leads to discrepancies
between problem-solving heuristics and methodological demands.

Evolution has not only shaped our brains but also our behavior and basic strate-
gies in all aspects of life. Life history theory studies show that even basic decisions
in our lives—which we perceive as our very own personal decisions—are deeply
influenced by external factors. Surprisingly, number, gender, and birth interval of
our children are among them, depending on environmental conditions (see, e.g.,
Bogin 2006; Mace 2000). It is well known for example that under bad economic
conditions more female children are born (Trivers 1985; Catalano et al. 2005).

In the same vein, it is crucial how many siblings we have for our own “decision”
about how many children we will have (Chasiotis et al. 2006). Another study demon-
strates that women seem to be fitness-maximizing: In order to have four surviving
children, over 80% of Dogon women gave birth to an average of ten children—
which is optimal in terms of fitness (Strassmann and Gillespie 2002). Or consider
our love as parents: for fathers, the resemblance of their children to themselves
determines to a certain extent how much they care (Platek et al. 2004).

To conclude: In contrast to the belief in autonomy concerning decisions, socio-
biology holds that we are substantially extrinsically determined by biological
factors and do not have as much control over our decisions and actions as we
think we do.

These are intriguing results, but the real impact of sociobiology has manifested
itself in the field of altruism and morality. Sociobiology claims to have an expla-
nation for altruistic behavior: It is—in some form or other—beneficial for the
altruist (Voland 2009b), i.e. phenotypic altruism is in fact motivated by genetic ego-
ism. Thus, the traditional view of morality in general and altruism in particular as
entirely good is at least partly an illusion. This gene-centered view of modern biol-
ogy caused an uproar (Hamilton 1964b, a; Dawkins 1976; Trivers 1985) due to the
destruction of a certain concept of morality. Outside science it may also be due to
misunderstandings and exaggerated fears. What is the debate about?

Modern sociobiology holds that what matters in the evolutionary process are
genes—they are truly immortal, using their bearers (e.g. us) only as temporary
“vehicles”, as Dawkins famously put it. As a consequence, phenotypically altru-
istic motives have been revealed as genetically egoistic. Inclusive fitness theory
(Hamilton) is the theoretical justification for kin selection explaining most forms
of altruism. Other forms of cooperation can be explained by positive cost–benefit
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calculations for each participant (see Nowak 2006 for a short overview). Thus, if
evolutionary theory is correct, then altruism without any benefit is impossible for
altruists in the long run.

In this sense, underlying motives and reasons for our (moral) behavior that feel
intuitively right are explained by these theories. These reasons are not transparent
to us. Let us consider two examples. It is known from real incidents that humans
run back into a burning house to save family members but most do not run back for
friends (in Sime 1983 nobody does)! This is backed up by experiments: If we have
to choose to save our own baby or instead five other babies, most of us still save our
own baby. These moral behaviors can be explained by evolutionary theory (Hauser
2006).

A Darwinian interpretation of human morality is therefore quite contrary to the
standard (traditional, philosophical) view (Voland 2005):

• Moral behavior is not the expression of free moral decisions; instead, it has to
be interpreted as evolutionarily optimal, context-dependent behavior. Example:
doing altruistic acts enhances the reputation in social groups and increases
reproduction opportunities.

• Altruism and care for others is mostly confined to relatives and well-known indi-
viduals (due to kin selection and our history of hunters and gatherers in small
groups).

• Our social mode of life in groups and extensive parental care are the essential
forces shaping our morality.

• Moral intuitions change in the evolutionary process. They are heavily depen-
dent on cultural input and context variables in sensitive periods. Hence, they are
neither fixed, timeless, nor a priori principles.

• Neither group nor universal moral standards can be expected as a standard rule,
because moral strategies are the result of individual selection, resulting in individ-
ual and diverging morals. This does not preclude their existence, as other factors
may work against that tendency (and in fact do).

• Moral consensus may be no more than a tactical agreement, as moral behavior is
the expression of strategies that can be switched to suit different needs.

This said, it should be clear that evolutionary informed theories do not at any time
judge natural phenomena in a moral sense. Theories about morality are descriptive
and operate outside moral considerations (Vogel 1989). In this sense, sociobio-
logical theories are only explanations of behaviors—see the “Resistance” sections
below for why there is so much resistance to this kind of explanation.

18.3.3 Why Do We Have These Illusions?

There are three reasons that contribute to these illusions.
Historically, sociobiology and gene-centered theories are very young—just about

40 years old. Before, there was no sound scientific base for exposing these illusions
as illusions. In my opinion, the sociobiological revolution is still in its infancy,
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that is, not even the majority of scientists considers these theories as fundamen-
tal, let alone is aware of its far-reaching implications. The general public has been
partially exposed to some of these ideas via the heated discussions about, for exam-
ple, Dawkins’s popular books (The Selfish Gene, The God Delusion). In general,
however, these ideas are rejected, since they mostly do not fit into the traditional
perception of the world and ourselves.

Psychologically, our perception of ourselves is modeled around a free personality
responsible for its decisions, which is enhanced by Western education. Thus, we do
not ascribe our decisions to extrinsic factors but to our own volition. In most cases
this is a correct perception of the causal structure (e.g., I decide to learn for this test
in order to pass it), but the underlying ultimate reasons for our decisions are mostly
hidden to us or are not those we perceive them to be.

Moreover, everybody is necessarily their center point in the world. Thus, the
world is perceived as centered around their own person. It follows that events
acquire their relevance only in relation to their person, therefore everything seems
to converge towards their person, in turn up-valuing all own decisions.

Intuitively, consciousness is not transparent to itself (Voland 2007b). A fortiori,
there is no directly accessible link for us from our moral decisions to the genetic
level. To give an example: Why I love my brother is intransparent to me, although,
of course, I can give ostensible reasons for it.

18.3.4 Resistance

Although sociobiology is a very young academic discipline it has received an exten-
sive amount of criticism—not surprising, if the argument about destroying illusions
is correct. Of course, the criticism could be due to its theoretical shortcomings, but
as sociobiology is deeply grounded in Darwinian theory and musters a wealth of
empirical confirmations as well as convincing formal theoretical frameworks, this is
assumed to be unlikely here.

The debate started with the “founding manifest” of sociobiology (Wilson 1975),
which evoked vehement reactions. Not only was a jug of ice-water dumped over
Wilson’s head at an academic conference (3 years after the publication!), but his
book was also attacked as “part of the continuing conspiracy by scientists in the
ruling class”. Moreover the fifteen co-signers (including his colleagues Lewontin
and Gould) in the New York Review of Books linked Wilson’s book to “sterilization
laws and [. . .] the eugenics policies which led to the establishment of gas chambers
in Nazi Germany” (Bethell 2001). (For an extensive and detailed account of the
“Sociobiology Wars” see Segerstrale 2000.) Even in today’s review processes some
reviewers still see terms such as “evolution” or “adaptation” as red flags, resulting
in immediate rejection of such manuscripts, indicating the heat of discussion.

Sociological circles mostly see sociobiology as conservative, denying that
humans are moldable by education and culture, obstructing progress, and helping
to establish forms of power permanently.

Criticism, however, has not been limited to academic discussions. Consider
the following frequently heard, but exaggerated, and in these formulations false
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characterizations of sociobiological tenets (from Geiser 2005, who cites these
examples as evoking resistance against sociobiology):

• Genocide means the victory of the fittest.
• Rape is a natural act.
• Killing children is healthy behavior.

Other examples are the countless hate-mails to Richard Dawkins, one of today’s
leading evolutionary biologists (see http://richarddawkins.net/theUgly).

To draw a conclusion: Resistance to the sociobiological revolution is fierce, but
will probably be fiercer still once the encompassing and far-reaching consequences
for our perception of ourselves (in law, social life, etc.) will have become more
obvious.

18.3.5 Reasons for Resistance

The two negative consequences (Table 18.1) of the disillusionment of sociobiology
are “extrinsic determination” and “little control over our decisions and actions”.

There are basically two ways of having little control and being extrinsically deter-
mined. The first is being controlled by other humans. In this case, manipulations to
the benefit of others and detrimental to oneself are a very real possibility. The second
is being determined by uncontrollable forces (say being swept away by a torrent),
which is almost always a sign of poor foresight or wrong judgment. It seems as
if we are strongly biased to avoid such situations with no or only one option left.
Therefore, it could be suggested that we feel emotionally repelled when contem-
plating such situations or concepts, even if these uncontrollable external forces are
biological parameters that shape our decisions in life.

It is certainly highly counterproductive—in terms of fitness—to do what others,
especially other species, want you to do. This ranges from friendly manipulation
such as symbiosis, e.g., between bees and flowers, to hostile parasites killing the host
species (examples: fungi and ants; wasps and caterpillars). Within a species, manip-
ulations more often do have some positive effects for the manipulated agent, but this
is certainly not a general rule. Consider harems or wars as examples for humans.
Kings or, in general, leaders control and manipulate others qua status—up to
millions of others—for the leader’s purposes and to the latter’s harm, be they repro-
ductive (harem) or in regard to power (war). Control or manipulation by others can
also result in a shorter life (e.g., hard work in a mine), bad health, or missed oppor-
tunities: in general, it is the forced abandonment of own goals for the ends of others.

Additionally, a major revision of the perception of ourselves and the world would
be necessary on abandoning this illusion (as in the first illusion). This is not only
costly, but risky in its outcome: It is not certain whether a coherent working percep-
tion of ourselves (personality) can be achieved without major contradictions. In any
case, such a process could last years. However, there are some biases (e.g., hindsight
bias) contributing to that end.
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A third negative consequence linked to the teachings of sociobiology is the feel-
ing of many that Darwinism justifies cruelty, brutality, and the law of the jungle
with its cold logic of natural selection. Merciless forces are said to determine human
nature—there is neither a secure and harmonious place in nature or among ourselves
nor is an ethical system (morals) feasible.

This third consequence is emotionally repugnant. Why? If this (false) belief of
merciless cruelty between humans were to be true, the most valuable and most fun-
damental backbone of daily life would lose its significance and its protective value:
the social group as protective system. Its protection includes not only emotional
comfort in times of distress, but also physical safety, opportunities to learn, and
many more.

18.4 Illusion 5: Cultural Achievements Are Purely
Social Constructions

18.4.1 Description of Illusion

Cultural constructions such as religion or ethics have been widely regarded as the
antithesis to biology—they are achievements freeing us from biological constraints.
Such a “standard social science model” has come under attack by evolutionary
psychologists (Tooby and Cosmides 1992).

The following discussion is limited to religion. Religion can be regarded as a
representative for other cultural constructions. Religion is a very old phenomenon
(at least 28,000 years, Mithen 1996; up to 70,000 years, Rossano 2009; possibly
even older); it is without doubt very differentiated and universal. For all its variety,
there is no definition of religion that is commonly agreed on.

According to two World Values surveys in 1981 and 1990, in 20 of 22 countries,
the exceptions being Sweden and France, more than 60% of the population believes
in God. Some countries even reach 100% and most are well above the 80% mark
(Inglehart 1997, p. 372). Thus, it may suffice to state the obvious: religion is ubiqui-
tous, it is very real to the overwhelming majority of people worldwide, it is a guide
in both moral and ethical questions and it has been there in enormous variations
ever since the dawn of humanity. Therefore, almost nobody would tag religion as an
illusion at all. An exception is Richard Dawkins, who even labels it a “delusion”, a
still stronger term. Instead, religion is an abstract, theoretical concept that is not to
be explained by naturalistic means. This is above all true for faith.

Yet, various thinkers have seen religion as an illusion. Among the more famous
are Xenophanes and Critias (600 BC) and Ludwig Feuerbach (1804–1872), who
pointed out the weaknesses of anthropomorphic religious beliefs. More recent and
more popular are Marx and Freud:

The abolition of religion as the illusory happiness of the people is required for their real
happiness. The demand to give up the illusion about its condition is the demand to give up
a condition which needs illusions (Marx 1968, p. 208, translation).
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Along the same lines Freud said:

Coming back to religious teachings, we may say recapitulating: All of them are illusions,
unprovable, and nobody should be forced to hold them for true and to believe in them. Some
of them are so improbable [. . .] that they are comparable to delusions (Freud 1927/1993,
p. 134, translated by the author).

The empirically based academic challenge to religion dates back only a little
more than 20 years, although the idea of analyzing religion in evolutionary terms
dates back to Gustav Jäger, a contemporary of Darwin (Jäger 1869). This challenge
has gathered momentum—contrary to our intuitions—claiming that religiosity and
religion are biologically grounded and have to be explained as adaptations or
by-products (Voland 2009a; Atran 2002). This in turn means that the metaphysics
of religion and religiosity are an illusion.

18.4.2 Why Is It an Illusion?

Religious practices are behaviors and mental states, e.g., going to church once
a week, praying, etc. Behaviors are expressions of evolutionary strategies (see
e.g. Buss 2004). Religious behavior as one form of cultural behavior, therefore,
“[. . .] sits on top of a bed of biological constraints and dispositions.” (Ruse 1995,
p. 158). The huge variety of religious flavors is little else but different expres-
sions of universal behavior patterns. These patterns can be explained by naturalistic,
non-transcendent means: It has been shown

– how religiosity is predisposed in children (Carey 1987);
– what mechanisms are responsible for religious explanations (Barrett and Keil

1996);
– that religions can be reduced to four basic variations, common to the natural world

around humans, biomorph, sociomorph, technomorph, and ecstatic-cathartic
(Topitsch 1988);

– how cults, e.g., cargo cults, develop very fast, sometimes in decades, and similar
in structure to world religions (Dawkins 2006);

– that all religions are anthropomorphic to a high degree (Topitsch 1988);
– that part of the success of religions lies in their remarkable utilization of existing

cognitive patterns (Frey 2009; Barrett 2000; Boyer 2004);
– that part of the success of religions lies in their adjustment for worldly use by

political leaders (Lahti 2009).

Taken together, this evidence suggests an alternative, naturalistic interpretation of
why we believe. Faith is not due to a transcendent god but to our very own cognitive
apparatus on which religiosity can piggyback.

A major dividing question in this area of research is whether religion is an adapta-
tion (Voland 2009a; Bulbulia 2007) or a by-product (Atran 2002; Boyer 2004). This
may be due to terminological fuzziness (Voland 2009a) or differing explanations
for the various components (e.g., mysticism, myths, metaphysics, ethics, rituals,
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etc.). This is certainly true for individual behaviors (e.g., benefitting from placebo
effects by practicing shamanism; using a tight religious system of regulations to
foster group cohesion, etc.).

18.4.3 Why Do We Have This Illusion?

Evolutionary studies of religion have compiled a lot of facts why religious behavior
is often useful and fitness-enhancing:

• religious people seem to be healthier than non-believers (McCullough et al. 2000;
Newberg and Lee 2006; McClenon 1997; Kark et al. 1996)

• religious people seem to be more fertile (Blume 2009; Zhang 2008)
• the concept of an all-seeing God helps to solve the free-rider problem in larger

groups (Roes and Raymond 2003)
• religious groups persist longer than secular ones (Sosis and Bressler 2003)
• religious practices such as rituals establish social identities and enhance group

solidarity (Voland 2009a)
• existential crises can be overcome more easily by reverting to mysticism (Boyer

2004)

These associations with religion are positive, offering a ready explanation as to
why we have this illusion.

Considering the advantages mentioned above it seems obvious why these illu-
sions of believing in supernatural powers persist. First, most components of religion
are adaptations—religion being the unifying concept. Therefore, believers do have
real benefits, e.g., better health or help in crises. Second, religion gives authorita-
tive answers to existential questions such as the meaning of life or life after death.
This in turn means that religious people often feel that a naturalistic explanation
of religiousness leads to the negative consequences shown in Table 18.1: “Life
is meaningless.” or “Life has no purpose”. Although this may be reinterpreted in
a positive way (“Everybody is free to give life whatever purpose he/she desires”,
Schmidt-Salomon 2002), a meaningless life may lead to negative effects concern-
ing motivation, activities, long-term projects, probably even culminating in suicide
(Cioran 1987). Lacking motivation could have been detrimental in comparison to
religious competitors (see e.g. the irrigation of desert areas in Israel, the Promised
Land, by Jews, an extremely laborious project, spanning decades and requiring
multiple scientific agricultural breakthroughs.)

In short: Most components of religious behavior are adaptive. Thus, the uni-
fying force of religion is beneficial to its adherents, its traditions learned anew
in every generation. A contributing factor for the persistence of this illusion are
many cognitive biases that help to establish and maintain religious beliefs (Frey
2009). Religious beliefs build upon such biases as a hypersensitive agency detec-
tor (a certain way to perceive causality), a confirmation bias for existing beliefs,
and many others. This means that functional cognitive structures—in their proper
domain—are used for a new domain, religion, and filled with religious content.
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18.4.4 Resistance

The Christian Church has rejected Darwin’s theory of evolution since its publica-
tion in 1859 for good reasons (see Desmond and Moore 1994 for a detailed account,
including positive reactions): First, Darwin presented a viable (even superior!) alter-
native to creation, a central tenet of Christian belief. Second, Darwin held that
humans were not “in the likeness of God” but instead were descended from apes.
Third, evolution is a-teleological, that is without goal or direction—which contra-
dicts the Christian belief of God’s plan for everything. Fourth, if evolutionary theory
were right, morality would have to be rethought completely. Many people within and
without the Church were afraid that morality might break down completely. More
recently, evolutionary explanations of religion have met the same resistance (e.g.
Dawkins 2006).

18.4.5 Reasons for Resistance

Abandoning a complex belief system like religion (see sections 18.2.5 and 18.3.5)
is associated with high costs—not a step to be taken lightly. Giving up fundamental
beliefs, which possibly shape an entire life, often entails giving up social networks,
friends, and sometimes even members of the family. Two quotes from believers
having converted to atheism (reactions to The God Delusion by Richard Dawkins,
see http://richarddawkins.net/theGood) may be apt examples:

Although this change [from religious to rational beliefs, UF] has been the source of an
unimaginable amount of pain and dislocation in my family and circle of friends (what
friends?), I still wish to thank you from the bottom of my heart and my newly free mind.

And a second one:

My de-conversion, 15 years later, was a long, exhausting and lonely experience. [. . .] and
though this has had profound implications on my personal relationships with family and
friends, I do not regret this personal renaissance for one moment.

Of course, this may be true also for adapting a new belief system—an example
would be severing all social ties when joining a monastery for life.

Individual losses, however, may not be the only negative consequence that con-
verts may have to face. Consider great schisms like the Reformation, the conflict in
Northern Ireland, Sunni and Shia Islam or any religious secession; they are usually
characterized by extreme violence and an exorbitant death toll. Still another nega-
tive consequence of switching religions is the risk of manipulation by others, which
is not negligible if sects (like scientology) are considered.

A switch to a new perception of oneself and the world has always to take into
account the problem mentioned above: the new belief system may be no more than
a manipulation by others for their benefit. Therefore, reasons against the old and in
favor of the new system have to be strong indeed.

Apart from these difficulties (losing social networks, facing suppression, fearing
manipulation), it is difficult if not impossible to re-create a totally different self-
perception. This new “personality” would be at odds with the “old” one, the latter
possibly consisting of decades of contradicting decisions and experiences in life.
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A last point may be that the alternative to religious belief is fairly bleak: Compare
believing in a comforting God and a meaningful life (according to God’s wishes)
plus eternal bliss in heaven after death to the naturalistic alternative of just living and
dying (and nothing more). Small wonder, most people opt for alternative number
one. Studies even suggest health benefits for believers (Newberg and Lee 2006;
McCullough et al. 2000). What is the benefit of the latter? Nothing but a more
rational and disillusioned world-view and a few spared prayers. This just does not
sound like a good alternative to most people—remember Pascal’s wager?

18.5 Illusion 6: We Are Free in What We Want

18.5.1 Description of Illusion

One of our most cherished illusions, not only because it is intuitively very obvious,
is the belief in free will. We are under the overwhelming conviction that we can
want whatever we want (free will), within some given physical and other restrictions
(freedom of action).

Since antiquity, free will has been analyzed by religion, philosophy, and natural
sciences. It is free will in particular that is absolutely essential for ethical sys-
tems, whether philosophical or religious. Morality is the decision between good
and evil—but without free will choices become meaningless (essential, e.g., for
Kant (1788/1995) in his Critique of Practical Reason, one of the most influential
treatises on the topic).

The range of answers is broad: From the position that freedom remains complete
even in situations with minimal freedom of action (Sartre 1943/1991) to schools
emphasizing the numerous constraints on “free” will, e.g., our genetic inheritance,
our education, and our culture. According to this latter view, these factors account
for the majority of our decisions in life. Even if there were something like free will,
it would be of minor importance. Throughout human history—either religious or
philosophical—the complete denial of free will has never had a great number of
serious proponents (eminent exceptions are Hobbes, Locke, Mill, Nietzsche, and
Luther).

Furthermore, within natural sciences there is a growing consensus that to posit a
free will for humans is equivalent to abandoning the very fundament of science,
as explaining natural phenomena means determining their causal relationships.
Literally, gaps would appear in the world, if free decisions were possible. These
gaps would not be explicable in terms of science, making in turn our most successful
explanation system false and useless (for a detailed discussion, see e.g. Beckermann
2001). Finally, insights from the neurosciences have changed the debate about free
will quite dramatically in recent decades (see next section).

18.5.2 Why Is It an Illusion?

One trend emerges: Traditional philosophy of mind advocating free will has
come under pressure, particularly with (the ever) growing empirical research of
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neuroscience. There is neither a “control center” in the brain (Dennett 1991), nor
evidence that a free will precedes decisions and actions. The famous experiments of
Libet and follow-ups by Haggard and Eimer are evidence for that, but have received
their share of criticism. Current research, however, makes these debates meaningless
by demonstrating that even complex decisions can be predicted accurately (Haynes
et al. 2007), that decisions can be influenced by technical means without disturbing
the sense of free will (Brasil-Neto et al. 1992), and that actions are decided upon
not only in milliseconds, but up to ten seconds before the “free” conscious decision
to do so (Soon et al. 2008).

Evolutionary theories trace back our intuition of free will to our lives in highly
complex social networks. The social brain hypothesis (Dunbar 1998) contends that
brain development is mainly due to the problem of understanding social interac-
tions. In particular, this applies to the intentions responsible for actions of other
group members. Therefore, we infer from our own intentions to the intentions of
other actors (looking for food when hungry, etc.). Another theory turns this idea on
its head: We do not infer from us to others, but from others to ourselves (Voland
2007b).

As other living beings seem to act upon their (free) intentions, we calculate their
actions as if they possessed a free will. This assumption is called intentionality
stance by Dennett (Dennett 1991). This modeling is only the second-best way; the
best would be to infer from our decisions and their reasons translating into actions
to others. However, this way is barred: Our own brain is intransparent to us, thus, we
are not able to understand its own workings from a first-person perspective. Owing
to this intransparency, the assumption of “free will” is at the same time as much an
eminently practical instrument in daily life as it is false according to physical and
neurophysiological arguments.

18.5.3 Why Do We Have This Illusion?

The reasons for the illusion of a free will have already been pointed out in the
section above. The most important point is that humans are equipped with a “social
brain” trying to read the intentions of others as well as the intransparency of decision
processes.

18.5.4 Resistance

Resistance to the idea that there is no free will is quite strong, mostly in philosophi-
cal circles. There may be several reasons for this. An obvious trend is the shift from
philosophy (e.g., Pauen 2004) to neuroscience. In turn, philosophers are concerned
about their area of expertise, which some feel is slipping away from them. The most
commonly used argument of philosophers (e.g., Peter Bieri or Geert Keil) is that
empirical evidence from neuroscience has nothing to contribute to the problem of
free will—but denial has never been a particularly successful strategy against the
progress of natural science.
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18.5.5 Reasons for Resistance

Resistance comes from multiple levels and for different reasons. First, our decision
processes are intransparent to us, therefore the idea of having no free will is blatantly
against our intuitions. Second, the problem of free will has been a core problem for
both philosophy and religions for centuries. Any new approach (here: naturalistic
explanations of our brain) will be regarded skeptically. It may have too little scien-
tific weight (just another unsuccessful approach) or it may have too much (it could
dissolve the issue once and for all, making former theories obsolete).

Third, often having no free will is wrongly linked to the consequence of the
meaninglessness of life—especially in popular media. If everything is determined,
then we are no more than machines: we do not have a single choice in our lives, and
we are not able to change anything at all.

The associated ultimate loss of control is important, too (see section 18.3.5,
which describes the implications). Denying that my free will and my ability to make
my own decisions are existent means taking away the core of self-control and self-
determination. The fundamental uniting force of my personality is attacked. Thus,
all ambitions and purposes are rendered nil, making me open for manipulations by
others.

18.6 Conclusion

This chapter has argued that some scientific revolutions destroy popular beliefs,
exposing them as illusions. In itself this is not particularly interesting—it happens
all the time. But some of these beliefs are fundamental to our very perception of
ourselves and the world (of modern Western people). Plus, in each case these beliefs
are strongly supported by our intuition. Strong resistance is to be expected, if only
for historical reasons (a new concept has to assert itself) or psychological reasons
(it is counterintuitive). This is the proximate level of explanation.

But there is more. Why do we have these illusions in the first place? Why don’t
they just disappear as soon as the “truth” is known? This is the ultimate level of
explanation—the evolutionary reason for their existence. We hold them, because
they are beneficial for us, intuitively obvious, and they are the “default” option.
We are dualists, naïve realists, pre-Newtonians, and believe in free will because
these are simple, hence cognitively undemanding models of the world and almost
always right. They don’t disappear, because the consequences of giving them up are
negative in several respects:

Self-perception has to be harmonious and without inner contradictions.
Personality disorders such as schizophrenia attest to this claim. Accordingly, there
are a host of mechanisms (biases) to ensure a “whole” personality (e.g., hindsight
bias, confirmation bias, attributional biases; see Taylor 1989/1995; Gilovich 1991;
Plous 1993). A “whole” personality is not only healthy, but constitutes also a pre-
condition for successful long-term plans (goals are not switched every few days,
months, years), for efficiency (plans can be based on other plans), and for the ability
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to stay capable of acting. If the perception of oneself is unbalanced and without self-
efficacy (Bandura and Schunk 1981; Schwarzer 1999), negative consequences such
as listlessness, equating to missing out important opportunities or chances, are sure
to follow. Contributing to such a harmonious self-perception is, for example, the
illusion of leading a meaningful life. Consider the opposite: A life perceived to be
absolutely meaningless may lead—in extreme cases—to spiritlessness, depression,
and even suicide. Compared to people believing this illusion this would be a serious
disadvantage in a biological sense. Therefore, these illusions may serve the purpose
of staying active, maintaining the capability to act, and avoiding contradictions in
action plans throughout life.

Another positive effect of some illusions (2, 3, 4, 6) is to maintain autonomy and
being in control. The evolutionary function seems clear enough: This serves as a
guard against alien manipulations. It also allows one to keep on achieving one’s own
goals in a biological sense. To fend off exploitation is one of the most basic require-
ments of organisms in nature. In this line of reasoning, self-determination (in all
creatures, and in sophisticated mechanisms in humans, too) is a general mechanism
to avoid alien manipulations.

A third aspect besides the psychological implementation of evolutionary adapta-
tions is worth noting. The mechanisms are within constraints of our past, including
blueprint and ecological niche. Cognitive patterns and strategies provide the tracks
for cultural and religious decisions. For example, the Christian creation myth is the
effect of an agency-based cognitive pattern, not the cause of similar cultural figures
of thought.

To conclude: these arguments suggest that the illusions are here to stay. There is
a long road ahead before naturalization of our perception of ourselves and the world
can be successful and generally accepted. But as shown in this chapter, there are
downsides to these illusions, mostly in scientific respects. So the intuitive resistance
mentioned should be strictly kept out of scientific debates about these questions—
which I have tried to demonstrate has been nearly impossible up to now. It distorts
our scientific view of what is really the case despite the apparent filters of our cogni-
tive and emotional apparatus. Hopefully, eventually, humankind will be completely
disillusioned.
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