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Preface

This CCIS volume constitutes the proceedings of the First International Conference on 
Computational Systems Biology and Bioinformatics (CSBio 2010), held in Bangkok, 
Thailand, November 3–5, 2010. CSBio 2010 was a follow up to the successful Special 
Session on Computational Advances in Bioinformatics (CAB 2009) in the 16th

International Conference on Neural Information Processing (ICONIP 2009). CSBio 
will provide an annual forum for international researchers to exchange the latest ideas 
on advances in the interdisciplinary fields of computational systems biology and 
bioinformatics. CSBio is proposed to be hosted alternately by King Mongkut’s 
University of Technology Thonburi (KMUTT), Thailand, and Nanyang Technological 
University (NTU), Singapore. The School of Information Technology (SIT) at 
KMUTT was the proud host of CSBio 2010. This inaugural conference was launched 
to coincide with the 15th anniversary of SIT and the 50th anniversary of KMUTT.  

CSBio 2010 accepted 19 regular session papers from a total of 48 submissions 
received on the EasyChair conference system. The authors of the submitted papers 
covered 16 countries worldwide and there were over 60 authors in the conference 
proceedings. The technical sessions were divided into five topical categories. 
Technical highlights included a keynote speech by Michael Brudno (Canada Research 
Chair in Computational Biology) and plenary talks by Nikhil R. Pal, Sung-Bae Cho, 
Yaochu Jin, and David W. Ussery. In addition, three tutorials by Kwoh Chee Keong, 
Stijn Meganck and Philip Shaw were included with CSBio 2010 registration. 
Furthermore, the 4th International Conference on Advances in Information 
Technology (IAIT 2010) was collocated with CSBio 2010. 

We are indebted to the members of the CSBio 2010 International Advisory Board 
for their advice and assistance in the organization and promotion of the conference. 
We are thankful to the Program Committee and additional reviewers for their 
dedication and support in providing rigorous and timely reviews. Each paper was 
reviewed by at least three referees and even more reviews were provided in most of 
the cases. 

A special thanks to the Publication Chair, Olarn Rojanapornpun, who worked 
tirelessly to produce the final proceedings. The organizing committee members would 
like to express our sincere appreciation to the devoted behind-the-scenes work by 
Paweena Mongkolpongsiri, Thanyapat Natwaratit, and Kanittha Charoensuk. Last but 
not least, the organizers gratefully acknowledge the contributions and support from all 
speakers and authors, as well as all other participants and contributors, in enabling 
this inaugural CSBio conference to have been a success. 

November 2010   Jonathan H. Chan 
Yew-Soon Ong  
Sung-Bae Cho 
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A Formal Model for Gene Regulatory Networks
with Time Delays

Jean-Paul Comet1, Jonathan Fromentin2, Gilles Bernot1, and Olivier Roux3

1 Laboratoire I3S, UMR 6070 UNS-CNRS, Université de Nice
2000, route des Lucioles, B.P. 121, 06903 Sophia Antipolis CEDEX, France

{bernot,comet}@unice.fr
2 Labri, Université de Bordeaux, 33 Talence, France

jonathan.fromentin@labri.fr
3 IRCCyN UMR 6597, CNRS & École Centrale de Nantes

1, rue de la Noë - BP 92 101 - 44321 Nantes CEDEX 03, France
olivier.roux@irccyn.ec-nantes.fr

Abstract. We introduce a hybrid modelling framework for gene regu-
latory networks as an extension of the René Thomas’ discrete modelling
framework. We handle temporal aspects through delays expressing the
time mandatory to pass from a qualitative state to another one. It per-
mits one to build, from a specification expressed in terms of paths, the
constraints on the temporal parameters in order to assure the consistency
between the hybrid model and the specification.

We illustrate this modelling framework on the simple system of mucus
production in the bacterium Pseudomonas aeruginosa. We show through
this example how to build the constraints on the delays parameters for
the specification of a cycle in the dynamics.

1 Introduction

Modelling gene regulatory networks aims at deep understanding of their be-
haviours and thus at some non-obvious predictions [1,2,3,4]. Unfortunately, while
available data on the interaction graph between genes are more and more nu-
merous, the kinetic data allowing us to identify the sensible parameters are
difficult to obtain experimentally. This parameter identification problem consti-
tutes the cornerstone of the modelling activities. Whereas the quantitive models
(differential equations, stochastic models) need a good precision on the avail-
able information about the dynamics of the system, qualitative models which
focus only on the qualitative features of the dynamics, make easier the parame-
ter identification problem. This comment motivates the development of different
methods for which this identification problem is tractable [5,6,7]. For example
René Thomas’ discrete modelling [8] of gene regulatory networks (GRN) is a
well-known approach to study the dynamics resulting from a set of interacting
genes. It deals with some discrete parameters that reflect the possible targets
of trajectories. Those parameters are a priori unknown, but they can generally

J.H. Chan, Y.-S. Ong, and S.-B. Cho (Eds.): CSBio 2010, CCIS 115, pp. 1–13, 2010.
© Springer-Verlag Berlin Heidelberg 2010



2 J.-P. Comet et al.

be deduced from a well-chosen set of biologically observed trajectories. More-
over there exists a strong correspondence between modelling by piecewise linear
differential equations and such boolean or discrete modellings [9].

Unfortunately this framework neglects the time delay necessary for a gene to
pass from one level of expression to another one, whereas information on the
time necessary for the system to go from one state to another one is often ex-
perimentally available. For example, time spent by the system to cover a whole
turn of a periodic trajectory (e.g. circadian cycle) is often well known. Such kind
of information is not used to face up the parameter identification problem in
the “standard” Thomas’ framework without delays. This remark motivated sev-
eral researchers to develop mathematical frameworks [10] or formal frameworks
[11,12,13,14,15] where time is explicit. The effect of time delays on the robustness
of differential systems becomes also an interesting research perspective [16].

In this article, we propose a new modelling framework which extends the dis-
crete modelling framework of René Thomas by introducing temporal aspects.
This modelling framework inherits from the pure qualitative modelling frame-
work the computer aided methods for determination of suitable parameter val-
ues, but it introduces a continuous notion of time through the handling of delays.
Thus, we propose a hybrid modelling framework where discrete and (temporal)
continuous dynamics are mixed. Naturally, these delays are coded by new pa-
rameters, i.e. delays mandatory for a gene to go from a discrete abstract level to
another one, which are not deductible from previous qualitative models. When
this framework is viewed as an abstraction of piecewise linear differential equa-
tions, as discrete modelling is, some constraints on the delays of the hybrid model
can be built to ensure the consistency between the hybrid model and the un-
derlying system of piecewise linear differential equations. In particular, delays
of the hybrid models have to satisfy some constraints which can be deduced
from the piecewise linear differential equation systems. Nevertheless, kinetic pa-
rameters of the PLDE system are generally unknown and the key point of the
modelling process lies in identification of these kinetic parameters. Adding de-
lays, the identification problem is more difficult because of the increased number
of parameters. Nonetheless much temporal data is available from experiments
and because hybrid modelling frameworks preserve powerful computer-aided rea-
soning capabilities, computer is able to reject a large class of parameter values.
To illustrate our hybrid modelling framework, we use as running example, an ex-
tremely simplified model, representing the production of mucus of the bacterium
Pseudomonas aeruginosa [17,18]. P. aeruginosa is an opportunistic pathogen,
often encountered in chronic lung diseases such as cystic fibrosis. The main reg-
ulator for the mucus production, AlgU, supervises an operon which is made of 4
genes among which one codes for a protein that is an inhibitor of AlgU. More-
over AlgU favours its own synthesis. The mucus production regulatory network
can then be simplified into a regulatory graph with two nodes: x represents
AlgU, and y its inhibitor [17]. x regulates positively y and also regulates itself,
whereas y regulates negatively x. From a biological point of view, it is crucial to
determine if the change of behaviours (passing from a state where mucus is not
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produced to another one where it is) is mostly due to change of the regulations
(mutation) or mostly due to a change of state. We show in this article that it
is possible to construct a hybrid model in which the behaviour which does not
produce mucus is represented by a limit cycle.

The paper is organized as follows. We first recall in section 2 the principles of
the modelling by a system of piecewise linear differential equations and of the
discrete modelling of René Thomas. Section 3 is devoted to the definition of the
considered hybrid models. In section 4, we sketch how to build a set of constraints
on the delays parameters in order to get a hybrid model whose dynamics present
a particular path. Finally section 5 is devoted to concluding remarks.

2 Continuous and Discrete Models

PLDE modelling. Modelling a gene regulatory network with a system of piece-
wise linear differential equations [19], PLDE for short, makes mandatory the
knowledge of regulations. In particular, for each regulation, which can involve
several regulators, one has to define under which real concentration conditions
this regulation is effective. As usual, because regulations are often considered
as sigmoidal, we consider only the piecewise differential system, which is built
as an approximation of the differential system by replacing sigmoids by steps

functions: s+
θ (x) =

{
1, x > θ

0, x < θ
and s−θ (x) = 1 − s+

θ (x) where θ ∈ R
+ is the

threshold of the sigmoid.

Definition 1 (PLDE). Let us consider a finite set of positive real variables
X = {x1, x2, . . . , xn} and let us denote x the vector (x1, x2, . . . , xn). A system
of piecewise linear differential equations (PLDE) on X is defined by:

ẋi = gi(x) − γixi with 0 ≤ xi and 1 ≤ i ≤ n

where γi is the degradation rate of variable xi and each gi is a function rep-
resenting the synthesis rate of variable xi which is supposed to be additive (the
synthesis rate is the sum of all effective regulations):

gi(x) = ki +
∑

j∈R(i)

kijrij(x) (1)

where

– ki ∈ R
+ and kij ∈ R

+∗ are kinetic parameters,
– The regulation functions rij are some combinations of step functions:

< r >::= s+
θ |s−θ |1− < r > | < r > × < r >

– R(i) is the set of possible indices such that rij is a regulation function on i.

The dynamics of a PLDE system is intrinsically related to kinetic parameters.
In the rest of the paper, kinetic parameters are indexed by a set of resources.
Intuitively, the set of resources at a given continuous state is the set of the
regulations which are effective at this continuous state.
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Definition 2 (Resources). The set of resources of variable xi at continuous
state x, denoted Ωi(x), is the finite set Ωi(x) = {j | rij(x) = 1}.
Because of the finite number of possible sets of resources, the concentration space
of each variable xi can be partitioned in equivalence classes defined by the same
set of resources of variable xi: x1

i and x2
i are in the same equivalence class iff

Ωi(x1
i ) = Ωi(x2

i ). These equivalence classes split the concentration space of xi

into open intervals which can be classicaly numbered by 0, 1... : 0 is the name
of the first interval, 1 denotes the second interval and so on.

We extend this equivalence relation to the concentration space of n dimen-
sions. The principle of the partition is simple: we gather in the same domain
all the continuous states for which each concentration coordinate is in the same
interval. Because of the form of the regulation functions, all domains (i.e. equiv-
alence classes) are hyper-rectangular zones. Moreover, since all the continuous
states of the same domain are identically situated with regard to the thresholds,
they all have the same set of resources: ∀x ∈ d, Ωi(x) =constant. So we can
define the set of resources of a domain:

Definition 3 (Resources of a domain). The set of resources of variable xi

in domain d, denoted ωi(d) is the set of resources (see Def. 2) of variable xi at
any point x of d: ωi(d) = {j | ∀x ∈ d, rij(x) = 1}.
Finally, to simulate a PLDE system, values of kinetic parameters (ki and kij

in eq. (1)) have to be given. Unfortunately, these parameters are not easy to
evaluate in vivo, and values obtained in vitro are not necessarily transposable
for the system in vivo. Valuating parameters thus becomes the cornerstone of
the modelling process.

Discrete modelling. To overcome these difficulties of parameters valuation, René
Thomas first introduced a boolean framework [7] then a discrete formalism [8]
which have been proven to be consistent with the PLDE modelling framework [9].
In this section, we sketch this qualitative framework which mimics qualitativelly
the continuous framework.

From a qualitative point of view, at a particular point of the concentration
space, the dynamics is controlled only by the set of the regulations which are
resources. Actually René Thomas did not propose such a rich way to describe
the regulations but this discrete modelling framework can be easely extended.
Let us first notice, that the regulations do not change inside a same domain
class, that is, the differential equation system is linear in each hyper-rectangular
zone which define the domains. Then the solutions in each zone are analytically
deducible and converge towards a unique focal point. Then

– with each domain is associated a qualitative state,
– the coordinate i of the focal point associated to the domain d is given by

((ki +
∑

j∈R(i) kijrij(x))/λi)i∈V for any x ∈ d,
– because of the monotonicity of the solutions of the differential equations,

trajectories starting in the domain d go towards the associated focal point
until they reach the boundary of d.
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– From a qualitative point of view, only the position of the focal point is
important. Then, for the domain d we call Ki,ωi(d) the number of the interval
in which stays the coordinate i of the focal point which depends only on the
set of resources ωi(d) of variable xi in domain d.

This idea leads to the definition of the discrete transition system.

Definition 4 (Transition system). The discrete dynamics of a gene regula-
tory network with n variables is given by the transition system defined by:

– the set of vertices is the set of equivalence classes of the concentration space,
called a discrete states; each equivalence class is represented by a vector of
integer d = (di)i∈[1,n] where di is the number of the interval in which stays
the coordinate i of a particular point of the equivalence class,

– There exists a transition from the discrete state d to the discrete state d′ if

• ∃i ∈ [1, n] such that
{

d′i = di + 1 and Ki,ωi(d) > di

d′i = di − 1 and Ki,ωi(d) < di

• ∀j �= i, d′j = dj.

A strategy for determining discrete parameters. Let us observe that the number
of different parameters in the discrete modelling framework is finite and that
each parameter can take a finite number of values. Thus, by enumaration, all
the possible models can be simulated in order to keep only the valuations of pa-
rameters leading to a transition system which is consistent with all the available
specifications on the behaviour of the biological system. Generally, known be-
havioural properties can be expressed by a particular qualitative observation of
the following class: the saturation of the cell in a particular gene product (resp.
the knock-out of a gene) leads to a state where an other specific gene product is
present or absent.

This computer aided modelling approach has already been implemented
using classical model-checking techniques [18] or symbolic model-checking tech-
niques [20], and then using constraint programming techniques [21]. The observa-
tion data are transcripted into temporal logic formulas, a formal representation
of a knowledge about the traces of a system which can be handled by com-
puters. In [18], for each possible valuation, the transition system is computed
and a procedure of model-checking is performed. This allows one to retain only
the valuations that lead to a transition system satisfying the formula. This ap-
proach, requiring enumeration of all parameter valuations, has been rephrased
for a temporal logic so that a single pass of model-checking gives a symbolic
representation of all the models validating the temporal property [20]. The ap-
proaches adopted in [21,22,23] use constraints programming. The temporal logic
formula is translated into constraints on the discrete parameters of the model.
These constraints also symbolically represent all the parameter valuations that
lead to transition systems satisfying the formula.
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3 Hybrid Modelling

Because real time is ignored in the complete discrete modelling framework, some
qualitative behaviours are not distinguishable. For example, an inward spiral is
abstracted by the same discrete model than a outward spiral. This remark moti-
vated us to introduce a modelling framework that combines the discrete modelling
frameworkwith temporal delayswhile preserving consistencywith PLDE systems.
Syntactical features of hybrid models. We associate with each domain a temporal
zone which measures the time elapsed in the domain. This zone is represented as
a n-dimensional hypercube (where n is the number of variables in the system)
whose edges have various lengths. Intuitively, the length of the hypercube in
the i-axis represents the mandatory delay for the system to entirely cross the
associated domain (in concentration) along the i-axis.

Definition 5 (State graph with delays (sgd)). Let G = (gi(xi))xi∈X be the
regulation schema, which defines the synthesis rate of each variable according
to the effectiveness of each regulation (see equation 1). A State Graph with
Delays ( sgd for short) associated with the regulation schema G is a 4-tuple
N = (X, L, K, D) where:

– X = {x1, . . . , xn} is the set of variables,
– L = {(li(xi))xi∈X} is the finite set of domains deduced from G by the equiv-

alence relation on the concentration space; for each x ∈ X, we define the
integer bx as the number of different thresholds describing the different ac-
tions of x on its targets,

– K = {Kx,ω}x∈X,ω⊂R(x) is a family of integers such that Kx,ω ∈ [0, bx] for
any variable x and for any set ω of regulations on x.

– D = D+ ∪ D− is a family of positive real numbers such that:
• D+ = {δ+

x,i,ω}x∈X,i∈[0,bx],ω⊂R(x),i≤Kx,ω
with δ+

x,i,ω ∈ R
+ ([0, bx] being an

interval of integers).
• D− = {δ−x,i,ω}x∈X,i∈[0,bx],ω⊂R(x),i≥Kx,ω

with δ−x,i,ω ∈ R
+ ([0, bx] being an

interval of integers).
The subfamily D+ is called the set of production delays of N and the sub-
family D− is called the set of degradation delays of N .

Intuitively, for a given domain d, the temporal zone is defined by the product of
intervals:

∏
x∈X [0, δ+

x,l(x),ωx(d) + δ−x,l(x),ωx(d)]

Running example. Let us now consider the sgd P = (X, L, K, D) modelling the
system of mucus production of Pseudomonas Aeruginosa, defined by:

– X = {x, y},
– L = {(0, 0), (1, 0), (0, 1), (1, 1), (2, 0), (2, 1)},
– K = {Kx,∅=0, Kx,{x}=2, Kx,{y}=2, Kx,{x,y}=2, Ky,∅=0, Ky,{x}=1}
– D = D+ ∪ D− where

• D+ = {δ+
x,2,{x}, δ

+
x,2,{x,y}, δ

+
x,1,{y}, δ

+
x,0,{y}, δ

+
y,1,{x}, δ

+
y,0,{x}} and

• D− = {δ−x,2,{x}, δ
−
x,2,{x,y}, δ

−
x,1,∅, δ

−
x,0,∅, δ

−
y,1,∅, δ

−
y,0,∅, δ

−
y,1,{x}}.

This state graph with delays is represented in Figure 1.
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Fig. 1. State graph with delays modelling the system of the mucus production by
Pseudomonas aeruginosa. Only non-zero delays are drawn.

Semantics of hybrid models: the dynamics. Let us observe that to specify a
particular state of a sgd, one needs a couple of values: the first value is a domain,
and the second is a point in the associated temporal zone. More formally, for a
given sgd N = (X, L, K, D), a state of N is a couple η = (l, τ) where:

– l : X → N is a domain of N (i.e. l ∈ L).
– τ : X → R

+ is a total function s.t. ∀v ∈ X, τ(v) ≤ δ+
v,l(v),ωv(l) + δ−v,l(v),ωv(l)

The real number τ(v) is called the delay residue of v at the level l(v).

As we already mentioned, temporal zones allow one to measure the time elapsed
in a domain. Intuitivelly, the evolution in the model is twofold:

– inside a domain, the point in the temporal zone evolves in a linear way, it
measures the time spent in a domain along a given evolution direction.

– to pass from a domain l to another one, it is mandatory that the point in
the temporal zone reaches a border. If the point reaches the face for which
the delay residue τ(v) is null (resp. equal to δ+

v,l(v),ωv(l) + δ−v,l(v),ωv(l)), the
system leaves the previous domain and enters into the new domain where
the concentration level l(v) is decremented (resp. incremented). The face of
the temporal zone that is reached defines the new (accessible) domain.

To go further in the formalization of these ideas, we introduce two kinds of
delays. The first one is the mandatory time for a variable to allow the system
to move from a domain to another one: it is the moving delay, see figure 2.
Unfortunatelly, this definition is not sufficient to determine if the reached face
allows the exit from the domain. Thus, the cross delay is introduced.

Definition 6 (moving & cross delays). Let η = (l, τ) be a state of a sgd N ,

– the moving delay of a variable v is given by the function μη : X → R
+∪{∞}

defined by μη(v) =
{∞ if Kv,ωv(l) = l(v)
|δ+

v,l(v),ωv(l) − τ(v)| if Kv,ωv(l) �= l(v) .
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(a) (b) (c) (d)

η

τ(x) μη(x)

δ+
x,l(x),ωl(x)

η′

τ(x)′ μη(x)′

η

δ−
x,l(x),ωl(x)

η′

τ(x)′ = μη(x)′

τ(x) = μη(x)

δ−
x,l(x),ωl(x)

η′

τ(x)′

τ(x)

η

d
om

ai
n

l
d
om

ai
n

l+

η
η

τ(y) =
μη(y)

τ(y) =
μη(y)

δ+
x,l(x),ωl(x)

Fig. 2. Moving and cross delays. (a) When l(x) < Kx,ωl(x) the moving delay is
δ+

x,l(x),ωl(x)−τ (x) in the x-direction (horizontal). (b) When l(x) > Kx,ωl(x) the moving
delay is τ (x) in the x-direction (horizontal). (c) When l(x) = Kx,ωl(x), x cannot be
responsible for the exit from the domain. Thus the moving delay is μη(x) = ∞. (d)
Illustration of cross delays when μη(y) �= ∞ and μ̄η(y) = ∞ (y-axis is the vertical one).

– the cross delay of a variable v is given by the function μ̄η : X → R
+ ∪ {∞}

defined by:
• If (Kv,ωv(l) < l(v) and Kv,ωv(l−) > l(v) − 1) or

(Kv,ωv(l) > l(v) and Kv,ωv(l+) < l(v) + 1) then μ̄η(v) = ∞,
• else μ̄η(v) = μη(v).

where domains l+ and l− are such that ∀u �= v, l+(u) = l−(u) = l(u) and
l+(v) − 1 = l−(v) + 1 = l(v).

The moving delay of variable v is simply the time necessary for this variable
to allow the system to exit from the current domain. If variable v is not able to
reach the boundary of the temporal zone, the moving delay of variable v is ∞,
see Fig. 2-(c). When μ(v) �= ∞, the cross delay of variable v can nevertheless
be equal to ∞ when v is attracted outside the current domain, but cannot
exit in that direction since, beyond the limit of the domain, this variable is
immediately attracted again inside the domain. This stands for the notion of
sliding modes [19]. Illustration of such a situation is given in Fig. 2-(d).

The temporal evolutions from a state within the temporal zone are linear:
directions of these evolutions are given by the following definition.

Definition 7 (Discrete partial derivative). Given a domain l of a sgd N ,
for any state η = (l, τ) and for any variable v, the discrete partial derivative of
N at l with respect to v, κl(v), is defined by:

– if l(v) < Kv,ωl(v) and μ̄η(v) �= ∞ then κl(v) = 1
– if μ̄η(v) = ∞ then κl(v) = 0
– if l(v) > Kv,ωl(v) and μ̄η(v) �= ∞ then κl(v) = −1
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We can now define the successor states of a state (see Fig 3) using the function
sign: sign(x) = 1 if x > 0, sign(x) = −1 if x < 0 and sign(x) = 0 if x = 0.

Definition 8 (Successor). A state η′ = (l′, τ ′) of a sgd N is a successor state
of the state η = (l, τ) if there exists a variable x ∈ X such that:

1. ∀y ∈ X, μ̄η(x) ≤ μ̄η(y),
2. l′(x) = l(x) + κl(x),
3. ∀y ∈ X, y �= x ⇒ l′(y) = l(y),
4. κl(x) = 1 ⇒ τ ′(x) = 0,
5. κl(x) = −1 ⇒ τ ′(x) = δ+

x,l′(x),ωx(l′) + δ−x,l′(x),ωx(l′),
6. ∀y ∈ X such that y �= x and κl(y) �= 0,

κl(x) �=0⇒τ ′(y)=

(
τ(y)+sign(δ+

y,l(y),ωy (l)−τ(y))×μη(x)

)
×
(

δ+
y,l′(y),ωy (l′)+δ−

y,l′(y),ωy (l′)

)
δ+

y,l(y),ωy (l)+δ−
y,l(y),ωy (l)

,

7. ∀y ∈ X such that y �= x and κl(y) = 0,

κl(x) 
=0⇒τ ′(y)=

(
τ(y)+sign(δ+

y,l(y),ωy (l)−τ(y))×min(μη(x),μη (y))
)
×
(

δ
+
y,l′(y),ωy (l′)+δ

−
y,l′(y),ωy(l′)

)

δ
+
y,l(y),ωy (l)+δ

−
y,l(y),ωy (l)

,

8. κl(x) = 0 ⇒
(
∀y ∈ X, τ ′(y) = δ+

y,l(y),ωy(l)

)
.

If κl(x) �= 0, then the transition time from η to η′ is ζ(η, η′) = μη(x). If κl(x) =
0, then ζ(η, η′) is equal to minv∈X(μη(v)).

Note that in item 6 of the previous definition, the computation of new delay
residue for variable y depends on the sign of (δ+

y,l(y),ωl(y) − τ(y)). Indeed, if
δ+
y,l(y),ωl(y) < τ(y) (resp. δ+

y,l(y),ωl(y) > τ(y)), the coordinate τ(y) decreases (resp.
increases) towards δ+

y,l(y),ωl(y).
The previous definition covers both of the following cases.

1. Let us first focus on the case where a domain contains its focal point (see
Fig. 3-b). Temporal trajectories do not go out of this domain: all the cross
delays are equal to ∞, and each discrete partial derivative is null. Thus, we
can take for x any element of X (see item 1). Items 2 and 3 imply that l′ = l.
Finally item 8 gives the temporal coordinates of the focal point. Transition
time is then the time necessary for each variable y to reach the coordinate
fy of the focal point.

2. We now focus on a domain which does not contain its focal point (see Fig. 3-a).
Each temporal trajectory goes out of this domain passing a threshold on one
v-axis. This variable v is the one which has the smallest not-infinite cross delay
(see item 1). Items 2 and 3 imply that l′ differs from l on only one coordi-
nate. Items 4 and 5 reset residue delay associated with v whereas items 6 and 7
compute the new residue delays associated with the other variables (these ex-
pressions come from the homothetic transformation). The transition time is
then the time to reach the face of the temporal zone, that is the moving delay.

Definition 9 (State space). The state space of a rnd N is the (infinite)
directed “graph” SN the vertices of which are the states of N and the edges
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δ+
u,ω

δ− v
,ω

δ−u,ω

δ+ v
,ω

′

δ+
u,l(u),ωl(u)

+ δ+
u,l(u),ωl(u)

τ ′(u)

with l′(v) = l(v) + κη(v)

successor state η′

state η where v is the
modified variable

δ+
u,l′(u),ω′

l
(u)

+ δ+
u,l′(u),ω′

l
(u)

τ(u) + μη(v)

Fig. 3. Illustration of Definition 8. (a) the domain contains its focal point and all the
cross delays are infinite. (b) the domain does not contain its focal point.

of which are the couples (η, η′) such that η′ is a successor of η. Given a path
p = η0η2 · · · ηn, the crossing time of p is defined as τ(p) =

∑n
i=1 τ(ηi−1, ηi).

Transitions between domains are the transitions of the discrete dynamics in the
formalism of René Thomas.

4 Construction of the Delays Constraints

The parameter values of the hybrid model can be straightforwardly deduced from
a PLDE system with known parameters. For the discrete part, the parameters cor-
respond to the position of the steady states of the linear differential system of the
considered domain, whereas the parameters of family D correspond to the time
mandatory for the differential system to cross the domain. Let us just mention that
when the v-coordinate of the focal point f of the domain l is inside l(v) then, nei-
ther the production delay nor the degradation delay is null: δ+

v,k,ω(l) (resp. δ−v,k,ω(l))
measures the duration between the time when a trajectory gets into the domain by
the face having the smaller (resp. the bigger) v-concentration value and the time
when the coordinate v of the focal point f is reached. Whereas from the point of
view of PLDE, this time is infinite, for the hybrid model this time is not infinite.

But in general, when modelling a biological regulatory network, we have only
a partial knowledge about the form of the regulatory functions (rij). Specifically,
kinetic parameters of the PLDE system are unknown and the key point of the
modelling process thus lies in identification of these kinetic parameters. Para-
graph about strategies for determining discrete parameters of section 2 sketches,
in the context of purely discrete modelling, a computer aided method for helping
in this task. In our context of hybrid modelling, even if the qualitative parameters
(Kx,ω) are assumed to be known (or deduced from a computer aided approach),
it remains to determine which values of the time delays are actually consistent
with known properties of the studied system.
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Once again, we start from some knowledge about the dynamics of the studied
biological system. This knowledge often comes from experimental observations
which are expressed as paths in the discrete transition system. These paths
constitute the specifications since it determines the set of models which have
to be considered. This section sketches how these specifications build up the
models, and more accurately a system of parameter constraints.

The principle of the construction of these constraints relies on the enumeration
of constraints due to paths of length 2: μ0 → μ1 → μ2. For a longer path, the
constraint is the conjunction of constraints due to each sub-path of length 2.

For sake of readability, we describe here only one situation among twelve1. Let
us consider the path μ0 → μ1 → μ2 where the first (resp. second) transition is
due to a qualitative increasing of variable i0 (resp. i1). Let us suppose moreover
that the vector (ci)i∈V represents the delays residue when entering into μ1 and
that there exists in μ1 a variable i′1 which can also increase. In order to allow
the global path μ0 → μ1 → μ2, the following relation has to be satisfied:

(d+
i1

(μ1) − ci1) < (d+
i′1

(μ1) − ci′1)

Processing discrete cycle. The discrete cycles can abstract several different be-
haviours: fully cyclic temporal trajectories, convergent spirals, divergent spirals,
limit cycle, etc. Thus, it is interesting to know more precisely their behaviours
in the hybrid modelling. For example, it can be proved that the discrete cy-
cle of Pseudomonas aeruginosa – (0, 0) → (1, 0) → (1, 1) → (0, 1) → (0, 0) –
can abstract different kinds of qualitative behaviours of hybrid models. In other
words, from the same purely discrete model with a discrete cycle, it is possible
to construct a hybrid model which presents either: (1) a set of convergent spirals
or (2) a set of cyclic temporal trajectories which constitute a torus and that we
call fully cyclic temporal trajectories or (3) a set of divergent spirals or (4) a
limit cycle, that is, a torus of volume null (see Fig. 4).

Fig. 4. A particular hybrid dynamics with a limit cycle (in thick black line) modelling
the system of the mucus production by Pseudomonas aeruginosa

1 The other cases are addressed in a similar enough way and the proof can be sent
upon request.
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5 Conclusion

We developed a new hybrid modelling framework for gene regulatory networks
which extends the discrete modelling framework of René Thomas by introduc-
ing temporal features through delays handling. These delays express the time
mandatory to pass from a qualitative state to another.

On the one hand, this modelling framework inherits from the differential mod-
elling framework, since it is possible to build an hybrid model consistent with
the underlying system of piecewise linear differential equations (PLDE). On the
other hand, this modelling framework inherits also from the pure qualitative
modelling framework, the computer aided methods for determination of suitable
parameter values, but it introduces a continuous notion of time through delays
handling. When kinetic parameters are not available, it is possible to build some
constraints on the new delays parameters in order to get a model satisfying a
specification expressed in terms of paths. Finally, adding information about de-
lays in the qualitative framework allows one to distinguish qualitatively different
behaviours which are abstracted into a common purely discrete model.

With such hybrid frameworks, systems biology should take advantage of the
whole corpus of formal methods from computer science which opens a large
horizon of research perspectives. It will be necessary to develop for example al-
gorithms that compute the set of parameter valuations that are compatible with
reachability properties. Indeed, hybrid modellings are not the ultimate aim, they
are only a guideline for predictions that suggest biological experiments, whose
success will be in fine the discriminent criterion. In such a perspective, hybrid ap-
proaches could constitute a trade-off between expressiveness and computational
tractability.
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Abstract. Fimbriae are structures in Escherichia coli, the expression of
which is controlled by the fim operon. Understanding this expression is
important because the fimbriae are important virulence factors.

This expression can be studied using targeted mutations to the DNA,
which can be used to disable binding or transcription of a protein. How-
ever, this can be problematic as only the net effect is observed. Turning
off expression of a protein may enhance fim expression, but deactivating
this protein may also repress another protein that functions as an acti-
vator of fim expression. The net result may be that fim expression goes
down, so it would seem at first glance that the disabled protein was an
activator of fim expression and not a repressor.

In order to understand this complex network of interactions, an agent
based model of fim expression has been created. The subject of this
paper is to introduce this model and to use it to disambiguate between
a number of hypotheses about this system. Parameters such as binding
probability will be optimised using a genetic algorithm. The final model
and parameters show a good match to experimental data.

1 Introduction

Fimbriae are hair-like attachments that Escherichia coli (E.coli) bacteria use
to attach themselves to host cells and subsequently enter them. Because of the
bacteria’s ability to penetrate cells, E.coli bacteria infections are very hard to
treat and so it is imperative we learn more about the way the fimbriae are
regulated.

The main method of investigating the processes within a bacterial cell is by
making focused mutations of the DNA. By directed disabling of the production
of protein, or by changing binding sites within the DNA new information on
protein expression can be gained. However, a mutation can have further effects
within the cell then just the process focussed upon. therefore an effect attributed
to a DNA fragment or protein can in fact be a different mechanism.

One can try using a computer model to simulate the process, but for this one
needs parameters to feed the model, such as binding affinities etc. The aim of this
paper is to model this process using the experimental data currently available,
i.e. data on replacement mutations.
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A key regulator of fim expression is the protein FimB. The regulation of FimB
expression is not well understood at present. One theory is that H-NS (Histone-like
nucleoid-structuring) protein [1] represses fimB expression and that SlyA—a pro-
tein first discovered in Salmonella—antagonises H-NS and reduces fimB repres-
sion [2]. Experimental data [3] concerning these interactions has been produced
via replacement mutations, where the binding sites that control this expression are
deleted and the consequent behaviour of the system observed. This information
will form the core data input for tuning parameters in our model.

2 Previous Work

Previous attempts have been made at modelling aspects of E.coli, for exam-
ple by means of differential equations, either focused on the individual cell and
the processes within [4,5], or on the entire population [6]. Using differential
equations on the whole population can be a good method for predicting global
properties such as cell growth, but since biological systems are inherently not
continuous, these models will ignore the stochastic nature of the system. For
this reason we can use stochastic agent-based models such as those of Karmakar
and Bose[7] and Ramsey et al. [8]. Karmakar and Bose describe a stochastic
model for transcription factor-regulated gene expression, however this is limited
to a broad conceptual model because the detailed parameters are not matched
to any experimental data. Ramsey et al. discuss a modelling environment for
stochastic and deterministic models and compare results for complex—but well
known—regulatory networks using both a deterministic and a stochastic ap-
proach. For this example data is available, but it is not clear what could be done
if the data were limited or not available. Parameters necessary for this are bind-
ing affinity/probability and extent of interaction between different bound pro-
teins. Usually, binding probability of a protein to the DNA is found by gel-shift
experiments [9].

A significant difficulty in understanding fim expression is that there is no
direct way of measuring binding affinity of the protein SlyA. Normally, when
doing these gel shifts at different concentrations of the protein clear bands appear
for the parts where the protein is bound to the DNA [10]. For unknown reasons
gel shifts with SlyA produce irregular banding. The only band with a consistent
location is that of the unassociated DNA. If gel shifts would produce consistent
results we could have used a similar method as Valeyev et al. [11] used in their
model for calcium-calmodulin interaction.

There are many hypotheses for how fim expression is regulated in E.coli [12,9].
A main regulatory process in the expression is controlled by a fragment of DNA
that can be expelled and reinserted in the opposite direction [13,14]. It can be
seen as a switch turning from OFF to ON and back [15,16]. It is also known that
the switch is regulated by the proteins FimB and FimE, where FimB is expected
to turn the switch from OFF to ON and FimE favours the OFF position [12].
The regulation of FimB is the main focus of this paper.
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3 Materials and Methods

Our work consists of two main parts, an agent-based model for the fim expression
and a parameter optimisation model using genetic algorithms.

3.1 Agent-Based Model

In this case the hypothesis tested will be the assumption that the protein H-NS
will act as a repressor for fimB expression and the protein SlyA will be acting
as an antagoniser of H-NS preventing it from binding to the DNA.

The main components of this system are the regulatory region for the fimB
gene and the proteins that bind to that region, which are SlyA and H-NS. These
proteins and the binding sites are represented by entities in the model, which
interact according to the description given in the remainder of this section.

Two SlyA binding sites have been identified, called OSA1 and OSA2—there
is also a possible third site called OSA3. The sites OSA1 and OSA3 overlap not
only with each other (by one base pair) but also with H-NS binding sites. This
is shown in Figure 1.

H-NS represses fimB expression and is antagonised by SlyA. FimB in turn
will switch the fim-switch (fimS ) ON which will start the translation of the fim
operon to form the actual fimbriae. While the switch is turned ON FimE will be
formed which will stimulate the switch to turn OFF.

Two sites for H-NS binding have been identified to repress fimB expression,
however in previous hypotheses it was believed that the experimental results
could be explained by only having one H-NS site (H-NS1). Therefore in Model
1 only H-NS1 is taken into consideration.

It is unknown how high the binding affinity is of SlyA to any of the three
possible binding sites or how strong the effect of SlyA is on the binding of H-
NS. Using an agent-based model with a genetic algorithm to supply the binding
affinities for the different binding sites and the effects of binding on the repression
will circumvent this problem.

A number of variants on the model have been hypothesised, with different
assumptions about the interaction between the binding sites. These are given in
Table 1. Figure 1a shows model 1 from Table 1, whereas the various interactions
in models 2-5 can be understood with reference to Figure 1b. Figure 1 also shows
the regions RM40, RM39 and RM42, which are the regions that are replaced by a
non-functional DNA fragment in the various replacement mutation experiments.

In total there are several parameters to optimise, subdivided into 5 sets. For
example, Model 1 has 15 parameters. The first 5 parameters describe the effects
of binding to the different sites OSA1, OSA2 and OSA3 has on H-NS. The second
group contains 4 parameters describing the binding probability of the two protein
to their respective binding sites. Two parameters describe at which concentration
of FimB or FimE the switch has a 50% probability to turn OFF-to-ON or ON-
to-OFF. There are three parameters describing the effects of the replacement
mutations on the binding of H-NS and the final parameter gives the effect of
repression of fimB expression by H-NS (See also Table 2 for a description).
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Fig. 1. (a) assumption 1 – Three SlyA binding sites, OSA1, OSA2 and OSA3 and the
overlap with the binding site for H-NS. (b) assumption 2 – Two SlyA binding sites,
OSA1 and OSA2 overlap each with an H-NS binding site. RM39, RM40 and RM42 are
replacement mutations targetted to replace respectively OSA1, OSA2 and OSA3. H-NS
can also be partially replaced by SlyA and the different SlyA sites (OSA1, OSA2 and
OSA3) can also act independent from each other where the effect on H-NS is reduced.

Table 1. Summary of differences in the 5 models

Model Summary

1 Assumption 1, where effect of SlyA on
H-NS is expected to be the same as the
Replacement mutation.

2 Assumption 2. H-NS effect on fimB ex-
pression is when bound always 100%

3 H-NS has a cumulative effect on
fimBexpression, but H-NS effect can
vary.

4 H-NS has an independent variable ef-
fect on fimB expression, but repression
is 100% when both sites are occupied.

5 H-NS only has a variable effect on fimB
expression, but only when both sites
are occupied.
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Table 2. Explanation of the different parameters

Sets Explanation

Set 1 Effect of binding of SlyA to OSA1,
OSA2 and OSA3

Set 2 Binding probability of SlyA and H-NS
to the different sites

Set 3 Concentration of either FimB or FimE
at which switching probability is 50%

Set 4 Effect of different replacement muta-
tions

Set 5 Repressing effect of H-NS binding on
fimB expression

In the simulation the population of E. coli bacteria start out as 50 afimbriate
cells, growing, dividing and dying for 1000 iterations, where the colony grows to
approximately 30,000 cells, consisting of a mixture of the fimbriate and afimbri-
ate types. At each iteration, each cell individually checks the amount of FimB
and FimE protein and based on that decides whether to switch the production
of fimbriae ON or OFF. FimE promotes the ON-to-OFF switch and is only
produced when the switch is turned ON. FimB production depends on the re-
pression by H-NS and production is independent of the switch, although FimB
promotes the switch OFF-to-ON. This reflects the best current knowledge about
the functioning of the biological system.

The calculation of the binding probabilities of SlyA and H-NS depends on
a number of parameters, that are described in Table 2. When H-NS binds it
has a maximum effect on the repression of FimB. The effect is reduced when
SlyA binds and the repression is reduced by as much as stated in parameter set
1. The binding probability of H-NS can be reduced or enhanced in the case of
replacement mutations by values stated in parameter set 5. When SlyA binds
to one of the sites it reduces the effect of H-NS inhibiting fimB expression by as
much as the the respective gene from parameter set 1.

3.2 Parameter Optimisation

The parameter optimisation model starts out with generating a population of
solutions for the parameters. In each generation the solutions are tested by run-
ning the agent-based model described above on each set of parameters in the
population and comparing with experimental data, from which a fitness measure
is calculated, which is stored in an output-file.

The experimental data used is concerned with replacement mutations ob-
tained from switching experiments as done by Gally et al. [17] and calculated
from β-galactosidase experiments [18] (the relation between β-galactosidase and
switching frequency as shown by El-Labany et al. [19]; data as used in the model
can be found in Figure 3F). These mutations include RM39, RM40 and RM42,
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where RM39 replaces OSA1, RM40 replaces OSA2 and RM42 replaces OSA3

(as illustrated in Figure 1). Notice that RM39 and RM42 have a direct effect on
the binding of H-NS. Two other mutations include ΔSlyA and ΔH-NS1.

The initial population of parameters is randomly created by sampling from
a uniform distribution within sensible ranges. The algorithm then iterates for
50 generations. In each generation, after they have been tested for their fitness,
the best solution is kept for the next generation and the rest of the solutions
are generated by means of crossover. The candidates for crossover are selected
by tournament selection, where from a random selection of four solutions the
two strongest are mixed [20,21]. The new parameter sets are then subjected to
random mutation, where one of the parameters is altered, to prevent ending in
a local optimum.

Fitness is measured by taking the least square error (LSE) for each model
compared with experimental results.

LSE =
∑

(Fi,exp − Fi,Model)2 (1)

Where i is the fimB expression for each of the different mutants.
For every test of a parameter list a new run of the model is created as described

in the previous section. Reaching an optimum in the parameter optimisation is
a good sign the hypothesis may be correct, however, the parameters produced
should be scrutinised by comparison with what is known from biology in order
to check that the hypothesis produced by the optimisation process is biologically
realistic.

4 Results

The LSE for the different models is shown in Table 5 and the change in LSE over
the generations is shown in Figure 2. The parameter optimisation shows that
most of the different assumptions lead to an optimum where the least square
error (LSE) is reduced 10-400 fold.

The plots of fimB expression for each mutant is plotted in Figure 3, where
Model 1 has a problem with modelling the SlyA mutant, but the other models
give a close resemblance with experimental data, also shown by having relatively
low error values.

A further test is to look at the different parameters collected from these dif-
ferent models. These are shown in Tables 3-4. No experimental data is available
to compare these. However we do know that H-NS binds much stronger to the
DNA then SlyA and also is known that replacement mutation RM40 makes site
H-NS2 closer to the consensus of an H-NS binding site, so may actually enhance
binding of H-NS. Replacement mutation RM39 and RM42 tend to make binding
of H-NS to site H-NS2 less likely.

1 In wild type background the absence of H-NS is tested and as with the other exper-
iments either with or without SlyA present.
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Fig. 2. Error values as a function of generation, samples at initial population, after 10
generations, 20 generations and finally after 50 generations. See A, B, C, D or E for
respectively Model 1, 2, 3, 4 or 5.
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Fig. 3. fimB expression for each model. See A, B, C, D or E for respectively Model 1,
2, 3, 4 or 5 and F for experimental values
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Table 3. Parameter sets 1 and 2. Parameter set 1 shows the effect of SlyA binding on
H-NS repression, and parameter set 2 shows binding probabilities.

Parameter Set 1 Parameter Set 2

Model OSA1 OSA2 OSA3 OSA1&2 OSA2&3 OSA1 OSA2 OSA3 H-NS1 H-NS2

1 29 40 23 53 9 9 58 9 99 -
2 5 15 - - - 31 22 - 100 94
3 27 1 - - - 9 43 - 100 94
4 13 3 - - - 15 33 - 100 94
5 2 12 - - - 4 21 - 92 98

Table 4. Parameter sets 3,4 and 5. Parameter set 3 shows the FimB and FimE con-
centrations in the cell at which the probability of switching ON or OFF the production
of fimbriae is 50%, parameter set 4 shows the effect of replacement mutation on the
ability of H-NS to repress fimB expression (where negative numbers mean that H-NS
binding is enhanced), and parameter set 5 shows the extent of H-NS repression of fimB
expression (note that Model 1 only has one H-NS binding site).

Parameter Set 3 Parameter Set 4 Parameter Set 5

Model [FimB] [FimE] RM39 RM40 RM42 H-NS1 H-NS2

1 100 3 0 8 1 100 -
2 25 92 3 -64 - 100 100
3 100 39 3 -71 - 100 100
4 75 39 -88 -49 - 83 82
5 55 19 -8 -47 - 93 100

5 Discussion

In general the model corresponds well with the experimental data as the graphs
for fimB expression are nearly identical to that of the biological experiments.
This is also shown in the small error value in Table 5. Even though Model 1 has
a smaller error value, it misses out greatly in predicting fimB expression for the
SlyA mutants. The real measure however is in the parameters.

Knowing the biological mechanism on which this model is based, we can see
that only the parameters of Model 3 seem to make any sense, as the parameters
are close to what we were expecting from what we know from the biological
system. We know that the H-NS sites will be occupied most of the time. Binding
of SlyA is two to ten times weaker than H-NS. It has been shown that RM40
makes the H-NS2 site closer to the H-NS consensus, thus increasing the binding
of H-NS to this site (negative value for this parameter). RM39 disturbs binding
of H-NS to H-NS1, even though not very strongly it is still a significant effect.
OSA1 or OSA2 have a small, but still significant effect on H-NS repression. This
is all in line with what was expected from biological experiments. The other 3
models (2, 4 and 5) differ too much from these expectations to be considered as
valid hypotheses, in addition to having a higher error value.
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Table 5. Results for the 5 models, Error values

Model Error

1 0.7920
2 0.0566
3 0.0611
4 0.1013
5 1.1901

At the time of writing it is unclear how the two H-NS sites interact when
repressing fimB expression. The results of this study would suggest the two H-
NS sites act independently, although their effect on the repression is cumulative.

The third SlyA site has only been included in model 1, and its omission from
the other models is supported by an examination of the DNA sequence, which
shows that the OSA3 has less resemblance to the SlyA binding site consensus
compared with the other two sites (See Table 6). Further experiments have shown
that SlyA seems unable to bind to OSA3.

Table 6. Genetic code of the different binding sites

Binding site Genetic code

SlyA TTAGCAAGCTAA

OSA1 TTAGCATGATAA

OSA2 CTAGGGACCTAA

OSA3 ATAGCCACTAA

Further work is needed to investigate the remaining H-NS sites. There are two
more sites in the same region on the DNA, although it is accepted that these
sites are not under control by any of the SlyA sites mentioned here. A further
SlyA site (OSA4) has been identified, but under normal circumstances is not
found to be occupied by SlyA, but the site does overlap with the H-NS2 site
and under some circumstances its effect on antagonising H-NS is still significant.
With existing knowledge of the system and careful analysis of the parameters
found, it has been possible to rule out that the resemblance of the model to
experimental data is effectuated merely by coincidence.

6 Conclusions

An agent-based model has been presented for the regulation of expression of
fimB in E. coli with regard to the regulatory proteins SlyA and H-NS. A num-
ber of hypotheses have been presented for the effect of these proteins on the
expression, and optimisation of parameters against experimental data from re-
placement mutation experiments has been used to disambiguate between these
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hypotheses. One hypothesis has clearly been identified as the most likely candi-
date for explaining the experimental data.

Future work will focus on the influence of other H-NS and SlyA binding sites
on the system.
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Abstract. CYP2C9 is one of the major cytochrome P450 enzymes that play a cru-
cial role in metabolic clearance of several drugs in the current clinical used. 
CYP2C9 has several allelic variant forms each of which arises from single amino 
acid substitution and could reduce/increase enzyme activities and affect drug me-
tabolism. Mutant alleles may cause serious toxicity in some narrow therapeutic in-
dex drugs. CYP2C9*13, one of the CYP2C9 variant forms that is commonly found 
in Asian population, has a Leu90Pro amino acid substitution that leads to defective 
drug metabolism in individuals who carry this allele. It has been reported that 
metabolic activity of CYP2C9*13 was reduced towards some CYP2C9 substrates 
compared to wildtype. In this study, X-ray crystal structure of human cytochrome 
P450 2C9 complexed with flurbiprofen (PDB code: 1R9O) was represented to 
wildtype and the structure of CYP2C9*13 was constructed based on the X-ray 
crystal structure of CYP2C9-flurbiprofen complex. Herein, molecular docking of 
CYP2C9*1 and CYP2C9*13 with flurbiprofen was performed in search for flurbi-
profen orientation that corresponds to its binding state before undergoing 
monooxygenation. Subsequently, molecular dynamics simulation was operated to 
compare binding of flurbiprofen in catalytic cavity of these 2 variants. Substrate 
access channel of CYP2C9*13 has a dramatic effect on an interaction between the 
drug and the enzyme. Consequently, this study can lead to an understanding of 
structural pathology caused by single amino acid change in CYP2C9*13 variant.  

Keywords: Cytochrome P450 2C9, CYP2C9*13, Genetic polymorphisms, 
Flurbiprofen, Molecular dynamics simulation. 

1   Introduction 

Cytochrome P450s (P450s) are a diverse superfamily group of enzymes that have 
been found in all kingdoms of life [1]. P450s are heme-containing enzymes, which 
                                                           
* Corrresponding author. 
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have a main function to catalyze the oxidation of organic substances, so called 
monooxygenation reaction. They are involved in biotransformation for a large number 
of endogenous compounds, drugs and xenobiotics [2-3]. Moreover, they are able to 
activate or metabolize chemical carcinogens, degrade several substances and synthe-
size important compounds such as steroidal hormones and soluble vitamin. More than 
40% and 55% of primary amino acid sequence identities are shared among P450 
families and subfamilies, respectively [4]. Despite their difference in amino acid simi-
larity, three-dimensional structures of P450 enzymes are generally conserved [5]. 

Human P450s are membrane bound proteins that are found on the endoplasmic re-
ticulum, few are identified on mitochondria. P450s anchor membrane by their N-
terminal α-helix [6]. More than 57 cytochrome P450 enzymes [7] are encoded in the 
human genome. CYP2C9 is one of the four functional CYP2C genes (including 
CYP2C8, CYP2C18 and CYP2C19) that locate on the chromosome 10 [8]. One of the 
most important and abundant 2C subfamily P450 enzymes in the human liver is 
CYP2C9. It is responsible for numerous metabolic clearances of therapeutic agents 
approximately 15% in current clinical used [9] which include a wide range of narrow 
therapeutic drugs and many non-steroidal anti-inflammatory agents (NSAIDs). How-
ever, therapeutic treatments are varied among individuals because of lethal effects 
caused by polymorphic variants of P450 enzymes. CYP2C9 has several variant forms, 
which arise from single amino acid substitution, resulting in reduce/increase enzyme 
activities as well as drug metabolism [8-9]. The narrow therapeutic index drugs could 
cause serious toxicity to the people who carry the mutant CYP2C9 allele(s). A lot of 
studies on human CYP2C9 polymorphisms in vivo and in vitro have been conducted 
in order to elucidate the enzyme-drug interactions. In addition, these studies have 
made a great effort to clarify the influences of CYP2C9 polymorphisms that alter 
enzyme activities and drug metabolism [9-11]. 

CYP2C9*13 is a novel CYP2C9 variant form that is commonly found in Asian 
population [12, 13]. It emerges from a T269C transversion of the CYP2C9 gene, 
causing a substitution of residue 90 leucine to proline (L90P) [13]. This mutation is 
located in N-terminal loop that is closed to an entrance for substrate access path. Re-
garding to allele frequency analysis, the incident of this allele is approximately 1.02% 
in the Chinese population [12] and 0.6% in the Korea population [14]. Furthermore, 
numerous studies have measured the catalytic activities of CYP2C9 mutant in com-
parison to wildtype against various substrates [10, 15-16]. Owing to the important 
role of CYP2C9 polymorphisms in defective drug metabolism including the serious 
toxicity in the poor metabolizers carrying CYP2C9*13 allele, it is necessary to de-
scribe structural pathology of CYP2C9*13 variant for better understanding on how 
single amino acid substitution in this allele affects enzymatic activities and influences 
drugs metabolism.  

In 2003, X-ray crystal structure of CYP2C9 both unliganded and complexed with 
the anti-coagulant drug warfarin (PDB code: 1OG2 and 1OG5) were determined [17]. 
Later, a crystal structure of CYP2C9 with flurbiprofen bound (PDB code: 1R9O) was 
investigated in 2004 [18]. With an advantage of these available X-ray crystal struc-
tures of CYP2C9, structural analyses of CYP2C9-drug interaction can be attained, 
especially the effect of single amino acid substitution in mutant alleles. Previously, 
Zhou et al. determined the structure of CYP2C9*13 and found out that the size of 
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substrate access channel was altered compared to CYP2C9*1, resulting in difficulty 
of substrates to enter into active site cavity [19].   

In this study, the crystal structure of CYP2C9-flurbiprofen complex (PDB code: 
1R9O) was designated as wild type structure while the structure of CYP2C9*13 was 
constructed based on the X-ray crystal structure of CYP2C9-flurbiprofen complex. 
The constructed CYP2C9*13 with bound flurbiprofen was implemented to investigate 
the structural pathology that is induced by single nucleotide polymorphism resulting 
in reduced metabolic activities. Molecular dynamics simulation can provide the in-
formation on a characteristic of specific single amino acid substitution in CYP2C9 
polymorphism causing defective enzymatic activities and influences drug metabolism. 
It gives a more comprehensive on how the single amino acid substitution in 
CYP2C9*13 has an effect on drug-enzyme complex. The aim of this study is to intro-
duce the molecular dynamics simulation as a tool to explore the underlying structural 
pathology of CYP2C9 polymorphisms towards ineffective flurbiprofen metabolism. 
In addition, interaction of enzyme-drug complex can be evaluated by means of phar-
macophore model. 

2   Methods 

2.1   Structure Preparation 

Crystal structure of human cytochrome P450 2C9 with flurbiprofen bound (PDB code 
1R9O) [18] was obtained from the Brookhaven Protein Databank (http:// 
www.pdb.org/). This structure was solved by X-ray crystallography at 2.0 Å resolu-
tion and has a number of missing residues. These missing residues (residues 38-42 
and residues 214-220) were resolved by MODELLER9v6 [20]. The CYP2C9-
flurbiprofen complex was employed to construct CYP2C9*13 which has mutation of 
residue 90 leucine to proline (L90P) by using SCWRL3.0 [21]. 

Additionally, initial atomic coordinates of flurbiprofen were obtained from 
ChemIDplus database (http://chem.sis.nlm.nih.gov/chemidplus/) in order to perform 
molecular docking and further molecular dynamics simulation. All computation was 
carried out on Linux high performance cluster AMD quad cores 2.3 GHz 64 GB 
memory available at BIOTEC, NSTDA, Thailand. 

2.2   Molecular Docking 

The molecular interaction between the CYP2C9-flurbiprofen complex was computed 
by using AutoDock4.0 program [22]. Partial charges of flurbiprofen and CYP2C9 
were assigned using Gasteiger method with the aid of AutoDockTools [23]. 

Affinity maps were generated using AutoGrid program [23] and centered on heme. 
The maps were manually adjusted following substrate recognition sites of CYP2 fam-
ily that were previously proposed by Gotoh [24]. Dimension of cubic box was set to 
be 60 x 60 x 60 grid points and 0.375Å spacing. AutoDock4.0 program was employed 
to dock ligands into catalytic cavity of CYP2C9 by using Lamarckian genetic algo-
rithm (LGA) consisting 200 runs with 270,000 generations. 

Estimated free binding energy of each substrate-protein complex was considered. 
Dock conformations were clustered and analyzed using AutoDockTools. 
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2.3   Molecular Dynamics Simulation 

Simulations of CYP2C9-flurbiprofen complex both CYP2C9*1 and CYP2C9*13 were 
performed by using AMBER10.0 package [25]. The SANDER program of AMBER10.0 
was used for minimization and MD simulations. The initial structures were first energy 
minimized for 2,000 steps (1,000 steepest descent [26] and 1,000 conjugate gradient) and 
then simulated at a temperature of 300 K. The Shake algorithm was applied to all bonds 
containing hydrogen atoms, and a time step of 2 fs was used. The method of Berendsen 
was used to couple the system to constant temperature and pressure. The carbon atoms 
were restrained for 20 ps and followed by an unrestrained simulation of 2.5 ns. 

2.4   Pharmacophore Model 

LigandScout2.03 [27], a software tool that automatically derives pharmacophores 
from protein-ligand complexes, was used to determine interaction patterns between 
CYP2C9 and flurbiprofen obtained from molecular dynamics simulation. 

3   Results  

3.1   Molecular Docking of CYP2C9*1 

The crystal structure of CYP2C9-flurbiprofen complex (PDB code: 1R9O) was docked 
with flurbiprofen in order to find a suitable conformation of flurbiprofen accessing into 
interior cavity of CYP2C9*1. The initial structure of CYP2C9-flurbiprofen complex is 
illustrated in figure 1. Estimated free binding energy of this substrate-protein complex 
was -6.66 kcal/mol, which is favorable for the drug to bind in this position of the enzyme.   

 
Fig. 1. Initial binding orientation of flurbiprofen obtained from molecular docking of 
CYP2C9*1. This conformation of flurbiprofen was also applied to CYP2C9*13. Flurbiprofen is 
represented by blue stick. 
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3.2   Molecular Dynamics Simulation of CYP2C9*1 and CYP2C9*13 

Molecular dynamics simulation was performed to determine enzyme-drug interac-
tion. In addition, it allows an observation of drug motions in substrate access chan-
nel of the protein molecule. The conformation of CYP2C9-flurbiprofen complex 
selected from the molecular docking study was used as a starting structure for simu-
lations. Simulations of both CYP2C9*1 and CYP2C9*13 were performed by using 
AMBER10.0 package. BC loop of CPY2C9*13 was dramatically altered, and it led 
to different drug-enzyme interactions between CYP2C9*1 and CYP2C9*13. For 
CYP2C9*13, Arg108 bends upwards aromatic ring of flurbiprofen, while that of 
CYP2C9*1 points away from flurbiprofen as demonstrated in figure 2. This slight 
difference caused a dramatic effect on orientation of flubiprofen in that flurbiprofen 
is likely to rise up in CYP2C9*13 despite of lying horizontally as observed in 
CYP2C9*1.  

 
A

B

 
Fig. 2. Stereoview of flurbiprofen binding orientation under BC loop in CYP2C9*1 (A) and 
CYP2C9*13 (B). Arginine108 of CYP2C9*1 bends away from flurbiprofen, which is in con-
trary to CYP2C9*13, and leads to additional aromatic interactions of CYP2C9*13-flurbiprofen 
complex. Phe106 is also implicated in this interaction, reinforcing the aromatic interactions to 
be stronger. 
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3.3   Pharmacophore Model of CYP2C9*1 and CYP2C9*13 

The conformation of CYP2C9-flurbiprofen complex from the molecular dynamics 
simulation was analyzed by using LigandScout2.03, which can describe the interac-
tion patterns of drug-enzyme complex.  

Pharmacophore modeling of CYP2C9*1-flurbiprofen complex and CYP2C9* 
13-flurbiprofen complex are shown in figure 3 and figure 4, respectively. In the 
complex of CYP2C9*1-flurbiprofen, hydrophobic interactions are formed be-
tween two aromatic rings of flurbiprofen and non-polar amino acid resides that 
line the catalytic cavity of the enzyme. These interactions were also observed in 
CYP2C9*13-flubiprofen complex. Nevertheless, since Arg108 of CYP2C9*13 
roars upwards, aromatic interactions between one aromatic ring of flurbiprofen 
and amino group of Arg108 distinguishingly differentiates drug interaction pat-
tern of CYP2C9*13 from that of CYP2C9*1. Moreover, the aromatic interactions 
were strengthened by stacking aromatic interactions between aromatic rings of 
flurbiprofen and Phe106, although Phe106 conformation is similar to that of wild 
type enzyme.    

 

 

Fig. 3. Pharmacophore modeling of flurbiprofen bound in catalytic cavity of CYP2C9*1, hy-
drophobic interactions are represented by yellow color and hydrogen bond acceptor represented 
by a red arrow. 
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Fig. 4. Pharmacophore modeling of flurbiprofen bound in catalytic cavity of CYP2C9*13. 
Hydrophobic interactions are represented by yellow color, hydrogen bond acceptor is repre-
sented by red arrow, aromatic ring interactions are represented by blue arrow and negative 
ionizable area is represented by red area. 

4   Discussion 

CYP2C9 has an important role on both metabolic clearance and the response of a 
wide range of therapeutic agents. CYP2C9 polymorphisms are associated with re-
duced enzymatic activity and cause a risk of serious toxicity in poor metabolizers who 
carry the mutant alleles. Several studies have been indicated that CYP2C9*13, one of 
the CYP2C9 polymorphism variants caused by a single amino acid substitution of 
Leu90Pro, exhibits a reduced tolbutamide metabolic activity in some studied CYP2C9 
substrates as Michaelis-Menten constant (Km) of CYP2C9*13 was found to be in-
creased while maximal reaction velocity (Vmax) was not altered [15].  Surprisingly, 
Vmax was reduced in diclofenac metabolism although Km was also increased [15]. 
Consequently, drug Km of CYP2C9*13 tend to be increased, indicating its decline in 
rate of the reaction. This change in kinetics is probably originated from amino acid 
substitution that alters the 3D structure of the protein. In an attempt to investigate the 
structure and metabolism relationship of mutant enzyme, molecular dynamics simula-
tion of lornoxicam as well as diclofenac binding in CYP2C9*13 were performed in 
comparison to CYP2C9*1 as substrate entrance of CYP2C9*1 is considerably larger 
than that of CYP2C9*13 [28]. This tremendous change is caused by turnover of  
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residue 106-108 backbones in CYP2C9*13 [28]. Corresponding to the study by Zhou 
et al., we also observed the turnover of these residues that results in distinct confor-
mation of Arg108 on BC loop of CYP2C9*13. In addition, they remarked that less 
hydrogen bonds were formed to stabilize diclofenac and lornoxicam in CYP2C9*13 
cavity, affecting distances between the drugs and the heme iron of the mutant enzyme 
[28]. Herein, we simulated binding of flurbiprofen, which is one of anti-inflammatory 
drug (NSAIDs) metabolized by CYP2C9, to determine the consequence of this con-
formational change, which is caused by amino acid substitution. We found that orien-
tation of fluriprofen located below the BC loop of CYP2C9*13 differs from that of 
CYP2C9*1. To illustrate the interactions more evidently, pharmacophores of flurbi-
profen bound in different CYP2C9 variants were constructed and compared. 
CYP2C9*13-flurbiprofen complex had additional aromatic interactions between aro-
matic ring of flurbiprofen and amino group of Arg108. These interactions were not 
observed in CYP2C9*1. Therefore, the aromatic interactions might hinder metabo-
lism rate of flurbiprofen in the mutant enzyme by strengthening the binding of flurbi-
profen beneath the BC loop. Consequently, the drug might participate in monooxy-
genation reaction with difficulty, resulting in reduced metabolic rate. Accordingly, 
conformation of Arg108 is crucial in binding of flurbiprofen in CYP2C9.    

In order to comprehend defective drug metabolism caused by single nucleotide 
polymorphism, structural insight is demanding. Herein, molecular dynamics simula-
tion may be an alternative approach. It can be applied to investigate structural pathol-
ogy caused by amino acid substitution of mutant enzymes regardless of the simulation 
system (Discovery-3 module by Zhou et al. and SANDER program in this study). 
Furthermore, this study strategy can be applied to other polymorphic variants of 
CYP2C9 in order to elucidate effects of structural changes that underlie poor meta-
bolic activities in drug clearance among individuals carrying mutant allele(s).   
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Abstract. Fatty acid elongase is an enzyme responsible for fatty acid chain 
elongation, a key step in synthesis of long chain fatty acids, including polyun-
saturated fatty acids (PUFAs). Currently, the increasing demand has raised the 
interest in obtaining these PUFAs from alternative sources, e.g. filamentous 
fungi that are more economical and sustainable. To date, many research on pri-
mary structures of fatty acid elongases ELO family, including fugal elongases, 
revealed several conserved motifs.  However, molecular mechanism for their 
functions is still unclear. In addition to experimental study, computational 
analysis of elongase structures may provide more insight into their substrate 
specificities and mechanisms of fatty acid chain elongation. Thus, this work 
proposes a 3D structural model of elongase of Mortierella alpina (BAF97073). 
This fungal elongase has been reported to be a PUFA-specific elongation en-
zyme. The model was built by an ab initio membrane-modeling application us-
ing ROSETTA 3.1, and was then refined by molecular dynamic simulation. The 
7-transmembrane helices of the constructed model folds into an anti-parallel 
configuration and embeds in the lipid bilayer. The model reveals that all four 
conserved signature motifs of fatty acid elongase enzymes are located within 
the juxta-cytosolic transmembrane helix regions. This work also suggests a 
modeling strategy of this elongase structural model that can be applied to model 
other transmembrane proteins. 

Keywords: PUFAs, Fatty Acid Elongase, Transmembrane Protein, ab initio 
Modeling, ROSETTA. 

1   Introduction 

Fatty acids, especially polyunsaturated fatty acids (PUFAs), which are primary com-
pounds of complex lipids, play important roles for human health as they are structural 
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components of cell membrane and precursors of biologically active molecules such as 
prostaglandins, thromboxanes and leukotrienes [1]. Some PUFAs are essential to 
human since they can not be synthesized by mammalian cells. Then they are needed 
to be supplementary diets. Plant oils are major sources of PUFAs. Alternatively, some 
fungi including Mortierella alpina, Mucor rouxii and M. circinelloides are able to 
produce several essential PUFAs. In filamentous fungi, PUFAs are synthesized by 
aerobic pathway, which involves an alternating series of desaturation and elongation. 

Besides desaturation, fatty acid elongation is another key step for PUFA synthesis. 
This is responsible for the addition of two carbon units to the carboxyl end of a fatty 
acid chain. In eukaryotes, fatty acid elongation comprises of four distinct chemical 
reactions catalyzed by β-ketoacyl-CoA synthase, β-ketoacyl-CoA reductase, β-
hydroyl-CoA dehydratase and enoylCoA reductase. The initial condensation reaction 
catalyzed by β-ketoacyl-CoA synthase (KCS) is rate-limiting step [2]. This enzyme is 
usually called an “elongase”. It is responsible for the fatty acid substrate specificity 
regarding chain length and pattern of double bonds, whereas the other three enzymes 
of the elongase system display little or no particular substrate specificity [3]. In many 
organisms including filamentous fungi, although several copies of elongase encoding 
genes appear in individual genomes for example GLELO and MAELO from M. 
alpina [4], the enzymes of a certain organisms are different in substrate specificities. 
Molecular analysis of elongase proteins may gain insight in to mechanisms of fatty 
acid elongation. The elongation system is mainly performed in endoplasmic reticulum 
(ER) by membrane-bound enzymes [5]. Fungal elongases are also membrane-bound 
enzymes. Thus, purification of the enzymes, biochemical characterizations and also 3-
dimensional structure determination of the enzymes in the elongation system by con-
ventional techniques are difficult due to their membrane-bound nature. 

There are several protein structure prediction methods that can be broadly divided 
into three categories: 1) homology modeling, 2) threading or fold recognition, and 3) 
ab initio. Fundamentally, the classification reflects the degree to which different 
methods utilize the information content available from the known structure database. 
Homology modeling has been immensely successful with soluble proteins [6]. These 
methods require a homologous protein template based on evolutionary of target and 
template sequences with percent identity of two sequences basically more than 30%. 
Nowadays, only few representative atomic-resolution structures of transmembrane 
proteins are available. Homology modeling does not seem to be a general-purpose 
approach for transmembrane protein structure modeling. On the other hand, mem-
brane proteins present much higher uniformity of secondary structure (mostly alpha-
helical bundles) than soluble protein, and are highly constrained in their conformation 
because of the presence of membrane lipid bilayer. Thus, fold-recognition method 
that bases on a principle that there are limited number of fold of protein in nature and 
many different remotely homologous protein sequence tent to have similar structure 
may be appropriated for membrane protein prediction [7]. Moreover, it could there-
fore be expected that de novo or ab initio structure prediction, whereby the membrane 
protein structure is predicted without requirement of homology with other proteins. 
This method may be a feasible goal for protein with the slightest homology protein in 
know structure database. 

Recently, the computational method has become an alternative method to generate 
and analyze 3-dimensional models of a number of proteins including those of 
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VLCFAs elongase family proteins in Arabidopsis thaliana [8]. In order to accomplish 
structural analysis of fatty acid elongases in oleaginous fungi, structure modeling 
would be required for the first step. In the work a reliable structural model GLELOp 
of M. alpine was constructed. 

2   Material and Methods 

2.1   Sequence 

The amino acid sequence of GLELOp elongase from M. alpina (BAF97073) was 
retrieved from GenBank. The sequence comprises 318 residues. 

2.2   Transmembrane Topology Prediction 

In order to model transmembrane protein structures, determining their topologies is a 
key preliminary step to model their structures. Transmembrane regions of elongase 
were predicted by following tools; TMHMM [9], Phobius [10], TOPpred [11], 
TMpred [12], SOSUI [13], Octopus [14], and PHDhtm [15]. Based on MetaTM [16], 
consensus transmembrane regions among predicted results obtained these selected 
tools was then generated, as TMcons, according to 2 criteria 1) the amino acid resi-
dues to be included in a particular transmembrane region had to be predicted, being in 
such transmembrane region, by at least 4 of 7 tools 2) the TMcons based transmem-
brane regions have to be 18-24 amino acid residues in length. 

2.3   Template-Based Modeling 

2.3.1    Template Selection 
There are 2 approaches in template selection. 1) Homology searching, this approach 
searches for suitable homologues in protein structure database. BLAST or Basic Lo-
cal Alignment Search Tool was utilized for this task. The protein BLAST tool was 
performed to search for homologues in Protein Data Bank (PDB). To obtain a reliable 
model, sequence identity of 30% or above between target and template should be 
considered. 2) Fold recognition (threading), is an alternative approach for finding a 
template based on minimum folding energy concept. The principle of this method is 
that there are limited numbers of protein fold in nature, thus many different remotely 
homologous protein sequences adopt remarkably similar structures. Phyre or Protein 
Homology/analogY Recognition Engine was used for this step. The algorithm of this 
selected tool is profile-profile matching which can search template less than 20 per-
cents sequence identity [8]. 

2.3.2   Homology Modeling 
After an appropriated template was obtained, the target-template alignment, the key 
part of modeling, was required. The alignment was manually adjusted based on sec-
ondary structure, transmembrane prediction results for this case. Then, the alignment 
was used as an input of model building. The model building part was performed by  
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Modeller program [17]. The best model was selected from first ranked list by DOPE 
score of all built models. Loop regions in the built model were further refined by loop 
refinement modeling module. 

2.4   ab initio Modeling 

ab initio modeling is an alternative method to generate 3D models of protein struc-
tures. Transmembrane topology obtained from TMcons was used to set initial mem-
brane normal and membrane center vectors in membrane ab initio modeling applica-
tion that implemented in ROSETTA 3.1 [18]. In order to obtain the most reliable 
structural models, the cycle for ab initio modeling or repeating the random formation 
of fragments was set for 1, 3, 5, 10, and 100 cycles. 

2.5   Molecular Dynamics Simulation 

In order to refine the built model, Molecular dynamics simulation was performed 
based on energy minimization by using NAMD program [24]. The protein model was 
placed in a native-like membrane environment, POPC lipid bilayer. The simulation 
time step was set to 2 fs/step. RMSDs of the protein model were calculated by using 
the structure of the first-frame as a reference. 

2.6   Model Quality Assessment 

Evaluation of model quality was conducted on SWISS-MODEL server [19]. The 
following methods, Anolea [20], DFire [21], and MolProbity [22] were performed. 
The helical wheel by HELIQUEST [23] also was used to check rearrangement of 
residues in transmembrane helices. 

3   Result and Discussion 

3.1   Secondary Structure of GLELOp Sequence 

Although the results of transmembrane topology predictions for GLELOp by the 
seven selected tools were not identical, however they agreed with each others. The 
topology of consensus transmembrane regions of GLELOp generated by TMcons is 
shown in Fig. 1. The result shows that GLELOp is composed of seven transmembrane 
helices embedded in lipid bilayer.  

Since transmembrane topology is required for transmembrane protein 3D structure 
modeling, accuracy of topology prediction should be assessed. In order to check the 
accuracy of TMcons approach, transmembrane regions predicted by TMcons of Sur4p 
(encoded by ELO2), an elongase of S. cerevisiae, was compared with transmembrane 
determined regions by dual topology report experiment (DTR) [25]. The overall to-
pology predicted by TMcons agree with the one determined by DTR as shown in Fig. 
2. This result demonstrates that TMcons method can predict the reliable transmem-
brane regions. 
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Fig. 1. Transmembrane consensus result of GLELOp from TMcons method, the first line is 
amino acid sequence, next 7 lines are predictions, and last line is transmembrane consensus 
result (TMcons). The letters O, I, and M stand for residues located in luminal side, cytosolic 
side, and transmembrane region, respectively.  

 

Fig. 2. Comparing Sur4p topology from Dual Topology Report (DTR) experiment with TMcons 
prediction. The numbered boxes correspond to the approximate positions of the ELO signature 
motifs. The labeled 1, 2, 3, and 4 are KXXEXXDT, HXXHH, HXXMYXYY, and TXXQXXQ, 
respectively. The numbers indicate the amino acid positions at which the dual topology reporter 
(DTR) was inserted. 
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Fig. 3. GLELOp topology depicted based on TMcons 

3.2   Modeling 

3.2.1   Template-Based Modeling 
To select the homology-modeling template, GLELOp sequence was searched by 
BLAST against PDB database. The GLELOp sequence did not significantly match 
with any sequences in the database at the time it was analyzed (sequence identity less 
than 20 percent with short coverage region). Thus, homology-modeling approach was 
not suitable for modeling of GLELOp. Alternative technique, Fold-recognition 
method was performed by Phyre server. According to the Table 1, the GLELOp se-
quence matched to certain known structure protein is 1U19 with the highest estimated 
precision at 95% and percent identity at 10%.  

GLELOp model was built by using atomic coordinate of 1U19 chain-A crystal 
structure as template. The constructed model was 7-transmembrane helix conforma-
tion. For N terminal region, approximately 70 amino acid residues, the model reveals 
random coil conformation, protruding out of lipid bilayer membrane. Modeling of this 
region was likely low accuracy as the input alignment illustrates secondary structure 
element of random coils with unalignable sequences. For template-based method 
which is based on sequence similarity between target and template, low quality 
alignment would give unreliable model. For the constructed model, both primary 
sequence and secondary structure between target and template, particularly in N ter-
minal region, were not well aligned. This is because the available known transmembrane 
protein structures are limited. An alternative modeling method would be considered. 

3.2.2   ab initio Modeling 
ROSETTA 3.1 was exploited to build a GLELOp structural model by ab initio model-
ing based on consensus transmembrane topology. The transmembrane helices of con-
structed model fold into anti-parallel configuration. The N terminal was located on  
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Table 1. Fold-recognition hits by using GLELOp as query 

PDB ID Description Estimated Precision % ID 

    

95% 10% 

  

1U19 
Chain A 

Rhodopsin, 
Signaling protein, 
SCOP class 6 

  

90% 7% 

  

2R9R 
Chain B 

Voltage-dependent K+ channel,
Membrane protein, 
SCOP class 3 

  

90% 7% 

  

2R4R 
Chain A 

Adrenocepter, 
Signaling protein, 

  

90% 9% 

   

1M56 
Chain C 

Cytochrom c oxidases, 
Oxidoreductase, 
SCOP class 6 

  

70% 9% 

  

1FFT 
Chain A 

Ubiquinol oxidase, 
Oxidoreductase, 
SCOP class 6 

  
 
Table remarks:  
1. Description containing name of protein, PDB classification, and SCOP class. 
2. SCOP class 3 is Alpha and beta protein (a/b) 
2. SCOP class 6 is Membrane and cell surface proteins and peptides 
 

 
opposite site of the C terminal. This agrees with the predicted 2D topology. The 
model reveals that all four conserved signature motifs of elongase enzymes are lo-
cated within juxta-cytosolic transmembrane helix regions. Optimization of ab initio 
cycle numbers (1, 3, 5, 10, and 100) suggests that modeling with the larger number of 
cycle would give more chance to obtain a model with a reliable conformation. Nota-
bly, this option will take multiple computation times of 1 cycle. In case of no suitable 
template could be obtained from either homology searching or fold recognition, ab 
initio modeling using ROSETTA 3.1 is an alternative choice for modeling transmem-
brane protein. Nevertheless, correct transmembrane topology is required. Experimen-
tal determination of transmembrane secondary structure will be greatly beneficial. 
Otherwise at least the most reliable predicted transmembrane topology is needed.  

The constructed model was refined in lipid environment by using molecular dy-
namics simulation. After 4 ns, RMSD was rather steady with a little fluctuation within 
a range of 0.75 Å (Fig. 4), suggesting that the model reaches to equilibrium. At this 
step, the obtained model was ready for further study. 

The Ramachandran plot analysis reveals that the main-chain conformations for 
97.39% of amino acid residues are within the most favored or allowed regions, indi-
cating that constructed GLELOp model is of good quality. MolProbity score given  
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Fig 4. RMSD (y axial) VS Time (x axial) of GLELOp model during MDs 

 
Fig. 5. 3D structural model of M. alpina elongase GLELOp in lipid bilayer environment, trans-
membrane helices are numbered from N terminal. 

96th from 100th percentile that referred to the best among structures of comparable 
resolution. To assess packing quality of each residue (local assessment), ANOLEA 
result reveals negative energy values for most amino acid residues in the model indi-
cating favorable energy environment. The global model quality estimation by DFire 
or all-atom distance-dependent statistical potential method shows energy of -436.54, 
suggesting that the model is close to the native conformation. The helical wheel of the 
model exhibits most of the polar amino acid residues distributed in the inner part of 
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the protein (data not shown). These suggest that the model folds into a reasonable 
conformation and most amino acid residues are in their nature configuration. The final 
GLELOp model (Fig. 5) composes of 7-transmembrane helices folded into anti-
parallel configuration. The N terminal was located on lumen while C terminal located 
on cytosol. There are 2 non-membrane-alpha-helix fold out sites of the lipid-bilayer 
on the luminal site.  

4   Conclusion  

This work presented a 3D structural model of M. alpina elongase GLELOp con-
structed by an ab initio technique. The model was refined by molecular dynamic 
simulation in a lipid bilayer environment. The quality of the model is satisfactory as 
indicated by several model quality assessments, including Ramachandran plot, pack-
ing quality, and helical wheel analysis. The modeling strategy of fatty acid elongase 
protein model can be applied to other transmembrane proteins modeling in case there 
is a lack of a suitable template structure. Besides an experimental structure, the con-
structed model provides an alternative choice to explore structural characteristic of a 
fatty acid elongase at the molecular level. In particular, for studying enzyme and sub-
strate interaction, the proposed model provides a platform for exploring the residues 
that play important roles in the catalysis of elongase with their substrates. 
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2 IRIDIA, Université Libre de Bruxelles

Avenue Franklin D. Roosevelt 50, 1050 Brussels, Belgium
http://iridia.ulb.ac.be

{david.weiss,alain.coletta,nic.walker,hugues.bersini}@ulb.ac.be

Abstract. Breast cancer is a heterogenous disease with a large variance
in prognosis of patients. It is hard to identify patients who would need
adjuvant chemotherapy to survive. Using microarray based technology
and various feature selection techniques, a number of prognostic gene ex-
pression signatures have been proposed recently. It has been shown that
these signatures outperform traditional clinical guidelines for estimating
prognosis. This paper studies the applicability of state-of-the-art feature
extraction methods together with feature selection methods to develop
more powerful prognosis estimators. Feature selection is used to remove
features not related with the clinical issue investigated. If the resulted
dataset is still described by a high number of probes, feature extraction
methods can be applied to further reduce the dimension of the data set.
In addition we derived six new signatures using three independent data
sets, containing in total 610 samples.

Additional information:
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Keywords: Breast Cancer Signatures, Feature Selection, Feature Ex-
traction.

1 Introduction

Breast cancer is a very heterogenous disease and it still remains a challenge to dis-
tinguish patients who would need adjuvant chemotherapy from those who don’t
need it. Using microarray based technology, a number of prognostic gene expres-
sion signatures have been proposed recently [1,2,3,4] to guide the clinicians with
the selection of patients who should receive such treatments. Those signatures,
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all developed with a different approach and on different data sets, seem to have
similar prognostic performance [5,4] despite their limited overlap in genes.

In this paper six new gene signatures are proposed, all based on correlation
based analysis with respect to the survival outcome of breast cancer patients.
These signatures were derived using several completely independent studies, aim-
ing to increase the generality of the results, and were validated on another inde-
pendent test set.

A single microarray can contain tens of thousands of probes; the good part
in collecting such rich data sets is the fact that one experiment can accomplish
many genetic tests in parallel. However, only few probes are relevant for partic-
ular clinical issues and their identification is quite difficult even for clinicians or
biologists. The analysis of such big data sets is in general subjected to the well
known curse of dimensionality or the empty space phenomenon [6,7]. In order
to deal with this challenge, two main strategies can be used: feature selection
and feature extraction, each one of them with their specific algorithms. Previous
works on the analysis of microarray data have focused mainly on feature se-
lection methods. Basically a number of genes are selected which are meaningful
with respect to some clinical features such as disease outcome [1,2] or histological
grade [3], but the dimension of the resulting set of genes is still high, typically
around 100 probes or genes. On the other hand, feature extraction methods are
mainly used to improve the results of the analysis in situations where one deals
with high dimensional data sets and no a priori information about the data is
known [8]. The result of feature extraction methods is a new representation of
the original data in a compressed form, by minimizing the loss of information
and by preserving the distribution of the original data.

Sequential application of feature selection and feature extraction methods can
also be used for dimension reduction especially when the selection of features
still results in a high dimensional data set. In a first instance, feature selection is
used to remove those features which are not related with the clinical issue inves-
tigated but also features carrying low information (features with low variance).
If the resulted data set is still described by a high number of features, extrac-
tion methods can be applied to further reduce the dimension of the data set.
The increase in prognostic accuracy after applying feature extraction methods
is shown both in combination with existing signatures and with our six newly
proposed ones.

2 Methods

In this section we describe the data, the different gene signatures and the feature
extraction methods used in this study.

2.1 Data

We used a collection of three different and independent breast cancer data sets
which were retrieved from the InSilico DB1 in order to consistently pre-process
1 http://insilico.ulb.ac.be/ (manuscript in progress)

http://insilico.ulb.ac.be/
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Table 1. Different microarray data sets used in this study. The first three data sets
are the training data from which the CoMo signatures are derived. The fourth data
set can be seen as an independent test set for validation.

GEO Acc. # Samples Author Ref.
InSilicoDB Acc.

GSE1456 159 Pawitan [10]
GSE3494 251 Miller [11]
GSE11121 200 Schmidt [12]

GSE7390 198 Desmedt [9]

and annotate them. As our independent validation set we selected the TRANS-
BIG data set because it was already used before to test and compare different
breast cancer gene expression signatures [5]. For consistency we only selected
the Affymetrix study (TBVDX serie [9]).

All four studies, listed in Table 2.1, were computed on the Affymetrix HG-
U133 research GeneChipTM and we checked for duplicated samples between all
studies by looking at the correlation across samples. No sample pairs with a
correlation higher than 0.95 were observed, ensuring the independence of all the
different data sets.

2.2 Existing Gene Signatures

Several different prognostic gene signatures for breast cancer aggressiveness have
been proposed in recent years [1,2,3]. They have been shown to be advantageous
compared to standard clinical guidelines and could therefore reduce the number
of patients subject to adjuvant chemotherapy.

Gene70. In [1], genes were identified that were differentially expressed between
two groups of patients with differing survival. They used a cut-off of 5 years
after diagnosis to check whether someone had developed distant metastasis or
not, and divided the patients in two groups accordingly. They used microarrays
of Agilent technology and identified a set of 70 relevant probes.

Gene76. With a similar method the Erasmus Medical Center, Netherlands and
Veridex LLC, USA identified a set of 76 probes [2] using Affymetrix microarrays.
These genes were used to build a risk prediction model taking into account the
difference between estrogen receptor positive (ER+) and negative (ER-) patients.

GGI. In [3], they proposed a gene signature that is predictive for the histolog-
ical grade of the tumor. Since the histological grade is highly correlated with
predictive outcome, this can be used as a prognostic signature. Probes were se-
lected based on their ranking with respect to their differential expression between
histological grade 1 and 3. GGI was also derived using Affymetrix microarrays.
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2.3 CoMo-Signatures

The existing gene signatures mentioned above have few overlap between them
and the number of selected genes is quite high (tens of probes). Moreover, these
signatures have been selected from a single microarray data set and tested in
some cases only on few samples which limits their power to generalize. With the
public availability of well annotated large breast cancer data sets in the InSilico
DB, new strategies for discovering gene signatures can be executed. In this paper
we derive new gene signatures using information from three public microarray
data sets and validate them on a fourth independent data set. Correlation based
techniques were used to develop these signatures as follows.

For each of the three training data sets individually, the correlation of each
gene with the survival time was computed. All genes were ranked according to
their correlation and six gene signatures were created as follows:

Intersect Low: The intersection of the top 500 negatively correlated probes
per individual training data set (8 probes).

Intersect High: The intersection of the top 500 positively correlated probes
per individual training data set (13 probes).

Intersect Both: The union of Intersect low and Intersect high.
Multiple Low: Any probe that appeared in the top 500 negatively correlated

probes in at least two training data sets (256 probes).
Multiple High: Any probe that appeared in the top 500 positively correlated

probes in at least two training data sets (152 probes).
Multiple Both: The union of Multiple low and Multiple high.

All details of the six gene signatures can be found in additional information. The
use of three completely independent data sets should offer more robust signatures
because it decreases the risk of overfitting by combining different sources of the
same signals. However, missing or incorrect probes from a defective study will
not show up in a strict intersection, regardless their overall importance in the
other studies. Therefore, we developed signatures with two different strategies,
the probes in the Intersect signatures capture relevant information in all data
sets and are therefore assumed to be very important for estimating survival. The
Multiple signatures are less prone to the absence of relevant probes in a specific
study but the size of these signatures grows rapidly.

2.4 Feature Extraction

Following, we describe two different simple feature extraction methods we used
in this paper. We focused on PCA and ICA since they are both well under-
stood techniques which have proven to be useful in many applications. PCA is
perhaps the most popular feature extraction technique used in a wide range of
applications such as face recognition [13], multivariate image segmentation or
multidimensional data clustering. On the other side, ICA has only been recently
used as a feature extraction tool: it has been successfully applied in applica-
tions such as target detection from multi/hyperspectral remote sensing images
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[14] and [15] and more recently in bioinformatics [16]. In [17] PCA and ICA are
investigated as feature extraction tools for brain tumor classification.

Principal Component Analysis (PCA). PCA consists in finding the
eigenvectors as well as the eigenvalues of the covariance matrix of the original
gene-expression matrix X [18]. Then the principal components are obtained by
projecting every sample from X on the eigenvectors with the highest eigenvalues.

S = BX (1)

where B is the eigenvectors matrix of the covariance matrix of X and S are the
principal components. The dimension reduction is performed by choosing those
eigenvectors whose corresponding eigenvalues are greater than a fixed threshold.
A general and comprehensive description of the method can be found in [18].

Independent Component Analysis (ICA). ICA is similar to PCA. The
orthogonality assumption, inherent to the eigenvectors, is replaced with that of
independence between the newly derived features and basis vectors [19]. It can
also be employed as a dimension reduction method and it sometimes embeds
PCA as a preprocessing step. The independence of two random variables is
expressed in various ways explaining the big number of algorithms developed
for ICA. In our simulations we used the FastICA algorithm [19]. In [16], the use
of ICA is motivated by the fact that the expression of genes is the result of a
specific combination of cellular variables. ICA has been used to derive a linear
model based on hidden variables called expression modes and the expression of
each gene is a linear function of those modes. A recent survey of the use of ICA
for feature extraction from microarray data can be found in [20].

2.5 Combining Feature Selection and Feature Extraction

Our goal is to look at the combination of feature selection and feature extraction.
Although there is a lot of work on using feature extraction methods on entire
microarray data sets [16,21], we believe that combining both methods will have
a positive impact on the overall results. We motivate our believe by the fact
that a microarray data set encodes rich and various information about many
aspects of the cell such as functions, states or processes taking place inside it,
some of them being more dominant than another (for instance ER status). This
is the reason why a first selection of probes, the most relevant with respect to
a particular issue in question (in our case the breast cancer aggressiveness) is
mandatory.

Extracted features are harder to interpret in the sense that a particular value
of a probe is a linear (or non linear) combination of some basis vectors resulted
in the feature extraction process. This is the main drawback of these methods, in
the sense that a particular value of a probe is a linear (or non linear) combination
of some basis vectors resulted in the feature extraction process. By combining
both approaches we render interpretation easier since the extracted features
depend on a limited number of probes.
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In our approach, we start by only keeping probes inside the signature (both the
existing as the CoMo ones) and calculate a set of features from this data set by us-
ing both PCA and ICA, resulting in two extra transformed data sets per training
set and also for the TRANSBIG test data set. On every data set we then perform
a k-means clustering. The assumption is that the set of probes will naturally clus-
ter samples based on their expected survival time. Furthermore, we expect that
reducing the noise and dimension by feature extraction might help improve these
results. We then perform Kaplan-Meier and Cox proportional hazard ratio anal-
ysis for the groups that were identified by the clustering algorithm.

3 Results

In this section we describe our experimental setup and the survival analysis results
on all training data sets as well as on the independent TRANSBIG test data set.

3.1 Experimental Setup

All code was written in R2. All data sets were downloaded from the InSilico DB,
which automatically retrieved the original CEL files, performed RMA for each
individual data set and normalized them between data sets using Batch Mean
Centering [22].

Feature selection, which in this case amounts to probe selection, for the
CoMo-signatures was done as explained above. For both the GGI and Gene76
signatures the genefu package3 was used to identify the probes available in
data(sig.ggi[“probe”]) and data(sig.gene76[“probe”]) respectively. We did not
include the Gene70 signature in our analysis since this study was not performed
on Affymetrix arrays.

The basic prcomp function and fastICA package4 were used to perform PCA
and ICA feature extraction respectively. The number of components for PCA
was chosen by removing those eigenvectors whose standard deviation was less
than a fifth of that of the first eigenvector. The number of components of ICA
was chosen to be the same as that of PCA.

For the CoMo-signatures samples were divided into two groups based on k-
means clustering with correlation as a distance metric by using the Kmeans
function of the amap package5 with five random restarts. For GGI and Gene76
a similar division was done and also one using the risk score as provided in the
genefu package.

3.2 Analysis

We performed a cox proportional hazard ratio (HR) analysis on all data sets for
each of the six new gene signatures. We performed this analysis on all training
2 www.r-project.org/
3 http://cran.r-project.org/web/packages/genefu/
4 http://cran.r-project.org/web/packages/fastICA/index.html
5 http://cran.r-project.org/web/packages/amap/index.html
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data sets as well to see whether the signatures still captured essential information
of the data sets that they were derived from. These results however can give
an overly positive view as all information of these data sets was used in the
derivation of the signatures.

As can be seen in Table 3.2, for the training data sets, in all but one case
the best results (higher HR) are obtained after sequentially performing feature
selection and feature extraction. Full details, including 95% confidence intervals
and p-values can be found in additional material.

Clearly the highest HR is obtained when using the signatures composed of
probes which are both negative and positively correlated with survival which
shows that these two sets are complementary for the estimation of aggressiveness.

On the TRANSBIG data set, we see similarly that feature extraction aids
the division in good and bad prognosis classes, thereby affirming the results on
the training data sets. The improvements are however not always as significant.
Applying our strategy on both GGI and Gene76, see Table 3.2, shows similar

Table 2. Hazard ratio’s using the different gene signatures on both training and test
data sets. The bold numbers indicate the best (highest HR) per data set/gene signature
combination.

Signature Data set Original PCA ICA

Intersect low GSE1456 3.498072 5.025954 2.953581
GSE3494 1.483355 2.548084 1.303337
GSE11121 1.717594 3.265009 1.281384

Intersect high GSE1456 2.803051 5.197641 3.061206
GSE3494 2.086769 3.082308 2.225119
GSE11121 1.977458 2.633595 1.987610

Intersect both GSE1456 4.555611 6.287580 4.811514
GSE3494 2.582587 2.981011 3.006106
GSE11121 3.192547 2.072678 3.742142

Multiple low GSE1456 2.884515 6.421448 4.398484
GSE3494 2.450127 2.565744 2.373649
GSE11121 2.113939 2.863432 1.943166

Multiple high GSE1456 3.836090 7.170804 3.913145
GSE3494 3.597214 3.435415 3.263882
GSE11121 2.397085 1.935239 2.705435

Multiple both GSE1456 8.054912 7.564513 8.314927
GSE3494 2.950295 2.628732 3.089008
GSE11121 3.274170 2.870842 3.327138

Intersect low TRANSBIG 2.184360 2.767724 1.219542
Intersect high TRANSBIG 1.774095 2.065701 1.610812
Intersect both TRANSBIG 2.737137 2.870929 2.793816
Multiple low TRANSBIG 4.968810 4.904974 5.047237
Multiple high TRANSBIG 1.037704 1.910830 1.432156
Multiple both TRANSBIG 3.693934 3.041489 4.947116
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Table 3. Hazard ratio’s using GGI and Gene76 on the test data set. The bold numbers
indicate the best (highest HR) per data set/gene signature combination using the k-
means approach. The first column shows the HRs based on the signature score and
risk classification from GGI and Gene76 respectively.

Signature Risk Factor Original PCA ICA

GGI 5.091227 3.816467 3.414592 1.438335
Gene76 5.057281 2.245084 3.512873 3.210784

results although the division based on k-means for GGI outperforms those with
feature extraction. With several of the CoMo-signatures we are able to obtain
higher HRs than with GGI and Gene76 with our approach. However, none of the
results can improve the HR of GGI and Gene76 based on their own risk score.

We also performed a Kaplan-Meier (KM) analysis for each data set/gene
signature combination. We show the results for the training sets for the Intersect
low signature in Figure 1, the other figures can be found online as additional
material. Results of both Intersect low and Multiple low on the TRANSBIG
data set can be found in Figure 2. These figures map the corresponding results
that were discussed previously for the hazard ratios in Table 3.2.

We created a single sample predictor (SSP) for each of the CoMo-signatures.
The SSP was created based on the merged data set combining the three test
data sets using Batch Mean Centering [22] by taking the mean for each probe/
component for samples with metastasis and samples without. We then assigned
each sample in the TRANSBIG data set to a group based on the highest cor-
relation with each of the SSPs. The resulting HRs are given in Table 3.2 and
corresponding KM plots can be found in additional information.

The SSP based on the Multiple Low signature outperforms both the existing
GGI and Gene76 signatures and all the divisions based on k-means of all CoMo-
signatures on the TRANSBIG data set.

3.3 Discussion on Feature Extraction Methods

PCA tends to work better in most cases than any of the other. ICA seems to
perform poorly in general but works good on the largest collection of genes.

Table 4. Hazard ratios for the TRANSBIG data set based on the SSP created on the
merged data set of all three training data sets for all CoMo-signatures

Feat. Extr. Intersect Intersect Intersect Multiple Multiple Multiple
Method Low High Both Low High Both

None 2.726886 1.719567 2.489592 8.988187 2.728809 3.379779
PCA 2.685891 1.898967 2.328386 6.276682 2.345202 3.757589
ICA 1.642725 1.841632 2.727805 7.193519 2.855434 3.757589
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Fig. 1. Comparison of Kaplan-Meier analysis for Intersect Low signature. Columns
indicate the different feature extraction algorithm used: none, PCA, and ICA respec-
tively. Rows correspond to the different training data sets: GSE1456, GSE3494 and
GSE11121 respectively.

While a PCA decomposition preserves in the best way possible the original
data by implicitly imposing the minimum loss of information, the independence
constraints imposed by ICA might give completely misleading results depending
on the application. This is why it is not surprising that PCA performs in general
better than ICA in this particular application. It is not yet fully understood
why feature selection + ICA performs better for gene signatures containing a
higher number of probes. One explanation could be the fact that gene signatures
containing few probes have relatively independent features and thus the ICA can
not improve the results significantly; more than that, removing some features
might result in a significant loss of information. On the other hand, the large
gene signatures are likely to have several significant correlated features and thus
ICA can make a significant improvement.
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Fig. 2. Comparison of Kaplan-Meier analysis for several CoMo-signatures on the
TRANSBIG data set. Columns indicate the different feature extraction algorithm used:
none, PCA, and ICA respectively. Rows correspond to the different signatures: Inter-
sect Low and Multiple Low respectively.
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Fig. 3. Comparison of Kaplan-Meier analysis for the TRANSBIG data set for both
the GGI and Gene76 signatures. The first column uses the risk factor of the original
signals to form risk groups. The following three columns indicate the different feature
extraction algorithm used: none, PCA, and ICA respectively. Rows correspond to the
different signatures: GGI and Gene76 respectively.
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4 Conclusions

Here we investigate the beneficial aspects of jointly use feature selection and
feature extraction methods for breast cancer aggressiveness prediction. For fea-
ture selection we have used already existing gene signatures (GGI and Gene76)
derived to predict breast cancer aggressiveness but we also derived our own gene
signatures from three independent data sets. Further, these signatures have been
used as inputs for feature extraction (PCA and ICA) aiming the dimension re-
duction and prediction improvement. Results show that for this application PCA
applied on gene signatures improves the breast cancer aggressiveness prediction
in most of the cases.

The promising results of our newly created signatures encourage us to further
investigate the use of information of multiple studies in order to derive consistent,
robust and predictive signatures.
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Abstract. Many algorithms have been proposed to analyze population struc-
tures from the single nucleotide polymorphism (SNP) genotyping data of some 
number of individuals and try to assign individuals to genetically similar 
groups. These algorithms can be categorized into two computational paradigms: 
parametric and non-parametric approaches. Although the parametric-based ap-
proach is a gold standard for population structure analysis, the computational 
burden incurred by running these algorithms is unacceptable for large complex 
dataset. As genotyping platforms incorporating more SNPs, analyzing ever lar-
ger and more complex datasets are becoming a standard practice. Hence, the 
computationally efficient non-parametric methods for analysis of genotypic 
datasets are needed to reveal the population structure. In this study, we evalu-
ated two leading non-parametric population structure analysis techniques, 
namely ipPCA and AWclust, on their abilities to characterize the genetic diver-
sity and population structure of two complex SNP genotype datasets (as many 
as 243855 SNPs). The head-to-head comparisons were conducted on two major 
aspects: ability to infer the number of genetically related subpopulations (K) 
and ability to correctly assign individuals to these subpopulations. The experi-
mental results suggested that AWclust could be more suitable when applying to 
a small and less complex dataset. However, with a large and more complex 
dataset, ipPCA is a much better choice yielding higher accuracy on assigning 
genetically similar individuals to the inferred groups.  

Keywords: Population genetic, Population genetic structure, parametric-based 
method, non-parametric-based method. 
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1   Introduction 

Population genetics is concerned with the structure of different populations, which 
can be observed by frequency differences among the populations. Population struc-
ture analysis is important to genetic association studies [1-4] and evolutionary in-
vestigations [5-7]. Since most studies of human variation focus on sampling from 
predefined “populations” using culture and/or their geographical origins, these 
populations may not reflect the underlying genetic relationships [8-9]. Many algo-
rithms have been proposed to analyze population structures from the single nucleo-
tide polymorphism (SNP) genotyping data of some number of individuals and try  
to assign individuals to genetically similar groups.  These algorithms can be catego-
rized into two major computational paradigms: parametric and non-parametric  
approaches. 

Parametric approaches require assumption of genetic model to assign individuals 
with similar genetic background to a predefined number of subpopulations (K). Such 
an assignment is carried out based on statistical likelihood using assumptions such as 
Hardy-Weinberg equilibrium (HWE) and linkage equilibrium (LE) among loci for 
each population [10,11]. The parametric approach, e.g., STRUCTURE, has been used 
as standard practice on population structure analyses. Nonetheless, the computational 
burden incurred by running these algorithms is unacceptable for solving large com-
plex dataset. Furthermore, the statistical estimators of HWE and LE may not hold by 
any statistical estimators due to randomness in sampling. For this scenario, the non-
parametric methods are more appropriate for analyzing population structure than 
parametric methods. These non-parametric approaches use standard statistical tech-
niques to search for relatedness of genetic signal among data instead of finding the -
best-fit likelihood of presumed genetic model. Two most recent reports of the algo-
rithms in this class include ipPCA [12] and AWclust [13]. 

As SNP genotyping data becomes ever larger, it is increasingly difficult to effi-
ciently analyze population structure by means of parametric statistical techniques due 
to their computational intensive requirements. The non-parametric approaches are 
becoming viable tools for researchers to understand population diversity and struc-
ture.  Both ipPCA and AWclust tools have both advantages and disadvantages, but it 
is still not clear how these methods differ in their power to analyze population struc-
ture and suitability for analyzing large and complex SNP genotype data in terms of 
individual assignment and estimation of the optimal number of subpopulations (K). 
Hence, this paper aims to empirically evaluate these two aspects (inferring K and 
individual assignment) of these non-parametric algorithms. This evaluation was con-
ducted on large complex datasets, 1) worldwide human dataset from Xing et al [14] 
containing 586 individuals from 28 populations 243855 SNPs and 2) BovineHapMap 
dataset containing 497 samples from 19 predefined breeds 27203 SNPs. 3) Simulated 
dataset from program GENOME [15] containing 20 subpopulations 10000 SNPs. 
These comparison results from of all datasets can suggest researchers to select non-
parametric tools to analyze their datasets.  
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2   Material and Methods 

2.1   Dataset 

There are one simulated and two real datasets used in this study. For the simulated 
dataset, we create a population model shown in Fig. 1 and use the program GENOME 
[15] to generate the genotypic data under the Wright-Fisher neutral coalescent model 
(backward in time) [16]. The simulated model contains 20 subpopulations derived 
from three ancestral populations. The simulated data contains 400 individuals with 
10000 SNPs. This simulated model was used to test both AWclust and ipPCA by 
simulating 30 datasets from this model as the inputs to these algorithms. These simu-
lated datasets with only 10000 SNPs are much less complex when comparing with the 
real datasets. The first real dataset represents a complex dataset with a large number 
of subpopulations but with a smaller number of SNP markers. The second group of 
real dataset represents a very complex dataset both in number of subpopulations and 
the number of SNP markers. The first real dataset is the SNP genotype of 497 cattle 
from BovineHapMap Project obtained from 19 different biologically diverse breeds. 
Due to computational limitation of Gap Statistics, AWclust demarcates the number of 
maximum inferred subpopulations to 16. In order to perform the experiment, the data-
set was reduced to 15 breeds, containing 368 individuals with 27203 SNPs, by   
dropping individuals labeled as HOL, HFD, JER, and GNS from the original dataset. 
We also use a complex dataset from [14] to test ipPCA algorithm. This dataset repre-
sent a large population from 27 worldwide populations from Africa, Asia, and Europe 
in which we added our 32 samples from Thai population making up 586 individuals 
with 243855 SNPs. Tables 1 and 2 present the detail information of these two  
complex datasets.  

Table 1. The number of individuals of each cattle breed in BovineHapMap. The total 
number of subpopulations is 19 using the three letter labeling as follows: ANG, Angus; BMA, 
Beefmaster; BRM, Brahman; BSW, Brown Swiss; CHL, Charolais; GIR, Gir; LMS, Limousin; 
NDA, N'Dama; NEL, Nelore; NRC, Norwegian Red; PMT, Piedmontese; Gertrudis; SHK, 
Sheko.RGU, Red Angus; RMG, Romagnola SGT, Santa; HFD, Hereford; GNS, Guernsey; 
HOL, Holstein; JER, Jersey. The asterisk (*) symbol indicates the breeds that were removed 
from the experiment so as to meet the K=16 limitation imposed by AWclust. 

 

Breed Count Breed Count 
CHL 24 RMG 24 
GIR 24 SHK 20 
HFD * 27 BSW 24 
ANG 27 NDA 25 
BRM 25 NEL 24 
HOL * 53 BMA 24 
JER * 28 GNS * 21 
LMS 42 NRC 25 
PMT 24 SGT 24 
RGU 12   

  Total 497 
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Table 2. The number of individuals from 27 subpopulations reported in [14]. The 32 Thai 
samples (unpublished data) were added to this dataset. The total number of individuals is 586 
samples with 243855 SNPs.  

 

Ethnic Group No. of individuals Ethnic Group No. of individuals  

Alur 10 CHB 45 
Hema 15 JPT 45 
Pygmy 25 Luhya 24 
Brahmin 25 Tuscan 25 

Utah 25 Kung 13 
Khmer 5 Pedi 10 
Chinese 7 Sotho_Tswana 8 
Dalit 13 Stalskoe 5 
Irula 24 Iban 25 
Japanese 13 Chinese_TW 3 

Madiga 10 Tamil 14 
Mala 11 Urkarah 18 
CEU 60 Veitnam 7 
YRI 60 Nguni 9 

  Thai 32 

  Total 586 
 

 

Fig. 1. Population history trees for generating simulated datasets. The GENOME tool [15] 
was used to generate the simulated datasets.  

2.2   Comparison of the Two Non-parametric Algorithms 

In this paper, the two non-parametric population structure analysis algorithms were 
studied in terms of their performance. Both algorithms claimed that they could effi-
ciently operate on dataset on which the parametric STRUCTURE algorithm would be 
infeasible to operate. The following paragraphs describe fundamental non-parametric 
techniques deployed in each algorithm.  
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The ipPCA makes use of an exploratory data analysis technique, called principal 
component analysis (PCA), to observe common pattern from given genetic data by 
means of covariance analysis. The algorithm markedly improves resolution of popula-
tion substructure by an iterative pruning process. It first performs PCA on the dataset 
and uses fuzzy c-mean algorithm [17] to cluster the PCA result to split the trans-
formed data into two prominent. The process is repeated on each of the split group. 
The terminating condition is verified, for every run of PCA, using the TW test statis-
tic described in EIGENSTRAT/SmartPCA [18,19]. The default TW p-value threshold 
used for detecting structure is conservative (p < 10-12). This software is publicly avail-
able from http://www4a.biotec.or.th/GI/tools/ippca. 
 The AWclust software calculates the allele sharing distance (ASD) matrix, which 
represents the underlying genetic distance between every pair of individuals. It per-
forms non-parametric exploration with the SNP data set by generating multidimen-
sional scaling (MDS) 2D/3D plots to get a general idea of how the data clusters and to 
detect any outliers in the dataset. The MDS plot helps reveal outliers in the dataset 
and identify clusters and general relationships among individuals.  AWclust calculates 
the Gap statistic for estimating the optimal number of groups based on the sample 
genetic relatedness. The Gap statistics compares the pooled within-cluster sum of 
squares with its expectation from a null reference distribution. Hence, the precision of 
this method requires multiple simulations from the null reference distribution. This 
process, however, is computationally intensive. The data points are then plotted rang-
ing by cluster sizes and the optimal size maximizes the distance between the observed 
and expected pooled within-cluster sum of squares. The resulting hierarchical plots 
may also help interpret Gap statistic plots [13]. This software is publicly available 
from http://awclust.sourceforge.net/ 

3   Results 

In this section, we present the results obtained by running ipPCA and AWclust algo-
rithms to analyze BovineHapMap SNP dataset.  Individual assignment tables were 
created to report results obtained from the two algorithms. Each column represents the 
genetically related group inferred by each algorithm. To make the tables more read-
able, we labeled each group to match the breed name originally given when the sam-
ples were first collect.  

3.1   ipPCA Analysis 

The ipPCA program was used to analyze the dataset with 27203 SNPs of Bovine-
HapMap hosting 15 breeds. By observing the terminal nodes produced by ipPCA, this 
dataset can be re-organized into K=15 genetically related clusters. This is in concor-
dance with the breed labels previously assigned at the sample collection time. Fig. 2 
presents the individual assignment to the terminal nodes of ipPCA. Most of the as-
signments agree with the breed labels previously specified, except the 3 samples from 
the CHL breed. We also experimented on the whole data set of BovineHapMap (with 
19 breeds). The ipPCA algorithm was able to predict 19 genetically similar groups 
(K=19), which is the same as the breeds. The assignment was preformed yielding the 
assignment accuracy as high as 99.2 percent as shown in Fig. 3.   
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Fig. 2. Analysis results of reduced BovineHapMap dataset (15 breeds). This figure presents 
the individual assignment ipPCA (observed at the terminal nodes generated by ipPCA tree) and 
the individual assignment results obtained from the cut tree of AWclust. Each column repre-
sents a genetically similar group, which both algorithms assigned the samples to. The columns 
labeled “others” represent the extra groups suggested by Gap statistics. The number of samples 
is shown in parentheses. For demonstration purpose, we tried to put the same assigned breed 
name in the same column. The “-“ symbol indicates no such group name, implying that the 
samples might be in the same group with other samples. The first row indicates the assignment 
results done by ipPCA. These results demonstrate that most of the assignments agree with the 
breed labels previously specified, except the 3 samples from the CHL breed mixing with the 
SGT one. The second and third rows of the table reports the assignment results of AWclust 
when setting K=15 and 16 respectively. 

We also applied ipPCA to analyze the large and complex dataset [14] combining 
with our unpublished SNP genotype data of 32 Thai individuals. This combined  
dataset forms 28 different ethnics groups, geographically distributed around the 
world. ipPCA was able to infer 15 genetically similar groups (K=15). The individual 
assignment results observed at each terminal nodes of the ipPCA bifurcation tree are 
shown in Fig 5.  

Moreover, we also applied ipPCA framework to analyze the simulated dataset, 
which was generated from program GENOME [15] and derived from three ancestral 
populations. To be able to compare with AWclust, the simulated data was reduced to  
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Fig. 3. ipPCA and AWclust results of BovineHapMap dataset with 19 subpopulations. The 
ipPCA algorithm was able to predict 19 genetically similar groups (K=19), which is the same 
as the breeds. Using K=16, AWclust was not able to correctly assign the individuals to the pre-
allocated groups.  

15 subpopulations with 300 individuals, we found that ipPCA was able to infer the 
correct K with results swinging between K=14 and K=15 (Fig 6.). When we test ip-
PCA against the full dataset (20 pops, 400 individuals), the classification accuracy 
was much improved. The individual assignment results observed at each terminal 
nodes of the ipPCA bifurcation tree are shown in Fig 7.  

3.2   AWclust Analysis 

AWclust calculated the allele sharing distance (ASD) matrix from the raw data and 
calculate the Gap statistics for estimating the number of K. To predict the optimal K, 
the module Gap statistics must be performed incrementally; the highest Gap statistics 
value (y-axis) indicates the most probable K (x-axis).  We present the Gap statistics 
values ranging from K= 1 to 16 in Fig 4. 

AWclust was applied to analyze 27,203 SNPs of the reduced BovineHapMap data-
set. The Gap statistics suggested the optimal K to be either 15 or more than 16 (the 
maximum inferred K is 16 for AWclust). Fig 4 presents the Gap statistic results sug-
gesting the value of K to be used in the individual assignment step. Next, AWclust 
used this K number to create a cut on dendogram plot in order to inform us which 
individuals belong to what groups (see AWclust user manual for more information on 
the hierarchical clustering and its dendogram plot). Since it is not certain if inferred K 
should be 15 or more groups, we tried to create different cuts based on K=15 and 16. 
The assignment results are tabulated in Fig 2. In this figure, the assignment results of 
AWclust when using K=16 are worse than those results when using K=15. Extra 
groups were created with mixed individuals from different breeds assigned to the 
group (see the columns “others” in Fig 2).  
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Fig. 4. Gap statistic result from reduced BovineHapMap dataset. The numbers of inferred 
Ks ranging from 1 to 16 are shown in the graph. The x-axis represents different possible Ks and 
the y-axis represents the gap value (higher is better).   

Since we cannot verify if the Gap statistics can accurately predicting the correct K, 
for the full set of BovineHapmap data containing 19 breeds, we omitted the Gap sta-
tistics step and applied different larger Ks (K=15 to K=18) to test the individual as-
signment function of AWclust. Similar to the case K=16, larger K values resulting in 
incorrect cuts on the hierarchical clustering dendogram. Fig. 3 presents the assign-
ment results on the full BovineHapmap dataset. However, too many mis-assignments, 
i.e., having a group of combined breeds or the same breed get split to two or more 
different groups, are observed. Due to the page limitation of this conference, the as-
signment data when K=17 and 18 are not shown in this paper. 

AWclust was deployed to analyze a very large and complex dataset, the 28 world-
wide population dataset. Since the number of geographic subpopulations is far greater 
than the limit which was set for Gap statistic, the experiments on this dataset will only 
test the individual assignment accuracy. Similar to the BovineHapmap situation, we 
assume that Gap statistic could infer K to be any value larger than 16. We then used 
these numbers to create cut trees, which in turn gave us the individual assignment 
results.  Fig 5 shows the assignment given by AWclust assuming K=15. Unlike, the 
results shown in ipPCA row, the AWclust assignment tends to group unrelated indi-
viduals together. These groups are in the form of mixed populations in which some 
populations were split and assigned to several other groups. The AWclust assignment 
results got worst when increasing the number of K (data not shown).  

AWclust was tested against the reduced simulated dataset (15 pops with 300 indi-
viduals having 10000 SNPs each). The experiment was repeatedly performed for 30 
times on both reduced and full simulated datasets. We found that AWclust was able to 
infer the correct K with 100% accuracy for individual assignment of 15 subpopula-
tions (see Fig 6.). On the other hand, when the dataset become more complex, we 
found  AWclust failed to correctly infer K (see Fig 7.).  
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Fig. 5. Result of analysis with dataset from [14] combining with 32 Thai samples. ipPCA was 
able to infer 15 genetically similar groups (K=15) and assigned most related individuals to 
these predicted groups (see [14] for detail discussion on these populations]. AWclust, however, 
was not able to predict the K due to the Gap statistic limitation. To make it comparable with 
ipPCA, we set K=15 for AWclust. The AWclust assignment is shown in the row under that of 
ipPCA. Since there are 28 populations being observed while only 15 groups to assign individu-
als to, mixed populations of different combinations can be expected. For demonstration pur-
pose, the table was split into three parts to accommodate different mixed-pop combinations.  
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Fig. 6. Analysis results of reduced simulated dataset (15 subpopulations). This figure pre-
sents the individual assignment ipPCA (observed at the terminal nodes generated by ipPCA 
tree) and the individual assignment results obtained from the cut tree of AWclust. Each column 
represents a genetically similar group, which both algorithms assigned the samples to. The 
number of samples is shown in parentheses. For demonstration purpose, we tried to put the 
same assigned subpopulation name in the same column. The first row indicates the assignment 
results done by ipPCA. These results demonstrate that most of the assignments agree with the 
subpopulation labels previously specified, except the 6 samples from the population 9 mixing 
with the population 1. The second row of the table reports the assignment results of AWclust 
when setting K=15, we found the accuracy of individual assignment has 100%. 

 

Fig. 7. ipPCA and AWclust results of simulated dataset with 20 subpopulations. The ip-
PCA algorithm was able to predict 20 genetically similar groups (K=20), which is the same as 
the population label. Using K=16, AWclust was not able to correctly assign the individuals to 
the pre-allocated groups.  
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4   Discussion  

Labeling the breed or subpopulation according to their pedigree or ethnics could be 
inaccurate. Genetic profile of each individual is more appropriate to distinguish sub-
populations. Both non-parametric algorithms strive to infer the optimal number of 
genetically related groups, which may differ from the number of original labels. The 
number of inferred groups (K) heavily influences the accuracy in assigning individu-
als to the groups. The following discussion points out advantages and disadvantages 
on using ipPCA versus AWclust. 

Practicality of ipPCA and Comparison with AWclust 

In view of practical use, both ipPCA and AWclust tools are convenient to use because 
both of them provide graphical user interface, which is required by many life science 
scientists. Since both programs make use of different algorithms, the running time of 
these tools are also different. AWclust utilizes Gap statistics, which is computational 
intensive due to iterative statistical inference process. Hence, AWclust demands more 
computational resource than ipPCA, which makes use of PCA technique.  Moreover, 
the larger number of SNPs dramatically slow down the execution of AWclust while 
this does not happen to ipPCA since it makes use of singular value decomposition 
(SVD), which reduces the size of correlation matrix down to the matrix rank (set by 
the number of individuals). Due to the slowness of Gap statistics, AWclust set a hard 
limit of the maximum number of inferred K to be 16; this value already doubled the 
upper limit set in the previous version of AWclust. For this aspect, AWclust is clearly 
not suitable to perform large-scale population genetic analysis of current genome 
wide SNP array platform.  

Assignment of Individual Samples to Inferred Group K in Real Datasets 

AWclust tends to perform better than ipPCA when the number of SNP markers is 
small and the data contain less variety of individuals (smaller number of inferred K). 
The simulated results of 15 subpopulations with 300 individuals and 10000 SNPs 
demonstrate that AWclust consistently yielded correct inferred K and able to re-assign 
these individuals to their original subpopulations. This experiment was repeatedly 
performed for 30 times on the same simulated data in order to test the robustness of 
these two algorithms. However, ipPCA was able to infer the correct K for merely half 
of all the experiments (swinging between K=14 and K=15).  For the real datasets, 
which contain more SNPs and samples, ipPCA outperformed AWclust on both infer-
ring K and assigning individuals to correct subpopulations.  This performance dis-
crepancy stems from the different core algorithms used in these two programs. In 
other words, the exploratory data analysis in PCA offers better results only when the 
number of informative attributes, SNPs, is large enough so that the eigenanalysis of 
PCA can thoroughly explore the variance profile among the input samples. AWclust 
core algorithms, however, rely heavily on Gap statistics to correctly predict K, which 
is later used to create a cut point on the hierarchical clustering dendogram. For a not 
so complex dataset, Gap statistics can correctly predict the optimal K. Furthermore, 
the hierarchical clustering in AWclust can also produce a decent dendogram based on 
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allele sharing distance (ASD) matrix. This simple two-step process is nearly determi-
nistic rendering AWclust to outperform ipPCA for a small simulated dataset. On the 
other hand, for small dataset with not many SNPs, the clustering step, during each 
iteration of ipPCA, tends to perform inconsistently. It is also worth noting that both 
non-parametric approaches can discover the genetical differences within populations 
that the parametric STRUCTURE approach could not see. In particular, the paper [18] 
used STRUCTURE to analyze BovineHapmap data and it failed to differentiate the 
three admixed breed, namely NEL, BRM and GIR [20]. These breeds appeared as one 
group in STRUCTURE view. However, the prior information suggests us that these 
three breeds are distinct by their nature. Both AWclust and ipPCA were able to put 
them in three genetically different groups. Although the discussion on STRUCTURE 
is beyond the scope of this work, we suspected that the genetic model used by 
STRUCTURE may not be able to work well on this BovineHapMap dataset.  

5   Conclusion 

This study empirically demonstrated the performance of non-parametric-based popu-
lation structure analysis methods in the aspect of individual assignment and prediction 
of the number of genetically similar subpopulations when applying the algorithms to 
the large complex datasets. The results showed that ipPCA is more suitable when 
applying to large dataset. This conclusion was derived from the ability to assign indi-
viduals to K subpopulations. Furthermore, we observed that the predicted K played a 
significant role in the overall prediction accuracy performance. AWclust used Gap 
statistics, which was claimed to be optimal by the authors, can accurately infer the 
optimal K with small datasets. For the complex dataset with large number of SNP 
markers, AWclust was not able to predict the correct number of subpopulations. Fur-
thermore, if the number of correct subpopulations was given, AWclust cannot assign 
individuals to the correct group.  Thus, from these real experimental results ipPCA is 
a better choice for handling complex dataset with large number of SNPs with large 
variety of subpopulations.  However, from the result tested on the less complex simu-
lated dataset, PCA-based technique was not able to accurately observe the overall 
trend from less number of SNPs for which AWclust outperformed ipPCA. Conse-
quently, researchers can choose the tools to analyze the data based on the number of 
SNP markers and the number of subpopulations.     
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Abstract. Reconstruction of a genetic network, which describes gene regulation 
of cellular response processes, has been widely studied by using various ap-
proaches. Some of which are computational expensive and require enormous  
efforts. Herein, we proposed an extended constraint-based Boolean to infer ge-
netic network. Our method incorporated the specific constraints for a particular 
system in addition to the general conceptual constraints of a typical genetic  
circuit, to improve the performance of the existing constraint-based Boolean al-
gorithm. This method was demonstrated in inference of the genetic network un-
derlying circadian rhythms from microarray time series data. The results 
showed that the proposed method provides good accuracy, specificity, and pre-
cision under the trade-off of computational efforts. Moreover, the resulting 
network showed that prior knowledge is a useful bias for modeling genetic net-
work. The proposed method is therefore a promising alternative approach for 
inferring genetic network from high-throughput data, such as microarray. 

Keywords: Genetic network, extended constraint-based Boolean, conceptual 
constraints, specific constraints. 

1   Introduction  

Relationship between gene in a genetic network is important information in under-
standing the cellular response processes, which involve the regulation of gene expres-
sion [1]. The regulation of gene expression lies on a huge number of components that 
comprise a genetic network, multiple levels of regulation as well as the elaborated 
interaction between levels [2]. Though the number of network constituents is a barrier 
of network reconstruction, the (differential) expression of such components is often 
employed in network inference. This strategy becomes more and more popular once 
the measurement of thousands of gene components (or whole genome) can simultane-
ously be performed with the aid of microarray techniques.  
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In the last decade, availability of high-throughput technologies, allowing the levels 
of transcripts to be measured for the whole genome at the same time, enables scien-
tists to understand cellular system by reconstructing genetic network [3, 4]. Various 
computational approaches have been developed on the purpose of genetic network 
reconstruction, such as Boolean network [5-7], graphical Gaussian model [8], and 
Bayesian network [7, 9]. Among these approaches Boolean network and Bayesian 
network methods are mostly used in the context of reconstructing genetic network 
from microarray data [10]. These two approaches have distinct advantages and disad-
vantages. Bayesian network provides a more accurate result yet with a huge require-
ment of prior data and computational efforts in an iterative learning algorithm, while 
Boolean network is the simpler method to reconstruct genetic network. Under the 
trade-off of computational effort, Boolean network is considerably a competitive 
method to Bayesian network.  

Boolean network was originally introduced by Kauffman [5,11]. Later,  
Shmulevich and Zhang used Boolean network to infer genetic network of cell cycle 
regulation based on gene expression data [12]. In Boolean network, gene expression 
is simply considered as binary values, ON or OFF, and the regulation between genes 
is set by Boolean function. Boolean network was then extended to be Probabilistic 
Boolean network [13]. This model consists of a family of Boolean networks that 
combine more than one transition Boolean functions. Inferred network which com-
poses of a set of Boolean functions is selected by using the highest score based on 
probability. In 2007, Martin and colleagues [6] used Boolean dynamics to infer ge-
netic regulatory network. Possible Boolean networks were generated from microarray 
time series data. The genetic network was then inferred from selection of possible 
Boolean networks by using steady-state dynamics. However, the result from Boolean 
network often includes a number of false positive, resulting in a complex inferred 
network. To resolve such a problem of Boolean network,  recently, our group pro-
posed a constraint-based Boolean network to formulate genetic network by taking 
prior knowledge into account [14].  The prior knowledge in this work, called the con-
ceptual constraints, i.e., enzymatic coding genes do not control and regulate regula-
tory genes, were included in the filtering process before generating Boolean functions. 
The result showed the achievement of this model to reduce the complexity of the 
inferred genetic network by eliminating a certain false prediction. 

One of the most studied genetic networks is circadian clock system (i.e. a genetic 
circuit generates about 24h rhythm or circadian rhythm) because it is an important 
system controlling many biological processes in a wide range of organisms, including 
plants. Circadian clock in plants has mostly been studied in Arabidopsis thaliana [15, 
16] in which a certain network components and regulations are revealed. The core 
circadian clock composes of multiple interlocked feedback loops such as interlock 
with the timing of cab expression 1 (TOC1)/CIRCADIAN AND CLOCK 
ASSOCIATED1 (CCA1)/LATE ELONGATED HYPOCOTYL (LHY) loop and 
(Pseudo-response regulator; PRR5/PRR7/PRR9)/CCA1/LHY loop. Experimental results 
show that CCA1 and LHY are partially redundant genes which are negative regulators 
of TOC1 [15]. CCA1 and LHY are also positive regulators of two TOC1 relatives, 
PRR7, and PRR9 [16], while TOC1 acts as a positive regulator of CCA1 and LHY.  
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The circadian clock network has been used for computational method demonstra-
tion in various works [7, 14, 17], mainly due to the appropriate size of the network 
and (microarray) data availability (http://www.ncbi.nlm.nih.gov/geo/). Needham  and 
colleagues [7] inferred a relationship between circadian-clock genes from an initial set 
of key genes and iteratively learned to increase network members around genes. A 
circadian clock was also used as a seed for inferring genetic network by finding co-
regulation patterns between gene pairs in circadian clock [8]. The genetic network of 
Arabidopsis genome was performed by using an iterative random sampling strategy. 

In this work, we extended the previous constraint-based Boolean analysis [14] to 
acquire a more accurate network inference by focusing on the filtering process. The 
specific biological constraints derived from prior knowledge of a particular system 
under study were introduced to the Boolean network in addition to the conceptual 
constraints. The algorithm takes a set of genes in a standard input format that is easy 
in the data preparation process. The extended method was demonstrated in inference 
of a genetic network underlying circadian rhythms in A. thaliana using microarray 
time series data. Finally, the inferred circadian network was validated with literature 
[15, 16, 18] and the performance of the extended algorithm was evaluated. The ge-
netic network inferred from our algorithm was compared with that of the constraint-
based Boolean approach.  The results showed that our algorithm, which considers 
both conceptual and specific constraints, can increase the accuracy, specificity, and 
precision of the inferred network. Also the degree of complexity of the inferred net-
work is substantially reduced, resulting more understandable results. The proposed 
method is therefore a promising alternative approach for inferring larger-scale genetic 
network from high-throughput microarray time-series data.   

2   Methods for Reconstructing Constraint-Based Boolean Network 
of Circadian Rhythms 

The overview of methodology is shown in Fig. 1A. Briefly, expression data was pre-
processed before discretization. The binary values from discretization step are the 
inputs for the extended constraint-based Boolean program to generate Boolean func-
tions and types of regulating genes, i.e., activation and inhibition.  The output from 
the constraint-based Boolean program is Boolean relationship which can be visualized 
by Cytoscape [19]. 

2.1   Microarray Data and Data Pre-Processing 

Gene expression time series datasets from the Affymetrix microarray under diurnal 
changes of Arabidopsis leaves were downloaded from NCBI database (http://www 
.ncbi.nlm.nih.gov, experiment reference number is GSE8365) [20]. Arabidopsis were 
grown in light/dark cycles for 7 days and then transferred to constant light. After 24 
hours in constant light, 12 samples were harvested at four hours intervals over the 
next 44 hours for RNA extraction and hybridization on Affymetrix microarrays. The 
expression data were preprocessed using a package of Bioconductor [21, 22].  
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Fig. 1. Overall methodology for genetic network reconstruction by using (A) our constraint-
based Boolean algorithm where the extension to the previous method is described in (B) 

2.2   Data Discretization 

The continuous expression level of gene was discretized into two levels, either ‘0’ or 
‘1’, based on the concept of Boolean analysis that, herein, represents the strength of 
expression, or state, of gene at particular time. In other words, the expression level of 
gene was converted into either ‘0’ for weak expression or ‘1’ for strong expression. In 
this work, we used the maximum value of expression level as the simple criteria for 
discritization that the expression level of gene greater than the determined percentage 
of the maximum value was discretized into ‘1’, ‘0’ otherwise. The discretized value, 
si,t , for gene i at time t is defined as Equation (1). 

⎩
⎨
⎧ ⋅−>

=
others,    0

)(Max)(Max if     1 ,
,

iiti
ti

rx
s

GG
 (1) 

where xi,t  is the expression level of gene i at time t, Gi is the set of all expression 
levels of gene i over the time series, and r is the percentage of the maximum value of 
expression level of gene i. Here, the expression level greater than 30% of the highest 
value was converted to 1, i.e. r = 0.3. The data matrix of discretized values of all  
gene expression, i.e. S = [si,t ], is called matrix of binary values. It was then passed to 
extended constraint-based Boolean algorithm to generate Boolean functions  

A B 
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representing the regulatory relationship that is necessary for the construction of the 
Boolean network. 

2.3   Constraint-Based Boolean Network Inference 

Our method, called the extended constraint-based Boolean algorithm was adapted and 
implemented based on the previous published works [6, 14]. The algorithm consists 
of two modules, core and extension modules (Fig. 1B). The core module slightly 
adapted from the algorithm in Martin et al. [6] includes generation of Boolean func-
tion and identification of type of regulatory relationship, i.e. either activation or inhi-
bition. The latter module is filtering the relationship of genes by biological constraints 
provided by a user. It is the extension we added in order to improve the performance 
of the classical Boolean algorithm by reduction of the number of relationships consid-
ered in the core module. Nevertheless, the network inference can be performed with-
out this module if a set of biological constraints is not submitted.  
 

Core module: Generation of Boolean functions and identification of types of 
regulatory relationship. In brief, at first, the matrix of binary values of all interesting 
genes is passed into the first module to extract the regulatory relationship between the 
set of regulating genes and single target gene. The gene expression data, i.e. ‘0’ or ‘1’, 
of the target gene at time t is influenced by the expression strength of the regulating 
genes at previous time, t-1. This relationship is in the form of Boolean functions hav-
ing a logic combination of the expression strengths of the regulating genes as an input 
and the expression strength of target gene as an output. The maximum number of the 
regulating genes, k, for single target gene is depended on the number of time points of 

expression data, T, and is defined by Max(k) that 2
k
 < T and k > 0.  

Each Boolean function is then checked if it is an activation-inhibition function 
which its logic relationship is in the form of gi = (act1 OR act2 OR … OR actAi ) AND 
NOT (inh1 OR inh2 OR … OR inhIi ), where gi indicates the expression strength of the 
ith target gene, act and inh indicates the expression strength of activators and inhibi-
tors for the ith target gene respectively, and Ai and Ii are the number of activators and 
inhibitors for the ith target gene respectively. The activators and inhibitors of each 
target gene are simultaneously identified in this checking step. The type of regulatory 
relationship, either activation or inhibition, is finally assigned based on the activation-
inhibition function. Other Boolean functions that are not the activation-inhibition 
function are ignored. Consequently, the output from the algorithm is a set of activa-
tion-inhibition functions and a set of activators and inhibitors for each target gene.                        

Extension module: Filtering the regulatory relationship by biological constraints.  
In the extension module, the relationship of genes is filtered by a set of biological 
constraints that are considered as the prior knowledge for a specific system. In this 
work, two types of biological constraints, i.e., conceptual and specific constraints are 
added in the program. The conceptual constraint is first added to the previous algo-
rithm [14]. It includes the general concept of the regulation in the transcriptional 
level, for example, (i) transcription factors directly regulate the gene expression by 
binding at promoter of genes; and (ii) enzymes and transporters do not regulate the 
gene expression although some of their downstream products do. Here, this type of 
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constraints is set based on a presumption that there is not any regulation by products 
of enzyme-encoding genes within duration of study. The relationship with this type of 
genes is hence discarded. The specific constraint introduced in this work includes 
prior knowledge, hypothesis, or existing experimental data indicating the regulatory 
relationship between the specific set of genes. Here, this set of constraints is specified  
 
 

by pairs of genes having no regulatory relationship which is supported by biological 
evidences. For example, the relationship between CONSTANTS (CO) and 
phosphoglycerate kinase (PGK) was set as null because the genes have distinct  
 
 

functions in different pathway and there is no experimental data inferring their rela-
tionship. The Boolean relationship between these two genes generated was hence  
 
 

 
A

B

 

Fig. 2. Gene relationship in (A) circadian clock [18] and (B) flowering pathway [23] 
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discarded by consideration of that specific constraint.  However, the network inference 
can be performed without this module if a set of biological constraints is not submitted.  

2.4   Evaluation of Genetic Network 

The obtained genetic network were evaluated by using standard measures that were 
accuracy (ACC) calculated by (TP+TN)/(TP+TN+FP+FN), specificity (SPC) calcu-
lated by TN/(FP+TN), precision or positive prediction value (PPV) calculated by 
TP/(TP+FP), and false discovery rate (FDR) calculated by FP/(FP+TP), where TP 
refers to correctly inferred edges, either activation or inhibition. FP refers to false 
predicted relationship, including wrong type of regulation. TN refers to missing edges 
in both the inferred and the reference networks. FN refers to missing edges, which 
exist in the reference network, in the inferred network. The network that was used as a 
reference was based on selected genes in this study [18, 23] ( Fig. 2).  

Accuracy indicates the percentage of correct predictions. Specificity indicates the 
percentage of negative predictions which are correctly inferred. Precision indicates 
the percentage of positive predictions which are correctly inferred. False discovery 
rate indicates the percentage of false predictions among all predictions. 

3   Results and Discussion 

3.1   Data Discretization  

To demonstrate the algorithm, the expression data of fourteen genes were selected 
from microarray data [20], including seven known core-circadian-clock genes and 
seven non-circadian genes (i.e. genes in glycolysis and flowering pathways). The 
selected genes and their molecular functions are shown in Table 1.   

Table 1. List of genes and functions used in this study [18, 24] 

Gene Function 
CCA1 Single Myb domain Transcription factor 
ELF4 Transcription factor  
GI Unknown 
LHY Single Myb domain transcription factor  
PRR5 Pseudo-response regulator  
PRR7 Pseudo-response regulator  
TOC1 Pseudo-response regulator  
CO CONSTANTS (CO) promotes flowering under long days  
FT Flowering locus promotes flowering  
SOC1 Suppressor of overexpression of CO1 
PGI1 Phospho-glucose (Glc) isomerase 
TPI Triosephosphate isomerase  
PGK Phosphoglycerate kinase 
PGM Phosphoglycerate mutase 



78 S. Bumee et al. 

Max-30%max was used as a threshold for the data discretization in this study. An 
example of the characteristics of discretized data is shown in Fig. 3. Fig. 3A shows 
the expression data of two selected circadian clock-genes, CCA1 and TOC1. Based on 
the discretization method, the expression data of CCA1 and TOC1 across time points 
were discretized into 0 or 1. So, each gene consists of a series of binary values, called 
binary profile. Fig. 3B shows the binary profiles of such genes. The selection of the 
discretization method may affect the final result; however the employed discretization 
method was proven to be the most appropriate one for the system under studied (un-
published data). The matrix of binary values representing binary profiles of a set of 
genes was an input for the algorithm, see Fig. 3C. The matrix of binary values is de-
limited text format. The first column is the gene name. The following columns are 
binary values of each gene across time points. This is a standard format that is con-
venient for users in the data preparation process.  

 

Fig. 3. Characteristics of data expression profiles (A), example of discretized data (B), and the 
matrix of binary values (C) of genes in circadian clock, glycolysis, and flowering mechanism 

3.2   Genetic Network of Circadian Rhythms 

The genetic network of circadian clock was inferred by using our method, the ex-
tended constraint-based algorithm with taking consideration of both conceptual and 
specific constraints into account. The network result by our method was compared 
with those by the classical Boolean without any biological constraint and the con-
straint-based Boolean with only conceptual constraints. All these three algorithms can  
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Fig. 4. Genetic networks of 14 genes in circadian rhythm and flowering mechanism using 
classical Boolean, without consideration of biological constraint in priori (A); constraint-based 
Boolean with conceptual constraints (B); constraint-based Boolean with both conceptual and 
specific constraints (C). A blue rectangular represents an enzymatic gene; a yellow hexagon 
represents a flowering gene; a pink circle represents a circadian gene.  Black solid lines repre-
sent predicted relationship corresponding to known biological knowledge, while broken lines 
represent predicted relationship that exceeds the current knowledge. 

infer directed networks describing the types of gene regulatory relationship, either 
activation or inhibition (Fig. 4). The node is a gene and the edge is the relationship 
between genes. The types of the relationships are represented by an arrow and a       
T-shape arrow for activation and inhibition, respectively.   
 Figs. 4A-C show the networks inferred by using classical Boolean, constraint-
based Boolean with conceptual constraints, and constraint-based Boolean with both 
conceptual and specific constraints, respectively. All these inferred genetic networks 
can describe regulations between TOC1/CCA1/LHY and (PRR5/PRR7/PRR9) 
/CCA1/LHY loops. All three inferred network show that CCA1 and LHY are inferred 
as negative regulators of TOC1 and ELF4 which corresponds to known biological 
knowledge [15, 18], while PRR5 and PRR7 are inferred as positive regulators of 
CCA1 and LHY [16] in the inferred network by using classical Boolean and con-
straint-based Boolean with conceptual constraints.  However, among three inferred 
networks, the two networks from the previously developed methods show signifi-
cantly higher in complexity and false predictions than the one from our method, indi-
cated by the number of solid and broken line edges. Adding conceptual constraints 
before generating Boolean function can greatly reduce the complexity of the network 
(Fig. 4B). That means it can reduce false predicted relationships that are caused by 
regulations by products of enzyme-encoding genes as shown in Fig. 4A.  Fig. 4C 
shows the inferred genetic network by using our method with adding conceptual and 
specific constraints before generating Boolean function. The algorithm can identify 
regulations in the core oscillator of circadian mechanism and also substantially reduce 
the false predicted relationships.  This resulted in less complex inferred network that 
is reasonable for further analysis and making a biological sense.  
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C 
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3.3   Network Evaluation 

The inferred genetic networks were evaluated through a set of coefficients: ACC, 
SPC, PPV, and FDR.  These coefficients allow us to assess the performance of our 
algorithm in comparison with those of the previously developed methods which are 
the classical Boolean and the constraint-based Boolean algorithms with conceptual 
constraints.  
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Fig. 5. Comparing the performances of the extended constraint-based Boolean, constraint-based 
Boolean, and classical Boolean algorithms 

Fig. 5 shows that the Boolean network taking into consideration of biological con-
straints gives better accuracy, specificity, and precision. In comparison with the clas-
sical Boolean network, the extended constraint-based Boolean algorithm provides 
90% accuracy, 98% specificity, and 45% precision, which are 8%, 13% and 114% 
improvement, respectively. Moreover, the false discovery rate (FDR) is decreased 
from 79% to 55% (31% improvement). When considering the Boolean network tak-
ing only the conceptual constraints into account, the percent improvement over the 
classical Boolean network are 4%, 5%, and 38% for accuracy, specificity, and preci-
sion, respectively. These results clearly show that taking more consideration of bio-
logical constraints in priori can provide better accuracy, specificity, and precision. 
Besides the improve accuracy, the extended constraint-based Boolean algorithm pro-
vides a result with a low level of false prediction. The extension of the constraint-
based method by incorporating the specific constraint is thus not only advantage in 
term of reduction in, but also great decrease in computational burden due to Boolean 
functions calculation. Not only genetic network inference of circadian clock, the  
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algorithm was also applied to infer genetic network of galactose pathway using mi-
croarray data [25]. The results show that our algorithm provides both high (>70%) accuracy 
and (>80%) specificity (unpublished data). Therefore, the extended constraint-based 
Boolean algorithm might be an alternative strategy for genetic network inference. 
Also, this method might be employed to infer a large-scale genetic network, whose 
result might be used as seed information for further network analysis or hypothesis 
development.  Although the incorporation of prior knowledge into Boolean network is 
not yet systematic, this can help scientists to understand simpler genetic network 
inferred by using this method. However, it will be great to develop it as more system-
atic approach.  

In this work, we have shown the advantages and successes of incorporation prior 
knowledge (in terms of specific constraint) into the Boolean network though implan-
tation of the constraint in not yet systematic. For the next step, computational tech-
nique including systematic incorporation of the constraint will be improved to have 
the capability of the algorithm to support the large-scale data analysis. 

4   Conclusion 

The regulation of gene expression lies on a huge number of components that comprise 
a genetic network. Understanding of this regulation system is often studied by infer-
ence of genetic networks from microarray data. We have proposed an algorithm so-
called extended constraint-based Boolean algorithm to infer genetic network. The 
algorithm considers both conceptual constraints of a typical genetic circuit and spe-
cific constraints of a particular system before generating Boolean functions. The 
method was demonstrated in inference of a genetic network underlying circadian 
rhythms in Arabidopsis thaliana from microarray time series data.  The inferred cir-
cadian network was validated with literature and the performance of the novel algo-
rithm was evaluated. The resulted network showed that prior knowledge is an useful 
bias for modeling genetic network. Moreover, the results showed that the proposed 
method provides good accuracy, specificity, and precision under the trade-off of com-
putational efforts. The proposed method is therefore a promising alternative approach 
for inferring genetic network from high-throughput microarray time series data.  In 
the future, this method will be applied to infer genetic network from different condi-
tions of microarray data. 
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Abstract. We proposed to use data mining to identify LINE-1 (L1)
characteristics that were associated with gene expression in bladder can-
cer. The data were collected from L1Base and GSE3167. The memory-
efficient data structure called FP-Tree was employed to enumerate all
frequent item sets. The frequent item sets were then used to produce
rules for predicting “down regulation” and “not down.” Each rule was
assigned a p-value by means of Chi-square test. No statistically signif-
icant rules for “down” had been found, in contrast 692 rules for “not
down” were significant with odd ratios ranging from 1.68 to 1.98. All the
significant rules were concentrated only in 20 characteristics. We were
able to infer the L1 characteristics that down-regulated genes. Those
characteristics were number of L1 elements in host genes, full-length in-
tactness, number of CpG islands, conserved 5’UTR and mutated ORF2.

Keywords: LINE-1, hypomethylation, gene expression, bladder cancer,
and data mining.

1 Introduction

DNA methylation is a cellular process characterized by the attaching of methyl
groups (CH3) to genomic DNA. The global hypomethylation is found in common
in aging, cancer, and autoimmune diseases [1]. The majority of DNA methyla-
tion occurs at DNA fragments called transposable elements (TEs). There are two
main families of TEs: short interspersed element (SINE) and long interspersed
element (LINE). In our previous works [2], [3], [4], a pattern of hypomethylation
in LINE-1 (L1), which is a subfamily of LINE, was discovered in various types
of cancer. The loss of genome-wide L1 methylation may activate L1 elements
and result in disrupting gene expression [5]. Our preliminary results, not yet
published, showed a strong association between intragenic L1 and gene expres-
sion in induced-hypomethylation environments and different cancers. It is known
that methylation at a gene promoter can silence the gene by blocking the tran-
scription [6]. However, the alteration of gene expression caused by gene-body
methylation remains largely unknown.

J.H. Chan, Y.-S. Ong, and S.-B. Cho (Eds.): CSBio 2010, CCIS 115, pp. 83–93, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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To unravel the roles of L1 in the transcription process, we conducted data
mining on gene expression data and L1 characteristics. Data mining algorithms,
such as Apriori [7], search for frequent patterns of L1 characteristics that coexist
with up/down regulation of the host genes. We found no statistically significant
patterns associated with down regulation, in contrast not-down-regulated genes
exhibited a number of common characteristics. Our findings indicated that full-
length intactness, number of CpG islands, mutated ORF2, and conserved 5’UTR
were L1 characteristics that may be prone to the down regulation of host genes.

2 Materials and Methods

Gene expression data set (GSE3167 bladder carcinoma vs. normal bladder ep-
ithelium) was downloaded from NCBI website. Our preliminary result is shown
in Fig. 1. We found that genes possessing L1 elements were more frequently
up/down regulated in several cancers. But not all the genes with L1 were totally
up or down regulated. Consequently, we hypothesized that the transcription pro-
cess of host genes may be subject to L1 characteristics. Since the most significant
p-value was obtained in bladder cancer (Down vs. Not down), we initiated data
mining from here. All L1 characteristics, deployed from L1Base [8], are shown in
Table 2. Most characteristics were L1 subsequences. Besides the characteristics
compiled by L1Base, we added the number of L1 elements and the orientation
(sense/antisense of the host genes).

To conduct data mining, we built a two-dimensional table whose rows were
genes that possessed L1 elements, and columns were L1characteristics plus the
classification (“Down” or “Not down”). If a gene possessed multiple L1 ele-
ments, multiple rows were produced as a Cartesian product of a gene and a set of

Up Not up

L1 188 731

No L1 3,687 8,452

Down Not down

L1 382 537

No L1 3,377 8,762

P-value = 2.84E-10 P-value = 9.83E-19
Odd ratio = 0.59 Odd ratio = 1.85
Lower 95% CI = 0.50 Lower 95% CI = 1.61
Upper 95% CI = 0.70 Upper 95% CI = 2.12

Fig. 1. This figure shows the experiment GSE3167 bladder carcinoma situ vs. normal
bladder epithelium. A gene either possesses LINE-1 (denoted by L1) or does not possess
LINE-1 (denoted by “No L1”). The up/down regulation of a gene (denoted by “Up”
and “Down”) is determined by unpaired t-test (p-value threshold is set at 0.01). The
entries in the 2x2 tables show the resulting number of genes. The p-values of 2x2 tables
are obtained from Chi-square distribution. The 41 tests and 9 controls in the t-test are
(GSE71028 to GSE71068) and (GSM71019 to GSM71027).
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L1 elements. Rows with missing values were discarded. The characteristics that
were of many values (but sparse) were manually clustered, for instance, “mut,”
“mut 84G/A,” “mut 100T/C” were grouped together as “mut.”

Weka [9], a software suite for data mining, was used to perform Apriori algo-
rithm. Apriori enumerated all frequent item sets with support greater than or
equal to a threshold called minimum support. But only the frequent item sets
with the classification (“Down” or “Not down”) were of interest, thus we filtered
out the frequent item sets that did not contain the classification. In practice,
Apriori failed to cope with large data due to memory bloat. Then we turned to
a more memory-efficient data structure, FP-Tree [10] (available in RapidMiner
[11]), but FP-Tree restricted that all variables (L1 characteristics) must be bi-
nominal. Non-binominal variables were automatically converted. The final table
consisted of 1,593 rows and 146 columns. All L1 characteristics were summarized
in Table 2.

Next, we produced an if-then rule from each frequent item set by placing
the classification on the right-hand side of the rule. Each rule was assigned
a confidence value. An example is shown in Eq. 1, 2, 3, and 4. Ci denotes a
characteristic of L1, and “Down” denotes down regulation. Note that Ci and
“Down” are binominal variables, their values are either “yes” or “no.”

Basically higher support and higher confidence are always better, but low
support may be accepted if the confidence is very high. However, determining
a strong rule only from support and confidence could be misleading. A p-value
was assigned to each rule by means of Chi-square test. An example of a 2x2
contingency table was shown in Table 1. Other statistics, odd ratio and confident
intervals, were conducted as well.

A frequent item set: {C1 = yes, C2 = yes, C3 = no, Down = yes} (1)

Support =
number of rows that {C1 = yes, C2 = yes, C3 = no, Down = yes}

total number of rows
(2)

An if-then rule: C1 = yes, C2 = yes, C3 = no → Down = yes (3)

Confidence =
number of rows that {C1 = yes, C2 = yes, C3 = no, Down = yes}

number of rows that {C1 = yes, C2 = yes, C3 = no}
(4)

Table 1. This table shows a 2×2 contingency table where a, b, c, and d are numbers
of rows

Consistency to the left- Contradictory to the left-
hand side of the rule hand side of the rule

Down (down = yes) a b

Not down (down = no) c d
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Table 2. A summary of all L1 characteristics. For more details, consult L1Base [8].
The data types (the second column) N, I, B, and R denote nominal, integer, binominal,
and real respectively.

Characteristics of LINE-1 Type Description

L1 Type N Type of L1 {FLI L1, ORF2 L1, FLnI L1}.
Chromosome N The chromosome where L1 is {1, . . . , 22}.
ORF1/ORF2 Conserved N The sequence for intactness of ORF1/ORF2 {1}.
ORF1/ORF2 Gaps I The number of gaps in ORF1/ORF2

(Min=0/0, Max=57/443, Average=2.36/11.99).
ORF1/ORF2 Frameshifts I The number of frameshifts in ORF1/ORF2

(Min=0/0, Max=8/31, Average=1.67/8.11).
ORF1/ORF2 Stops I The number of stops in ORF1/ORF2

(Min=0/0, Max=25/72, Average=3.15/8.07).
Ta SSVs N The family determining Ta locus of L1 element

identified {AAGA, ACAG, ACGA, ACGG,
GAGA, GAGG, GCGA, unclassified}.

Ta0/Ta1 SSVs N The family determining Ta0/Ta1 locus in
ORF2 of L1 element identified.
{Ta-0/L1PA2, Ta-1, L1PA5, non canonical}

Ta1-nd/d N The family determining Tad/nd deletion in
the 5’UTR of L1 element identified {Ta1-d,
Ta1-nd, non canonical}.

L1M/L1PA N A HMM a diagnostic part of ORF2,
Discrimination which discriminates L1M and L1PA

families {Mammalian L1M, Primate L1PA}.
Poly-A I The length of the pure Poly-A tail, as well as

the length of an estimated Poly-A tail
(containing mutations). Calculates as well
a Kimura distance to a pure poly-A tail of
the length of the estimated sequences.
Distance is not available if mutation rate
is too high.

PolyA Signal, Runx3 Site, B The sequence for intactness of each name
Runx3 ASP, SRY Site 1, specified in ORF1 or ORF2 or 5’UTR
SRY Site 2, YY1 BoxA+ {mut, cons}.
BoxA, TF nkx-2.5,
TF nkx-2.5B, REKG235,
ARR260, YPAKLS282, N14,
E43, Y115, D145, N147,
T192, D205, SDH228,R363,
ADD700, HMKK1091,
FADD700
SSS1096, I1220, S1259
find TSDs I The number of target-site-duplications flanking

L1 element (Min=0, Max=325, Average=15).

continued on next page
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continued from previous page

ORF StartStop N The ORFs of L1 for presence of valid methionine
start codons and stop codons {mut, cons, ORF1
cons, ORF2 cons}.

G-C Content R The %G-C of L1 element in a 50nt window
(Min=30.42, Max=44.59, Average=40.10).

ORF1/ORF2/ORF1&2 %A R The %A for ORF1/ORF2/ORF1&2
(Min=0.36/0.39/0.39, Max=0.48/0.47/0.47,
Average=0.41/0.42/0.42).

ORF1/ORF2/ORF1&2 %T R The %T for ORF1/ORF2/ORF1&2
(Min=0.16/0.19/0.19, Max=0.25/0.28/0.28,
Average=0.19/0.21/0.20).

ORF1/ORF2 CAI R The codon adaptation index of ORF1/ORF2
(Min=0.56/0.56, Max=0.71/0.67,
Average=0.66/0.63).

Intactness score I The intactness measure for L1
(Min=2, Max=24, Average=16.44).

CPG Islands I The number of CPG islands found in L1
(Min =0, Max=2, Average=0.16).

Strand B The strand of L1 {+,−}.
Orientation B The orientation of gene {+,−}.
Number of L1s I The number of L1 elements found in the host gene

(Min=1, Max=15, Average=3.039).

Although FP-Tree was memory efficient, the memory usage could be up to
16 GB. A 64-bit computer was needed to suffice the high memory demand. The
HP Z800 workstation was equipped with dual Intel Xeon E5520 2.26 GHz, 16
GB of memory, Windows 7 Professional 64-bit, and RapidMiner 64-bit (version
4.6). With this setting and minimum support = 0.25, finding all frequent item
sets of “Down vs. Not down” could be accomplished in 30 minutes. In the case of
“Up vs. Not up,” the minimum support was set to be lower than that of “Down
vs. Not down” because there were fewer up-regulated genes. Unfortunately, the
available 16GB memory was exceeded.

3 Results

We mined “Down vs. Not down.” The minimum support was set at 0.25. It is
important to note that the maximum support for a frequent item set containing
“Down = yes” was 0.44. Setting the minimum support at 0.25 made a rule
covering at least 0.25 / 0.44 = 56.82% of all genes that were down regulated.
The rules whose supports were less than 0.25 could not explain the data in
general, hence rejected.

Table 3 and Table 4 show the top-five rules (sorted by p-value) of “Down =
yes” and “Down = no” respectively. No rules for “Down = yes” were significant
at p-value threshold 0.05 (adjusted by Bonferroni correction). In contrast, 692
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Table 3. The top-five rules of “Down = yes” are listed. There are totally 8,027 rules
(Bonferroni adjusted p-value threshold = 0.05 / 8,027 = 6.23E-6). No rules are statis-
tically significant.

Rule 1: L1M/L1PA Discrimination = PrimateL 1PA, TF nkx-2.5B = mut,
CPG Islands ≤ 0.5, Runx3 Site = mut → Down = yes

Rule 2: Type = FLnI L1, L1M/L1PA Discrimination = Primate L1PA, TF nkx-2.5B
= mut, CPG Islands ≤ 0.5, Runx3 Site = mut → Down = yes

Rule 3: N147 = cons, TF nkx-2.5B = mut, CPG Islands ≤ 0.5, Runx3 Site = mut
→ Down = yes

Rule 4: Type = FLnI L1, N147 = cons, TF nkx-2.5B = mut, CPG Islands ≤ 0.5,
Runx3 Site = mut → Down = yes

Rule 5: Type = FLnI L1, L1M/L1PA Discrimination = Primate L1PA, N147 =
cons, TF nkx-2.5B = mut, Runx3 Site = mut → Down = yes

Rule Support Confidence Odd Ratio Confident Interval Unadjusted
(max = 0.43) p-value

1 0.27 0.42 0.75 0.61 - 0.92 0.0053
2 0.27 0.42 0.75 0.61 - 0.92 0.0053
3 0.26 0.42 0.76 0.62 - 0.93 0.0088
4 0.26 0.42 0.76 0.62 - 0.93 0.0088
5 0.25 0.42 0.77 0.63 - 0.94 0.0109

Table 4. The top-five rules of “Down = no” are listed. There are totally 87,042
rules (Bonferroni adjusted p-value threshold = 0.05 / 87,042 = 5.74E-7). 692 rules are
statistically significant.

Rule 1: N147 = cons, number of L1 ≤ 2.5 → Down = no
Rule 2: Type = FLnI L1, N147 = cons, number of L1 ≤ 2.5 → Down = no
Rule 3: N147 = cons, Y115 = cons, number of L1 = ≤ 2.5 → Down = no
Rule 4: number of L1 ≤ 2.5 → Down = no
Rule 5: Type = FLnI L1, number of L1 ≤ 2.5 → Down = no

Rule Support Confidence Odd Ratio Confident Interval Unadjusted
(max = 0.54) p-value

1 0.35 0.63 1.98 1.62 - 2.42 2.46E-11
2 0.34 0.63 1.97 1.61 - 2.41 2.71E-11
3 0.32 0.64 1.96 1.60 - 2.39 4.26E-11
4 0.37 0.62 1.97 1.61 - 2.42 4.74E-11
5 0.37 0.62 1.96 1.60 - 2.40 5.69E-11

rules for “Down = no” were significant at the same p-value threshold. Moreover,
the odd ratios of all 692 rules were greater than one (ranging from 1.68 to 1.98).

Without an expert, it is difficult to judge that one rule is better than the others
just because its p-value is smaller. However, we can interpret all rules at once
by taking an overview. Fig. 2 summarizes the frequency of all L1 characteristics
that were found in the significant 692 rules. Although there were hundreds of
rules, but all of them were concentrated in only 20 characteristics.
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Fig. 2. The frequency of L1 characteristics that were found in the significant rules
(“Down = no,” Bonferroni adjusted p-value threshold = 5.74E-7)

4 Discussion

At the first glance, the absence of statistically significant rules in “Down = yes”
suggests that no L1 characteristics are associated with down regulation. In con-
trast to the ubiquity of significant rules with high odd ratios in “Down = no,”
several L1 characteristics exhibit a protective effect on down regulation. In other
words, the complementary characteristics (that are not protective) would pro-
mote down regulation. A rule, for instance, (C1 and C2 and C3) → “Not down”
would imply its complement (¬C1 or ¬C2 or ¬C3) → “Down.” The later rule
has never been observed because data mining restricts the operators to “and”
(“or” operator is not allowed). As a result, no significant rules for “Down” are
observed. Another reason might be that a lower minimum support is required,
but lowering the support is not practical due to the memory limit. In the fol-
lowing discussion, we draw the characteristics that promote down regulation by
taking the complements of the characteristics found in “Not down.”
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Let’s consider the frequent characteristics in Fig. 2. The number of L1 el-
ements is the hypothetical characteristic that we deliberately added into data
mining. RapidMiner converted the number of L1 elements to a binominal vari-
able by cutting at 2.5. “Not down” requires the number of L1 ≤ 2.5 (or equal to
0, 1, 2). This implies that the number of L1 ≥ 3 increases the chance of being
down regulated.

The second characteristic is “Type = FLnI L1,” which is the abbreviation for
full-length non-intact L1. The L1 elements in this type are not active due to
multiple mutations. Some functions that are important for behaving like normal
full-length intact L1s (FLI-L1s) may be lost. The non-intactness is required
for “Not down.” This implies that the down-regulation mechanism may require
intact L1 elements.

The number of CpG islands ≤ 0.5 (no CpG islands) can protect down regula-
tion. The CpG islands are likely to be required for transcriptional initiation of L1
elements. No CpG islands may prevent L1 transcription and make L1 inactive.
Therefore down-regulation mechanism may require CpG islands for transcription
process.

N147, Y115, L1M/L1PA, D205, N14, R363, D145, E43, T192, S1259, FADD-
700, I1220, and SDH228, these characteristics refer to aminoacid sequences in
ORF2. All these characteristics are of the same ORF and are of the same value
(conserved). For L1M/L1PA, we considered the value “Primate L1PA” as con-
served (another value is “Mammal L1M”). Note that ORF2 harbors three do-
mains involved in L1 retrotransposition activity. It sounds like if the retrotrans-
position activity is still active (conserved ORF2), L1 elements cannot be used
in down-regulation mechanism because these L1 elements are still capable of
damaging genomic DNA. This implies that mutated ORF2 may be required for
L1 elements that play a role in down regulation.

TF nkx-2.5B, Runx3Site, YY1 BoxA+BoxA, and Runx3ASP refer to amino-
acid sequences in 5’UTR. Surprisingly, all these sequences in 5’UTR are of the
same value (mutated). The mutations in L1 5’UTR may disrupt L1 RNA synthe-
sis or called transcription. This is consistent with the number of CpG islands in
the sense that the blockade of L1 RNA prevents down regulation. We concluded
that L1 RNA may be a regulatory factor and required for down regulation.

Together all frequent characteristics infer that down-regulation mechanism
requires the intactness of L1, the transcription of L1, and the disability of retro-
transposition activity. The rules for predicting down regulation were invented
and shown in Table 5. It can be seen that the number of genes that are consis-
tent with the rules is getting smaller towards more specific rules. Hence those
rules cannot be discovered by data mining due to very low support. An impor-
tant observation is that many numbers of genes that are not down-regulated
and consistent with the rules are zero (undefined odd ratio). This suggests that
the rules can predict down regulation with no false positives. The p-values do
not show significance because of insufficient sample size (there are very few L1
elements with specific characteristics).
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Table 5. The rules for predicting down regulation were invented by combining four
L1 characteristics. ORF2 is mutated if at least one of the subsequences is mutated.

Rules

Genes with L1 Odd Ratio
Consistent Not Lower Odd Upper Unadjusted
with rule consistent CI Ratio CI p-value

Down Not Down Not

A (full-length, intact) 12 13 346 552 0.66 1.47 3.26 3.38E-01
B (CPG islands > 0) 88 114 270 451 0.94 1.29 1.77 1.15E-01
C (mutated ORF2) 268 395 90 170 0.95 1.28 1.73 1.03E-01
D (conserved 5’UTR) 25 32 333 533 0.73 1.25 2.15 4.17E-01
A and B 11 12 347 553 0.64 1.46 3.35 3.68E-01
A and C 3 0 355 565 NA NA NA 2.93E-02
A and D 7 10 351 555 0.42 1.11 2.93 8.38E-01
B and C 29 25 329 540 1.10 1.90 3.31 2.04E-02
B and D 24 31 334 534 0.71 1.24 2.15 4.47E-01
C and D 6 1 352 564 1.15 9.61 80.19 1.05E-02
A and B and C 3 0 355 565 NA NA NA 2.93E-02
A and B and D 7 10 351 555 0.42 1.11 2.93 8.38E-01
A and C and D 1 0 357 565 NA NA NA 2.09E-01
B and C and D 5 0 353 565 NA NA NA 4.85E-03
A and B and C and D 1 0 357 565 NA NA NA 2.09E-01

Fig. 3. This figure shows a correlation matrix of L1 characteristics in 5’UTR and ORF2
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As many L1 characteristics are subsequences in 5’UTR and ORF2, they may
be in tight linkage. To investigate this, we made a correlation matrix as shown
in Fig 3. The L1 characteristics seem to be independent to each other. As a
result, the discovery of rules consisting of L1 subsequences being “conserved”
or “mutated” many times in a row did not happen due to genetic linkage, but
the conserved/mutated subsequences and gene expression should be associated
indeed.

Note that we cannot discover the association with gene expression by trying L1
characteristics one by one. There must be interactions among L1 characteristics
at a certain degree as the rules were composed of multiple characteristics. We
found that data mining is a promising tool for bioinformatics, and there are still
a plenty of rooms for its applications. We are going to repeat the experiment with
other types of cancer. The number of L1 elements in host genes may play a role
as well as other L1 characteristics. However, a thorough investigation requires
a proper experimental design to take other L1 characteristics into account (not
considering the number of L1 elements alone). And it is not convenient to report
in this paper.

5 Conclusion

We have mined L1 characteristics that are associated with gene expression in
bladder cancer. A total of 692 significant rules has led to the discovery of L1
characteristics that may play an important role in down regulation of the host
genes. Those characteristics are number of L1 elements, full-length intactness,
number of CpG islands, mutated ORF2, and conserved 5’UTR. Our findings
indicate that down regulation mechanism requires both quality and quantity of
L1 (intactness and number of L1 ≥ 3), the transcription of L1 (CpG islands > 0
and conserved 5’UTR), and the disability of retrotransposition activity (mutated
ORF2).
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Abstract. Analysis of regulatory elements (DNA motifs) in non-coding
regions is considered as one crucial step to understand the regulation
mechanisms of genes with similar expression patterns. With the help
of accumulated gene expression data and complete genome sequences,
computational approaches have been developed in the past decade to
accelerate the mining task. In previous studies, we proposed a DNA
motif discovery framework, named as MODEC, which incorporated the
evolutionary computation (EC) searching algorithm with data filtering
techniques to favor the algorithm performance. With the attempt on
exploring real-world motif mining problems, we apply both MODEC and
a famous discovery algorithm MEME to predict regulatory elements in
different non-coding regions of co-expressed genes from the model plant
Arabidopsis thaliana. Results from both MODEC and MEME show that
the targeted motif patterns can be found in the expected non-coding
regions of the co-expressed gene groups. As the preliminary step of this
work, we investigate whether different motif patterns can be detected
in the specified non-coding regions of co-expressed genes with different
functional categories. The similar prediction results from MODEC and
MEME demonstrate the potential of MODEC in the field of practical
motif discovery.

Keywords: Evolutionary computation, regulatory element, Arabidopsis
thaliana.

1 Introduction

Regulatory elements (Transcription factor binding sites or DNA motifs) are short
and subtle genomic segments that can be recognized by a specified group of
proteins (e.g. transcription factors). Most of the time, regulatory elements are
found in non-coding regions (referred to promoters, UTRs and introns) of genes.
The interaction between transcription factor binding sites (TFBSs) and tran-
scription factors (TFs) determines the transcriptional activity and dominates
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the regulation level of gene expression. TFBSs from a set of co-expressed genes
usually share a common conserved pattern that is recognized by a particular
transcription factor which can lead to the same biological function. As a major
complement to the traditional wet-lab identification methods (e.g. DNas foot-
printing [1]), computational algorithms have shown the good potential on the
problem solving in terms of time and cost. Due to the high-throughout genome
sequencing and microarray technologies, the dramatically increased number of
complete genome sequences and large-scale gene expression data have made the
computational approaches become available to cope with the growing needs on
motif discovery.

Since the motifs usually have nucleotides with low divergence on the binding
positions, current computational explorations aim to capture this biological fea-
ture by developing advanced motif models and implementing with efficient pro-
cedures. The searching algorithms can be classified into exhaustive approaches
and heuristic methods. The exhaustive approaches, such as CONSENSUS [2],
enumerate all possible combinations from the entire search space to maximize
the model quality with the most statistical over-representations. Motifs predicted
by the heuristic methods are usually inferred from the probabilistic model with
the optimized parameters after a number of searching iterations, such as MEME
[3]. According to the performance assessment from [4] and [5], developing ad-
vanced algorithms to produce the satisfactory results on both eukaryotic and
prokaryotic genomes is still a major assignment for computational biologists.

Evolutionary Computation (EC) techniques have been recently introduced to
the domain of motif discovery ([6], [7], [8]), which have shown some promising
improvements on prediction accuracy. In our previous work, we proposed an EC-
based motif discovery tool named MODEC (MOtif Discovery using Evolutionary
Computation) [9], which applied the seed concept to group similar patterns for
noise data elimination and employed a combined metric of mismatch model and
3rd-order Markov chain as fitness function to evolve the possible candidates.
Comparative studies on eight experimental datasets have demonstrated that
MODEC achieves a better prediction performance over than three commonly
used algorithms as well as two state-of-the-art GA applications.

In many cases, people target at promoters of the co-expressed genes since reg-
ulatory elements usually hide within the promoters. Recent studies have found
the appearances of regulatory elements in introns and UTRs ([10],[11]). The the-
ory behind that is the regulatory elements in non-coding regions are usually un-
der a higher selective pressure than non-functional segments during the evolution.
Thus, a rich discovery approach should investigate the distributions of any possi-
ble functional elements not only in promoters but also in intron and UTRs.

The small flowering species Arabidopsis thaliana is well-known as a model
plant in molecular biology and genetics [12]. As the first fully sequenced plant
genome, Arabidopsis thaliana has only five chromosomes with about 157 million
base pairs and 27,000 genes. Both the small genome size and rich annotated
genome resources [13] have made Arabidopisis thaliana ideal for the study of
functional regulatory elements in non-coding regions.
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In this study, to perform the motif mining task in non-coding regions of co-
expressed genes from Arabidopsis thaliana, we collect the information of gene
expression clusters published by a recent work [14] along with their non-coding
sequences from TAIR [13]. MODEC and the well-known EM-based motif dis-
covery tool MEME are chosen to carry out the motif prediction. With the re-
spect to algorithm development, a new motif model quality metric MAR-G is
proposed in MODEC, which is used to characterize the motif features from a
combination of different perspectives. The prediction results show MODEC is
capable of finding expected patterns in target co-expressed gene groups. Also,
the patterns predicted by MODEC show similar enriched distributions across
different non-coding regions against MEME. Those enriched words along with
their distribution studies will help with understanding the gene functions of the
co-expressed networks in Arabidopsis thaliana.

2 MODEC

2.1 Motif Model Representation

A motif model is usually referred as an abstract representation that summarizes
a set of collected subsequences with the identical length k. Such a subsequence
can be defined as a k-mer. In here, each k-mer is described as a binary matrix
which adopts the k-mer binary encoding approach from [15]. That is, for a single
k-mer, i.e., B1B2 · · ·Bk, we denote e(k-mer) = [aij ]4×k, aij = 1 if Bj = Vi,
otherwise aij = 0, where (V1, V2, V3, V4) = (A, C, G, T ). For example, the 7-mer
AGCGTGT can be encoded as:

e(K) =

A
C
G
T

⎡
⎢⎢⎣

1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 1 0 1 0 1 0
0 0 0 0 1 0 1

⎤
⎥⎥⎦

Position Frequency Matrix (PFM) as one commonly employed representation
[16] is a 4×k matrix, where each entry of a given PFM is assigned by the relative
frequency of a particular nucleotide {A, C, G, T } at the particular position of
the aligned sequences. Due to the significance of PFM in motif discovery, we
choose it as the motif model representation. Let S be a collection of k-mers
{Kp : p = 1, 2, · · · }, the PFM model M of S can be given by:

M =
1
|S|

∑
Kp∈S

e(Kp), (1)

where |S| represents the cardinality of the set S.

2.2 Model Quality Metrics

Relative Model Mismatch Score (RMMS). Model Mismatch Score (MMS)
proposed in [15] is a mismatch-based metric that is used to quantify the
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conservation property of the motif model. The model mismatch score (MMS)
of S can be expressed as follows:

MMS =
1
|S|

∑
Kp∈S

d(Kp, Ms). (2)

where d(·, ·) is a generalized Hamming distance function that measures the mis-
match between a k-mer ∈ S and the PFM model Ms of S.

As an extension of MMS, relative model mismatch score (RMMS) has been
developed recently in [17] and successfully applied in [9]. The strength of RMMS
is able to reflect both the conservation property and the rareness of the binding
sites with respect to the non-functional sequences. The expression of the RMMS
is given by,

RMMS =
1
|S|

∑
Kp∈S

R(Kp, Ms), (3)

where
R(Kp, Ms) =

d(Kp, Ms)
d(Kp, Mb)

. (4)

Here, R(·, ·) represents the relative distance measure of a k-mer to both the
PFM Ms of S and the PFM Mb of the background model B. The Mb can be
pre-calculated by using the genome sequence of a specific species or constructed
by the whole input sequences.

Markov Background Model. In this study, we adopt the 3rd-order Markov
chain to calculate the background probability of a k-mer. Examples have been
given by [18] which demonstrate the high order Markov chain model has the
advantage to take the context dependency of DNA sequences into the measure-
ment of background rareness. The formula of a 3rd-order Markov chain can be
defined as:

p0(d1, d2, · · · , dk−1) = p(d1)p(d2 | d1)p(d3 | d1, d2)

×
k−3∏
h=1

p(dh+3 | dh, dh+1, dh+2)
(5)

Model α-ratio Score with GC-content (MAR-G). In [9], a mixture qual-
ity metric Model α-ratio (MAR) is developed which incorporates the 3rd-order
Markov model into the RMMS. MAR has shown the ability to capture the
rareness property of motif comparing with the randomness. In recent studies,
people address that GC-content can be an important indicator to a couple of
genomic features and some of them closely correlate with the binding activity,
such as sequence repetitive region, and CpG islands [19].

The GC-content of a genomic sequence can be simply calculated as:

GC =
G + C

A + T + G + C
(6)
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The information of GC-content is necessary to be monitored during the motif
discovery process. We include the GC-content into MAR and term the extended
metric as MAR-G.

Having a dataset D and motif model S, the α-ratio score of a given k-mer K
in D is first computed. The formula is given as:

α(K) =
log(p0(K))
R(K, Ms)

, (7)

where K ∈ D, R(K, Ms) is the RMMS of K and p0(K) is the background
probability by the 3rd-order Markov chain of K.

Suppose K is from an input sequence Q of D, we can easily have the GC-
content value of Q. Then, the (7) can be further extended as:

α(K) =
log(p0(K))

R(K, Ms) × GCQ
, (8)

where K ∈ Q and Q ∈ D.
Since the coding region of a gene usually shows a higher GC-content than the

non-coding regions [19], a given k-mer with a smaller α-ratio indicates it has a
greater possibility to be a binding site from the non-coding regions.

With one assumption that the existence of binding sites is independent with
each other, the background probability Ps of model S can be expressed as:

log(Ps) =
n∑

p=1

log(p0(Kp)). (9)

where n is the total number of k-mers in S.
Based on (8), the α-ratio of S can be given as below:

α(S) =
log(Ps)∑

Kp∈S R(Kp, Ms) ×
∑

Qp∈S GCQp

. (10)

Then by scaling the above ratio using logarithm, we can define the Model α-ratio
score with GC-content (MAR-G) of S as:

MAR-G(S) = log(−log(Ps)) − log(
∑

Kp∈S

R(Kp, Ms)) − log(
∑

Qp∈S

GCQp). (11)

MAR-G can be regarded as a variation of RMMS with the heuristically joint
background probability and GC-content. A motif model with a high MAR-G
score is supposed to have a high degree of conservation associated with the low
randomness. MAR-G is served as the model quality metric in MODEC.

2.3 Algorithm Description

MODEC has three main components: data pre-processing, evolutionary compu-
tation process and model post-processing. Detailed algorithms are described in
[9]. The overall framework of MODEC is introduced in following.
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Data Pre-processing. Two stages are applied here before the core evolution-
ary searching algorithm, which are Potential Core Collection (PCC) and Search
Space Reduction (SSR).

The purpose of PCC is to collect some conserved k-mers together as the initial
motif models. The seed concept is applied here to group similar k-mers from the
input sequences. We first randomly select a number of sequences from the input
datasets. Then, for each k-mer from the chosen sequences, a core is formed which
contains a number of k-mers that take the minimal hamming distance to that
k-mer. For each core, an alternative pattern AP is produced by the nucleotide
with the highest frequency from each column of its PFM. The cores with the
same AP are merged. The merged cores are then ranked by MAR-G and the
top H cores are used as the seed models.

For each seed model C, a filtering process is applied to remove k-mers that
have large α-ratio scores against C. First, we set the filtering threshold δ which
is the maximum α-ratio from the k-mers in C. Since C have the potential to
contain true binding sites, whose scores are considerably smaller than the random
k-mers. Thus, a k-mer that has a greater score than δ will be considered as a
background k-mer and be eliminated. The filtering rule is given as:

If α(K) > δ, Then, K is discarded, where K ∈ D. (12)

The reason to produce multiple seed models is to reduce the opportunity of false
dismissal. The SSR is applied to each seed model against the dataset individually.
After the process, a number of pools that contain reduced k-mers are kept. The
evolutionary process runs through each pool separately to enlarge the chance of
optimal solutions.

Fitness Function. In the domain of motif discovery, the fitness function of
EC is used to evaluate the predicted motif quality which is the fitness of each
chromosome. Though a couple of variations have been proposed recently ([6]
and [8]), a fitness function that can perfectly catch the motif features is still a
major challenge. In this study, we use MAR-G as the fitness function to mea-
sure the chromosomes and attempt to produce sound solutions over generations.
The optimal chromosome from the final generation is supposed to maximize the
proposed fitness function, that is:

max f(U) = MAR-G(U), (13)

where U is a chromosome.
Sometimes a model with high conservation property is produced by a group of

highly repetitive segments. In this study, we apply a complexity score function
that is designed to exam the complexity degree of the compositional structure of
a given motif model [20]. During the evolutionary process, a chromosome with a
lower complexity score than the pre-defined threshold value will be excluded from
the population even though it may have a high MAR-G score. The complexity
measure is given as:
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c(M) =
(

1
4

)k T∏
b=A

(
k∑k

j=1 f(b, j)

)∑k
j=1 f(b,j)

, (14)

where f(b, j) is the relative frequency of nucleotide b in position j of a given
PFM.

Evolutionary Process. The whole EC process starts with the chromosome
construction and population initialization. Each chromosome is represented as
a vector {vc1, vc2, · · · , vcn}, where vci is a k-mer from the i-th input sequence
Sqi and here n denotes the total number of input sequences. Each chromosome
is considered as a potential motif model. During the population initialization,
each time a chromosome is formulated by a collection of k-mers which take the
minimum α-ratio against the PFM generated by a number of randomly chosen
k-mers from the seed model.

The conventional roulette-wheel selection is applied to choose parents for re-
production. Two genetic operators Crossover and Replacement are used to assist
the reproduction process and to maintain the evolution in a stable scale. The
reproduction will not be terminated until the size of the population is doubled.
Both winners-take-all selection and tournament selection are selected in order
to maintain the good solutions as well as keep the generations from premature
convergence. The detailed description of the evolutionary process is introduced
in [9].

Model Post-processing. In MODEC, a model post-processing is developed
to finalize the chromosomes from the last generation once the evolution process
meets the termination criteria. The detailed process is described in [9], which
comprised three components: Merging, Adding and Removing. A short intro-
duction is given here for completeness.

The process starts with Merging that is to group similar chromosomes for
reducing the size of solution space. Each chromosome now is termed as a can-
didate. Candidates with the same alternative pattern (AP ) will be first merged
together. We then rank the merged models based on RMMS. Starting from the
top model in the ranked list, models that have a small information content dif-
ference (0.01) against it are merged together. We repeat this process till the end
of the list. The problems caused by Merging could be k-mer duplications. To
deal with the k-mer duplications, we simply remove all the duplicated k-mers
by keeping only one occurrence.

“One k-mer Adding and Removing” is applied after Merging which aims to
improve the problem of k-mer mis-assignment and to find weak true binding sites.
For a given model M , each time one k-mer that has the smallest α-ratio against
M is selected from the pool. This k-mer will be added to M if there is no MAR-G
reduction after the adding, which is ΔMAR-G =: MAR-Gnew−MAR-Gold >= 0.
The Removing is triggered right after Adding. A k-mer of M that has the largest
α-ratio will be removed only if there is non-decrease of MAR-G of M . The
“One k-mer Adding and Removing” continues iteratively till no further quality
improvement of M .
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The model refinement process extends the search ability of finding weak bind-
ing sites as well as purifying motifs by discarding false instances.

3 Results

3.1 Data Preparation

To fulfill the motif discovery task in the co-expressed gene groups of Arabidopsis
thaliana, we collect the gene expression information from ATCOECIS (http://
bioinformatics.psb.ugent.be/ATCOECIS/), which holds the analysis results of
predicted regulatory elements and their functional categories within the gene
co-expression networks of Arabidopsis thaliana [14]. In total, there are 19,064
co-expressed clusters. Each of them is formed by a clustering method which
groups highly correlated genes based on their expression patterns.

Table 1. Top ten motifs associated with Gene Ontology (GO) description

Motif pattern Motif Name GO Label GO Description

AAACCCTA TELO GO:0042254 Ribosome biogenesis
CTTATCCN Ibox GO:0015979 Photosynthesis
GGCCCANN UP1 GO:0042254 Ribosome biogenesis
GCCACGTN Gbox GO:0015979 Photosynthesis
GCGGGAAN E2F GO:0006260 DNA replication
GACCGTTN MSA GO:0007018 Microtubule-based movement
AANGTCAA Wbox GO:0050832 Defense response to fungi
CNGATCNA AGMOTIFNTMYB2 GO:0048193 Golgi vesicle transport
NCGTGTCN ABA-responsive element GO:0009737 Response to ABA stimulus
CATGCANN RYREPEATBNNAPA GO:0048316 Lipid transport

According to the work from [14], the information of ten most enriched motif
patterns is listed in Table 1. Each of them drives the genes with specific functional
roles during the expression. For example, the Ibox, Gbox and Wbox can be found
in genes involved in photosynthesis, stress response and defense response. The
gene clusters which are found to highly correlate with the ten motif patterns
are further processed by removing the clusters with the small number of genes
less than 101.5 or with low co-expressed profiles (the correlation coefficient less
than 0.70). After the filtering, we collect top ten gene clusters that have the
significant enrichment of the corresponding motif patterns. Overall, 100 clusters
are used to serve the motif discovery in this study.

The Arabidopsis Information Resource TAIR (http://www.arabidopsis.org)
holds the most up-to-date information of Arabidopsis thaliana such as the com-
plete genome sequence, gene expression profiles, and detailed gene annotation.
The promoter regions, 3’ UTRs and 5’ UTRs of genes are collected from TAIR
version 9. The promoter regions are further divided into proximal promoter [0,
500] and distal promoter [0, 1000]. The overall properties of four non-coding
districts are shown in Table 2.
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Table 2. Statistics of the four non-coding districts

District No. of Sequences Min Seq. length Max Seq. length Nucleotides

3’ UTRs 17,162 10 3164 2,096,659
5’ UTRs 16,341 10 2435 1,164,447
P. promoters 7839 500 500 3,919,500
D. promoters 7839 1000 1000 7,839,000

3.2 Experimental Discussions

By running the popular EM-tool MEME and the proposed framework MODEC,
we collected the prediction results in non-coding regions of the 100 selected gene
clusters with the expectation that the top ten motifs can be found as well as
some interested patterns.

For both MODEC and MEME, we set the number of output motifs to 10
and length of motif to 10. For MODEC, to enlarge the opportunity of global
optimization, we adjusted three key parameters in evolutionary computation
which were population size (1000), number of generation (1000) and replacement
rate (0.8). For each dataset, we ran MEME and MODEC two times. In each run,
we kept top ten predicted models from each algorithm. The predicted words were
then compared with the known plant binding sites in ATCOECIS.

The results show that the expected patterns can be predicted by the two al-
gorithms and mainly detected in promoters of the corresponding gene clusters,
though some of the predicted patterns show subtle diversities against the tar-
gets. As examples to display, the predicted patterns of Gbox (GCCACGTN),
Wbox (AANGTCAA), TELO (AAACCCTA) and AGMOTIF (CNGATCNA)
are shown in Table 3. We noticed that, in the UTR’s, the appearances of the
expected patterns are less than those in promoters. It shows the evidence that
the functional elements usually locate in the promoters rather than UTRs. The
comparisons between promoters and UTRs also demonstrate that AT enriched
words such as AATTTTT, AAAAAAT, ATTTTTA are often found in UTRs
rather than promoters, while TATATAA can be detected in promoters which is
quite likely to be the binding sites of RNA polymerase II (TATA-box). Also, the
predicted patterns from MEME tend to be repetitive with high conservation,
while those from MODEC prefer to be less conserved but high diversity.

In addition to discover the expected motifs from target gene clusters, we are
also interested to provide some preliminary analysis and comparisons on the
words predicted in the non-coding regions. All predicted models were ranked by
their model quality scores. Some highly repetitive patterns were then filtered
out. The top five most enriched words (8-mers) found in UTRs and promoters
by MEME and MODEC are given in Table 4. We find that the distributions of
those words are with a high degree of similarities. Since the genome of Arabidop-
sis thaliana is believed to be AT-rich, it is not surprised to discover patterns
with high A/T occurrences. Many common patterns such as AAAACAAA and
TCTTTTTC are found by both algorithms in the same district, while some of
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Table 3. Sequence logos for four predicted motifs

Motif MEME MODEC

Gbox

Wbox

TELO

AGMOTIF

Generated by WebLogo (http://weblogo.berkeley.edu/logo.cgi)

Table 4. Top five most enriched words in non-coding regions by MEME and MODEC

MEME MODEC
3’ UTRs 5’ UTRs Promoters 3’ UTRs 5’ UTRs Promoters

TTTTGTTT AAAACAAA TCTTTTTC TTTAATTT AAAACAAA TCTTTTTC
GTTTCTTT TTCTCTCC GAAAAAGA TTTTAATT TCAAATCA ATTTTTTA
AAGAAGAA AAAGAAAA AGGCCCAA TTTTGTTT AAAAGAAA TATAAAAT
TTTCTTCT AAAACCAA TTGGGCTT TTCTCTTC AAAACTAA AGGCCCAA
AAAACAAA AAAGCAAA AAACCCTA TATATTTA TTTTTACT TTGGGCTT

them are partially similar, such as AAAGCAAA (by MEME) and AAAACAAA
(by MODEC) in 5’ UTRs, which can be a complementary resource for further
process by using a combinational ensemble analysis.

4 Conclusion

This work applies our recently proposed framework MODEC to perform practical
motif discovery on the model plant Arabidopsis thaliana. The main contributions
in this paper include: i) a variation of RMMS, namely MAR-G is developed by
combining both the background probability and GC-content score to measure
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the motif model quality; ii) we extend the mining regions from promoters to
UTRs, which provides an initial insight into the comparative study of regulatory
elements over non-coding regions; iii) with the support of well-annotated genome
structure information , a relatively large-scale motif mining process is carried out
in its non-coding regions (promoters and UTRs).

As the results shown in the last section, the expected motif patterns are re-
turned by both MODEC and the state-of-the-art approach MEME with the low
degree of dissimilarities. Top five most enriched words predicted by both algo-
rithms demonstrate the pattern diversities across different non-coding districts
in Arabidopsis thaliana, which give an important clew that different functional
elements may be found in different non-coding regions. Based on the comparison
with MEME, MODEC also proves the capability of performing motif prediction
in practice.

A detailed analysis will be carried out which mainly focuses on the location
distributions of the predicted motifs and their possible functional categories.
Also, as the future extension of this study, the same discovery process is going
to apply to introns in Arabidopsis thaliana which are another important district
for gene regulation.
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Abstract. Non-coding RNAs (ncRNAs), transcripts that have function with-
out being translated to protein, have a number of roles in the cell including 
important regulatory roles. Efforts to identify the whole set of ncRNAs and 
then to elucidate their functions would gain better biological understanding. 
Although ncRNA is another type of genome constituent, most of the genes 
for ncRNA are overlooked by standard genome annotation of genome  
sequencing projects. This also happens in Spirulina platensis genome se-
quencing project. It is because gene finding tools generally are able to iden-
tify only protein-coding genes but not non-protein-coding ones. In this study, 
S. platensis ncRNAs were detected by comparative genomics approach using 
computational tools, together with RNA secondary structure prediction. It 
was found that more than 100 predicted ncRNA loci matched with known 
ncRNAs for example cobalamin riboswitch, RNaseP, Signal Recognition Par-
ticle RNA, Group II intron RNA and Yfr1. It has been reported that Yfr1 has 
been found in most cyanobacterial genomes sequenced. The result showed 
that more than 70 putative loci were similar to Group II intron RNAs. In addi-
tion, approximately 100 predicted ncRNA loci were not matched with any 
known ncRNAs. The predicted targets for some putative ncRNAs are also 
proposed. 

Keywords: non-coding RNA prediction, non-coding RNA target prediction. 

1   Introduction 

Besides protein-coding genes, the genes coded for these RNAs have also been recog-
nized as genome constituents since a large fraction of the transcriptome consists of 
non-protein-coding RNAs [1]. They are involved in many biological processes such 
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as transcriptional regulation, chromosome replication, RNA stability and translational 
regulation, and even proteins stability and translocation [2]. Some of them act as cata-
lytic molecules. Consequently, efforts to identify the whole set of ncRNAs and then to 
elucidate their functions for better biological understanding are more and more 
prominent. Availabilities of complete genome sequence data have made it possible to 
computationally identify ncRNAs in sequenced genomes using bioinformatics ap-
proach. Although experimental verification is necessary, it has been recognized that 
computational identification may be an effective approach to first detect ncRNAs 
candidates, including novel ncRNA species, followed by biochemical assessment. 
RNA classification is a step involving in RNA gene annotation. Since ncRNAs are 
conserved in structures rather than their primary sequences, using a simple homology 
search is not efficient enough in RNA classification. Comparing structures of un-
known ncRNAs, along with similarity at primary sequence level, to known ncRNAs 
is more powerful. To perform this strategy, a statistical model so-called covariance-
model (CM) is a method of choice since CMs are integrated with both primary se-
quence and secondary structure information of known ncRNAs. CMs will be trained 
and then be used to search for the region in given sequences which are similar to the 
feature it has learned [3]. Infernal package [4] is a suite of tools for these tasks rang-
ing from CM construction to searching for the region which is similar to CM in given 
sequences. 

ncRNAs are a heterogeneous group of functional RNAs and showing up in all 
kingdoms, including prokaryotic domain. In bacteria, ncRNAs mostly function as 
coordinators of adaptation processes in response to environmental changes, integrat-
ing environmental signals and controlling target gene expression. For cyanobacteria, 
including Spirulina, regulatory circuits involving ncRNAs can be expected as well. 
Identification of ncRNAs will facilitate investigation of another level of controls in 
Spirulina, in addition to regulation by protein mediators, and providing new insights 
into growth and adaptation to stresses of this cyanobacterium. Spirulina genome se-
quencing project has been established by Thai research consortium. Availabilities of 
such cyanobacterial genome information together with bioinformatics approach make 
it possible to computationally identify putative ncRNA genes. In this study, the 
Spirulina genome were computationally analyzed and screened for ncRNAs. Their 
putative targets were also predicted. 

2   Materials and Methods 

Sequences of intergenic regions (IG) of S. platensis were extracted from genome se-
quence data and compare with sequences of 34 related species genomes, including 
Nostoc punctiforme ATCC 29133 [5], Prochlorococcus marinus subsp. marinus str. 
SS120 [6], Synechococcus sp. JA-3-3Ab, S. sp. JA-2-3B'a(2-13), S. sp. WH 8102, S. 
sp. CC9902, S. sp. CC9605, S. sp. CC9311, S. sp. WH 7803, S. sp. RCC307, S. sp. 
PCC 7002, S. elongatus PCC 6301, S. elongatus PCC 7942, Synechocystis sp. PCC 
6803, Chlorobium tepidum TLS, N. sp., Thermosynechococcus elongatus BP-1,  
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P. marinus str. MIT 9211, P. marinus str. MIT 9215, P. marinus str. MIT 9301, P. 
marinus str. MIT 9303, P. marinus str. MIT 9312, P. marinus str. MIT 9313, P. mari-
nus str. MIT 9515, P. marinus str. NATL1A, P. marinus str. NATL2A, P. marinus 
str. AS9601, P. marinus subsp. pastoris str. CCMP1986, Gloeobacter violaceus PCC 
7421, Anabaena variabilis ATCC 29413, Trichodesmium erythraeum IMS101, Acar-
yochloris marina MBIC11017, Microcystis aeruginosa NIES-843, and Cyanothece 
sp. ATCC 51142 [7]. Multiple sequence alignments between S. platensis IGs and cor-
responding regions from other genomes were constructed. These alignments were 
scores, by ncRNA prediction tool, for possibility of being ncRNAs. This procedure 
was also applied to Arthrospira maxima CS-328 and Lyngbya sp. PCC 8106 [8]. The 
methodology of this work is outlined in the work flow shown on Fig. 1. 

 

Fig. 1. Work flow of the proposed methodology 
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2.1   BLAST Based Alignment Generating  

To prepare multiple sequence alignment as input for ncRNA prediction program, IG 
sequences (include 50 base from preceding and consequence ORFs) were searched 
against cyanobacteria genome database for similar regions in other species using ncbi 
BLASTN [9] with relaxed parameter (-q -1 -r 1 -F F -e 1e-10) because ncRNAs tend 
to conserved in their structures rather than primary sequences. Similar regions of each 
S. platensis IGs were grouped by their lengths and positions on S. platensis genome 
then aligned with each IG by MUSCLE [10] with increased gap penalty to avoid gap 
insertion in distantly related sequences. 

2.2   RNAz Scoring and Result Clustering 

RNAz [11] package, an ncRNA prediction tool, was used to calculate probability of 
being ncRNA for each alignment input. Before scoring, each alignment was pre-
processed, by scripts in RNAz package, into appropriate form. After each input was 
scored, results with ncRNA probability score (RNAz P-value) > 0.9 (the closer to 1 
the more likely to be ncRNA) were kept. To recover some part of long ncRNA which 
may lost in prediction due to sliding windows of 40 nt (nucleotides) in preprocessing 
step, they were also joined into a single ncRNA locus if their locations were over-
lapped or located within 40 nt from each other. 

2.3   ncRNA Candidate Classification 

In order to classify which individual ncRNAs belong to known ncRNAs, each candi-
date was compared with covariance model (CM) from Rfam database [12] and several 
our-owned constructed CMs of known ncRNA using cmsearch from INFERNAL 
package. The resulting matches with E-value lower than 1e-5 were reported as true 
known ncRNA homologues. 

2.4   ncRNA Targets Prediction  

To predict targets of each ncRNA candidate, in term of translational regulation, an 
interaction score between each ncRNA candidate and 5' upstream region (250 nt be-
fore start codon to 150 nt after start codon) of predicted ORFs were calculated by In-
taRNA [13] then top rank scores from each ncRNA candidate were reported. 

3   Results and Discussion 

3.1   Predicted ncRNA in S. Platensis Genome 

A set of 3,976 IGs were searched by BLAST against 34 related species genomes then 
10,639 of BLAST hits were selected and grouped before aligning into 2003 align-
ment. Using RNAz, 334 putative ncRNA loci were computationally identified from S. 
platensis genome. The lengths of these loci are varied between 52 and 1482 nt. Some 
of particular loci predicted may be only partial, not full length, ncRNAs. Some of 
them can be merged together into a single larger locus for example RNaseP RNAs 
and Group II intron RNAs. Based on the method used in this work, the transcription 
direction of the predicted loci were not determined. Localization of promoter and  
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terminator of each locus will reveal transcription direction and also increase reliability 
of putative ncRNA candidates. However experimental identification of promoters is 
relatively complicated and computational prediction is still challenging. Notably this 
work primarily focused on ncRNAs located on IGs. Antisense transcripts were not 
detected by the method used. Such anti-sense ncRNAs can be predicted by CM 
searching or other methods. The statistical value of the predicted loci is RNAz P-
value which is between 0 and 1. The default P-value for a locus to be reported as 
RNA is 0.5 or higher. The higher P-value the more significant the locus is, inferring a 
plausible secondary structure forming locus. For all 334 predicted loci, their P-values 
are 0.9 or above. Therefore they are considered to be putative ncRNA candidates. 

3.2   Classification of ncRNA Candidates 

By CM searching, 129 ncRNA candidates were matched with CM obtained from 
Rfam and classified into 12 known RNA families including of 1 5.8S rRNA, 2 Co-
balamin riboswitches, 1 CRISPR-DR57, 79 group II introns, 1 mir-598, 2 PK-G12 
rRNAs (23S rRNA pseudoknot), 1 bacterial RNaseP type A, 1 bacterial signal recog-
nition particle (SRP), 3 SSU-5s, 37 tRNAs, 1 Yfr1 and 1 Yfr2b. Several long length 
RNA loci matched to more than 1 family. Interestingly, RNA candidates in a large 
group containing 79 loci are classified as Group II intron RNA. 

3.2.1   Yfr1 
Yfr1 is an ncRNA which exists in many cyanobacteria and locates between trxA and 
guaB. It is approximately 50-70 nt in length. It has been found that Yfr1 consists of 
approximately 10-nt conserved unpaired region (5'-ACUCCUCACAC-3') between 
two stem loop structures [14]. It has been reported that Yfr1 is required for growth 
under stress condition and target to SbtA mRNA which plays an important role for 
sodium-dependent bicarbonate transport. In addition, estimated abundance of Yfr1 is 
about 18,000 molecules per cell [15]. Furthermore, Yfr1 inhibit translation of two 
outer membrane protein genes by direct base pairing mechanism at ribosome binding 
site [16]. In S. platensis and A. maxima genomes, the putative Yfr1 was predicted as a 
locus resided between thioredoxin and IMP dehydrogenase gene in the genome. This 
agrees with the report when the Yfr1 was first identified. Fig. 2 represents cmsearch 
result which indicates matched ncRNA candidate of Yfr1 CM. 
 

 

Fig. 2. Alignment from “cmsearch” represents matching between Yfr1 CM from Rfam and 
ncRNA candidate in S. platensis. Middle line between Yfr1 and ncRNA represent matching, 
either in primary sequence or secondary structure as described in [17]. Conserved region ac-
cording to previous report is indicated by underlining. 
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3.2.2   Group-II intron  
Bacterial group II intron RNAs are mobile retro-element and catalytic unit which is 
spliced by lariat intermediate mechanism. These introns transferred to target site by 
ribonucleprotein complexes assembled from intron-encoded proteins and excised in-
tron RNA lariat. Group II intron RNAs are a large biomolecule consisting of highly 
structured RNAs with six distinct double-helical domains and reverse transcriptase 
ORF in fourth domain [18]. There are 79 and 89 ncRNA candidates, which are identi-
fied as group II intron RNA, in S. platensis and A. maxima, respectively. Many loci of 
group II intron RNAs in S. platensis are located near reverse transcriptase or transpo-
sase coding sequences. Since the CM for group II intron RNAs is constructed from 
partial group II intron RNA sequences which is conserved within this RNA family, 
the hits returned from CM searching are reported as partial sequences matched with 
the CM. The full length of Group II intron RNA can be traced by investigated 
neighboring loci predicted as ncRNAs and shared similarity with other regions of 
group II intron RNA. Fig. 3 represents alignment of group II intron CM to match lo-
cus on S. platensis genome. 

 

Fig. 3. Alignment from“cmsearch” result represents matching between an ncRNA candidate in 
S. platensis and CM of a group II intron partial structure from Rfam. 

3.2.3   Cobalamin riboswitch 
Cobalamin riboswitch is a conserved regulatory element located at 5' untranslated 
region (UTR) of vitamin B12 related genes [19]. In S. platensis and A. maxima ge-
nomes, there are three loci of putative cobalamin riboswitchs. A locus of S. platensis 
cobalamin riboswitch locates on 5' UTR of 5-methyltetrahydropteroyltriglutamate-
homocysteine S-methyltransferase (MetE) homologous gene. In Mycobacterium tu-
berculosis, cobalamin riboswitch resided on 5’ UTR of MetE gene and involved in 
transcriptional control of the gene [20]. Another predicted locus in S. platensis ge-
nome matched with cobalamin riboswitch located upstream of cobalamin biosynthesis 
protein CobW gene [21]. In addition, a possible cobalamin riboswitch was predicted 
in S. platensis genome as it matched with CM of the one reported to be located on 5' 
UTR of cobalamin biosynthesis protein CbiM gene [22]. However, this locus matched 
to the CM with E-value higher than 1e-5 which was lower than the cut-off for this 
work. Fig. 4 represents cmsearch result, indicated how the cobalamin riboswitch CM 
matched to ncRNA candidate. 
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Fig. 4. Alignment from cmsearch result represents matching between Cobalamin riboswitch 
CM and ncRNA candidate in S. platensis, miss-match regions are indicated by underlining. 

3.2.4   Signal Recognition Particle RNA (SRP) 
SRP is a ribonuclecoprotein complex, composed of an RNA component and one or 
more protein domain(s). SRP is required for secretion or integration to membrane for 
proteins those consisted of signal peptide [23]. Single copy of SRP RNA was classi-
fied in each genome of S. platensis, A. maxima, Nostco sp. PCC 7120, and Lyngbya 
sp. PCC 8160. In S. platensis and A. maxima, SRP RNA candidate are adjacent to 
downstream of YCII-related gene and these loci from both species are identical. Ac-
cording to genome annotation, homologues of signal recognition particle protein sub-
unit Ffh and signal recognition particle-docking protein FtsY which are involved in 
proteins translocation machinery exist in S. platensis genome. Fig. 5 represents 
“cmsearch” result, indicates how ncRNA candidate matches to SRP CM. 

 

Fig. 5. Alignment from cmsearch result represents matching between ncRNA candidate from S. 
platensis and CM of bacterial SRP. 

3.2.5   mir-598 
mir-598 is a type of microRNA which is widely observed in animals and plants. 
Characteristic of RNAs in this family is approximately 20-nt long stretch single 
stranded RNA which is processed from approximately 100 nt-stem loop RNA by pro-
teins complex. These microRNAs regulate translation by base-pairing mechanism to 
mRNA after incorporated with an argonaute protein complex [24]. In S. platensis, 
mir-598 candidate locates between predicted hydrogenase accessory protein HypB 
gene and predicted hydrogenase nickel insertion protein HypA gene. Although mi-
croRNAs have been reported only in mammalian and plants but argonaute protein 
homologues have been reported in several strains of cyanobacteria [25]. This may be 
considered as an RNA interference system in cyanobacteria. Fig. 6 shows “cmsearch” 
results which indicate how an ncRNA candidate is matched to mir-598 CM. 
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Fig. 6. Alignment from cmsearch result represents matching between ncRNA candidate in S. 
platensis and mir-598 CM. 

3.2.6   Bacterial Rnase P Type A 
A predicted locus, located on the upstream region of predicted adenylate/guanylate 
cyclase coding gene, matched with the CM of RNaseP constructed from conserved 
region of RNase P RNA. Bacterial endoribonuclease RNase P which composed of 
catalytic RNA domain and protein subunits is essential to generate mature 5' region of 
tRNA [26]. RNase P cleaves 5' element of pre-tRNA through hydrolysis at specific 
phosphodiester bond. In addition, other RNase P substrates have been reported also 
which are polycistronic mRNA [27], tmRNA [28], bacteriophage C4 antisense RNA 
precursor [29] and SRP RNA [30]. Fig. 7 represents “cmsearch” result which shows 
how ncRNA candidate is matched to CM of Bacterial RNaseP type A. 
 

 
Fig. 7. Alignment from cmsearch result represents matching between ncRNA candidate in S. 
platensis and CM of bacterial RNaseP type A. 

3.3   Non-coding RNA Target Prediction 

After excluding putative tRNA loci, interaction scores between each ncRNA candi-
date and all protein-coding sequences in S. platensis were calculated by IntaRNA. 
Candidates for ncRNA targets were extracted from upstream regions of predicted pro-
tein-coding genes of S. platensis (250 bases upstream of each start codon and 150 
bases downstream of each start codon for each protein-coding sequence). 

3.3.1   Yfr1 Predicted Targets 
Prediction result for Yfr1 indicates that Yfr1 interacts with its target by conserved 
region (5'-UCACUCCUCACACCACACU-3') located between two stem loops. The 
conserved region forms base pairing to putative 5' UTR of predicted ORFs listed in 
Table 1. Many interactions were predicted to occur around -20 to -6 nt (refer to ORF 
start codon) and some were predicted to occur within ORF region. Yfr1 may regulate  
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Table 1. Top rank of predicted targets for Yfr1 homolog 

gene name target on 
mRNA 

target on 
ncRNA 

Interaction 
score 

DegT/DnrJ/EryC1/StrS aminotransferase -20 .. -6 39 -- 52 -16.84 

Undecaprenyl-phosphate galactose phosphotransferase -100 .. -89 41 -- 52 -15.35 

phosphoenolpyruvate synthase 32 .. 43 38 -- 50 -15.35 

glutamate racemase 42 .. 56 35 -- 50 -15.33 

sulfotransferase  -80 .. -65 38 -- 52 -15.18 

chromosome partitioning protein, ParB family -226 .. -216 39 -- 50 -14.45 

DNA-cytosine methyltransferase 73 .. 84 36 -- 48 -14.19 

Amine oxidase -117 .. -102 38 -- 52 -14 

ATP-dependent metalloprotease FtsH -178 .. -164 38 -- 52 -13.93 

catalytic domain of components of various dehydrogenase 
complexes 

-224 .. -209 38 -- 52 -13.7 

 

 

Fig. 8. Predicted structure of putative Yfr1 in S. platensis using RNAfold [32]. Thick line 
represents interaction region and dot line represents A-U rich regions which are Hfq binding 
motif. 

translation of these genes since the predicted interaction regions are at putative ribo-
some binding sites. Furthermore, predicted Yfr1 structure at interaction site was 
closed by complementary base pairing from 5' and 3' tails which were adjacent to Hfq 
binding motif, indicated by A-U rich region and stem loop (Fig. 8) [31]. This suggests 
that Hfq may involve in Yfr1 target regulation by binding to the motifs to prevent an 
interaction site from pairing with those 5' and 3' tails. 

3.3.2   mir-598 Homolog Predicted Targets 
Predicted targets of mir-598 homologue are varied in term of functions and interac-
tion sites while predicted interacting site on mir-598 homolog are likely to be at 
around the 1st nt to the 50th nt and the 1st nt to the 14th nt as shown in Table 2. Consid-
ering to predicting interactions which occur at a half of stem loop on ncRNA (Fig. 9) 
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which is similar to interaction of micro RNA regulation in higher organisms, this may 
be RNA interference in S. platensis. 

Table 2. Top rank of predicted targets for mir-598 homolog 

gene name target on 
mRNA 

target on 
ncRNA 

Interaction 
score 

putative transposase -244 .. -197 1 -- 50 -24.24 

Hemolysin-type calcium-binding region -30 .. 24 3 -- 50 -22.09 

4-hydroxyphenylpyruvate dioxygenase 96 .. 140 28 -- 71 -19.89 

short-chain dehydrogenase/reductase 
SDR 

-136 .. -121 1 -- 16 -19.42 

SCP-like extracellular -21 .. 22 4 -- 50 -19.40 

glycosyl transferase family 2 -193 .. -132 1 -- 50 -19.37 

Polypeptide-transport-associated do-
main protein ShlB-type 

134 .. 147 1 -- 14 -17.95 

ribose-phosphate pyrophosphokinase -193 .. -180 3 -- 14 -17.47 

anaerobic ribonucleoside-triphosphate 
reductase activating  

-182 .. -133 3 -- 50 -17.28 

restriction endonuclease 134 .. 149 1 -- 14 -17.21 

homoserine kinase -19 .. 34 1 -- 50 -17 

 

 

Fig. 9. Predicted structure of mir-598 homolog using RNAfold. Thick line represent interaction 
region which is predicted to interact with targets.  

4   Conclusion and Further Works 

This work provided a set of 334 putative ncRNAs including of 129 known ncRNAs 
and 205 unkown loci for verification and further analysis. In addition, a list of pre-
dicted targets for these ncRNAs was also acquired. To investigate reliability and 
role(s) of predicted ncRNAs in S. platensis, an integrating information from 
“cmsearch” result, ncRNA target prediction, location of transcription regulatory site 
around ncRNA loci and ncRNA-protein(s) interaction will be performed before ana-
lyzing by experimental approach. 
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Abstract. Cassava is one of the most attractive crops nowadays because it can 
produce and accumulate large amount of starch in its roots. Cassava starch is 
widely used as food, feed and raw materials for biochemical industries. Due to 
the increasing demand of cassava starch, the starch biosynthesis pathway is thus 
of interest for metabolic engineering, aiming at strain improvement. However, 
the uncertainties in the metabolic pathway of starch biosynthesis in cassava re-
tard the rate of achievement. Availability of recently released cassava genome 
motivates us to reconstruct the starch biosynthesis pathway in cassava using 
comparative genomic approach. Here, nucleotide sequences of the template 
plants (i.e. Arabidopsis and potato) were compared with the sequence of cas-
sava collected from three sources: Phytozome (genomic sequence), Cassava 
full-length cDNA and Cassava genome (ESTs) databases. The metabolic path-
way of approximately 34 enzymes was constructed, including pathway from su-
crose metabolism to amylose and amylopectin synthesis. The resulting pathway 
is a good initial point toward the complete pathway reconstruction. 

Keywords: Metabolic pathway reconstruction, Starch biosynthesis, Cassava, 
Comparative genomic approach. 

1   Introduction 

Cassava (Manihot esculenta) is one of the leading plants of the world for serving as 
human food and animal feed [1], and it is considered as one of the most important 
economic crops in Thailand. Cassava starch is also used in various nonfood applica-
tions such as paper, textile, plywood, glue, alcohol, cosmetic, and pharmaceutical  
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industries. The applications of cassava starch are usually dictated by the physico-
chemical characteristics of the produced starch, which are related to the proportion of 
amylopectin and amylose [2]. Therefore, the value of cassava is not only determined 
by the yield, but also by the properties of the produced starch. 

Starch is a heterogeneous mixture of highly branched amylopectin and less 
branched amylose, which are complex structure polymers comprised of α-glucan 
monomer units. Starch is synthesized and stored in the chloroplast during the day as a 
transient product in leaf, called transitory starch, before being degraded and re-
synthesized during the night to restore in the amyloplast storage organ as permanent 
starch [2]. Starch is accumulated in plants in both short-term and long-term time 
frames depending on the purpose. Short-term storage is required in leaves to provide a 
source of carbohydrate that can be used to maintain metabolic functions when photo-
synthesis is inactive. Long-term storage of carbohydrate in tubers or seeds is neces-
sary to support reproductive tissue development. In vascular plants, starch is synthe-
sized within the plastid by a complex metabolic pathway containing four basic steps: 
substrate activation (catalyzed by ADP-glucose pyrophosphorylase), polymer elonga-
tion (starch synthase), polymer branching (branching enzymes) and debranching 
(debranching enzymes) [3].  

Various breeding programs have been developed to improve plant starch produc-
tion both in terms of yield and properties (e.g. solubility and swelling power) to serve 
industrial requirements [4]. To attain this goal, genes in starch biosynthesis pathway 
have been characterized in various model plants. As with cassava, a number of starch-
biosynthesis related genes was studied, including α-amylase (MEamy2) [5], Sucrose 
transporter1 (MeSUT1) [6], ADP-glucose pyrophosphorylase (AGPase) [7], Granule 
bound starch synthase II (GBSSII) [8], and Branching enzyme [7]. This knowledge 
provides more insight into the starch biosynthesis process in cassava, at least in terms 
of pathway components. Though to date the whole pathway of the starch biosynthesis 
in cassava is not yet fully understood.  

Employing comparative genomic approach, the pathway of starch and sucrose me-
tabolism in cassava was first constructed by Sakurai et al (2007) [9]. Under the limita-
tion of cassava genome data, the first draft pathway was reconstructed using full-length 
cDNA EST of cassava under various conditions. Also, the authors employed Arabidop-
sis, which is evolutionarily far from cassava, as a single template. The published path-
way may thus not fully describe starch and sucrose metabolism in cassava. Recently, 
genome sequence of cassava was released to the public, increasing an opportunity to 
acquire more complete metabolic map of the starch and sucrose metabolism in cassava.  

The availability of the novel data motivates us to start revising the previous recon-
structed pathway of starch biosynthesis in cassava. Therefore, the objective of this 
study is to reconstruct the metabolic pathway of starch biosynthesis in cassava by 
using a comparative genomic approach. Here, multiple template plants were em-
ployed to increase the span of template; yet we presented the result of using only two 
template plants. We focused on the starch biosynthesis pathway starting from sucrose 
metabolism and ending at amylose and amylopectin synthesis. Only nucleotide  
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sequence alignments (BLASTn) between the template plants and cassava were per-
formed due to the restriction of data availability of cassava. The nucleotide sequences 
of Arabidopsis and potato were collected from the KEGG database.  For cassava, 
genome data were gathered from three main sources:  (i) genomic sequence (http:// 
www.phytozome.net), (ii) full-length cDNA (http://amber.gsc.riken.jp/cassava) [9], 
and (iii) ESTs (http://cassava.igs.umaryland.edu). 

At the present, the first assembly of cassava genome is not yet completed and it is 
not fully annotated. We thus addressed an inverse similarity search approach, which is 
simply using cassava genome as a database for the search instead of being a query as 
in a normal similarity search process. Through this simple method, we can reconstruct 
more detailed pathway of the starch biosynthesis in cassava.  

2   Method 

2.1   Data Resources 

Template plants. Starch biosynthesis pathways in template plants were used as an 
outline for building such a pathway in cassava. The multiple templates were em-
ployed in this study to capture cassava genes that are absent in a single template 
plant. Template plants were selected according to the data availability and the evo-
lutionary distance (between template and cassava). Here, Arabidopsis and potato 
were selected for the following reasons. Arabidopsis is a well-studied plant that 
most of all genes in this pathway were annotated and characterized, while potato is 
a starch storage plant evolutionarily closely related to cassava. Due to data restric-
tion, nucleotide sequences of potato used in this study were obtained from ESTs 
experiment available in the KEGG database, instead of gene sequences as in case of 
Arabidopsis. 

Cassava. Nucleotide sequences of cassava were collected from three sources of data: 
genomic sequence, full-length cDNA ESTs, and partial-sequenced ESTs. First, 
genomic sequence is obtained from genome sequencing of Cassava Genome Project 
2009. Nucleotide sequence of the first cassava genome assembly, containing 416 Mb, 
is available before scientific publication in Phytozome database (http://www 
.phytozome.net). The data is provided in a form of scaffolds (~11,243) with no 
annotation, and can be downloaded in a multi-fasta format. Although cassava genome 
size is 760 Mb, it is believed that the 416 Mb of the first genome assembly nearly 
covers all of the genic regions in the cassava genome. The current genome sequence 
is estimated to cover 95 percent of known cassava genes. Second, full-length cDNA 
sequence is obtained from full-length cDNA ESTs from leaves and roots 
(http://amber.gsc.riken.jp/cassava) that were constructed under normal, heat, drought, 
aluminum, and post harvest physiological deterioration conditions by Sakurai et al 
(2007) [9]. Third, partial sequence is obtained from partial ESTs that were performed 
in cassava. This data is available in GenBank. 
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The overall processes used in this study are shown in Fig. 1. 

 

Fig. 1. The overview of methodology. Pathways as well as nucleotide sequences of template plants 
were retrieved from the KEGG database to formulate the reference pathway. Such nucleotide se-
quences (i.e. genes and ESTs) were subsequently used as a query to search for their homologue in 
cassava. Overlaying the search results of the homologous genes in cassava on the reference path-
way can outline the pathway of interest in cassava. The resulting pathway was then curated with 
experimental evidence in literature once again at the end of the reconstruction process. 

2.2   Reference Pathway Formulation 

The reference pathway was formulated under the consideration of at least three fea-
tures: boundary of the pathway, constituent components in the pathway, and the reac-
tions between components in the pathway. The boundary of the reference pathway of 
interest (i.e. related to starch biosynthesis process) was defined according to the 
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KEGG metabolic network in the KEGG database, from which much of the data used 
in this study was obtained. Starch and sucrose metabolism pathways in the KEGG 
metabolic network (Fig. 2 and Fig. 3) demonstrate the scope of metabolic pathway 
under study, covering 78 biochemical reactions, 71 enzymes (EC numbers) and 50 
chemical reactions. However, the KEGG pathway presents a non-species-specific 
network that includes all biochemical reactions of metabolite derivation occurring in 
living organisms (i.e. animals, plants and microorganisms). To formulate the plant-
specific reference pathway, Arabidopsis (genes) and potato (ESTs) data were mapped 
onto the KEGG pathway, and only metabolites, enzymes and reactions existing in 
Arabidopsis and potato were kept in the formulated reference pathway. The formu-
lated reference pathway was redrawn as shown in Fig. 4.  

 

Fig. 4. Reference pathway of sucrose metabolism and starch biosynthesis developed by using 
Arabidopsis and potato as templates. Boxes represent enzymes with specific EC numbers, and 
circles represent metabolites. 

2.3   Sequence Similarity Search (BLASTn) 

Sequence similarity search was performed in all sources of cassava genome data, in 
order to computationally identify cassava genes involved in starch biosynthesis process. 
Stand-alone BLAST 2.2.23 was employed for searching into the downloaded genomic 
sequence of cassava (from Phytozome database), while web-based BLAST provided in 
the websites was employed for searching into cDNA and EST sequence libraries: cas-
sava full-length cDNA database (http://amber.gsc.riken.jp/cassava) and cassava genome  
 
 

database (http://cassava.igs.umaryland.edu). Sequence alignment through both stand-
alone BLAST 2.2.23 and web-based BLAST was performed under default setting. 
Arabidopsis genes and potato ESTs were used as a query for searching their homologue 
in cassava genome based on the data available in the three databases. Sequences with 
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high similarity (percent identity ≥75% and e-value ≤ 1e-10) were defined as a homo-
logue of the query sequence in cassava, sharing a similar enzymatic function. 

2.4   Pathway Reconstruction 

The availability of starch biosynthesis genes in cassava were predicted by sequence 
similarity search (BLASTn), whereby the function (including EC number) of the 
homologue sequence was assumed to be the same as that of the query. Pathway of 
starch biosynthesis in cassava was, thus, reconstructed by mapping these predicted 
components onto the reference pathway (Fig. 4). 

3   Results and Discussion 

3.1   Reference Pathway of Sucrose Metabolism and Starch Biosynthesis  

The reference pathway of sucrose metabolism and starch biosynthesis was redrawn in 
Fig. 4. Basically, it is a combined network of such pathway in Arabidopsis (31 en-
zymes) and potato (34 enzymes) template plants. The resulting reference pathway 
composes of 35 biochemical reactions, 37 enzymes (EC numbers) and 33 metabolites. 
The larger reference pathway developed from multiple template plants may increase 
the possibility to identify starch-biosynthesis related genes in cassava. 

3.2   Identification of the Enzymes in the Sucrose Metabolism and Starch 
Biosynthesis Pathway in Cassava via Similarity Search (BLASTn) 

Based on starch and sucrose metabolism pathway in the KEGG database, nucleotide 
sequences of 116 genes (31 EC numbers) of Arabidopsis and 231 ESTs (34 EC num-
bers) of potato were retrieved and used as a BLAST query. The results of similarity 
search allow us to identify at least 34 enzymes (EC numbers) in cassava metabolic 
pathway. The number of predicted enzymes in cassava in this study is significantly 
increased from the previous study that relied only on a single template plant [9]. 
BLAST results are summarized in Table 1. 

Table 1. Summary of the similarity search (BLASTn) 

Templates Arabidopsis Potato Arabidopsis+potato 
Number of nucleotide sequences retrieved 
from KEGG database  

116 (genes) 231 (ESTs) 116 genes 
321 ESTs 

Number of the enzymes (EC numbers) 
corresponding to the retrieved nucleotide 
sequences  

31 34 37 

Number of nucleotide sequences in 
cassava matched with the template  
sequences 

112 (genes)  187 (ESTs) 112 genes 
187 ESTs 

Number of the enzymes (EC numbers) in 
cassava predicted from similarity search 
(corresponding to the matched sequences) 

25  
(see Fig. 5) 

30 
(see Fig. 6) 

34 
(see Fig. 7) 
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3.3   Sucrose Metabolism and Starch Biosynthesis Pathway in Cassava 

Cassava sucrose metabolism and starch biosynthesis pathway reconstructed based on 
similarity search against Arabidopsis genes (Fig. 5) comprises of 25 EC numbers 
(marked as blue boxes). The pathway contains 25 reactions and 3 gap reactions 
(marked as white boxes). In the same manner, the reconstructed pathway based on 
potato ESTs composes of 30 EC numbers which lie in 29 reactions. Though more EC 
numbers and reactions can be identified in the latter case, the pathway still contains  
2 gaps (Fig. 6). 

When combining all EC numbers that were identified from both template plants, 
the putative metabolic network of sucrose metabolism and starch biosynthesis in cas-
sava covers 34 EC numbers in 33 reactions with no gap. (Fig. 7). Interestingly, the use 
of multiple template plants not only allows more cassava enzymatic genes to be iden-
tified, but it also helps in network gap closure. Our finding contributes to increase 
information regarding the process of sucrose metabolism and starch biosynthesis in 
cassava as follows.  

 

 

Fig. 5. Sucrose metabolism and starch biosynthesis pathway in cassava using Arabidopsis as a 
template. The gray boxes represent enzymes existing in cassava, predicted through similarity 
search, and the white boxes represent the gap between the existing enzymes. 

Starch biosynthesis pathway in cassava is likely to be closer to that in potato than 
in Arabidopsis. This is suggested by the similarity search results using a single tem-
plate plant. In total of 34 enzymes (EC numbers) identified from the multiple template 
plants, nine enzymes (EC numbers) in cassava were identified only when using potato 
as a template, while only four enzymes (EC numbers) were found as a result of using 
Arabidopsis as a template. The nine enzymes identified by potato are (1) cellulose  
 



 Reconstruction of Starch Biosynthesis Pathway in Cassava 127 

 

Fig. 6. Sucrose metabolism and starch biosynthesis pathway in cassava using potato as a tem-
plate. The gray boxes represent enzymes existing in cassava, predicted through similarity 
search, and the white boxes represent the gap between the existing enzymes. 

 

Fig. 7. Sucrose metabolism and starch biosynthesis pathway in cassava. The green boxes with 
thick border line represent existing enzymes in cassava that were identified from both tem-
plates. The blue boxes with dash border line and white boxes represent existing enzymes in 
cassava predicted from using Arabidopsis or potato as template respectively, and the white 
boxes represent the gap between existing enzymes. 
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(EC 3.2.1.4), (2) 1,3-β-glucan synthase (EC 2.4.1.34), (3) glucokinase (EC 2.7.1.2), 
(4) UDP-glucuronate decarboxylase (EC 4.1.1.35), (5) glucuronosyltransferase (EC 
2.4.1.17), (6) α-amylase (EC 3.2.1.1), (7) β-amylase (EC 3.2.1.2), (8) starch branch-
ing enzyme (SBE; EC 2.4.1.18), and (9) glucan 1,3-beta glucosidase (EC 3.2.1.58); 
and the four enzymes identified by Arabidopsis are (1) cellulose synthase (EC 
2.4.1.12), (2) 1,4-β-D-xylan synthase (EC 2.4.2.2), (3) polygalacturonate 4-α-
galacturonosyltransferase (EC 2.4.1.43), and (4) polygalacturonase (EC 3.2.1.15). 

Besides the numbers of identified genes, at least three key enzymes in starch bio-
synthesis pathway were identified by using potato as a template: starch synthase (SS; 
EC 2.4.1.21), ADP-Glucose pyrophosphorylase (AGPase; EC 2.7.7.27) and starch 
branching enzyme (SBE; EC 2.4.1.18). For Arabidopsis single template, only SS and 
AGPase, but not SBE, were predicted to exist in cassava. This result corresponds well 
to the work published by Sakurai et al. (2007) [9].  

Moreover, the result of more genes identified from the multiple template plants al-
lows us to learn the advantage of such a template to capture more components of the 
network, and also to pinpoint the weakness of using a single template plant. Compared 
to the previously published pathway [9], the novel reconstruction can cover more EC 
numbers and reactions, which only 26 reactions were identified from matching the 
fulllength cDNA with the Arabidopsis genes. 

Though we succeeded to reconstruct more complete pathway of sucrose metabo-
lism and starch biosynthesis in cassava, this putative pathway might be only an initial 
step toward the reconstruction of the whole network. Thus, in this stage and the early 
of next stage, we will give the priority to the improvement in the power of computa-
tional prediction rather than the sophisticated experiment for validation. For example 
tBLASTn will be employed for similarity search of the evolutionarily closely related 
organisms. Furthermore, for more complete pathway, more template plants may be 
required to cover all possible starch biosynthesis genes in cassava. In addition, this 
pathway may require further curation and analysis, such as tracing each enzyme back 
to the experimental evidence or curated databases. These suggested points will be 
revisited in our next reconstruction. 

4   Conclusion 

Nucleotide sequence alignment allows us to find genes encoding enzymes to recon-
struct cassava starch biosynthesis pathway, involving 33 metabolic reactions. The 
results showed the high conservation of starch biosynthesis pathway among the stud-
ied plants; however, more template plants might increase the coverage of starch bio-
synthesis genes in cassava. Although, this putative pathway is not yet complete, it 
brings better understanding into the metabolic process of cassava. Our reconstructed 
pathway might be a seed for further development of the complete pathway that will 
have a big impact to metabolic engineering both in terms of design and analysis. A 
good design and accurate modification of metabolic pathway would accelerate the 
achievement in strain improvement. 
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Abstract. The Thailand SNP database (ThaiSNPdb) initiative is the first attempt 
to catalog both Single Nucleotide Polymorphisms (SNPs) and Copy Number 
Variations (CNVs) from 32 healthy individuals in the central region of Thailand 
using the 5th generation Affymetrix SNP genotyping arrays. The aim of this ini-
tiative is to facilitate genetic studies of Thais by systematically cataloging large-
scale population genetic polymorphism data from Thais combining with data 
from other different populations. Comparative views of both SNPs and CNVs 
were made possible with standard comprehensive and interactive graphic tech-
nology, called GBrowse. The database allows easy browsing and comparisons of 
genetic polymorphism data from Thai populations as well as others, which were 
retrieved from several public variation databases including NCBI dbSNP, Hap-
Map3, JSNP and Database of Genomic Variant (DGV). As a result, this database 
can be considered as one of the largest collections of SNPs and CNVs. Further-
more, to enable genetic analysis, ThaiSNPdb offers three common genetic tools 
including linkage disequilibrium (LD), haplotype blocks and tagging SNPs. In 
conclusion, ThaiSNPdb is an invaluable platform to support the studies in per-
sonalized medicine, forensic sciences and even cytogenetic studies in the case of 
CNV analyses. ThaiSNPdb is available on the Internet and can be publicly ac-
cessed at http://www.biotec.or.th/thaisnp. 

Keywords: Thai genetic variation, SNP, CNV, database, genetic analysis tools. 

1   Introduction 

The completions of the human genome sequence [1] and the advances in sequencing 
and genotyping technologies over the last decade [2, 3] have accelerated the studies of 
human genetic polymorphisms. Many polymorphisms at the DNA level have biological 
implications and thus are studied extensively in the field of molecular medicine [4, 5], 
                                                           
* Corresponding author. 
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contributing to the understanding in molecular pathogenesis, gene-disease association 
and predisposing genes.  

The types of genetic polymorphisms that are widely studied include microsatellites 
(short tandem repeats or STRs), Single Nucleotide Polymorphisms (SNPs) and Copy 
Number Variations (CNVs). Currently, due to the robustness in SNP genotyping  
[6, 7], the use of SNPs as molecular markers is becoming very popular, replacing the 
more polymorphic form, yet less robust, microsatellites.  In other words, SNPs, by 
their nature of variation among the four possible genetic bases, do not contain as 
much polymorphic information as STRs, which could exist in many forms ranging up 
to many hundreds possible copies in one genome. Furthermore, SNPs could be stud-
ied in very high density and are suitable for studies of multifactorial diseases [4, 5]. 
Another form of genetic variation is CNV, which alter the copy number of genetic 
material (encompassing one or more genes) [8]. CNV is gaining more popularity 
owing to its involvement in quantitative gene expressions [9, 10]. Studies on popula-
tion genetics and molecular pathogenesis during the past five years have been shifted 
toward the use of SNPs as molecular markers while the use of CNVs is steadily  
increasing. 

Proliferation of the number of genetic variations makes it very difficult to manage 
without well-designed database infrastructures. Nonetheless, only few genetic varia-
tion databases provide large-scale variation data from multiple populations including 
HapMap3 [11] and NCBI dbSNP [12]. Other public variation databases are dedicated 
to specific applications or focus specifically on particular ethnics, such as JSNP [13] 
and the YH Database [14]. The proposed ThaiSNP database was first designed to be 
an ethnic specific genetic variation database. However, to facilitate genetic studies of 
other populations when comparing with Thais, we extended the database features by 
including a graphical interface, which can display genetic information from multiple 
populations.  This was accomplished by incorporating SNP data from HapMap3 and 
dbSNP. This population-wide comparative feature among SNP data from different 
sources could greatly assist many technological-driven studies, e.g., pharmacogenom-
ics and other genome-wide association studies. In this paper, we present the construc-
tion of ThaiSNP database and its multi-ethnic comparative visualization of Thai  
people and other genetic variation of other populations. 

2   Methodologies 

2.1  Data Sources  

The SNP and CNV information were obtained from DNA samples of 32 healthy Thai 
people who were recruited according to the criteria shown in Table 1. Genotyping 
was performed using the 5th generation Affymetrix SNP genotyping 500K array, 
which comprises common SNPs reported by Affymetrix. The SNPs from this plat-
form are compatible with other SNP data reported in both dbSNP and HapMap3 (i.e., 
having large number of common SNPs). Copy number interpretation was analyzed 
using SNP genotyping from 32 Thais as input. We utilized the R package module [15] 
in this analysis.  



132 S. Hattirat et al. 

Table 1. Criteria for selecting 32 healthy Thai DNA samples used in the inference of SNPs and 
CNVs discovery and genotyping 

 Criteria Remarks 
1 Being 50-60 years of age. 

 
Genetic disease should be detectable at 
this range 

2 Being in the unbroken lineage of at 
least 3 Thai generations. 
 

 

3 Being in good health 
 

- No serious chronic illnesses 
- No hospitalization due to chronic 

illness 
- No history of monogenic diseases 
- Laboratory tests with no serious or 

chronic diseases 

 
Apart from the new SNP and CNV data gathered in this study, ThaiSNPdb also 

hosts genetic polymorphism information from other studies on Thai populations, 
including 3864 SNPs distributing on 368 candidate genes (unpublished data, only on 
the gene body) and 1536 SNPs from 228 genes (drug metabolizing enzyme), which 
were reported earlier [16]. Furthermore, ThaiSNPdb stores SNP and CNV informa-
tion from other public databases, including dbSNP [12], HapMap3 project [11], JSNP 
[13] and Database of Genome Variance (DGV) [18]. The database also provides gene 
and disease-gene information retrieved from RefSeq genome build 36.3. Detailed 
summary of the genetic polymorphism data stored in ThaiSNPdb is shown in Table 2. 

Table 2. Third-party genetic polymorphism data stored in ThaiSNP database 

 Sources Types Numbers Remarks 
1 Thailand SNP 

Discovery project 
SNP 3,864 On 368 genes with focus on 

gene body only 

2 Drug metabolizing 
enzyme SNPs 

SNP 1,536  On 228 drug metabolizing 
enzyme genes 

3 dbSNP build 129 SNP 14,735,067  

4 HapMap public 
release 27 

SNP 4,165,577 1,207 individuals from 11 
populations 

5 JSNP release 35 SNP 184,081  
6 Database of  

Genomic variants 
CNV 21,107   

2.2   System Design 

ThaiSNP database employs MySQL as the main database engine. Fig. 1 illustrates 
the overall integration of data into ThaiSNP database. The data representation in 
ThaiSNPdb can be grouped into 2 parts: (1) the detailed information of chromo-
somes, genes, SNPs and CNVs in the HTML format; (2) the graphical interface  
in the form of Generic Feature Format (GFF), rendered by GBrowse [19]. The SNP 
and CNV information can be queried through web interface rendered by Python 
Webware 1.0.2 [20].  
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Fig. 1. Implementation of ThaiSNP database system: 1) Storage of third-party genetic poly-
morphism data (see Table 2 for details); 2) MySQL serving as database management; 3) Py-
thon Webware providing web interface and GBrowse providing graphical representation of 
cytogenetic information; 4) snapshots of homepage, HTML query results and graphical cyto-
genetic results. 

3   Results and Discussions 

3.1   Data Analysis 

A total of 440,333 SNPs were identified in the SNP genotyping process. The 3,230 
CNVs identified were distributed throughout all chromosomes. All CNVs span 
more than 5,000 bases long, accounting for 1,889 distinct CNV regions. Several 
analyses including 1) expected SNP heterozygosity, 2) individual neighbor joining 
tree from all populations and 3) histogram of CNV distribution over the entire 
genome. 

Heterozygosity.  Since this is the first genome-wide collection of SNPs from central 
Thai populations, we want to see how different the Thais are comparing to other 
populations in terms of genetic diversity. We compared the expected heterozygosity 
from 299,837 overlapping SNPs with genotyping data from HapMap3 samples. Fig. 2 
shows the bar chart of expected heterozygosity of each population reported in our 
database. The Caucasian descendants appeared to have highest values of expected 
heterozygosity while African and Asian descendants revealed lower values. The het-
erozygosity values do not tell us much about genetic relatedness among the popula-
tions derived from similar origins; for example, descendants from Africa do not share 
the similar expected heterozygosity values. A better view on population genetic relat-
edness is from the following neighbor joining analysis. 
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Fig. 2. Expected heterozygosity calculated from genotype data from each population reported 
by ThaiSNPdb including 32 Thai data (THAI) and the data from 11 HapMap populations. 
(Population descriptors: ASW: African ancestry in Southwest USA, CEU: Utah residents with 
Northern and Western European ancestry from the CEPH collection, CHB: Han Chinese in 
Beijing, China, CHD: Chinese in Metropolitan Denver, Colorado, GIH: Gujarati Indians in 
Houston, Texas, JPT: Japanese in Tokyo, Japan, LWK: Luhya in Webuye, Kenya, MEX: 
Mexican ancestry in Los Angeles, California, MKK: Maasai in Kinyawa, Kenya, TSI: Toscans 
in Italy, YRI: Yoruba in Ibadan, Nigeria). 

Phylogenetic. Phylogenetic analysis was performed on the individual allele sharing 
distance (ASD) matrix of all populations [21]. This ASD matrix captured the underly-
ing genetic differences among all reported individuals. The software Mega4 [22] was 
used to generate the neighbor-joining tree [23]. The phylogenetic result is shown in 
Fig 3.  It could be seen from the tree that many clusters are classified according to 
their geographical or ethnic groups, for example JPT, CHB and CHD are grouped 
together in one major branch. Particularly, the Thai individuals formed a dependent 
branch in the tree indicating a unique genetic pattern. The Thai genetic variants can be 
used to study the genetic diversity of Asian peopling and fill the variant spectrum of 
genetic pattern in Asia. 

CNV distribution. The predicted CNV results from 32 Thais were compared with 
those reported in the database of genomic variants (DGV). The dense SNP markers 
from 5th generation Affymetrix SNP chip enable the CNV calling program 
“Aroma.affymetrix” [15] to report more precise CNVs that can suggest possible 
boundaries of CNV regions (CNVRs) reported in DGV if Thai CNVs are entirely 
encapsulated within the DGV CNVRs. Moreover, we observed that there were some 
new CNVs, which were present in Thais only (Fig. 4). This suggested us that CNVs 
might play a major role in making the Thais genetically unique and standing out from 
the rest of their peers. More CNV differential comparisons are required to further 
investigate this issue between every pair of populations.  
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Fig. 3. Phylogenetic tree using neighbor joining analysis approach with allele sharing distance 
calculated from all individuals. 

 

Fig. 4. Number of CNVRs in each chromosome, the light gray columns represent number of 
total CNVRs. While the dark shades indicate the new CNVRs that have not been reported by 
the DGV database. 
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3.2   Database Query 

ThaiSNPdb provides 3 main search portals to access the database: SNP search, CNV 
search and genotype and LD block calculation. Querying results include SNP loca-
tions, flanking sequences, alternative SNP identifiers (SNP ids) from various data-
bases, allele frequencies in different populations and SNPs’ functions referred by their 
genomic locations. The map viewer to facilitate cross-database comparisons also 
displays SNPs and CNVs from other databases. Fig. 5 shows the query results in 
HTML (Fig. 5a) and graphical display format (Fig. 5b). 

 

Fig. 5. SNP results from the query of the SNP search page (A) Query results, including gene 
information and labels indicating SNPs from various databases, in HTML format (B) GBrowse 
graphical display of SNP locations on a cytogenetic map 

SNP Search 
This is for accessing SNP and gene information from chromosomal locations, dis-
eases of interest or SNP ids. The genes’ upstream and downstream regions can be 
specified to display all the SNPs in that range. 
 
CNVR Search 
The query results from this search feature will be displayed as all CNV regions 
(CNVRs) on the specified chromosome. All of the CNVRs are larger than 5,000 
bases. Sample ids, CNV sizes, CNV types and SNPs present on each CNRV will also 
be shown. CNVs are categorized as 0: homozygous deletion, 1: hemizygous deletion, 
2: normal, 3: single copy gain and 4-6: multiple copy gain. Location of each CNVR 
can be viewed on interactive graphical chromosome charts rendered by GBrowse. 
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Genotypes and LD Blocks 
The genotypes of the Thai samples from the ThaiSNP projects can be queried either 
by specifying chromosome regions or RefSeq gene name/gene IDs. The query results 
can be downloaded in Comma Separated Value (CSV) and HapMap style format, the 
latter of which allows further analyses of LD blocks with Haploview program [24].  

GBrowse Graphical Representation 
Graphical representation in the form of cytogenetic maps (rendered by GBrowse) 
accompanied with SNP and CNV indicators is also provided to facilitate cross-
database comparisons (see the list of databases included in Table 2). The cytogenetic 
map marked with SNPs and CNVs of interest can be accessed by choosing a graphical 
view option on the query result webpage. Similarly, from the graphical view, users 
can click on the markers to see the details of each polymorphism in that region in 
normal HTML format. The graphical maps can be downloaded as decorated FASTA 
files or HapMap GFF files. 

3.3   Database Tools 

ThaiSNPdb provides a number of interactive analyses including calculation of allele 
frequencies, Hardy-Weinberg equilibrium, heterozygosity and functional SNP predic-
tion. The parameters, such as population numbers and expected SNPs on genes or 
genomes, can be adjusted. In order to manage the large information on ThaiSNPdb, 
the requested information is managed on demand. Users have to log in and, under the 
menu Genotype and LD blocks, input their queries by gene names or location on 
chromosomes. The system will search and return all SNPs in the specified areas.  

Furthermore, ThaiSNPdb provides a tool for calculating haplotypes, using  
embedded Haploview which utilizes HapMap format file as input data. The genotype 
information in the database can also be used to analyze linkage disequilibrium. The 
HapMap file can be automatically created and analyzed by using ThaiSNP LD Block 
function. Fig. 6 illustrates LD plot results from Haploview. 

3.4   Possible Uses of ThaiSNPdb 

ThaiSNPdb can be used to compare many aspects in human genetic polymorphisms, 
for example, allele frequencies and heterozygosity in different populations and chro-
mosomal regions with many polymorphisms and gene functions in relation to regions 
of polymorphism. The integration of such knowledge is crucial in the study of genetic 
epidemiology and disease risk across populations. ThaiSNPdb can also be used to 
study monogenic disease, which requires the use of genetic markers to compare link-
age. Moreover, the Thai specific CNV information can be used in molecular pharma-
cology and the study of drug responses that are related to unevenly distributed CNVs 
among individuals. 

Information from ThaiSNPdb can be used in population genetics, particularly in 
the studies of genetic relatedness and population structure of Thai people. Such stud-
ies could provide better understanding of admixture ratio in Thai population. Fur-
thermore, it could classify individuals into populations or subpopulations. This is of 
great importance when considering other applications that utilize genetic polymor-
phism information in genome-wide association studies. 
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Fig. 6. LD plot result analyzed and rendered graphically by Haploview 

4   Conclusion 

With ever-increasing amounts of genotype data, ThaiSNPdb serves as a central public 
genetic database for genetic studies in Thailand. It not only serves as a local reference 
for genetic makeups, but also provides comparative view of the genetic variances 
across many populations. The database is equipped with many flexible search features 
and easy-to-use graphical user interface, offering rich information on both SNP and 
CNV information. The exporting features are provided for researchers to extract the 
selected variants to be used in their researches. Data organization of such nature shall 
lead to a more effective use of genetic polymorphisms of Thai population. 
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Abstract. The Genome Atlas is a resource for addressing the challenges of syn-
chronising prokaryotic genomic sequence data from multiple public reposito-
ries. This resource can integrate bioinformatic analyses in various data format 
and quality.  Existing open source tools have been used together with scripts 
and algorithms developed in a variety of programming languages at the Centre 
for Biological Sequence Analysis in order to create a three-tier software appli-
cation for genome analysis. The results are made available via a web interface 
developed in Java, PHP and Perl CGI. User-configurable and dynamic views of 
Chromosomal maps are made possible through an updated GeneWiz browser 
(version 0.94) which uses Java to allow rapid zooming in and out of the atlases. 

Keywords: Genome atlas, web interface, chromosomal maps, genome analysis. 

1   Introduction 

There are, at the time of writing, over 1200 completed Archaeal and Bacterial genome 
sequences available in the major public repositories of sequence data. However, for a 
number of reasons these repositories are not in complete synchronisation with each 
other [1]. Furthermore, the number of genomes published per year has been rising rap-
idly since the first genome published in 1995 [2] and the advent of “next generation” 
sequencing technologies which allow a bacterial genome to be sequenced, assembled 
and annotated in a day [3,4] serve to highlight the need for tools to assist with com-
parative genomic analysis.  

Most bacterial genomes would be thousands of pages long, if viewed as text. 
Therefore there is a need to collate these projects and present them together in an in-
tegrated site, along with links to a graphical overview of the chromosomal sequences. 
We use asynchronous client-server communication to develop zoomable atlases, 
which can go from a full chromosomal view, down to the level of individual nucleo-
tides, smoothly and quickly. Although there are other web-based services such as En-
trez NCBI genomes [5] and EnsEMBL genomes [6], only the CBS Genome Atlas 
application focuses on collecting prokaryotic sequence data from multiple sources 
together with the results of detailed genomic and structural analyses in a user-
configurable and dynamic manner [7, 8]. 

In this work, open source tools such as BioPerl and eHive [9,10] have been used 
together with Perl scripts and algorithms in other programming languages to develop 
a three-tier software application for genome analysis [11].  This resource is available 
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at http://www.cbs.dtu.dk/services/GenomeAtlas/.  The structure of the rest of this pa-
per is as follows:  section 2 covers the three tier architecture of the genome atlas,  
section 3 describes the GeneWiz chromosome atlas browser, section 4 presents the 
genome atlas data model, Some examples of scientific uses of the web pages are de-
scribed in section 5 and finally conclusions are made in the last section. 

2   Three Tier Architecture 

The Genome Atlas has been redeveloped as three-tier application. Multi-tier applica-
tions are concerned with partitioning components of an application into layers, each 
concerned with a different aspect of the system in order to facilitate flexibility and re-
use. Multi-tier architectures are often used in client server applications [11]. The three 
tiers of Genome Atlas system are described diagrammatically in Fig. 1. The data tier is 
concerned with storage and access to the information used by the application. A data 
access API developed using BioPerl presents an interface to this information that can 
be accessed from the logic tier. This tier is involved with the coordination and process-
ing of data and is where the analysis pipeline resides. The final tier of the application is 
the presentation tier where Genome Atlas data is presented via a web server using a 
combination of PHP, Perl web pages and the GeneWiz Java application. 

2.1   The Data Tier 

Completed prokaryotic genome sequence data are downloaded from the three main 
public sequence repositories, GenBank, EMBL and DDBJ. Although they regularly 
synchronise data amongst themselves, a small number of projects can be missing from 
one or more resource. Therefore the Genome Atlas database draws data from all three 
resources and also from projects referenced in the Genomes On-Line Database 
(GOLD). The MD5 sum of the DNA sequence is used to minimise redundancy of 
information stored in the Genome Atlas. Project accession numbers and identifiers are 
used to map data between the different sources. The GOLD database provides refer-
ences to genome projects that are not yet in the main repositories and these are also 
downloaded where possible. 

The DNA sequence data are stored as files in GenBank and EMBL format in a di-
rectory and file structure as described previously [7]. A MySQL database is used to 
collate all the information associated with a project, including the location of the all 
sequence files and the associated taxonomic data. The results of any computationally 
intensive analyses are stored in the database where appropriate or in as a set of files in 
a similar directory structure to the raw sequence data files. A data access layer written 
in Perl with BioPerl provides an integrated object-oriented interface to all the stored 
information. This can be accessed, by the analysis pipeline in the logic tier and by any 
other scripts written by users with accounts at the institute. 

2.2   The Logic Tier 

The logic tier consists of a set of bioinformatic applications written in a variety of 
programming languages including C, Perl, Python and shell scripts. The execution of 
these applications in sequence to create an analysis pipeline is managed by the eHive  
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Fig. 1. Genome Atlas Application Diagram. The application is divided into three-tiers. The 
Data tier is concerned with the storage and retrieval of information. Data access objects are 
used to present a simple common application interface to the underlying data. The Logic tier 
performs more complex processing. The download scripts for acquisition of Sequence data 
from public repositories and the analysis pipeline reside in this tier. The third tier is the presen-
tation tier, where data is reformatted and presented in web forms, static and dynamic chromo-
some atlases, and genome summaries. 

workflow management system developed for the EnsEMBL project [10]. The execu-
table of interest is called from a Perl module that controls the input, output and execu-
tion environment of the software. The module together with the pre- and post-
conditions are stored in the eHive database. Thus the eHive system allows analyses to 
be grouped into a set of independent work packages which make efficient use of our 
computing cluster. It also manages the flow of data from one set of analyses to the next 
and provides a fault-tolerant system for handling situations when problems occur. 
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2.3   The Presentation Tier 

The Genome Atlas web pages are written in PHP and are updated regularly. The basis 
for displaying data and analyses in the Genome Atlas is the chromosomal map [12]. 
Many kinds of chromosomal maps can be displayed together, so that the chromosome 
can be visualised together with genes, repeat sequences and structural data. Some of 
these are generated by the analysis pipeline and stored as vector graphics, compressed 
bit maps or binary files whilst others are created on request in the logic tier. 

3   The GeneWiz Chromosome Atlas Browser 

The GeneWiz browser provides a dynamic scalable and zoomable view of the chro-
mosomal maps. It is written in Java, using the AWT and Swing libraries for the GUI 
components. The data can be taken from existing genome projects stored in Genome 
Atlas in which case the browser makes use of predefined settings and binary files. 
Alternatively, user defined data can be uploaded in a number of formats. The proper-
ties of the chromosome are calculated by the CBS computing cluster and displayed as 
tracks in the chromosome map display.  Asynchronous requests are made to the server 
whilst the display is rendered so when the atlas is clicked or a section is selected there 
is a smooth zoom in or out from one level of magnification to another, all the way 
through to the individual bases in the sequence. Pre-calculated binary files are re-
quested by the client and the server returns the data necessary for the display [8]. 
Some of the tracks, for example, global inverted repeats are displayed with a colour 
scheme based on global properties, whilst the colours and statistics for other tracks, 
such as GC skew, are recalculated according to the region of the chromosome being 
viewed. Details for open reading frames are displayed from the genome annotation 
when the pointer is moved over the CDS on the appropriate track. The GeneWiz 
browser also allows views and settings to be stored as a session in a user defined di-
rectory. Browsing may then be resumed at any time by loading the session file. The 
browser also exports data in fasta, support vector graphic, postscript or pdf format. 

4   The Genome Atlas Data Model 

The information stored in the Genome Atlas data tier is coordinated via a set of tables 
in a MySQL relational database. The data model for this database is shown in Fig. 2. 
The main table concerned with storing data for coordinating the Genome Atlas with 
external repositories is the Projects table. This table links an internal project identifier 
and version with data related to the Organism, such as NCBI organism taxonomy. It 
also references information about the project from public repositories stored in the 
Sources table. A project is linked to one or more DNA sequences through the Seg-
ments table. This table contains information about to the actual location of the DNA 
sequence and other related data such as length and MD5 check-sum. The MD5 values 
are used to generate incremental version numbers whenever the DNA sequences ref-
erenced by Segments are updated. The results of a given bioinformatic analysis are   
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Fig. 2. Genome Atlas Database Data model. The main tables in the Genome Atlas are shown. 
The Projects table links to the Sources, Organisms and References tables. This provides a way 
of querying external meta-data linked to the project. The Segments table links the Projects to 
DNA Sequence files stored in a file system, whilst the Analyses table connects the DNA Se-
quence to the results produced by running the analysis pipeline on a project. 

stored in the Analyses table. This table records the analysis module, the executable 
and version together with the results and any file locations or sequence features gen-
erated by the analysis pipeline. This allows the logic tier to select attributes and fea-
tures based created by specific versions of analysis executables. 

5   Using the Genome Atlas for Research 

The Genome Atlas can be used to analyse the properties of genomes in order to test 
hypotheses. Here we present two short investigations conducted through the Genome 
Atlas application. 

5.1   Correlation between Growth Rate and the Properties of Chromosomes 

The Genome Atlas analysis pipeline includes analysis by RNAmmer [13], therefore we 
can display the number of predicted 5S, 16S and 23S ribsomal RNA genes in each 
genome. This can found on the General Genomes web page. The genomes table dis-
played here can be sorted on any column in ascending or descending order by clicking 
on the arrows underneath the column heading (Fig. 3). 
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Fig. 3. The General Genome Atlas table here shows more than a thousand bacterial genomes 
sorted by number of 16S Ribsomal RNA in descending order 

The first entry in the table is Photobacterium profundum (GenBank project ID 
13128) which is a member of Vibrionales; known for their short doubling time [14]. 
The other group heavily represented at the top of the table are Firmacutes, notably 
Clostridia. The second entry, Brevibacillus brevis (Genbank project ID 29147), is a 
member of this group. It has been observed that the leading and lagging strand of bac-
terial chromosomes have differing “skews” of nucleotides present in one of the two 
stands. The A/T and G/C biases of short oligomers can be plotted along the chromo-
some to allow visualisation of any such biases [15]. Fig. 4  shows these plots of the 
oligomer bias towards the leading strand for a number of different organisms.  

Fig. 4a shows the strand bias of Photobacterium profundum (a Gram negative 
Gammaproteobacteria); it can be seen that the Guanines are over-represented on the 
leading strand whilst the Adenines are on the lagging strand. In contrast, Fig. 4b 
shows Brevibacillus brevis (a Gram positive Firmacute). The green and the blue lines 
follow the same direction with respect to replication origin and terminus. The Ade-
nine bias in  Fig. 4a is much weaker and in the opposite direction. Thus, although 
both are highly streamlined, they show the opposite strand bias. This difference in the 
bias probably reflects a historical contingency as the polC gene encodes a  proofread-
ing subunit in DNA polymerase which is present in Brevibacillus brevis but absent 
from Photobacterium profundum [14].  

Looking back at the table in Fig. 3, the third organism on the list, Clostridium bei-
jerinckii (GenBank project ID 12637) has an AT content of 70%, which is considera-
bly higher than many bacterial genomes.  Many of the Firmicute genomes in this list  
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Fig. 4. Plots of the G/C skew, A/T skew on the leading strand and the strand difference of oli-
gomers from the chromosome. (a) shows Photobacterium profundum SS9, (b) is Brevibacillus 
brevis NBRC 100599, (c ) is Clostridium beijerinckii NCIMB 8052 and (d) is Aeromonas hy-
drophila subsp. hydrophila ATCC 7966. 

are AT rich. We can see a similar oligomer skew in Fig. 4c.  For comparison, the 
skew diagram for a GC rich organism from the table in Fig. 3. is also shown (Aero-
monas hydrophila: GenBank project 16697).  Notice there is still a strong strand bias, 
although, like Photobacterium profundum, the Guanines and Adenines are biased on 
the opposite strand (i.e the blue and green lines are opposite). 

5.2   Zooming into Regions of Chromosomes 

We chose to visualise the chromosome of Brevibacillus brevis (the second organism 
shown in Fig. 3) via the GeneWiz browser (Fig. 5). There are many repeat regions 
visible in the chromosome map (shown in the red and blue lanes in the inner circles).  
There are also some regions of high intensity in the 'position preference' lane (shown 
as dark green).  These areas of the chromosome are likely to exclude chromatin pro-
teins, and as such are often the location for highly expressed genes [16].   

Fig. 5a Shows the whole chromosome zoomed out whilst Fig. 5b, shows a  
magnified view of the area near the top of the circle. This is in a region closer to the 
replication origin, containing genes coding for the beta/beta prime subunit of RNA 
polymerase, which are known to be highly expressed. At the bottom of the chromo-
some, close to the replication terminus, is another region, containing the lrg operon, 
which controls synthesis on an antibiotic peptide linear gramicidin. This operon can 
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Fig. 5. Zoomable atlases. (a) shows the whole chromosome, and (b) and (c )a zoom of two 
regions.  

also be highly expressed under the right conditions such as sporulation [17]. This abil-
ity to view the physical properties of the chromosome in order to identify regions 
likely to contain highly expressed genes followed by closer analysis by magnification 
of the region of interest represents a very useful tool for studying bacterial chromo-
somes. 

6   Conclusion 

We hope that the Genome Atlas application will result in the development of an appli-
cation capable of scaling to provide a useful resource for analysis of completed pro-
karyotic genomes as the number of such projects continues to increase. The use of 
widely accepted software development patterns such as multi-tier architecture and of 
existing open source projects wherever possible should provide a robust platform for 
dealing with the explosion of various new types of high-throughput sequencing data 
[18], as well as emerging single-molecule methods or the so-called ‘third generation’ 
sequencing technologies [19]. 
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We have also demonstrated how some of the unique features of the Genome Atlas 
database, such as the ability to view and sort by the number of predicted ribosomal 
RNA genes and the zoomable atlases can be used to assist biological investigations. 

The only method of interaction with the Genome Atlas currently is a web browser, 
but future work on the Genome Atlas could include making the application available 
as a web service based on the Representational State Transfer (REST) architecture 
[20]. This would allow users to make use of resources provided by the application for 
via automated tools and incorporated in services of their own. 
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Abstract. A tandem repeat in DNA is a sequence of two or more contiguous, 
approximate copies of a pattern of nucleotides. Tandem repeats occur in the ge-
nomes of both eukaryotic and prokaryotic organisms. They are important in 
numerous fields including disease diagnosis, mapping studies, human identity 
testing (DNA fingerprinting), sequence homology and population studies. Al-
though tandem repeats have been used by biologists for many years, there are 
few tools available for performing an exhaustive search for all tandem repeats 
in a given sequence. In this paper, we present INVERTER, a de novo tandem 
repeat finder without the need to specify either the pattern or a particular pattern 
size, integrated with a data visualization tool. INVERTER is implemented in 
Java and has a built-in user-friendly Graphical User Interface. A standalone 
version of the program can be downloaded from http://bmserver.sce 
.ntu.edu.sg/INVERTER. Comparison search result of INVERTER with an ex-
isting software tool is presented. The use of INVERTER will assist biologists in 
discovering new ways of understanding both the structure and function of DNA 
and protein.  

Keywords: Variable Number Tandem Repeat, exact match search, non-exact 
match search, data visualization. 

1   Introduction 

Most genomes have a high content of repetitive DNA. Fifty percent of the human 
genome, for example, consists of repeated sequences[1]. A tandem repeat (TR) in 
DNA is a sequence of two or more contiguous, approximate copies of a pattern of 
nucleotides. Variable Number Tandem Repeat (VNTR) is a location in a genome 
where a short nucleotide sequence is organized as a tandem repeat. 

VNTRs appear in biological sequences with a wide variety and occur in the genomes 
of both eukaryotic and prokaryotic organisms. They are found in both coding and non-
coding regions of DNA. Expansions of repeats found in the protein-coding portions of 
genes can affect the function of the gene by causing synthesis of malfunctioning  
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proteins. Repeats in non-coding regions have been shown to affect biological processes 
by affecting gene expression, transcription and translation. 

VNTRs are essential in genetics and biology research. They are important as ge-
netic markers[2] as well as responsible for over 30 inherited diseases in humans. Ex-
pansions of simple DNA repeats have been linked to hereditary disorders in humans, 
including Fragile X Syndrome[3], Myotonic Ddystrophy[4], Huntington’s Disease[5], 
spinal and bulbar muscular atrophy[6], various Spinocerebellar Ataxias and Frie-
dreich’s Ataxia[7]. These diseases are sometimes called the repeat expansion diseases 
since they are caused by long and highly polymorphic VNTRs [8, 9]. Tetra- or penta-
nucleotide VNTRs in the human genome are the genetic markers used in DNA foren-
sics[10]. Since the number of adjacent repeated units varies from individual to indi-
vidual, the copy number of a tandem repeat can be used to identify an individual, and 
relations such as parent or grandparent. VNTRs are also used in population 
studies[11], conservation biology[12] as well as multiple sequence alignments[13]. 

Although VNTRs have been used by biologists for many years, there are few tools 
available for performing an exhaustive search for all VNTRs in a given sequence. Popu-
lar existing software tools for finding VNTRs in a sequence include: Tandem Repeats 
Finder (TRF)[14], mreps[15], ATRHunter[16], STRING[17], and T-REKS[18].  

One of the difficulties involved in locating VNTRs is in the precision of finding a 
tandem repeat given its loose definition. Exact repeats, i.e. repeats that do not allow 
any errors, are clearly defined. Once we introduce errors, such as insertions and dele-
tions of single or multiple bases, we have to define what constitutes a tandem repeat. 
Each of the tools for locating VNTRs relies on certain assumptions and definitions. 
Thus, the output of the different tools differs, each offering different insights into the 
presence of repeated sequences. Furthermore, none of the above software tools pro-
vide data visualization of the resulting VNTRs to facilitate users to correlate annota-
tions, observe visual patterns, and view useful statistics of the data.  

In this paper, we present INVERTER, a de novo tandem repeat finder without the 
need to specify either the pattern or a particular pattern size, integrated with a data 
visualization tool. INVERTER is aimed to identify both exact match and non-exact 
match VNTRs and provide data visualization which would allow users to correlate 
annotations, observe visual patterns, and view useful statistics of the data.  
INVERTER is implemented in Java and has a built-in user-friendly Graphical User 
Interface. The use of INVERTER will assist biologists in discovering new ways of 
understanding both the structure and function of DNA and protein. 

The remainder of the paper is organized as follows. Section 2 explains the problem 
definition and implementation details of INVERTER. Experimental works on 6 com-
pleted projects of Acinetobacter baumanii genomes using the INVERTER are pre-
sented in Section 3. Section 4 concludes the paper. 

2   Method 

2.1   Problem Definition  

There are two principal families of VNTRs: microsatellites and minisatellites. Mi-
crosatellites are short tandemly repeated DNA sequences of 1-6 base pairs in  
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Table 1. Commonly employed terms for VNTRs 

Biological 
definition 

Mathematical/Computational 
description 

Features Example 

Perfect Exact match 100% identical 
copies 

(A)n, (ATC)n 

Imperfect Approximate-Hamming  
Distance  

Substitutions 
(=mismatches) 

(AC)nAT(AC)m 

Interrupted* Approximate Edit-Distance substitutions,  
insertions,  
deletions 
(=interruptions) 

(ACG)nT(ACG)m, 
(AT)nCGAG(AT)m 

Compound/ 
complex 

‘Fuzzy’ multiple motifs, 
periods,  
substitutions 

(ACG)nT(TC)m  

* Interrupted repeats are often included in imperfect repeats 
 
length[19]. Minisatellites, on the other hand, consists of moderately 10-100 base pairs 
of DNA sequences[20]. 

It is well known that sequences are subject to many kinds of modifications, such as 
point mutations, i.e. substitutions, insertions and deletions (indels for short), and ex-
pansions, i.e. exact tandem replications of some tracts. Table 1 shows the commonly 
employed terms for VNTRs based on their types of repeats[21]. 

Given a sequence S of length l, S ={s1, s2, … sl}. S contains exact match VNTR r 
of length k at position p if r can be partitioned into consecutive n sub-sequences of 
pattern q, as defined in the following equation 

 
S = wrw’, 

 

where r = {sp,…,sp+k} = (q)n, n > 1, w = {s1,…,sp-1} and w’ = {sp+k+1,…,sl}. 
INVERTER is aimed to identify both exact match and non-exact match VNTRs 

and provide data visualization which would allow users to correlate annotations, ob-
serve visual patterns, and view useful statistics of the data. More specifically, 
INVERTER is more optimized towards minisatellite VNTRs, although it can be used 
to identify and visualize microsatellite VNTRS. The reason is that due to the size of 
microsatellite VNTRs, visual patterns and statistical result provided may not be as 
significant as in minisatellite VNTRs. 

2.2   Implementation  

INVERTER is designed to be portable and therefore it is implemented in Java due to 
its platform-independent characteristics. Java supports four popular Operating Sys-
tems, i.e. Windows, Linux, Solaris and MacOS.  

INVERTER also has a built-in GUI to allow user to set parameters needed for the 
identification and visualization of VNTRs in DNA sequences. A standalone version 
can be downloaded from http://bmserver.sce.ntu.edu.sg/INVERTER. Fig. 1 illustrates 
the workflow diagram of INVERTER. Currently, there are three features that are avail-
able to users, i.e. identification of exact match VNTRs and non-exact match VNTRs in 
DNA sequences as well as visualization of the resulting tandem repeat data. 
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Fig. 1. Workflow diagram of INVERTER 

2.2.1   Identification of Exact Match Tandem Repeats 
The first feature allows users to identify exact match VNTRs in the input nucleotide 
sequences. Users can open an input file containing one or more sequences in FASTA 
format or copy and paste a sequence directly in FASTA format to INVERTER. Several 
parameters and options of the program can be defined by the users, as seen in Fig. 2.  

 

 

Fig. 2. VNTR Exact Match Search 
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Minimum length lmin defines the minimum length of pattern to be reported in the 
result in terms of base pairs. The default value lmin is 9 bps and is chosen based on the 
analysis of known minisatellites of biological importance. Setting the value of lmin to a 
smaller value will generate more VNTR results but also increase the probability of 
inclusion of irrelevant repeats (noise). Given a sequence S of length l, the theoretical 
maximum of lmax is l/2. However, although it is possible to increase the maximum 
length value, it is not feasible to verify it using wet lab experiment due to the limita-
tion of current gel-based technology verification technique, e.g. pulsed-field gel elec-
trophoresis (PFGE). Therefore, the maximum length of searched pattern lmax is cur-
rently limited to 200.  

The subset option indicates whether subset VNTRs should be included in the 
search result. The on option will include subset VNTRs in the result, while off will 
exclude them. The default option is on. Given a VNTR r of length k, r = {r1, r2, … , 
rk}, a subset VNTR z = {z1, z2, … , zk} of length kz containing m consecutive pattern qz 
can be defined as follows: 

 

r = vzv’, 
 

where z = (qz)m, 1 < m < n, 1 ≤ kz ≤ k, v = {r1,…,rc-1}, v’ = {rc+kz+1,…,rk} and 1 < c ≤ 
kz. For example, a VNTR r = ACGTACGTACGT contains subset VNTRs 
CGTACGTA, GTACGTAC and TACGTACG.  

The search option indicates whether search should be a simple or extensive search. 
The simple search denotes that each VNTR is searched only in its origin sequence. 
On the other hand, extensive search searches for the occurrence of each VNTR in 
every sequence in the input file and is suitable to find inter-relationships of VNTRs 
among the input sequences. The default option is simple search. 

Given a set of input sequences S and input parameters lmin and lmax, the exact match 
search will generate a list of VNTR V, which is then filtered for the occurence of 
VNTRs consisting of only N-nucleotides. N-nucleotide stands for an unknown nu-
cleotide in some databases. It can be either of the four nucleotides (A, C, G or T). 
Therefore, it is logical to remove the N-VNTRs in order to reduce redundancy and 
improve the efficiency of the result. Subsequently, INVERTER checks for the subset 
and extensive search flag and then executes the necessary processing accordingly. 
The pseudocode of the exact match search is illustrated in Fig. 3. 

After the search has finished, users can opt to use the visualization tool to view the 
result or save the result in a comma-separated value (csv) or text format. The saved 
search result contains the exact match VNTRs with their respective relevant data 
needed for the visualization tool, i.e. their origin sequence, the length of the origin 
sequence, the pattern, the initial position of the VNTR in the sequence, the length of 
the VNTR and the number of count. 

2.2.2   Identification of Non-exact Match Tandem Repeats 
The second feature of INVERTER allows users to identify non-exact match VNTRs. 
For this purpose, we implement a heuristic algorithm based on the unsupervised clas-
sification K-means algorithm[22]. Other VNTR finder tools using K-means algorithm 
include T-REKS[18]. 
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Fig. 3. Exact Match Search Pseudocode 

We use short strings (SS) to detect for the presence of VNTRs and use the lengths 
between identical neighbouring SSs as datapoints of the K-means algorithm. Hence, 
all datapoints are partitioned into k clusters for user-defined k. For each partition a 
centroid is defined. K initial centroids are selected from the dataset. Distances be-
tween each datapoint and the centroids are then calculated to assign the datapoint to 
the cluster which has the nearest centroid. This procedure repeated iteratively until 
convergence is met. Statistically, the longer is the sequence the higher is the number 
of occurrences of a given SS. The increase of the occurrences will amplify a back-
ground noise and decrease the quality of detection at the clustering steps. Therefore, 
we split the input sequences to smaller chunks of length 1500 or less to avoid the 
reduction of detection quality in long sequences and then concatenate them after the 
search. This strategy is also used in T-REKS. For our implementation, we choose the 
length of SS lSS to be 4 and k to be 20. These values are obtained empirically. 

The candidate VNTR lengths is determined first by selecting the most frequent 
length mfl within each cluster generated. This step is applied to each type of SS found. 
If a cluster has several most frequent lengths which occur the same number of times, 
the shortest length is chosen.  

Not all mfls may correspond to the VNTR lengths, because a given short string 
may occur more than one time within a repeat. Hence, we filter the mfls. First, we 
consider only SSs which are separated by lengths that are equal or close to the mfls.  
The threshold of closeness of the length to the mfls is proportional to the length, so it 

Start 
Get input data and relevant input parameters lmin and lmax; 
While there are still unprocessed input sequence in |S| 
     For i:0 to lmax  

     Search for potential VNTR candidate with length >   
       lmin using sliding window;  

      If a VNTR is found  
         Process VNTR data; 
         Add VNTR to V; 
      End If 
     End For 
End While 
Filter for N-VNTRs; 
If Subset Flag is TRUE 
     Do subset processing  
End If 
If Extensive Search Flag is TRUE 
     For i:1 to |V| 
      For j:1 to |S| 
         If the origin of current VNTR is Sj 
     Get the data from  
         Else 
     Search the VNTR in other sequences  

      in the dataset; 
      End For 
 End For 
End If 
End 
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takes into account the variability of the lengths in biological tandem repeats. Second, 
we scan the sequence and do not consider a downstream SS of the neighbouring SSs 
except for those which length correspond to one chosen mfls. The lengths are then re-
calculated and the scanning is repeated for each of the mfls and leads to k new sets of 
re-calculated lengths.  

K-means algorithm is simultaneous applied to all mfls of all type of SS which will 
provide k most frequent mfls that can be considered as candidate VNTRs. The level of 
sequence similarity between the putative repeats of each run is evaluated using Multiple 
Sequence Alignment (MSA) center-star approach. Based on the obtained MSA of the 
repeats constituting the runs, we obtain a consensus sequence and subsequently use it as 
a reference for similarity calculation. Given an alignment made by m repeats of length l. 
Hamming distance di between the consensus sequence and a repeat ri with 1 ≤ i ≤ m are 
calculated. A similarity coefficient for the whole alignment as sim = (m*l – ∑ Di)/m*l 
where 0 ≤ sim ≤ 1. The pseudocode of the non-exact match search is illustrated in Fig. 4. 

 

 

Fig. 4. Non-Exact Match Search Pseudocode 

2.2.3   Visualization Tool 
To our knowledge, INVERTER is the first tandem repeat discovery tool with an inte-
grated visualization tool. The visualization tool is aimed to provide data visualization 
of the resulting VNTRs, which allow users to correlate annotations, observe visual 
patterns, and view useful statistics of the data, which are not available in other tools. 

Start 
Get input data and relevant input parameter sim; 
While there are still unprocessed input sequence in |S| 
 If lSi >= 1500 
  Split Si; 
  For all the split sequences 
   For all SS 
    Apply k-Means and assign datapoints; 
    Filter mfls; 
    MSA string alignment; 
    Do similarity calculation; 
    Bridge the split sequences;   
   End For 

   If candidate fulfills criteria 
    Add VNTR to list; 
   End If; 

  End For 
 Else 
  For all SS 
   Apply k-Means and assign datapoints; 
   Filter mfls; 
   MSA string alignment; 
   Do similarity calculation; 
  End For 

  If candidate fulfills criteria 
   Add VNTR to list; 
  End If 

 End If 
End While 



158 A. Wirawan et al. 

The availability of this novel tool is aimed to help biologists visualize VNTRs in raw 
genomic data as well as overall view of the entire data in form of useful statistics, 
hence facilitating new ways of understanding both the structure and function of DNA 
and protein. An example of this is frequency analysis of DNA sequences, in which 
some of tandem repeat patterns have been associated with known genetic factors e.g. 
a 3bp repeats has been found to be characteristic of exonic regions[23, 24] and a 10-
11bp repeats has been found to be characteristic of DNA prone to supercoiling[25].  

Users can directly use the visualization tool on the latest search result or open a csv 
file containing the result of a previous search. The visualization tool partitions the 
VNTRs based on their respective origin sequences in tab form. Users can display all 
the sequences or choose selectively which ones they are interested for comparison 
purposes. The visualization tool includes four features, i.e. table view, zoom view, 
statistics and intra-inter repeat.  

The zoom view provides an overall view of the positions VNTRs in the sequence. The 
x axis shows the relative position while the y axis shows the id of the VNTRs, respec-
tively. Users can zoom in and zoom out of a particular area in the sequence to get a more 
detailed visualization of the VNTRs in the sequence. VNTRs marked with repeat refer-
ence are color coded in accordance to the table view while VNTRs that are not marked 
with repeat reference are given grayscale colors, ranging from light gray to black. For the 
latter, the higher the number of count of a particular VNTR, the lighter the color associ-
ated to it. Tooltip showing the VNTR sequence and the starting position of the VNTR 
will appear if users mouseover a particular VNTR. Furthermore, users can choose to 
display only selected VNTRs marked with repeat reference, with or without the non-
repeat reference VNTRs for isolation purposes. In addition, users can also save the visu-
alization as a PNG image file or print it directly from the user interface. Fig. 5 shows an 
example of the zoom view of the Acinetobacter baumannii AYE complete genome. 

 

 

Fig. 5. Table view of the Acinetobacter baumannii AYE complete genome 
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Table view displays the search result in spreadsheet form. It shows the identifica-
tion number (id), the VNTR, the initial position of the VNTR in the sequence, the 
length of the VNTR, the number of count and whether the VNTR is a repeat refer-
ence. If a VNTR is marked with repeat reference, it indicates that the VNTR appears 
in either another position in the origin sequence or in another sequence in the one of 
selected sequences. The repeat reference cell is color coded, up to 1024 unique colors 
and the value inside the cell indicates the reference number that particular VNTR. The 
spreadsheet can be sorted according a particular column (the default is id). In addi-
tion, the columns can be expanded and interchanged to allow greater flexibility for 
users. Example of the table view of the Acinetobacter baumannii AYE complete ge-
nome is illustrated in Fig. 6. 

 

 

Fig. 6. Zoom view of the Acinetobacter baumannii AYE complete genome 

The main idea of the statistics feature is for users to be able to make a quick de-
cision on whether or not the VNTRs in the sequence are worth pursuing further. 
This feature will be very useful especially when users are dealing with numerous 
sequences, as it summarizes how VNTR is distributed over the sequences. The 
statistics include the maximum value, minimum value, average, median, mode and 
histogram of the length and count of the VNTRs in the search result, respectively. 
In addition, repeat reference statistics are also included, namely the total number of 
repeat reference in the sequence and their respective references, total number of 
unique repeat reference in the sequence and their respective references as well as 
the total number of multiple occurrence of repeat reference in the sequence. Exam-
ple of the statistics of the Acinetobacter baumannii AYE complete genome is 
shown in Fig. 7. 

Intra-inter repeat shows the intra-relationship and inter-relationship of VNTRs 
marked with repeat reference. Intra-relationship means that the VNTR appears in  
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Fig. 7. Statistics of the Acinetobacter baumannii AYE complete genome 

another position in the origin sequence while inter-relationship means that the VNTR 
appears in another sequence. The cell is color coded in accordance to the table view 
and the value inside the cell of row r and column c indicates the number of occur-
rence of that a VNTR that is marked with a repeat reference r in sequence c. Fig. 8 
illustrates an example of relationship of the Acinetobacter baumannii AYE and Acine-
tobacter baumannii AB307-0294 complete genomes. 

 

 

Fig. 8. Intra-inter repeat relationship of the Acinetobacter baumannii AYE and Acinetobacter 
baumannii AB307-0294 complete genomes 
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3   Result 

Acinetobacter baumannii is a major nosocomial pathogen with many clones resistant 
to most available antibiotics. It affects primarily immunocompromised patients, often 
in intensive care and burns units[26]. The reported antibiotic resistance includes the 
carbapenems, which have been the antibiotics of choice against this organism. Infec-
tions can therefore be difficult to treat, and are associated with increased morbidity 
and mortality[27, 28]. 

We have examined 6 completed genome projects of Acinetobacter baumannii obtained 
from the NCBI website (http://www.ncbi.nlm.nih.gov/sites/entrez ?db=genomeprj&cmd= 
Retrieve&list_uids=21111,30993,17827,17477,28921,13001), i.e. AB0057, AB307-0294, 
ACICU, ATCC17978, AYE and SDF. The parameter values of lmin and lmax  
chosen for the experiment are 9 and 200, respectively. Our experiment is bench-
marked on an Intel Core i5-540M 2.40 GHz CPU, 4 GB RAM  running Windows 
7 64 bit. The runtime is measured in seconds. The result of the experiment is 
shown in Table 2.  

Table 2. Exact match result on 6 complete Acinetobacter baumanii genomes 

Subset option off Subset option on A. baumanii 
genome 

RefSeq Length 
(Mbps) #VNTRs 

found 
Runtime

(s) 
#VNTRs  

found 
Runtime 

(s) 
AB0057 NC_011586 4.050513 570 42 1164 43 
AB307-0294 NC_011595 3.760981 821 38 2720 39 
ACICU NC_010611 3.904116 508 39 1201 40 
ATCC17978 NC_009085 3.976747 394 40 838 41 
AYE NC_010410 3.936291 787 39 2023 39 
SDF NC_010400 3.421954 1524 35 4600 35 

 
We compare INVERTER result with T-REKS[18]. The similarity parameter Psim of 

T-REKS is set to 1.0 to ensure that it search only for exact match VNTRs and we set 
the type to DNA sequence.  

In general, all of the VNTRs reported by T-REKS are found by INVERTER as well. 
Furthermore, INVERTER found several more VNTRs that are not reported in T-REKS. 
However, there are a total of 4 VNTRs that are reported in the T-REKS but are not 
included in the INVERTER result with subset option off. By modifying the subset op-
tion parameter to on, these 4 VNTRs are included in the INVERTER result. The reason 
is because INVERTER found a more significant VNTR compared to the T-REKS re-
sult, and therefore it relegates that particular VNTR as a subset VNTR. In all 4 cases, 
the more significant VNTR has a higher count value compare to the subset counterpart. 
The difference of INVERTER result with T-REKS is highlighted in Table 3. 

Table 4 shows non-exact match result of INVERTER on the 6 completed genome 
projects of Acinetobacter baumannii. The similarity threshold value sim chosen for 
the experiment is 0.85. The runtime is measured in seconds. As a comparison,  
T-REKS needs 17 min to analyze a medium size genome of Drosophila melanogaster 
using a Pentium 4 3.0 GHz and 2 GB of RAM[18]. In some genomes, INVERTER 
found less non-exact match compared to the exact match. One possible reason for this  
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Table 3. Difference of INVERTER result with T-REKS  

A.baumanii 
genome T-REKS  INVERTER (Subset option off) 

AB307-0294 ATTCTTTGG CTTTGGATT 
ATCC17978 GGATTCTTT TTCTTTGGA 
AYE GGATTCTTT TTCTTTGGA 
SDF GACAGCGATTCGGATTCTGACTCA TGACTCAGACAGCGATTCGGATTC 

Table 4. Non-exact match result on 6 complete Acinetobacter baumanii genomes 

A. baumanii genome RefSeq Length 
(Mbps) 

#VNTRs  
(non-overlapping) 

Runtime 
(s) 

AB0057 NC_011586 4.050513 450 802 
AB307-0294 NC_011595 3.760981 260 743 
ACICU NC_010611 3.904116 355 771 
ATCC17978 NC_009085 3.976747 318 786 
AYE NC_010410 3.936291 416 779 
SDF NC_010400 3.421954 372 677 

 
anomaly is that the non-exact match result excludes overlapping VNTRs of different 
tandem repeats that can be detected in the same region. Another possibility is that 
DNA sequences of length 1500 may contain more than the determined maximum 
number of clusters k different lengths of VNTRs (20 in this case) and that the splitting 
step may lead to the failure to detect some VNTRs. Our future work includes the 
optimization of parameters for the non-exact matches as well as to compare the time 
complexity with other tools. 

4   Conclusions 

In this paper, we present INVERTER, a de novo exact match tandem repeat finder 
which main advantage is that there is no need to specify either a pattern or a particular 
pattern size, integrated with a data visualization tool and a built-in user-friendly 
Graphical User Interface. INVERTER is designed to be portable; hence it is written in 
Java. It is therefore usable without problems on any CPUs with Windows, Linux, 
Solaris and MacOS operating systems. A standalone version of the program can be 
downloaded from http://bmserver.sce.ntu.edu.sg/INVERTER. Three features are 
currently available to users, i.e. identification of exact match VNTRs and non-exact 
match VNTRs in DNA sequences as well as visualization of the resulting tandem 
repeat data. 

INVERTER is aimed to identify both exact match and non-exact match VNTRs 
and provide data visualization which would allow users to correlate annotations, ob-
serve visual patterns, and view useful statistics of the data. More specifically, 
INVERTER is more optimized towards minisatellite VNTRs. The visualization tool is 
aimed to provide data visualization of the resulting VNTRs, which would allow users 
to correlate annotations, observe visual patterns, and view useful statistics of the data. 
The visualization tool includes four features, i.e. table view, zoom view, statistics and 
intra-inter repeat. 
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Design of an Enterobacteriaceae Pan-Genome  
Microarray Chip 

Oksana Lukjancenko and David W. Ussery 

Center for Biological Sequence Analysis, Department of Systems Biology,  
The Technical University of Denmark, 2800 Kongens Lyngby, Denmark  

Abstract. Microarrays are a common method for evaluating genomic content of 
bacterial species and comparing unsequenced bacterial genomes. This technol-
ogy allows for quick scans of characteristic genes and chromosomal regions, 
and to search for indications of horizontal transfer. A high-density microarray 
chip has been designed, using 116 Enterobacteriaceae genome sequences, tak-
ing into account the enteric pan-genome. Probes for the microarray were 
checked in silico and performance of the chip, based on experimental strains 
from four different genera, demonstrate a relatively high ability to distinguish 
those strains on genus, species, and pathotype/serovar levels. Additionally, the 
microarray performed well when investigating which genes were found in a 
given strain of interest. The Enterobacteriaceae pan-genome microarray, based 
on 116 genomes, provides a valuable tool for determination of the genetic 
makeup of unknown strains within this bacterial family and can introduce in-
sights into phylogenetic relationships. 

Keywords: Enterobacteriaceae, Pan-genome, DNA microarray analysis, gene, 
Escherichia coli. 

1   Introduction 

The risk of dying from disease caused by a bacterial infection is greater than that 
associated with any other type of disease, including cancer or heart attacks [1, 2]. 
Epidemic infectious diseases are the most serious causes of mortality and morbidity 
worldwide, more than all other diseases combined. Infections contribute to significant 
economic loss in most parts of the world, including first world countries that have 
high income and developed surveillance and control systems [3, 4]. Every year thou-
sands of people are infected by bacterial pathogens, most of which are transmitted 
through food [5]. The outcome from food-borne human infections can range from 
mild self-limiting diarrhea to severe illness that requires hospitalization. In rare cases, 
food-borne illnesses are even fatal [5, 6]. Enteric bacteria, particularly Salmonella 
enterica subsp. enterica, are among the leading food-borne pathogens [6, 7]. In light 
of this, the detailed and rapid investigation of enteric pathogens is essential in modern 
epidemiology and clinical diagnostics.  

Enterobacteriaceae are pervasive. They are widespread in the environment, exist-
ing in water, soil, food, and plants, as well as in the normal intestinal flora of many 
animals and humans [8-12]. Pathogens within this group have developed a diversity 
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of strategies to overcome protective host barriers in order to invade the host, resist 
innate immune response, multiply in specific and normally sterile body sites, and 
damage cells in order to establish and maintain a successful infection [13, 14]. Genera 
within Enterobacteriaceae family are of interest, as well, because of problems from 
food spoilage and for that reason are of considerable economic importance [15].  

Bacterial genomes vary in size, even among the strains of the same species. Bacte-
rial species can be characterized by its pan-genome. As defined by Tettelin et al., the 
microbial pan-genome is a complete collection of various genes located within popu-
lations at a particular taxonomic level, commonly within a species. The pan-genome 
concept can of course be expanded to higher levels, such as genus or even a bacterial 
family. The pan-genome includes a core-genome, which is a minor fraction of the 
entire gene pool that is shared between all the given strains.  Furthermore, there is a 
much larger, dispensable portion of bacterial genes, that are missing in one or more 
strains.  Also there are some genes that appear to be unique to each strain [16, 17]. 
Strain-specific genes can, even among a particular species, make up a notably large 
portion of the pan-genome [18].  

Many methods have been developed for characterizing genetic variation. Use of 
DNA microarrays is becoming a standard procedure for evaluating genotyping – that 
is, looking at the genetic content of a bacterial species. The price for microarrays used 
for genotyping was historically expensive, but now is becoming competitive with the 
cost of other commonly used typing methods, such as previously widely used multi-
locus sequence typing (MLST). Moreover, it is becoming increasingly popular, quick, 
and cost-effective to define the presence and absence of each of the assigned genes in 
the pan-genome of a species. Thus, microarrays, imprinted with all the genes from 
species’ pan-genome can be used to compare and characterize the genomic content of 
unknown bacterial isolates and to achieve accurate typing information, that can be 
useful in epidemiological investigations and clinical diagnostics [1, 19]. For instance, 
array comparative genomic hybridization (aCGH) is frequently used in human cancer 
studies to genotype cell lines by determination of gene loss and copy number varia-
tions [20] or to detect single nucleotide polymorphisms at target loci [21]. Addition-
ally, microarrays have been widely used in human screenings for the determination 
and genotyping of bacterial species. Microarrays have changed considerably since 
they were first introduced. Early microarrays for the E. coli genome consisted of long 
fragments of chromosomal DNA (~1000 to 2000 base-pairs), attached to a micro-
scope slide. Later, Affymetrix made an array covering the entire E. coli K-12 genome 
using a set of 10 to 15 probes (synthetic 25mers) for each gene [22], followed shortly 
by an array which contained 4 E. coli genomes [23, 24]. Custom-designed NimbleGen 
chips have been made including 7 and then 32 E. coli genomes [25, 26]. 

This study describes the design and use of a high-density oligonucleotide microar-
ray covering the pan-genome of 116 genomes within the Enterobacteriaceae family. 
Probes are designed to distinguish among organisms at the level of genera, species, 
and even single strains. Moreover, probes for determination of particular gene fami-
lies, comprising Enterobacteriaceae pan-genome, are defined. The performance  
of this microarray is evaluated both in silico and experimentally. Its utility is illus-
trated for the hybridization of genomic DNA in order to compare uncharacterized 
isolates which have not been sequenced with the 116 known, sequenced strains. A 
microarray chip approximating the complete pan-genome of Enterobacteriaceae 
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provides optimal sensitivity to characterize isolates. Gene family microarray analysis 
is useful for medical and environmental diagnoses and will provide an alternative to 
costly genome libraries, as well as to the sequencing of environmental samples. 

2   Materials and Methods 

2.1   Bacterial Strains 

In this study, one hundred and twelve complete Enterobacteriaceae genome se-
quences and four in progress, which were publically available in GenBank database at 
the time of analysis (February, 2010), were used for custom microarray design. An 
overview of the used strains is shown in Table 1 and the complete collection of the 
strains is described in supplementary Table S11.  

Table 1. Enterobacteriaceae genera used in the design of the microarray chip 

Genus Number of strains Genus Number of strains 
Buchnera 6 Photorhabdus 2 
Citrobacter 3 Salmonella 18 
Cronobacter 2 Serratia 1 
Dickeya 3 Shigella 8 
Edwardsiella 2 Sodalis 1 
Enterobacter 2 Wigglesworthia 1 
Escherichia 35 Xenorhabdus 1 
Klebsiella 4 Yersinia 14 
Pectobacterium 3 Erwinia 4 
Proteus 3 Candidatus* 3 

* Candidatus is not a genus; however some strains were included as they were classified as  
   Enterobacteriaceae at the time of study. 

 
Twelve bacterial strains included in experimental evaluation of the chip are listed 

in Table 3 (Results section).  

2.2   Pan-Genomics 

The pan-genome was estimated, as described by Snipen et al [27]. Briefly, all protein 
sequences were compared by BLASTP [28]. Two proteins were attributed to a single 
gene family if they satisfied the 50/50 rule, meaning that when they could produce a 
pairwise BLASTP alignment covering at least 50% amino of the length of the longest 
protein with at least 50% of amino acid identity. Each genome was compared succes-
sively: for each n additional genome, that genome was compared to any combinations 
of n-1 genomes and the number of identical ‘core genes’ and ‘genome specific genes’ 
(specific for genome n) were counted for each n. All cumulative BLASTP hits found 
in the whole set of genomes were plotted as a running total and were considered as 
pan-genome, which increases as more genomes are added. The number of gene fami-
lies with at least one representative in every genome was plotted for the core-genome.  

                                                           
1 Available at http://www.cbs.dtu.dk/~dave/Supplementary_TableS1.pdf 
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2.3   The Custom-Microarray Design 

The custom probe set for the microarrays was designed around 78 different groups of 
genomes (the list of groups is presented in the Results section, Table 2) including a 
collection of generic probes for the entire enteric core (97 genes), as well as for the 
probes that differentiate each genus within Enterobacteriaceae. The custom probe set 
was followed by more specialized probe sets for species-specific classification within 
Klebsiella, Salmonella, Escherichia, Shigella, and Yersinia genera and further probe 
groups were specific for strain and pathotype for Escherichia coli genus. Addition-
ally, sets of probes for all the gene families, comprising pan-genome, were included. 
The custom microarrays, manufactured by NimbleGen, were based on the NimbleGen 
12-plex platform. 

2.4   Constructing Target Gene Sets 

The genome sequences in this study (Table S1) were searched for genes using the 
Prodigal gene-finding approach [29] in order to standardize gene finding. All protein-
coding sequences were aligned all-against-all using BLASTP [28], and similarity was 
decided according to 50/50 rule. Proteins that satisfy this rule were assigned to one 
protein family. ‘Group specific gene families’ (as described above) were found using 
batch Perl script, which outputs a list of gene families that are either common to or 
complementary to the genomes included in pan- and core-genome plots (depending 
on whether unique or core genes are extracted). Representative sequences from each 
gene network were selected by choosing the organism from which the genes should 
be extracted. Unique genes were considered to be those that appeared to be conserved 
only among the strains belonging to a particular group.  

2.5   Probe Selection for Target Genes 

Probes for target genes were selected using the OligoWiz program, previously de-
scribed by Wernersson et al. [30][31]. At each position along all the input sequence, 
the suitability of placing a probe was evaluated according to several criteria: melting 
temperature (∆Tm), cross-hybridization, folding (self-annealing), position (within the 
transcript), and ‘low-complexity’ (absence of subsequences that occur very com-
monly in the genome/transcriptome). The weighting scores for these criteria are as 
follow: cross-hybridization, 39%; ∆Tm, 26%; folding, 13%; position, 13%; and low-
complexity, 9%. No probes were accepted unless an overall score of at least 0.3 was 
obtained, and all probes were required to have a length in the range of 42 bp to 50 bp. 
OligoWiz was originally designed for single genome use, and thus, the program was 
modified in order to make the mechanisms screening for cross-hybridization less strict 
as described by Vejborg et al. [32]. A new modified scheme included a log-
transformation in the underlying calculations. The net effect is insignificant near the 
upper boundary of the score, but next to the lower boundary it increases the discrimi-
natory power of the tool.  

BLAST max score = 1 - ∑ ∑
= =

+
1 1

100
,

1log(
i

n

m

m

ihm

              

(1) 



 Design of an Enterobacteriaceae Pan-Genome Microarray Chip 169 

2.6   Probe Evaluation in silico 

Probes were aligned against a database consisting of all possible gene sequences in 
the total data set using BLASTN. The affinity of each probe for every gene was de-
termined and expressed as the number of identical base pairs and by the E-value. 
Sequences for which the E-value was lower than 0 were extracted using a batch Perl 
script. Probes that matched strains not expected to belong to particular group were 
excluded from the further analysis. If more than ten probes per gene remained avail-
able after filtering, only not-overlapping ones were used for subsequent analysis. This 
resulted in the reduction of candidate probes from 106,657 to 53,644. Consequently, 
the number of probes targeting each gene ranged from 3 to 14 with a median coverage 
of about 7 probes per gene. 

2.7   DNA Preparation and Hybridization 

All the experimental isolates were kindly provided by the laboratory of Frank Møller 
Aarestrup (DTU Food, The Technical University of Denmark). All test strains were 
grown overnight on blood agar and genomic DNA was isolated as described in the 
protocol for the Easy-DNA kit from Invitrogen [33]. The method used is briefly de-
scribed here: the lysis of the cells was performed by the addition of solution A and 
subsequent incubation at 65°C. Proteins and lipids were precipitated and extracted by 
the addition of solution B and chloroform. The solution was then centrifuged to sepa-
rate the solution into two phases. The DNA was in the upper, clear aqueous phase, the 
proteins and lipids were in the solid interface, and the chloroform formed the lower 
phase. The DNA was then removed, precipitated with ethanol, and re-suspended in 
TE buffer.  

The genomic DNA was labeled with cy3 dye and hybridized to NimbleGen custom 
arrays according to Arrays User’s Guide for CGH analysis as provided by the manu-
facturer of the arrays (Roche NimbleGen, Madison, Wisconsin, USA). 

2.8   Analysis Methods 

In the initial step, the raw data from multiple microarrays was extracted using Nim-
bleScan software, developed by Roche NimbleGen, and combined as a single input. 
Data analysis was performed in R (a statistical software program), using the ‘oligo’ 
package for analyzing oligonucleotide arrays at the probe level. The package was ob-
tained from Bioconductor [34]. The probes were mapped to each gene group, including 
position, according to the design. Chip analysis workflow then continued as follows:  

 

1. Performance of probe-level normalization using robust multi-array average 
(RMA) algorithm. RMA method had a three-step procedure consisting of back-
ground correction, normalization, and summarization to obtain gene-level relative 
intensity measures from probe-level intensities [35]. 

2. Estimation of gene ‘on/off’ status based on the summarized gene relative intensi-
ties and the median of these intensities for each of the 78 groups. 

 

Supporting microarray chip design information is publicly available2. 

                                                           
2 http://www.cbs.dtu.dk/~dave/Microarray_Chip_Design_Lukjancenko_2010.ndf 
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3   Results 

3.1   Pan-Genome and Core-Genome Estimation 

For each of the considered bacterial strains listed in Table S1 (Supplementary data), 
the genome sequence was downloaded from NCBI/GenBank. Genes were predicted 
by Prodigal [29], and translated into proteins. This resulted in a dataset of 887,184 
entries with considerable redundancy due to the presence of the same gene in multiple 
genomes. To reduce the homology, proteins were grouped into the gene families. 
Proteins were considered conserved (belonging to the same gene group) if they 
showed at least 50% amino acid identity in a BLASTP alignment covering at least 
50% of the length of the longest protein. The combined pan-genome of 116 genomes 
within Enterobacteriaceae was estimated and appeared to contain 44,838 gene fami-
lies. The core-genome, that is, the number of conserved genes present in all 116 ge-
nomes, was estimated to be comprised of 97 conserved gene families.  

3.2   Probe and Microarray Design 

In the presented Enterobacteriaceae pan-genome microarray design strategy, the 
probe set was designed around 78 different groups of genomes. The microarray was 
made up of a collection of probes for each genus within Enterobacteriaceae, being 
species-specific for Klebsiella, Salmonella, Escherichia, Shigella, and Yersinia gen-
era; strain and pathotype specific for Escherichia coli genus; core genes; and all pro-
tein families, comprising pan-genome. Using the data from the pan- and core-genome 
estimation step, the number of ‘group-specific’ genes and probes was determined and 
are shown in Table 2. Genes were considered to be ‘group-unique’ if they were found 
only within genomes, belonging to a particular group, and were absent in all of the 
rest genomes among a set of 116 genomes.  

The final result was a set of 52,356 Enterobacteriaceae target sequences, repre-
senting genes of both specific groups and pan-genome gene families. The oligos were 
then selected using OligoWiz [31] based on several criteria, including their specific-
ity, self-annealing, presence of low-complexity sequences, and their lengths adjusted 
so as to standardize the hybridization strength. Probes were filtered in order to avoid 
complimentarity with unwanted targets. In the end a set of 130,540 non-overlapping 
probes with an average length of 49 bp were obtained. The average number of probes 
per target gene was about 7, although the actual number for any given target depended 
on the length of the sequence, since shorter sequences have space for fewer non-
overlapping probes. For set of probes that represent gene families an average of 3 
probes per family was used.  

3.3 Validation of the Custom Arrays 

The chip design was evaluated by analyzing and comparing hybridization data from 
twelve control strains, shown in Table 3. Microarray data can have noise, coming 
from multiple variations which can occur during the array manufacturing process, the 
preparation of the biological sample for the hybridization, the hybridization of the 
samples to the array itself, and the quantification of the spot intensities [35]. To re-
move such variation, which obviously will affect the measured gene intensity levels,  
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Table 2. Number of ‘group specific’ gene families and probes before and after in silico validation 

Probe group 

Number 
of genes 
before  

validation 

Number 
of probes 

before  
validation 

Number 
of genes

after  
validation 

Number 
of probes 

after  
validation 

Buchnera genus  14 200 14 123 
Candidatus strains 41 584 41 373 
Citrobacter genus 20 171 15 95 
Cronobacter genus 271 3224 270 2002 
Dickeya genus 155 2129 155 1398 
Edwardsiella genus 318 3803 317 2447 
Enterobacter genus 40 511 40 318 
Erwinia genus 217 2919 217 1840 
Escherichia genus 1 15 1 10 
Escherichia coli 042  106 1047 79 450 
Escherichia coli 536 142 1207 95 436 
Escherichia coli 55989 72 646 45 272 
Escherichia coli APEC 116 1287 14 83 
Escherichia coli APEC O1 116 1287 14 83 
Escherichia coli Avirulent 69 508 39 241 
Escherichia coli B phylogroup 14 175 14 100 
Escherichia coli CFT073 292 2251 115 393 
Escherichia coli E24377A 249 1700 90 511 
Escherichia coli EAEC 72 646 45 272 
Escherichia coli ED1a 159 1545 146 823 
Escherichia coli EHEC 21 173 13 27 
Escherichia coli EPEC 142 1685 126 893 
Escherichia coli ETEC 249 1700 90 511 
Escherichia coli ExPEC 52 392 17 131 
Escherichia coli HS  90 642 44 313 
Escherichia coli IAI1 67 499 39 238 
Escherichia coli IAI39 77 609 48 262 
Escherichia coli K-12 11 159 11 113 
Escherichia coli O103:H2 65 693 50 377 
Escherichia coli O111:H- 148 1536 54 250 
Escherichia coli O127:H6 142 1685 126 893 
Escherichia coli O157:H7 68 709 52 379 
Escherichia coli O26:H11 74 690 48 280 
Escherichia coli S88 52 392 17 131 
Escherichia coli SE11 178 1692 70 360 
Escherichia coli SE15 58 609 49 328 
Escherichia coli SMS-3-5 145 1064 106 501 
Escherichia coli UMN026 113 1026 85 505 
Escherichia coli UPEC 121 983 49 179 
Escherichia coli UTI89 85 754 35 192 
Escherichia/Shigella genera 15 184 15 113 
Klebsiella genus 242 3296 242 2090 
Klebsiella pneumoniae 342 11 93 8 50 
Klebsiella pneumoniae MGH 78578 21 237 14 49 
Klebsiella pneumoniae NTUH-K2044 339 2636 233 863 
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Table 2. (Continued) 
 

Klebsiella variicola At-22 115 1282 110 758 
Pectobacterium genus 166 2287 166 1422 
Proteus genus 355 4782 355 3006 
Photorhadbus genus 318 4392 318 2728 
Salmonella genus 69 933 69 575 
Salmonella enterica Agona 136 1151 111 568 
Salmonella arizonae 477 3828 474 2245 
Salmonella enterica Choleraesuis 92 804 44 87 
Salmonella enterica Dublin 101 526 22 77 
Salmonella enterica Enteritidis 20 217 9 55 
Salmonella enterica Gallinarum 10 88 5 14 
Salmonella enterica Heidelberg 91 608 51 249 
Salmonella enterica Newport 189 1967 111 351 
Salmonella enterica Paratyphi A 10 80 7 10 
Salmonella enterica Paratyphi B 436 1982 175 547 
Salmonella enterica Paratyphi C 54 266 20 47 
Salmonella enterica Schwarzengrund 139 1025 122 498 
Salmonella enterica Typhi 69 759 63 326 
Salmonella enterica Typhimurium 9 113 3 30 
Serratia genus 780 10393 780 6777 
Shigella boydii 19 164 16 52 
Shigella dysenteriae 113 1216 98 348 
Shigella flexneri 17 218 17 123 
Shigella genus 28 401 25 178 
Shigella sonnei 48 531 32 152 
Sodalis genus 420 5697 420 3464 
Wigglesworthia genus 212 3029 212 1789 
Xenorhabdus genus 82 855 82 527 
Yersinia genus 97 4189 97 809 
Yersinia enterocolitica 336 1312 336 2655 
Yersinia pestis 7 26 5 5 
Yersinia pseudotuberculosis 23 165 13 24 
Core genes 97 1378 97 850 
Gene families 42151 180219 27536 76896 

 
normalization was performed. A set of twelve arrays (one 12plex array) used in the 
experiment was printed at the same time, so background noise effects were expected 
to be reasonably similar across all arrays. Only one out of the twelve the results were 
not as anticipated. The single exception being for the Salmonella enterica serovar 
Choleraesuis isolate, which shows variation. Thus it was decided to exclude hybridi-
zation data of this isolate from further analysis. RMA normalization, performed for 
microarray data of the remaining eleven samples, made the distribution of probe in-
tensities for each array in a set of arrays nearly the same.  

In the workflow of further microarray data analysis, the evaluation of which genus, 
species, pathotype/serovar or strain, the experimental isolate is most likely to be simi-
lar to. For each of the seventy-eight gene sets, the median of signal intensities were 
calculated. The analysis was performed based on both distribution of probe log inten-
sities and the signal median. The examples are shown in Figures 1-3, which visualize  
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Fig. 1. Distribution of signal intensity and signal median for Escherichia coli ECOR20 strain 
among the set of seventy-eight groups, mentioned previously in Table 2. a. Box-and-whisker 
plot, showing signal intensity distribution. b. Bar plot, showing expression signal median dis-
tribution. X-axis elements are sorted by genus, based on the order showed in Table 2. Colour 
code is based on the genera, where 12-colour palette represents 20 genera. 

the resulting plots for single representative of three chosen genera Escherichia, Sal-
monella and Yersinia. Those were Escherichia coli ECOR20, Salmonella enterica 
serovar Dublin and Yersinia frederiksii, respectively. Table 3 overviews the results for 
all the eleven isolates, used in the study. 

Both box-and-whisker and bar plots for Escherichia coli ECOR20, represented in 
Fig. 1, show high signal intensity among the genes comprising core and Escherichia-
and-Shigella groups. Additionally, results show high similarity to several pathogenic 
E. coli strains, such as Escherichia coli CFT073, and strains of O111:H-, UPEC and 
EHEC pathotypes. Apart from being highly expressed among the genes belonging to 
Escherichia genus, microarray data show relatively high signal level to Shigella genus  
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Fig. 2. Distribution of signal intensity and signal median for Salmonella enterica serovar Dub-
lin strain among the set of seventy-eight groups, mentioned previously in Table 2. a. Box-and-
whisker plot, showing signal intensity distribution. b. Bar plot, showing expression signal 
median distribution. X-axis elements are sorted by genus, based on the order showed in Table 
2. Colour code is based on the genera, where 12-colour palette represents 20 genera. 

strains, thus, resulting in another proof of Escherichia and Shigella genera strains 
being very similar.  

Fig. 2 visualizes the comparison of data for Salmonella enterica serovar Dublin 
isolate. Genes have high intensity values within strains belonging to Salmonella genus 
and core group. The highest similarity is shown to be Dublin serovar; however, DNA 
sequences appeared to hybridize with the high strength to Newport, Choleraesuis and 
Paratyphi A serovar representing probes as well.  

In the case of the chosen representative for Yersinia genus, Yersinia frederiksi, re-
sults, shown in Fig. 3, are not that positive, since any obvious high intensity signal 
cannot be seen. This might occur as a consequence of impropriate isolation of ge-
nomic DNA, low concentration of labeled DNA, which was obviously not enough for 
proper hybridization to target genes, or cross-hybridization effect. 
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Fig. 3. Distribution of signal intensity and signal median for Yersinia frederiksii strain among 
the set of seventy-eight groups, mentioned previously in Table 2. a. Box-and-whisker plot, 
showing signal intensity distribution. b. Bar plot, showing expression signal median distribu-
tion. X-axis elements are sorted by genus, based on the order showed in Table 2. Colour code is 
based on the genera, where 12-colour palette represents 20 genera. 

Isolates, results for which are presented in Table 3, show different chip perform-
ances. Several of them can be easily proved to belong to a particular genus, specific 
species and be most likely similar to a particular genus, species or serovar/serotype. 

However, some samples, likewise Yersinia frederiksii, do not show obvious results. 
This can consider the presence of uncertainties included in genomic DNA purification 
and sample preparation for the hybridization.  
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Table 3. Overview of experimental validation results 

Isolate / Distinguishing level Genera Species Pathotype/Serovar 
Escherichia coli ECOR20 + + - 
Salmonella enterica serovar Dublin D6 + + + 
Salmonella enterica serovar Paratyphi B var Java b + + + 
Salmonella enterica serovar Isangi 2005-60-2087-1 + +  
Salmonella enterica Typhimurium HN-GSS-2007-016 + + + 
Salmonella enterica serovar Choleraesuis 2870/08    
Shigella sonnei phase 12006-077 - -  
Shigella flexneri 4 2006-054 + +  
Shigella boydii 9S - - - 
Yersinia entericolitica O3 98-30624-5 - - - 
Yersinia ruckerii NCTC 10476 - - - 
Yersinia frederiksii P963 - - - 
‘+’ is a positive result, ‘-‘ is a negative result and absence of any mark means no analysis with 
this purpose was made or results are not analysed 

4   Discussion and Perspective 

The design of a microarray chip covering 116 bacterial genomes has proven to be a 
considerable challenge. Multiple aspects had to be examined, such as the number of 
possible sequences to be included in the database, various criteria to select the unique 
set of genes to particular groups of genomes, and to design probes for them. The 
greatest difficulty was to optimize these criteria and to filter out the false positive 
representative sequences for each sequence of interest. Some genera within Entero-
bacteriaceae, such as Escherichia and Shigella, are quite similar, thus it was difficult 
to find genus-specific genes. For example, the Escherichia genus appeared to have 
only a single gene family conserved among all the strains belonging to this genus, and 
being absent in the other enterics. Thus it was an obvious decision to design probes 
for Escherichia-and-Shigella genera-specific genes.  

Along with choosing representative sequence for each of unique gene family, a 
problem of selecting the right organism to extract representative sequences for core-
genome set became evident. In this study, core-genome genes were extracted from 
type species of the type genus Escherichia coli K-12 MG1655 strain. The unique sets 
of genes were selected on protein level, that is, similarity/dissimilarity was based on 
alignment using BLASTP, and gene family members were considered based on the 
50/50 rule, described above. Thus this might be an explanation of why some probes 
did not show high intensity levels at the DNA level as was predicted.  

Selecting the probes is indeed a challenging aspect. On the one hand, probes 
should cover all versions of the same gene, however, at the same time they should be 
able to distinguish between different genera, species, pathotypes/serovars, and strains. 
Furthermore, the array should allow various numbers of probes per gene in order to 
acquire the sufficient coverage of genes. Longer sequences require higher numbers of 
probes, whereas design of the same number of probes for short genes would result in 
low quality probes [36]. Therefore, the challenge is to find the best possible solution, 
with least time, money, and personal energy consumption.  
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Several improvements and suggestions could be considered for the design of an 
Enterobacteriaceae pan-genome microarray chip. To obtain more sufficient unique 
gene finding, searchs should be done on DNA level with an appropriate cut-off value. 
Alignment using the BLASTN algorithm would be able to efficiently identify ho-
mologous nucleotide sequences based on similarity and would be helpful in avoiding 
non-specific probes.  

Furthermore, for the validation of the chip step, sample preparations, such as ge-
nomic DNA isolation, labeling, and preparation to hybridize an array should be done 
according to protocols.  Purity of DNA should be checked before the DNA labeling 
step to avoid small quantities of labeled DNA, which hybridizes to wrong sequences 
and fails to recognize the expected target sequence.  

5   Conclusion 

In this study, an Enterobacteriaceae pan-genome microarray chip was developed 
based on 116 genomes within this bacterial family. The typical genome size (with the 
exception of the reduced endosymbiont genomes of Buchnera, Wigglesworthia and 
Sodalis genera) contained between 3500 and 5500 genes. This made it possible to find 
at least 10 genus-, species- and pathotype/serovar-genes among all the analysed ge-
nomes. This resulted in 53644 unique probes, which were expected to hybridize to 
particular target sequence. High-density pan-genome microarrays can be very useful 
in both characterizing DNA content and monitoring expression levels for thousands of 
genes simultaneously. The comparison of two or more arrays can display the distinct 
patterns of gene expression or signal intensity level that are useful in the definition of 
unknown strains or genes included in these genomes. Using some experimental tests 
the ability of the microarray to determine bacterial strains within Escherichia spp., 
Shigella spp., Salmonella spp. and Yersinia spp. was demonstrated. Most of the re-
sults showed discriminative power, although some samples did not show a clear con-
nection to the bacterial strain they are most likely to be similar to. This could be due 
to low quality DNA from the experiment.  

It can be concluded that a Enterobacteriaceae pan-genome microarray, based on 
116 genomes provides a perfect tool for determination of the genetic makeup of un-
known strains within this bacterial family and can introduce insights into phylogenetic 
relationships. 
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Abstract. An effective chemotherapy drug scheduling requires adequate 
balancing of administration of anti-cancer drugs to reduce the tumour size as 
well as toxic side effects. Conventional clinical methods very often fail to 
balance between these two parameters due to their inherent conflicting nature. 
This paper presents a method of phase specific drug scheduling using a close-
loop control method and multi-objective particle swarm optimisation algorithm 
(MOPSO) that can provide solutions for trading-off between the cell killing and 
toxic side effects. A close-loop control method, namely Integral-Proportional-
Derivative (I-PD) is designed to control the drug to be infused to the patient’s 
body and MOPSO is used to find suitable parameters of the controller. A phase 
specific cancer tumour model is used for this work to show the effects of drug 
on tumour. Results show that the proposed method can generate very efficient 
drug scheduling that trade-off between cell killing and toxic side effects and 
satisfy associated design goals, for example lower drug doses and lower drug 
concentration. Moreover, our approach can reduce the number of proliferating 
and quiescent cells up to 72% and 60% respectively; maximum reduction with 
phase-specific model compared to reported work available so far. 

Keywords: Phase specific scheduling, Cancer chemotherapy, Cell compartment, 
Feedback control, Multi-objective optimisation, Particle Swarm Algorithm. 

1   Introduction 

Cancer refers to a set of disease where normal cells of the body lose their mechanisms 
which are responsible for controlling their growth and motility. Chemotherapy is one 
of the essential treatment methods for cancer. The main aim of chemotherapy is to 
minimise the number of cancer cells after a number of fixed treatment cycles with 
minimum toxic side effects. The efficiency of the dosages of the treatment is often 
measured as the interval of time from the start of therapy, until the end of treatment. 
The most important challenge of cancer treatment is to maintain the normal 
physiological states of the patient’s body system during the course of different 
treatment schedules. This can be achieved by optimising chemotherapy treatment in 
such a way as to reduce tumour burden to a minimum level with minimum/acceptable 
toxic side effects. The simplest mathematical models which are commonly used in 
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research for optimal control of cancer chemotherapy assume the entire cell cycle as 
one compartment [1]. In many cases, these single compartment models prove to be 
inadequate due to the over-simplified nature of the model. The cell cycle is modelled 
in the form of multiple compartments which describe different cell phases or combine 
phases of the cell cycle into clusters. In general, the cycle comprises of five stages as 
show in Figure 1. A brief description of different stages is given below [2], [3]: 

First stage of the cell cycle is called Post mitotic gap which is indicated by G1. The 
cell prepares for DNA synthesis in this stage. In the second stage, denoted by S, DNA 
synthesis takes place in preparation for cell division. The third stage, G2 is called Pre-
mitotic gap when specialised proteins and RNA are synthesised in preparation for cell 
division. In the fourth phase, called Mitotic phase (M), cell division takes place to 
produce two identical daughter cells and the last phase is Resting phase, indicated by 
G0. The cells become quiescent in this phase, i.e., viable but unable to divide.  

 

 

Fig. 1. Schematic diagram of different 
phases of cell cycle 

Fig. 2. Two compartments functional within 
tumour tissue 

Of the multi-compartment models, the simplest and at the same time most natural 
ones, are two/three compartment models; which divide the cell cycle into two/three 
compartments. Figure 2 shows a two-compartment model where proliferating part 
contains actively dividing cells whereas quiescent part is inactive cells, but capable of 
dividing if a certain stimulus is given. The dead cells are unable to divide because 
they have completed their life cycle. In model, ܲ (Proliferating) present the 
combination of the first four stages of the cell cycle as mentioned earlier ሺGଵ, S, Gଶ and Mሻ and ܳ (Quiescent cells) indicates stage ܩ଴. The parameters m and b 
express the immigrants between the proliferating cells and quiescent cells 
respectively. Here ܽ indicates to the growth rate of cycling cells and ݊ is the natural 
decay of the cycling cells [4]. 

A number of models have been developed and used to characterise the evolution 
and effects of treatment on cancer by dividing the tumour into number of 
compartments (phase-specific) as considered in [5], [6]. Petrovski and co-workers in 
[7] used a relatively new bio-inspired algorithm, called particle swarm optimisation 
(PSO) to design chemotherapy drug scheduling using aforementioned design objective 
and constraints. The same authors also utilised multi-objective evolutionary algorithms 
in [8] to design chemotherapy drug scheduling where drug doses and toxic side effect 
were set as constraints.  
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This paper presents a novel method of chemotherapy drug scheduling using 
feedback control strategy and Multi-Objective Particle Swarm Optimisation (MOPSO). 
A close-loop control, namely Integral-Proportional-Derivative (I-PD) is used to control 
the drug doses to be infused to the patient’s body. MOPSO optimisation process is 
employed to find parameters of the controller that trade-off between two conflicting 
objectives; reducing cancerous cells and toxic side effects simultaneously. The 
research aims at scheduling of a single drug, so, a two compartment phase specific 
cancer tumour model is developed and used for this work. 

2   Mathematical Model of Two Compartment Model 

A number of differential equations used to build a two compartment model are stated 
below [3]: dPdt ൌ ሺa െ m െ nሻPሺtሻ ൅ bQሺtሻ െ gሺtሻPሺtሻ, Pሺ0ሻ ൌ P଴ (1) dQdt ൌ mPሺtሻ െ bQሺtሻ, Qሺ0ሻ ൌ Q଴ (2) dYdt ൌ  δyሺtሻ ቆ1 െ YሺtሻK ቇ െ gሺtሻYሺtሻ, Yሺ0ሻ ൌ Y଴ (3) dDdt ൌ uሺtሻ െ γDሺtሻ, Dሺtሻ ൌ D଴ (4) ݃ሺݐሻ ൌ ݇ଵܦሺݐሻ (5) dTdt ൌ Dሺtሻ െ ηTሺtሻ (6) 

 

Where ܲ and ܳ represent population of proliferating and quiescent cells. Here 
parameters ܽ, ݉, ܾ ܽ݊݀ ݊ indicate the rate of growth of proliferation cells, immigrant 
from cycling to quiescent cells, immigrant from quiescent cells to cycling cells and 
natural death of cycling cells respectively. Parameter ݃ሺݐሻ indicates the effects of 
drug on tumour cell which is the rate of cell killing per unit drug. Equations (1) and 
(2) show the rate of change of cell population in the proliferating and quiescent 
compartments of the tumour site during the period of treatment and equation (3) 
indicates the effect of chemotherapy where ܻሺݐሻ indicates the normal cells population, ߜ  and ܭ  present the growth rate of the normal cells and the carrying capacity of 
normal cells respectively. ܻሺ0ሻ is the initial value of normal cell population at the 
beginning of the treatment. Equation (4) shows the rate of change of drug 
concentration at the tumour site during the treatment cycle. Here ݑሺݐሻ is the amount 
of drug doses to be infused to patient’s body and  ߛ is drug decay which is related to 
the metabolism of drug inside patient’s body. Equation (5) shows the relationship 
between drug concentration at the tumour site and cell killing rate ݇ଵ Equation (6) 
shows the relationship between level of toxicity ܶሺݐሻ and drug concentration Dሺtሻ 
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where parameter ߟ indicates the rate of elimination of toxicity. Using the above 
equations, a Matlab/Simulink [9], [10] model was developed with parameters and 
values as illustrated in Table 1. 

Table 1. Parameters of Patient Model [3] 

Symbol Parameters Values 
a The rate of growth Proliferating cells 0.5 day-1 
m The mutation rate of proliferating cells to quiescent cells 0.218 day-1 
n The natural end of the cycling cells 0.477 day-1 
b The mutation rate of quiescent cells to proliferating cells 0.05 day-1 
δ The rate of normal cell growth 0.1 day-1 
K The carrying capacity of  normal cell 109 cells 
P The proliferating cells population 2x1011

Q The quiescent cells population 8x1011

Y The normal cells population 109

Ymin The limitation of normal cells 108

3   Proposed Control Schema 

A schematic diagram of chemotherapy drug scheduling scheme for cancer treatment 
is shown in   Figure 3. A feedback control method is developed in order to maintain a 
predefined level of drug concentration at tumour sites. A close-loop control; Integral-
Proportional-Derivative (I-PD) is used to control the drug to be infused to the 
patient’s body. The proposed I-PD controller involves three parameters, the 
proportional gain ݇௣, integral gain ݇௜, and derivative gain ݇ௗ, Drug concentration at 
the tumour is used as the feedback signal to the controller which is compared with a 
predefined reference level. The difference between reference input and drug 
concentration at tumour site, output- ܦሺݐሻ, of the model is called the error,  ݁ሺݐሻ 
which is used as input to the controller. The output of the controller,  :ሻ asݐሺݑ

uሺtሻ ൌ K୧  න eሺtሻdt െ ሾKୢ ddt୲
଴ Dሺtሻ ൅ K୮Dሺtሻሿ (7) eሺtሻ ൌ ሺXୈ െ Dሺtሻሻ (8) 

It is noted that  ܺ஽ indicates reference signal to the controller which can be 
depicted as the desired drug concentration to be maintained at the tumour site during 
the whole period of treatment. The reference input, both magnitude and pattern, is 
very crucial in the proposed drug scheduling scheme since reduction of cancerous 
cells largely depends on drug concentration developed in plasma and at the tumour 
site. It is noted that when the  ݁ሺݐሻ is zero, the drug concentration at tumour site will 
be equal to the desired drug concentration. In such case, the cell killing will be 
maximum. The efficacy of the drug doses depends on three parameters   ݇௜,  ݇௣ and ݇ௗ 
of I-PD controller. In this work, step input signal is chosen as the reference input to 
the close-loop control system that will ensure approximately a constant level of drug  
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Fig. 3. Schematic diagram of the proposed drug scheduling  scheme 

concentration for most of the time of the treatment cycle. In this work, a MOPSO is 
used to find three parameters of the I-PD controller. It is noted that the chemotherapy 
drug scheduling is design for a period of 84 days [2].  

3.1   Design Objectives and Goal Values 

The design objectives and goal values of different performance measures of 
chemotherapy drug scheduling are as follows: 
 

a) The number of proliferating cells should be reduced to a minimum or acceptable 
level at the end of the treatment. Dua et al., in [3] reported a reduction of 
approximately 70% for phase specific treatment. In this work, the acceptable goal 
value for reduction of proliferating cell is approximately set at 65% in the multi-
objective optimisation process. 

b) The number of quiescent cells is also required to be minimum at the end of the 
treatment. With Chemotherapy treatment, the number will reduce and the 
reduction is set at 55% as minimum acceptable value in this work. 

c) The number of normal cells is inversely proportional to the toxicity developed in 
patient’s body. So this is required to be as high as possible throughout the whole 
treatment period.  

d) The level of toxicity should be as low as possible during the whole period of 
treatment. The maximum toxicity should not exceed 100. 

e)  Due to risk of toxic side effects, the drug doses infused to the patient’s body 
should be low but effective in the treatment.   

f) Since a close-loop control strategy has been used to control the drug scheduling, 
stability of the whole system is very crucial. As mentioned earlier, drug 
concentration is used as the feedback in the control scheme, settling of this 
parameter within a range of ±2% of the reference signal (desired drug 
concentration) has been used as a constraint. Design objectives and goal values of 
phase specific drug scheduling are listed in Table 2. 
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Table 2. Design objectives and goal values 

Notations Design objectives Accepted goal values 

 % of Reduction of proliferating cells > 65% 

 % of Reduction of quiescent cells >55% ܇ሺtሻ Number of normal cells Yሺtሻ>1x108 ܂ሺtሻ Toxicity Tሺtሻ ൑ 100 ۲ሺtሻ Drug concentration 10 ൏ ሺtሻܦ ൑ 50 

4   Multi-objective Particle Swarm Optimisation 

PSO was first designed to simulate birds seeking food, defined as a “cornfield vector” 
[11]. PSO is a population-based search algorithm and is initialised with a population 
of random solutions, called particles and each particle in the PSO has an associated 
velocity. Particles fly through the search space with velocities which are dynamically 
adjusted according to their historical behaviours. The dynamic equation of basic PSO 
[12], with inertia coefficient is given as: 

 (9) 

 (10) 

where  and  are positive constants,  and  are two random functions in the 

range [0,1],   represents the i-th particle,  

represents the best previous position (the position giving the best fitness value) of the 
i-th particle, the symbol g represents the index of the best particle among all the 
particles in the population, and  represents the rate of the position 

change (velocity) for particle . Here  represents the best previous position of the 

i-th particle and  represents the best particle among all the particles in the 

population. These two terms,  and , are usually known as local guide (or 

pbest)’ and ‘global guide’ (or gbest). This algorithm deals with only one objective. In 
order to handle more objectives, some changes are needed in the operation of single 
objective PSO. In case of single objective optimisation problem,  and  are 

selected based on the objective function either minimum or maximum value as far as 
minimisation or maximisation problem is concerned. For a multi-objective 
optimisation a wide range of solutions is obtained. So the main challenge, in 
designing a MOPSO algorithm, is to select pbest and gbest for each particle so as to 
obtain a wide range of solutions that trade-off among the conflicting objectives. 

4.1   Selection Method of Global Guide and Local Guide 

In the proposed algorithms, a new technique is introduced that combines external 
archive and non-dominated fronts of the current population in order to select gbest for 
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each particle. An external archive and associated control mechanism, as used in [13], 
is also employed here. For a two-objective optimisation problem, Figure 4 shows the 
state of the external archive and solutions of the current particles in the objective domain. 
The dark circles inside a 2-D grid structure indicate the non-dominated solutions found 
so far while circles on the right represent solutions of current particles in a 2-D objective 
domain and the number associated with them indicate index of the particles in the initial 
population. The current solutions are sorted based on Pareto dominance and several non-
dominated fronts (ND fronts) are formed as shown in Figure 4. 

Fig. 4. Schematic diagram for finding gbest guide for particle in MOPSO 

For each particle on ND front-1, the corresponding gbest is selected from the external 
archive based on fitness sharing and roulette wheel selection method (see Figure 4). 
Details of this process can be found in [14]. For particles on the remaining fronts, i.e., 
ND front-2, 3, 4 and 5: gbest of each particle is selected in the following way: 

At first, shared fitness of each particle in the current population is calculated based 
on the exact non-dominated sorting GA (NSGA) fitness assignment scheme which 
was adopted by Srinivas and Deb [15]. Then, for each particle on ND fron-2, the 
corresponding gbest is selected from particles lying on the immediate lower front 
(better solutions), i.e., ND front-1, based on shared fitness and roulette wheel 
selection method (see Figure 4). This process continues for particles residing on the 
remaining ND fronts. Local guide or pbest for each particle is selected based on 
fitness sharing technique as explained in [16]. 

5   Implementation 

The whole simulation is carried out in the Simulink environment with some .m-files of 
Matlab® [9], [10].  The Simulink model is chosen because it allows for simple 
construction of the model and control system with simple built-in components. At first, 
MOPSO has been used to design chemotherapy drug scheduling which find trade-off 
between two competing objectives; (i) number of proliferating cells at the end of the 
treatment and (ii) average level of toxicity over the whole period of treatment. The 
objectives are formulated as follows: 
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 (11) 

 (12) 

where  is number of proliferating cells at the end of the treatment,  is the 

toxicity and is the total period of chemotherapy treatment, which is 84 days (12 

weeks). Stability of the close-loop system and Design objectives, as listed in Table 2 
and are used as constraints in the optimisation process. A swarm of 20 particles 
having 3 elements each, i.e., 20 × 3 is created randomly within the range of [0, 2]. 
Each particle represents a solution where the three elements are assigned to controller 
parameters; proportional gain ݇௣, integral gain ݇௜, and derivative gain ݇ௗ respectively. 
The acceleration coefficients of MOPSO algorithm are set as , and 

inertia coefficient  is gradually decreased from 1.4 to 0.1 with generation. Particles 
(solutions) not satisfying aforementioned design constraints are penalised with very 
large numbers, called penalty function. This penalty function will guide the particles 
towards better search region. The optimisation process is run for a maximum 
generation of 200. The maximum number of solutions that the external archive can 
keep is limited to 100. The Pareto optimal set at generation 200 is shown in Figure 5.  

 

Fig. 5. Pareto optimal set of MOPSO optimisation at generation 200 

5.1   Validation and Results 

In order to evaluate the effectiveness of MOPSO in chemotherapy drug scheduling, 
several representative solutions are further assessed. To validate the solution set, three 
solutions are selected on the Pareto front, one from each region. Solutions are selected 
in such a way that two fall on either extreme points of the two objectives, the other is 
at approximately in the middle of objective domain. Three selected solutions, as 
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shown in Figure 5 will be denoted as Sol-1, Sol-2 and Sol-3 for further discussion.      
To make the chemotherapy drugs effective, the drug concentration at the tumour site 
should be maintained at a desired level for the whole period of treatment and this is 
implemented by using a fixed level of signal, called step input. In this work, the 
reference to the controller is selected by trial and error so that the maximum toxicity 
always remains below the maximum allowable value as indicted in design objective 
in Table 2. The fixed reference value is set at 12 in this work.  

To obtain different performance measures in relation to chemotherapy treatment, 
decision variables, ݇௣, ݇௜ and ݇ௗ corresponding to solutions; Sol-1, Sol-2 and Sol-3 
are feed to the I-PD controller and the whole system along with the patient model is 
simulated for 84 days. Then the output of the I-PD controller, uሺtሻ, which is the 
chemotherapy drug scheduling is recorded in each case.  Moreover, outputs of the 
patient model, such as, drug concentration at tumour site, toxicity, reduction of 
proliferating and quiescent cells and changes in normal cells are also recorded due to 
the infusion of the chemotherapy doses. Figure 6(a) shows the chemotherapy drug 
scheduling for Sol-1, Sol-2 and Sol-3. The response of the patient model due to the 
infusion of these drug scheduling are shown in Figures 6(b)-6(f).  

Moreover, several performance measures of chemotherapy treatment, such as 
maximum and average levels of drug doses, toxicity and drug concentrations for all 
three solutions are recorded and presented in Table 3. Furthermore, percentage of 
reductions in proliferating and quiescent cells at the end of chemotherapy treatment 
are also determined and showed in Table 3. The number of normal cells remaining at 
the end of treatment gives an indication about the physiological state of the patient. So 
this number is also calculated and displayed in same Table. 

 

a) Drug Scheduling: Figure 6(a) shows the chemotherapy drug scheduling for Sol-1, 
Sol-2 and Sol-3. In all cases, the drug doses increase from zero and finally become 
stable at a level of 4.4. It is noted that the rate of increase is different for different 
solutions. For Sol-1, the doses reach maximum value of 4.4 within the first week of 
treatment and for the remaining periods it becomes stable at that value. For Sol-2, the 
chemotherapy drug scheduling takes slightly more than two weeks to be to reach the 
maximum and stable level whereas for Sol-3, it takes nearly seven weeks. Although in 
all three cases the maximum chemotherapy drug doses are same but the average drug 
doses over the whole period of treatment are different. For Sol-1, the average drug 
dose is maximum, which is 3.9 whereas this value is minimum (=3.4) for Sol-3. For 
Sol-2, the average drug dose is 3.5. It is noted that, the drug doses are much lower 
compared to conventional doses during 84 days of treatment [3], [6]. It is important to 
mention that, phase specific chemotherapy drugs, such as Vinca alkaloids, 
Hydroxyurea, Cytosine arabinoside, Methotrexate, 6-Mercaptopurin, 6-Thioguanine, 
Procarbazin, VM-26 and VP16-213 [6] are, in general, toxic agents and lower doses of 
these drugs may  reduce the toxic side effects during the treatment cycle and thereby 
improve the quality of life of the patient [2]. 

Toxicity: The toxicities, for Sol-1, Sol-2 and Sol-3, developed due to the 
corresponding chemotherapy drug scheduling are shown in Figure 6(c).  For all three 
solutions, the toxicities gradually increase from the first day of treatment and finally 
settle to a steady value after few weeks in a similar manner as observed in case of 
drug scheduling and drug concentration. The maximum level of toxicity is observed  
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(a) Drug doses 

 
(b) Drug concentration 

 
(c) Toxicity 

 
(d) Reduction of proliferation cell 

 
(e) Reduction of quiescent cell 

 
(f) Reduction of normal cell 

Fig. 6. Performance measures of chemotherapy treatment  for Sol-1, Sol-2 and Sol-3 

Table 3. Performance measures of drug scheduling techniques 
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Drug doses Drug 
concentration 

Toxicity Reduction of 
Proliferating 
Cells 

Reduction of 
Quiescent 
cells 

No. of 
Normal 
cells Max Avg Max Avg Max Avg 

Sol-1 4.4 3.9 12 10.6 34.4 30.2 72% 60% 1.03x108 

Sol-2 4.4 3.5 12 9.5 32.9 26.9 71% 59% 1.05x108 

Sol-3 4.4 3.4 12 9.1 32.8 25.3 68% 55% 1.17x108 

 

with the drug scheduling obtained with Sol-1 and the value is 34.4 whereas the 
minimum toxicity is caused by Sol-3. The average toxicities for Sol-1, Sol-2 and Sol-
3 are 30.2, 26.9 and 25.3 respectively.  

 

c) Reduction of cells: The main aim of chemotherapy treatment is to reduce 
proliferating and quiescent cells without affecting normal cells much during the 
treatment. Before the treatment starts, the numbers of all cells are listed in Table 1. 
Figure 7(d) shows the reduction of proliferating cells during the whole period of  
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treatment. For Sol-1, Sol-2 and Sol-3, the percentage of reductions obtained using the 
drug scheduling shown in Figure 6(a) are 72%, 71% and 68% respectively. During the 
treatment period, the number gradually decreases depending on chemotherapy drug 
doses and this is observed for all three solutions in Figure 6(d). Similar trend is 
observed in case of quiescent cells and it is shown in Figure 6(e). It is important to 
note that the reduction for Sol-1, Sol-2 and Sol-3 are 60%, 59% and 55% respectively. 
Figure 6(f) shows the changes of normal cells during the whole period of treatment 
for all cases. For Sol-1, Sol-2 and Sol-3, the number of normal cells remaining at the 
end of 84 days treatment are 1.03x108, 1.05x108 and 1.175x108 respectively. It is 
mentioned that in all solutions, the number is higher that the threshold value as 
indicated in Table 2. Moreover, these higher values of remaining normal cells are 
attributed to lower toxic side effects and better physiological conditions of patients.  

 
Remark 1: Dua and co-workers in [3] designed chemotherapy drug scheduling for 
cell cycle specific model, as used in the present work, and reported reductions of 70% 
and 50% for proliferating and quiescent cells at the end of treatment. In present work, 
Sol-1 and Sol-2 result a reduction of 72% and 71% for proliferating cells which are 
slightly more than the reported one. More importantly to note that, example solutions; 
Sol-1, Sol-2 and Sol-3 of present work can reduce the quiescent cells up to 60%, 59% 
and 55% respectively which are significantly higher than the reported result. It is 
clearly evident that cell reductions for both proliferating (except Sol-3) and quiescent 
cells are better in case of proposed model. 

 
Remark 2: Considering the physiological state of the patient and state of the cancer, 
the oncologist can choose a suitable solution from the objective space suitable for the 
patient. For patients, having better physiological conditions and requiring faster 
response, chemotherapy drug scheduling resulting from or around Sol-1 can be 
chosen. On the other hand, patients having relatively poor physiological conditions 
and vulnerable to toxic side effects may be given chemotherapy doses based on 
solutions residing around Sol-3. In general, chemotherapy drug scheduling resulting 
from solutions close to Sol-2 may be preferred unless there are some specific reasons. 

6   Comparative Performances 

This section presents a comparative performance analysis of the proposed drug 
scheduling pattern with some reported works using similar cancer tumour models. 
The outputs of the proposed drug scheduling scheme is compared with the results 
reported by Dua et al in [3]. Figure 7 compares of the percentage of reduction of 
proliferating and quiescent cells at the end of treatment cycles with proposed model 
and the reported one in [3].  It is noted that the reduction of proliferating cells in case 
of proposed model is 72% compared to 70% in reported one. It is also noted that the 
reduction of quiescent cells is 60% whereas the reported model yields only 50%.  It is 
clearly evident that cell reductions for both proliferating and quiescent cells are better 
in case of proposed model.  
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Fig. 7. Comparative performance for reported  (Dua et al, [3]) and proposed model in Sol-1 

7   Conclusions 

This paper has presented a method of chemotherapy drug scheduling using a close-loop 
control method and multi-objective particle swarm optimisation (MOPSO). Two main 
objectives of chemotherapy treatment; reducing cancerous cells and reducing toxic side 
effects are always found in conflict. MOPSO optimisation process is used to design the 
drug scheduling that trade-off between these two. A close-loop control method, namely 
I-PD is designed to control the drug to be infused to the patient’s body for a cell cycle 
specific treatment and MOPSO is used to find acceptable/suitable parameters. In the 
proposed method, several design objectives, constraints and associated goal values are 
defined prior to the optimisation process and a wide range of non-dominated solutions 
have been obtained satisfying all design goals, known as Pareto-optimal set, which 
trade-off among competing objectives. It is interesting to note that the design approach 
can offer flexibility in decision making and suitable solution can be picked under 
different trade-off interventions for cancer treatment. It is noted that the drug scheduling 
pattern of the proposed model offers better performance as compared to the reported 
models available till date. The same control strategy and optimisation technique can be 
extended for multidrug or combination chemotherapy regimen. Future work will include 
verification of the proposed scheduling with clinical data and experiments. 
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Abstract. Worldwide population affected by allergic rhinitis and asthma
are estimated to 400 million and 300 million respectively, and the medical
costs for treatment are estimated to exceed that of tuberculosis and AIDS
allied. The main objective of this research is to propose a vaccine design
strategy for the management of allergy through siRNA vaccination in si-
lencing IgE VH region. The allergen Che a 3 was chosen to demonstrate
our approach. Docking interactions between Che a 3 and modeled struc-
tures of heavy chain variable region of 31 Immunoglobulin E clones were
analyzed in AutoDock. Concurrently, small interference RNA sequences
targeting the Immunoglobulin E clone with least binding energy were de-
signed in siDRM.

Keywords: Allergy, Asthma, Immunoglobulin E, Vaccine, Immunother-
apy, Small interference RNA, AutoDock, Bioinformatics, Docking, In
silico.

1 Introduction

Allergy is defined as the acute immune reaction induced by allergic compounds.
The main objective of this study is to mediate the molecular mechanisms behind
allergy and propose a novel strategy to reduce this adverse reaction. It has been
demonstrated by Zhang et al.[1] that bioinformatics can serve as a catalyst to
drive the wet lab experiments into a cost-effective and time-effective paradigm to
formulate epitope-based vaccines. Various remedies for allergy in current practice
are reviewed by Holgate and Polosa [2]. Traditional treatments include Corticos-
teroids, β2- adrenoceptor agonists, Mediator antagonists and synthesis inhibitors
and phosphodiesterase inhibitors. However, they fail to eradicate natural history
of the disease [3],[4], virus-induced exacerbations [30] and ineffective in smok-
ing asthma patients. And their side effects like anaphylaxis [6], central nervous
system incitement and cerebral appraisals of sleep and early morning behavior
[7] were inevitable. This led to the discovery of cetirizine, levocetirizine, lorata-
dine and desloratadine [8]. The side effects and non-uniform effectiveness among
patients instigated evolvement of Allergen-specific immunotherapy (SIT).

J.H. Chan, Y.-S. Ong, and S.-B. Cho (Eds.): CSBio 2010, CCIS 115, pp. 193–207, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Where T regulatory (T REG) cells boost protective immunotolerance against
allergens and maintain balance between TH1 and TH2 cells populations to sub-
due allergic reactions [9]. SIT entails injection of allergic protein(s) in incremen-
tal doses to suppress immune responses mediated by mast cells, basophils and
eosinophils and allergen-specific immunoglobulin A (IgA) and immunoglobulin
G4 (IgG4) antibodies on sensitization. Vaccines based on allergen extracts, al-
lergoids, peptides, recombinant allergens, epitope modified allergens or allergen-
CpG fusion molecules [10],[11],[12] and RNA interference (RNAi) mediated ther-
apies are currently being widely researched. Functionally, mRNA molecules are
translated into a protein. So, targeting mRNA than a protein is potentially an
efficient approach [12]. It has been shown that RNAi is highly competent in sup-
pression of specific genes when compared to the traditional antisense approaches
[13],[14],[15] .

Suzuki et al [16] have established that siRNA dependent silencing of CD40
mediated immune responses [17],[18] can be effective therapy against allergy.
Amidst various allergic reactions that can be suppressed by siRNA, IgE seems
to be an efficient candidate as it was evolved in mammals as the first line of
defense against pathogens [19]. Furthermore, therapies arresting IgE mediated
responses have been highly successful. Antibody specific to low-affinity IgE re-
ceptor FcξRII, Lumiliximab has passed Phase 1 trial against asthma [20] and
the IgE-specific antibody, Omalizumab (Xolair; Novartis Pharmaceuticals Ltd)
has been effective in treatment of asthma and other allergic diseases [21].

IgE is associated with many other mechanisms apart from aggravating aller-
gic responses like restraining malaria parasites [22], helminthes infection [23],
Trichinella spiralis infection [24] and ovarian tumor cells [25] making it vulnera-
ble to block expression of complete IgE molecule to combat allergy. Alternatively,
gene expression of heavy chain variable (VH) region of IgE specific to allergies
can be silenced. Steering towards VH region is quiet convincing as a potent IgE
is assembled only on successful rearrangement of VH region by V(D)J recombi-
nation [26],[27] . Also, it is the variable domain H3 [28] (heavy chain region) that
determine specificity of antigen binding sites in an Ig [28],[29] . The abovemen-
tioned discussions affirm an effective therapy for allergy by targeting VH region
of IgE while preserving its role in other immune reactions.

The main objective of this study is to design siRNA based vaccination against
allergy in silico. siRNA sequences are designed using the online tool, siDRM
[30] which is available at http://sirecords.umn.edu/siDRM/ pertaining to
its high Positive Predictive value compared to other tools [30] . The vaccine
is involved in silencing gene expression of IgE VH region. siRNA is designed
to target the IgE specific to a particular allergen. Furthermore, Allergen Che
a 3 and IgE VH regions were docked in AutoDock [31],[32],[33] to identify
the genetic variant capable of recognizing the epitopes in the allergen where
binding sites of IgE are predicted in the online prediction tool, Q-SiteFinder
(http://www.modelling.leeds.ac.uk/qsitefinder/) [34] prior to docking
analysis.

 http://sirecords.umn.edu/siDRM/
http://www.modelling.leeds.ac.uk/qsitefinder/
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2 Methods

2.1 IgE Sequence Retrieval from NCBI

Coker et al [35] have published 112 protein sequences for IgE VH region which
were retrieved from NCBI. Only 31 sequences among them could be successfully
modeled in Swiss-Model Workspace.

2.2 Protein Modeling

Protein structures of IgE were modeled in Swiss-Model Workspace (URL: http://
swissmodel.expasy.org/workspace/) using the Protocol devised by Bordoli et al.
[36] which consists of the following steps (See Fig 1): Step 1: The target sequence
(IgE VH region mRNA) was first examined by submitting its FASTA format
or UniProt Accession Code in Sequence Features Scan session (with default
settings), found under Tools. Step 2: Suitable template (s) for building ho-
mology model(s) was identified in Template Identification session (with de-
fault options) under Tools. Step 3: Most identical template spanning one or
more domains of the target with least e-value was selected from the result-
ing hit list (a condensed graphical overview of template coverage with respect
to domain boundaries with underlying target-template alignment and SWISS-
MODEL template library (SMTL)). Step 4: Target-template sequence iden-
tity was considered for choice of modeling modes. (Automated mode : >50%
identity, Alignment mode: 50%-30% identity, Project mode: <30% identity)

Fig. 1. The chronology of methods is summarized in this figure

http://swissmodel.expasy.org/workspace/
http://swissmodel.expasy.org/workspace/
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Step 5: Modeling was done in the respective mode and model coordinates were
output in PDB file format. Step 6: Quality of the modeled structure was estimated
in ’Structure Assessment session’ under ’Tools,’ to identify incorrect regions.

2.3 Collection of Allergen Sequences

mRNA sequences of plant food and air borne allergens were retrieved from
the public database Food Allergy Research and Resource Program (FARRP)
(http://www.allergenonline.org/) [37] (See Supplementary1) by filtering
based on the text terms Aero plant and Food plant for type of allergens. PDB
structures were obtained from Swiss-Prot [38] (See Fig. 2; Supplementary2).

Fig. 2. Steps involved in fetching structural information of allergens

2.4 Docking in AutoDock

The PDB structures of the ligand (Che a 3 ) and receptor (IgE VH region)
proteins were used after the addition of polar hydrogen atoms. The ligand protein
of Che a 3 is composed of 4 chains (See Fig. 3) with 2068 non polar hydrogen
bonds, 1594 rotatable bonds and a torsion degree of freedom of 1224. The protein
was split into individual chains and each chain was docked to each receptor of
interest. Each chain was made rigid by making all rotatable bonds non-rotatable.
A binding site detection program, QSiteFinder was used to identify the binding
sites in receptor protein which were ranked based on binding energy. Residues
in the top ranked binding site were made flexible in receptor. Mass-centered
grid maps were generated with 0.75Å spacing [39] in AutoGrid program for the
whole protein receptor. The best fitted conformation of the ligand was identified
in AutoDock [31],[32],[33] where each chain of Che a 3 (ligand) was docked with
a total of 31 immunoglobulins (receptors) to find the IgE specific to that allergen.
Each docking was performed in 50 trials (runs) (See Table 2 and Fig. 4).

http://www.allergenonline.org/
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Fig. 3. Che a 3 with each of its chain depicted in different colors: Chain A-Blue, Chain
B- Cyan, Chain C- Green, Chain D-Red

Fig. 4. The IgE, RH (represented in Cyan) bound to Che a 3 A chain (represented
in Red) with a hydrogen bond of length 2.65Å between Serine 71 and Glutamine 14
respectively

2.5 siRNA Design Specific to IgE

Each immunoglobulin mRNA sequence was input into the online siRNA de-
signing tool, siDRM [30] (URL: http://sirecords.umn.edu/siDRM/) with all
default parameters to design a siRNA specific to each immunoglobulin. siRNA
for all the genetic variants of IgE as a whole was designed based on the protocol
devised by Birmingham et al.[40].

 http://sirecords.umn.edu/siDRM/
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3 Results

3.1 Allergen Database

Complete record of 432 aero and 335 food allergens were fetched from FARRP
(Food Allergy Research and Resource Program) database dated 4 November
2008. Each record is defined by the fields of species name and common name of
the plant source, name of the allergen assigned by International Union of Im-
munological Societies (IUIS), Gene Identification Number and sequence length.
The PDB structures thus obtained were validated for their accuracy as suggested
by Kosloff and Kolodny [41] that only the structures with >70% sequence iden-
tity are similar. There were a total of 24 aero and 38 food allergens meeting this
requirement (See Supplementary2).

3.2 Immunoglobulin E heavy Chain Variable Region

Search for IgE heavy chain variable region in Map Viewer [42] database of NCBI
shed light on its respective chromosomal regions in Human genome. The region
of interest was centered at Chromosomes 14q, 16p and 21p.

3.3 Modeling Protein Structures

The structures of IgE VH region were modeled using SWISS-MODEL workspace
[43] as specified by Bordoli et al. [36]. The result from Sequence Feature anno-
tation session was contributed by three individual tools, InterPro, domain scan
tool, PsiPred, secondary structure prediction tool and DisoPred, disorder (Flex-
ible, dynamic regions that can be partially or completely extended in solution)
prediction tool to analyze features of the target sequence (See Supplementary3).
The results of InterPro domain scan revealed that all the proteins were composed
of immunoglobulin-like Domain and immunoglobulin V-set domain. And, the re-
sults of DisoPred indicated prevalence of disorderliness in 4-10 residues in the
protein segment ranging from 8th to 15th position (See Supplemntary4). Also,
the results from PsiPred reveals overrepresentation of extended β-sheets among
secondary structures in 14 IgEs but 15 of them had an equal contribution from
coil and sheet structures. And, four IgEs were more coiled in structure. Tem-
plate Identification session facilitated selection of suitable templates for protein
structure modeling (See Supplementary5).

The template with highest identity and least e-value was chosen for modeling.
The template identities varied from 60-65% and Automated mode was chosen for
modeling. The result page of SWISS-Model workspace [36],[43],[44] include en-
ergy profiles from ANOLEA statistical potential [45], GROMOS force field [46]
along with percentage sequence identity between target and template (to build
the model). ANOLEA statistical potential is to analyze the packing quality of
predicted models which is graphically presented with y-axis representing energy
for each amino acid in the protein chain (See Supplementary6). The green spikes
(negative values) represent favorable energy environment whereas the red spikes



In Silico Vaccine Strategy for Plant Allergy 199

(positive values) are unfavorable energy environment for a given amino acid.
While, GROMOS is used for analysis of conformations obtained by computer
simulations and the results are similar to ANOLEA with green spikes (nega-
tive values) represent favorable energy environment and the red spikes (positive
values) represent unfavorable energy environment for a given amino acid.

3.4 AutoDock

Each chain of the aero plant allergenChe a 3 was docked to each of 31 immunoglob-
ulins of interest. It is clear from the results that the IgE clone RH has least binding
energy when docked to chain A of Che a 3 (See Table 1; Supplementary7).

Table 1. Immunoglobulin clones with least six binding energies

Ligand Pro-
tein (Chain)

Receptor protein Overall Binding En-
ergy (Kcal/mol)

Ref
R.M.S
(Å)

Running time
(Hours)

A Homo sapiens clone
BG immunoglobulin
E variable region

8.77 109.77 6hrs 25min
15.43 sec

A Homo sapiens clone
PO immunoglobulin
E variable region

8.76 127.74 7hrs 03min
05.04sec

A Homo sapiens clone
PT immunoglobulin
E variable region

3.97 43.65 8hrs 23min
17.76sec

A Homo sapiens clone
RC immunoglobulin
E variable region

5.9 77.72 9hrs 33min
49.39sec

A Homo sapiens clone
RD immunoglobulin
E variable region

6.32 122.35 15hrs 46min
41.87sec

A Homo sapiens clone
RH immunoglobulin
E variable region

0.14 42.21 10hrs 35min
52.77sec

Table 2. siRNAs designed (in siDRM [12]) to target IgE heavy chain variable region

Immunoglobulin siRNA GC content Location Off targets

Homo sapiens Clone
RH immunoglobulin
E variable region

CCGGUUCACCAUCUCCAGA 57% 198-216 Yes

Consensus Sequence
among variable
regions of Im-
munoglobulin E
clones

CCGAUUCACCAUCUCCAGA 52% 197-215 No
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3.5 siRNA Specific to Immunoglobulins

siRNA against the immunoglobulin specific to Che a 3 was designed with the tool
siDRM [30]. (See Table 2). Possibility for inhibition of non targeted transcripts
by the designed siRNA was monitored by checking the homology of the respective
siRNA with other transcripts. For each siRNA being designed, it was checked for
the following possibilities in siDRM [30] : a) Homology to the whole transcript
(5’UTR or CDS or 3’UTR), b) Homology of its subsequence by excluding last
two positions to the 3’UTR region of another transcript, c) Homology of position
2-8 (seed region) to the 3’UTR region of another transcript, or d) Homology of
position 2-8 (seed region) to the 3’UTR region of another transcript and the
homologous region is followed by four consecutive mismatches.

4 Discussion

The variable region in IgE is most often specific for an allergen and is different
in each repertoire produced by B cells as proved by Xu and Davis [47] in their
experiments on transgenic mouse with diverse variable region in heavy chain
and restricted lambda light chains, which concluded that most of the antibody
specificity was generated by the molecular diversity specified by heavy chain.

This study focuses on the approach of designing a siRNA based vaccine (tar-
geting IgE heavy chain variable region) in silico. Though, siRNA based vaccines
in allergen immunotherapy are prevalent [16],[48] it will be a new strategy to fo-
cus on IgE heavy chain variable region as a vaccine target. A very recent research
about development of IgE-based and allergen specific gene vaccine for food al-
lergy pioneered by Behnecke et al. [49] further supports this viewpoint. siRNA is
designed for the IgE clone specific to a particular allergen after docking analysis.
In this study, the IgE specific for aero allergen from Chenopodium album, Che
a 3, is analyzed based on their least binding energy obtained by docking. Che
a 3 is a tetramer with 86 residues in each chain (See Fig. 3), 2068 non-polar
hydrogen bonds, 163 aromatic bonds, 1594 rotatable bonds and 1224 torsion
degrees of freedom. But since AutoDock [31],[32],[33] docking tool is optimized
only for 2048 molecules, there was a need to perform chain-wise docking to IgE.

The interaction between two proteins typically involves binding between spe-
cific domains [50]. Hence, the domain based docking can give a greater insight
into the interaction between allergen and immunoglobulin. Since each domain is
enclosed by individual chains, Che a 3 was split into distinct chains in SWISS
PDB viewer [51]. While proteins can be docked by any of the two approaches,
blind and focused dockings. In blind docking, the receptor protein is docked
without knowledge of its binding site with Mass-centered grid box. In focused
docking, grid box covering the predicted ligand binding sites on receptor pro-
tein is defined. Comparing both, blind docking has greater efficacy than focused
[52],[53].

In this research, the protein is made rigid except for the residues in top ranking
binding site predicted by QSiteFinder [30] and mass-centered grid box. The
ligand protein was made rigid and receptor protein was docked in AutoDock
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[31],[32],[33] docking tool. As stated earlier, each of the 4 chains of allergen were
docked with individual immunoglobulin. From the docking results, (See Table 1;
Supplementary6) Chain A and RH IgE VH region exhibited least binding energy
of 0.14 Kcal/mol. In RH-Chain A complex, residue GLU 14 in Che a 3 and SER
71 in IgE form a hydrogen bond between them with the latter as donor and
former as acceptor of electrons (See Fig. 4). To explain this phenomenon, we
explore the modeled structure of IgE, RH clone. The disorderliness of RH was
the least (See Suplementary3). The disordered regions in a protein, are capable
of binding their partners with both high specificity and low affinity [54], hence,
though the interactions are specific, they are prone to be unstable, which explains
the increase in binding energies with increase in disorderliness. On the other
hand, the immunoglobulin RM exhibited the third least disorderliness after RG
and RH but requires highest energy for binding.

This annotates contribution of other factors apart from disorderliness for in-
crease in binding energy. Structural and energetic analysis of changes during
binding process construes that factors like small perturbations on protein struc-
ture, hydrogen bonding, buried surface area; shape complementarity and coop-
erativity between proteins, each have an effect on binding [55]. Adequacy of
binding is also determined by protein dynamics, solvation potential, amino acid
composition, conservation, electrostatics and hydrophobicity [56]. Residue SER
71 of the IgE RH lies within the sequence containing heterodimer interface (See
Supplementary8). While, on the other hand, residue GLU 14 in Che a 3 was
significant too, since, it was nearly conserved among other Polcalcin containing
plant allergens and occasionally subjected to homologous exchange with aspartic
acid [57]. Hence, it is a good site to induce cross reactivity among Polcalcins.
As deduced earlier, the IgE clone RH can be specific to Che a 3 and siRNA
designed against it can be formulated as a vaccine. According to the protocol
[40], a siRNA is efficient only if its GC content lies within the optimal range of
30-64%.

Fortunately, both the siRNA targeting RH and consensus sequence of IgE
repository had an optimal GC content of 57% and 52% respectively. Also, siRNA
candidates must lack the motif GTCCTTCAA correlated with Interferon induc-
tion leading to non specificity [58]. There were no siRNAs with more than 6
consecutive Gs or Cs which might have rendered them ineffective [39] (See Sup-
plementary9). siRNAs must be unconserved across multiple organisms. Hence
were cross-checked among 62 seed siRNA regions identified by Lewis et al [59].

The resulting siRNA targeting RH heavy chain variable region is predicted
to exhibit Off-targeting in siDRM [30]. Furthermore, siRNAs complementary to
each of 31 genetic variants were designed (See Supplementary9). Surprisingly, 18
out of 31 variants exhibited Off-targeting while 3 had no siRNA complementary
to them. Unique siRNAs and those capable of Off-targeting were examined us-
ing YMF [60],[61],[62] and FindExplanators [63] (URL: http://bio.cs.washington
.edu/software.html) for motif discovery and selection of significant motifs re-
spectively. No significant motifs were deduced from Off-targeting siRNAs while
unique siRNAs were overrepresented with the motif, CGAUUCAC (Z-Score:

http://bio.cs.washington.edu/software.html
http://bio.cs.washington.edu/software.html
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268.95, Position: 2-10) which may be significant for their uniqueness. Moreover,
a consensus sequence,

[GAGGTGCAGCTGCTGGAGTCTGGGGGAGGCGTGGTGAAGCCTGGGG
GGTCCCTGAGACTCTCCTGTGCAGCCTCTGGATTCACCTTCAGTAGTT
ATTACATGAACTGGGTCCGCCAGGCTCCAGGGAAGGGGCTGGAGTGG
GTGG-AGTTATTATTAATAATGGTAGTAGTAAAAACTACGCCGACTCCG
TGAAGGGCCGATTCACCATCTCCAGAGACAACTCCAAGAACACCCTGT
ACCTGCAGATGAACAGCCTGAGAGCCGAGGACACGGCCGTCTATTAC
TGTGCGAGAGGAGG-GGTGG-GATGCTTTTGACTACTGC-ACTAGGGC
GGCGGCGGCGGCGTCGC]

was derived from 294 different clones [64],[65],[66],[67],[68],[69] of IgE VH region
with the help of the alignment tool CINEMA [70] and a targeting siRNA was
designed (See Table 2) which is found to be unique. The gene sequences were
retrieved from NCBI with key words Immunoglobulin E variable region and
Immunoglobulin heavy chain variable region and the duplicates were removed.

5 Conclusion

The siRNA can be injected in B-Cells to validate their silencing activity prior
development of allergy vaccines for maximized vigor. In silico screening strategy
preceding laboratory investigations can lead to great breakthroughs and is an
economical method to accelerate the pace of researches in developing effectual
immunotherapies for allergy. The siRNA, CCGAUUCACCAUCUCCAGA tar-
gets the consensus sequence at a region with 51-89% conservation among the
genetic variants. Furthermore, it has no off-targeting and can serve as a vaccine
for any allergy irrespective of the source of allergen. On the contrast, the siRNA,
CCGGUUCACCAUCUCCAGA complimentary to the IgE (Clone RH) specific
to Che a 3 exhibits ’Off-targeting’. Both of the RNAs are complimentary to
similar positions in their target sequences (See Table 2) and differ only by a nu-
cleotide at their 4th position. Thus, proves the reliability of the siRNA against
IgE clone RH as a possible vaccine.

Supplementary Documents

Supplementary 1: Databases with Information about allergens:
https://docs.google.com/document/edit?id=1Fbq3B-luz1YbrxZ8lxd_
RWfzjjNWvx55WRSmK7kVhC4\&hl=en#

Supplementary 2: List of Allergens with PDB Structures:
https://docs.google.com/document/edit?id=11s1vQ-SwMru52sc--
3IqcZ9WHA8_mWMhWJ3rC_o4zHE\&hl=en#

Supplementary 3: Sequence Feature annotation in SWISS-MODEL workspace:
https://docs.google.com/present/edit?id=0AeEKk700XoYVZGNrYnRtM3
JfMTY2ZGdtYnpnZzI\&hl=en

https://docs.google.com/document/edit?id=1Fbq3B-luz1YbrxZ8lxd_RWfzjjNWvx55WRSmK7kVhC4&hl=en
https://docs.google.com/document/edit?id=1Fbq3B-luz1YbrxZ8lxd_
https://docs.google.com/document/edit?id=1Fbq3B-luz1YbrxZ8lxd_RWfzjjNWvx55WRSmK7kVhC4&hl=en
RWfzjjNWvx55WRSmK7kVhC4\&hl=en#
https://docs.google.com/document/edit?id=11s1vQ-SwMru52sc--3IqcZ9WHA8_mWMhWJ3rC_o4zHE&hl=en
https://docs.google.com/document/edit?id=11s1vQ-SwMru52sc--
https://docs.google.com/document/edit?id=11s1vQ-SwMru52sc--3IqcZ9WHA8_mWMhWJ3rC_o4zHE&hl=en
3IqcZ9WHA8_mWMhWJ3rC_o4zHE\&hl=en#
https://docs.google.com/present/edit?id=0AeEKk700XoYVZGNrYnRtM3JfMTY2ZGdtYnpnZzI&hl=en
https://docs.google.com/present/edit?id=0AeEKk700XoYVZGNrYnRtM3
https://docs.google.com/present/edit?id=0AeEKk700XoYVZGNrYnRtM3JfMTY2ZGdtYnpnZzI&hl=en
JfMTY2ZGdtYnpnZzI\&hl=en
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Supplementary 4: Disorderliness of predicted Model given by DisoPred:
https://docs.google.com/document/edit?id=1JhGF86z2xG15b-
pmze6BqXtXB62PvNKuQxYNxi5UnF0\&hl=en#

Supplementary 5: Results of Template identification session SWISS-Model
Workspace:
https://docs.google.com/document/edit?id=
1K84rljE2fhIYT6YMOVvo31sbzLzkAtLZ4wxnKOWqCbo\&hl=en#

Supplementary 6: ANOLEA statistical potential:
https://docs.google.com/present/edit?id=0AeEKk700XoYVZGNrYnRtM3
JfMTYwY2dmdDNxamM\&hl=en

Supplementary 7: Autodock results:
https://docs.google.com/document/edit?id=
1gEJWL5MjRdnMEqQmmVvpZSGP_3tQj8mqix6okmTfXF0\&hl=en#

Supplementary 8: Result page of Conserved Domain Search in NCBI:
https://docs.google.com/present/edit?id=
0AeEKk700XoYVZGNrYnRtM3JfMTYzZzU2dmdtY3o\&hl=en

Supplementary 9: siRNA targeting IgE heavy chain variable region:
https://docs.google.com/document/edit?id=
1PycmdhiX_195sKf-wuO-P6WU7n-_iHfK83KATT3z6Ww\&hl=en#
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Abstract. Single Nucleotide Polymorphisms (SNPs) can be used to identify the 
differences among populations. However, for high-level organisms, there are 
numerous number of SNPs distributed throughout entire of the genomes. Ani-
mal breeders can make use of these genetic markers to different subpopulations. 
For economical purpose, finding a minimum number of SNPs that can accu-
rately identify different breeds is needed. In this paper, given a set of SNP 
genotyping samples, without knowing what breed a sample belong to (unla-
beled samples), we developed a framework to classify these samples into dif-
ferent animal groups (breeds) based on their genotyping profiles. The proposed 
framework further identifies a small set of SNPs, called ancestry informative 
markers (AIMs) that can accurately classify these samples to these groups. The 
proposed framework adopted the Principal Component Analysis (PCA) tech-
nique, and Student’s t-test, to cluster unlabeled genotype data and determine 
AIMs, respectively. This unsupervised approach can avoid potential ascertain-
ment biases due to mistakenly label some samples or having unlabeled data to 
be classified.   

Keywords: AIMs, ancestry informative markers, SNPs, Principal Component 
Analysis, Student’s t-test, population structure. 

1   Introduction 

Single Nucleotide Polymorphisms (SNPs) are the most common form of genetic 
variation in all organisms.  SNPs have been adopted in various fields of studies in-
cluding forensics [1], disease association studies [2], assignment of individuals to 
populations [3,4], and studies of dispersal, wildlife management and livestock breed-
ing management. Since collection of all SNPs forms a unique genetic profile of each 
individual, they can be used to group different individuals at a population level, for 
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which not all SNPs are needed in the classification process. For this purpose, it is 
desirable to discover only small number of informative markers, called ancestry in-
formative markers (AIMs), to be used in the population classification process. 

In order to determine AIMs, SNPs that are specific to a certain population but not 
others have to be determined. To identify these informative SNPs, statistical tech-
niques such as Student’s t-tests [5,6] and F statistics [6] have been deployed. Screen-
ing of candidate SNPs was carried out with a greedy approach [7] or a ranking 
method [6]. A classification task, which involves supervised machine learning [6] and 
the use of parametric genetic model [8] was proposed to computationally verify these 
selected SNPs. However, as the accuracy of supervised classification techniques have 
to be assessed by the pre-defined sample labels (can also be called classes, population 
names or breeds in some contexts), the supervised machine learning techniques can-
not address the problems of classifying unlabeled data. Moreover, sample labels are 
usually derived from phenotypes or traits, e.g., colors, height. This can be problem-
atic, especially when performing AIM selection, if the wrong phenotypic assumption 
is made. 

In this study, we propose a framework, which employs an unsupervised explora-
tory data analysis technique, called Principal Component Analysis (PCA) and a statis-
tical hypothesis Student’s t-test to identify AIMs. The proposed technique does not 
require genetic model and/or parameter, which are very difficult to estimate. The 
proposed combined framework can efficiently determine AIMs from assorted geno-
typic samples. Such AIMs can be used to determine the corresponding subpopulations 
with high accuracy. 

2   Methods 

The proposed combination technique involves two main processes: (1) informative 
marker selection (2) assignment of individuals to the corresponding subpopulations. 

2.1   Informative Marker Selection 

Genotype Data Conversion. Genotype information is categorical data and cannot to 
be analyzed by PCA directly; hence such information must be converted into numeri-
cal before performing PCA. Homozygous wild types, the homozygous alleles with the 
highest frequencies, are represented by ‘0’.  Heterozygous alleles are represented by 
‘1’. Finally, the homozygous variant types, the homozygous alleles with lower fre-
quencies, are represented by ‘2’. We encode the missing values with the value ‘-1’.  
The zero mean input data matrix to PCA can be generated by, at each SNP locus, the 
values 0, 1, 2 and -1 will be subtracted with the locus mean value [9]. 

Determination of Population Structure and Number of Ancestry (K). Population 
structure and inferred ancestry numbers (K) were analyzed without the use of prede-
fined population labels. PCA was employed in this process to reduce the dimensional-
ity of the SNP data. Each sample containing large number of SNPs is transformed into 
a vector, which appears as a single data point in the PCA space. A group of samples 
with similar genotypic profiles will be shown as a conglomerate in this space. Since 
SNP genotype matrix can be very large owing to the number of input SNPs, using 
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traditional PCA covariance analysis can be computationally and memory intensive. 
Generally, the number of samples is much smaller than the number of SNP markers. 
Hence, Singular Value Decomposition (SVD) technique was employed to reduce the 
aforementioned complexities. This was done by finding a covariance matrix, XXT, 
whose rank is as large as the number of samples.  This is much smaller in size com-
paring to the SNP genotype matrix.     

 
X  =  USVT                     (1) 

 

When calculating covariance matrix,  
 

           XXT =  US2UT. (2) 
 

where U is a left unitary matrix,   
S is a diagonal matrix with non-negative real numbers on diagonal, 
V is a right unitary matrix. 

Therefore, we can calculate the left unitary matrix using Equation 3. 
  

           V = S(1 : r,1 : r)   U(: ,1 : r)T X           (3) 
 

where  r  is the rank of matrix S 
“:” represents the continuity of the row or column indices of the matrix  
(Matlab notation). 

 

The data can then be transformed further using Equation 4. 
 

          Xt  =  XVT                                                        (4)   
 

where  Xt is the transformed SNP data matrix.  
Matrix S is used to calculate the degree of group heterogeneity (diversity of sam-

ples within the group), which was used in the termination step. It was found that the 
differences of eigenvalues in matrix S are related to the existence of population struc-
ture (potentially containing sub-populations). The rates of change of eigenvalues 
could thus be used as a termination condition.  A constant or linear rate of change of 
eigenvalues indicates an absence of sub-populations in the dataset, while the non-
linear indicates the existence of sub-populations. 

The diagonal entries of matrix S are eigenvalues (λ1, λ2,…, λr) and they are 
ranked in a descending order and plotted (Fig. 1). A hundred percent coverage is 
defined by λ1 (a) to λ (b). The value λJ (c) is designated as the point where 90% cov-
erage was reached. In order to determine the linearity of the rate of change of eigen-
values, λ1 to λJ are used.  The included eigenvalues are sufficient to warrant the origi-
nal data structure while eliminating the insignificant portions. A line (d) connecting 
λ1 and λJ can be drawn. Then, we calculated the mean of the distances from the line to 
each eigenvalue.    
 

                                                       (5) 
where  e  is a degree of heterogeneity and 

iλ̂  is a point on the line corresponding to λI . 
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Fig. 1. Illustrates how heterogeneity (e value) is obtained 

The threshold value of 0.15 was obtained from observations and could be applied 
to every set of genotype data with similar eigenvalues’ rates of change as in Fig. 1. In 
other words, the e value that was smaller than 0.15 indicates the observed group has 
less chance of having sub-populations (i.e., they belong to the same population). If e 
is larger than or equal to 0.15, there should be two or more sup-populations in the 
group. Applying k-means clustering algorithm (k=2) on Xt always yields two groups. 
As a result, Xt will be clustered into X1 and X2. Equations 1 to 5 will be repeated until 
the termination condition is met. The processed results can be presented in an unbal-
anced binary tree with the resulting populations at the termination nodes. The num-
bers of leaf nodes indicate the inferred population number (K). Fig. 2. represents the 
flow chart of the aforementioned steps.  
 
Identifying Ancestry Informative Markers. SNPs that are significantly correlated 
with one population, but not the others, can be used as the ancestry informative mark-
ers (AIMs) for that population. In this process, we chose informative markers using 
Student’s t-test. Generally, t-test is used to investigate if the mean of the two classes 
are different (two-sample t-test). This can be achieved by calculating t statistic ratio 
between the difference of the mean value of each group and the variance of these two 
groups combined. In this case, t-test is used to indicate whether a SNP at a specific 
location is statistically different among the all populations. From K populations, we 
can identify a distinct polymorphism by calculating Equation 6. 

                                                  
(6)
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Fig. 2. Flow diagram of determining population structure and number of ancestry 

where                                                  (7) 

Let Xi and Xj be SNP matrices containing samples that belong to populations i and j 
respectively, where i ≠ j and i, j = {1, 2,…, K}. Student’s t-test can be calculated 
using Equation 6. The p-values obtained in this manner signify the differences of the 
mean values for each SNP. The p-values will be sorted in an ascending order. SNPs 
with p-values smaller than 10-5 will be selected as the informative markers that can 
differentiate populations i from j. The same selection process using t-test is performed 
over all possible pairs of populations i and j. At the end, the top rank informative 
markers from each pair of populations are union, resulting in the AIM set. 

2.2   Assigning Samples to Sub-populations 

The algorithm described in Fig. 2. can be used to classify individuals to different sub-
populations because of the embedded clustering procedure used to split samples into 
two different groups. The clustering is done only when the observed group contain 
significant structure (does not meet the stopping criterion). In order to verify if AIMs 
are unique and have the power to classify each sample, we repeat the process in Fig. 2. 
and check if 1) number of ancestry (K) and 2) individual assignment results are the 
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same as performing this algorithm on the full dataset. In other words, these informative 
SNPs are expected to have the same power to discriminate the subpopulations.   

Dataset 

To verify the proposed algorithm, we performed the experiments on a large genotyp-
ing dataset containing multiple breeds of cattle. The bovine genotype data previously 
published in [10] were downloaded from http://www.animalgenome.org/bioinfo/ 
resources/util/q_bovsnp.html. These samples are the major beef cattle and dairy cattle 
in many countries, including Thailand. The data composed of 9,239 SNPs obtained 
from Affymetrix GeneChip Bovine Mapping 10K SNP Kit from 230 individual bo-
vines, accounting for 9 species  (Table 1). 

Table 1. Number of bovine samples from each breed. The breed name is abbreviated using 
three letters shown in the parentheses. 

Breeds Origins Samples # 
Charolais (CHL) France 22 

Santa Gertrudis (SGT) USA 24 

Jersey (JER) England 28 

Holstein (HOL) Netherlands 33 

Brahman (BRM) India 25 

Norwegian Red (NRC) Norway 24 

Hereford (HFD) England 27 

Limousin (LMS) France 21 

Angus (ANG) Scotland 26 

3   Results and Discussion 

To determine AIMs for breed identification, Student’s t-test was used. The t-test iden-
tifies the SNPs, which significantly varied between breeds but containing high allele 
frequency within the same breed. Our proposed model produced 44 AIMs (see Sup-
plement at http://www4a.biotec.or.th/GI/tools/aims). We validated the effectiveness 
of 44 AIMs by repeating the classification process described in the method section to 
obtain the individual assignment accuracy. The result presented in Table 2 shows that 
the individual assignment accuracy is 97.39% (224 out of 230 individuals were cor-
rectly classified).  

We tested the effectiveness of this method by comparing with the results on the 
same bovine dataset published by DeNise et al. [8]. DeNise’s approach was based on 
the difference of allele frequencies between cattle breeds. Their algorithm made use 
of predefined breed labels as the training datasets. The statistical tests were used to 
determine the difference in each allele frequency between a species and other popula-
tions, resulting in 45 AIMs. In their work, STRUCTURE [11], was used to infer the 
number of population K. STRUCTURE find the optimal K by estimating the posterior  
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Table 2. Individual assignment results from our proposed method using 44 AIMs 

Identify population by PCA and using 44 AIMs Breeds 

1        2       3         4         5       6        7        8        9 

CHL - - - 22   -   -  -   -   - 

SGT - 20 - 4   -   -  -   -   - 

JER 28 - -  -   -   -  -   -   - 

HOL - - -  - 31   2  -   -   - 

BRM - - -  -  -   - 25   -   - 

NRC - - -  -  - 24  -   -   - 

HFD - - 27  -  -   -  -   -   - 

LMS - - -  -  -   -  -   - 21 

ANG - - -  -  -   -  - 26   - 

 

Fig. 3. DeNise’s average Estimated Ln Prob of data for 45 markers. The inferred K value was 
identified as the highest value (K=12) of Estimated Ln Prob of Data. 

probability of each K called Estimated Ln Prob of data. This value indicates the prob-
ability that a specific breed can be clustered into K ancestral groups, as shown in Fig 3. 
The highest value of Estimated Ln Prob of Data was -5529.94, obtained when K = 12. 

We followed DeNise’s method by using the program STRUCTURE and a set of 
parameters consisting of 45 markers, 230 samples, 20,000 burn-in periods, and 10,000 
repeats. We also used Markov Chain in STRUCTURE to cluster by estimating  
the admixture coefficients (Q matrix) for each sample. Average Q values were then 
used as input in the place of sample genomes. High average Q values indicate high 
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probability that the samples pertained to the ancestry. We used this method to identify 
the sample strains. The results can be downloaded from our Supplementary data link 
(http://www4a.biotec.or.th/GI/tools/aims). The identification results of DeNise et al’s 
supervised method are summarized in Table 3. The accuracy identification (85.65%) 
was calculated from the number of individuals that were correctly classified. 

Table 3. Individuals assignment to sub-population from DeNise et al. 

Assignment of individuals to populations, using AIMs from DeNise et al.’s  
approach 

Breeds  1  2  3  4  5  6  7  8  9  10  11  12  

CHL  1   -  -  -  9  2  -  -  10   -    -    -  

SGT  -   -  -  -  -  1  2  -  -   -    -  21  

JER  1   -  -  -  -  1  -  -  -   -  26      -  

HOL  3  1  -  -  -  -  -  29  -   -    -       -  

BRM  -  -  -  -  -  -  25  -  -   -    -    -  

NRC  5  18  -  -  -  -  -  1  -   -    -    -  

HFC  -   - - 25  1  -  -  -  -   -    1    -  

LMS  -   -  -  -  1  -  -  -  -  20    -     -  

ANG  -   -  23  -  1  2  -  -  -   -    -     -  

4   Conclusion 

Our framework offers three main analyses: 1) find the population structure without 
predefined labels, 2) accurately determine the numbers of populations or sub-
populations (K) within sample pool, and 3) assign individuals to their correct popu-
lations or breeds. The accuracy of assignment of individual bovine to their breeds 
was calculated from the major group of individuals that are accurately assigned, 
accounting for 97.39% or 224 individuals out of 230. Our approach can identify 
AIMs from unlabeled populations with high accuracy of population classification. 
However, application of this method is not restricted only to bovine breeds classifi-
cation, it can also be applied to the classification of other species including ethnic 
groups of human. 
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Abstract. Salmonella enterica serovar Typhi CT18 (S. Typhi) is the causative 
agent of typhoid fever in human beings. Currently, most of the drugs used to 
treat this sickness have adverse side-effects. Moreover, drug-resistant strains are 
emerging as a serious threat for the disease. Therefore, the most effective drug 
targets are urgently demanded for the development of new faster-acting antibac-
terial agents. In this paper, a published method for drug targets identification in 
Mycobacterium tuberculosis metabolism by Kalapanulak was applied to ty-
phoid fever. The whole genome of S. Typhi was investigated and 282 genes 
were proposed as new drug targets.  Interestingly, 34 drug–affected and essen-
tial genes from the three current antibiotics are all found in our proposed drug 
targets.   

Keywords: Salmonella Typhi, typhoid fever, pathogenic bacteria, genome-
scale, drug targets. 

1   Introduction 

Typhoid fever, an infectious disease, can be called by various names, such as gastric 
fever, abdominal typhus, infantile remittant fever, slow fever, nervous fever, pytho-
genic fever, etc. In 1829, Louis gave the name of “typhoid” as a derivative from ty-
phus [1]. Typhoid fever remains a common disease in the developing world, where it 
affects about 12.5 million people each year. Around 10% of them will develop severe 
or complicated disease. Annually, more than 600,000 people die from the disease [2] . 

Salmonella enterica serovar Typhi CT18 (S. Typhi), a gram negative bacterium, 
causes the vast majority of typhoid fever, systemic infection, in humans. It is trans-
mitted from a patient to a normal person by the ingestion of food or water contami-
nated with the feces of an infected person. The pathogen usually attacks the surface of 
the intestine in humans but it can develop and adapt to grow into the deeper tissues of 
the spleen, liver, and the bone marrow. The most common symptoms characterized by 
the disease often include a sudden onset of a high fever, a headache, and nausea [3]. 
Some patients who are infected with S. Typhi become life-long carriers that serve as 
the reservoir for the pathogen. Moreover, the causative agent has an endotoxin (which 
is typical of gram negative organisms), as well as the Vi antigen, which increases its 
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virulence. More importantly, it is a strong pathogen for humans due to its resistance to 
the innate immune response system [4].  

At present, patients are treated with some antibiotics that kill the Salmonella bacte-
ria. Before using antibiotics, the fatality rate was 20% and deaths occurred from 
overwhelming infection, pneumonia, intestinal bleeding, or intestinal perforation. 
With antibiotics and supportive care, mortality was reduced to 1-2%. Because of 
appropriate antibiotic therapy, patients are usually better within one to two days and 
recovery within seven to ten days. Several antibiotics are used to cure the disease, for 
example chloramphenicol, the original drug of choice for many years. Unfortunately, 
because of its serious side effects, chloramphenicol has been replaced by other antibi-
otics. Currently, the patients have to take multiple drugs i.e., chloramphenicol, cipro-
floxacin, ceftriaxone, cefexime for the treatment but most of them still have adverse 
effects. Moreover, drug-resistant strains emerge existing serious problem. Besides 
medicine, a vaccine was developed during World War II by Ralph Walter Graystone 
Wyckoff for prevention [5]. However it is no longer recommended for use, it has a 
high rate of side effects (mainly pain and inflammation at the site of the injection). 
Therefore, the new effective drug targets are urgently demanded for developing new 
faster-acting antibacterial agents. 

Nowadays, biological information of S. Typhi is available in various resources, 
such as Kyoto Encyclopedia of Genes and Genomes (KEGG) database [6] collecting 
the gene functions of all annotated genes in any living organisms such as biochemical 
reactions of enzymatic genes, transport reactions of transporter genes. Additionally, 
Universal Protein Resource (UniProt) [7], and InterPro databases [8] are useful data 
resources for obtaining protein and protein signature information of living organisms,  
including S. Typhi. For InterPro database, protein signatures describing the same 
family or domain in terms of sequence position and protein coverage from other 10 
protein signature databases are integrated into single InterPro entries. It brings us the 
occasion to analyze protein signatures of individual organism systematically.  

Thanks to the availability of useful biological information mentioned above, it pro-
vides us an opportunity to investigate S. Typhi as a whole system by using systems 
biology approach and apply for drug targets identification. In 2009, Barh et al. ap-
plied comparative genomics approach for prediction of essential genes in Neisseria 
gonorrhoeae [9]. Like previous work, Dutta et al. applied the same in silico strategies 
for identifying drug targets of Helicobacter pylori [10]. Furthermore, Doyle et al. 
applied orthology-based approach for predicting essential genes in the pathogenic 
nematodes [11]. Additionally, in 2009 Kalapanulak proposed a novel method for 
identifying drug targets against Mycobacterium tuberculosis (Mtb), the causative 
agent of tuberculosis in humans [12].  Not only was genomic data integrated, but the 
wet experimental results (transposon site hybridization) were also included as a raw 
data for identifying drug targets in Mtb metabolism. Interestingly, 13 Mtb metabolic 
genes from all 42 proposed drug targets were found in a list of 70 current validated 
drug targets. The in silico approaches for identifying drugs targets have much benefit 
for biologists to screen for possible drug targets before doing their single-gene knock-
out experiment, one of the conventional methods for identifying drug targets. 

In this work, a published novel method for drug targets identification by Kalapanu-
lak in 2009 was applied to typhoid fever by integrating biological information of S. 
Typhi from various resources such as protein signatures from Interpro database, and 
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genome information from KEGG database. We further compared protein signatures 
between human host and the pathogenic organism. The proposed drug targets have 
been identified based on two criteria. First, their protein signatures do not match with 
any human protein signatures in order to reduce side effects. Second, they are essen-
tial genes required by S. Typhi for optimal growth from TraDis (transposon directed 
insertion-site sequencing) experiment.  

2   Methodology 

A published approach for identifying drug targets in Mycobacterium tuberculosis me-
tabolism has been applied to S. Typhi.  The whole genome of S. Typhi has been inves-
tigated by comparing its all protein signatures corresponding to genes in the genome 
between S. Typhi and human through InterPro accession numbers (InterPro Ac.) from 
InterPro database.  Not only was the metabolic network of S. Typhi investigated, but 
we also did the analysis for the whole genome.  Every gene in the S. Typhi genome 
has been considered as possible drug targets. The methodology for drug targets identi-
fication in S. Typhi is illustrated in Fig. 1. 

  

Fig. 1. The methodology for drug targets identification in S. Typhi 

In the first step, linking genes to their protein signatures in terms of InterPro acces-
sion numbers, all genes and their UniProt accession numbers (UniProt Ac.) belonging 
to human (H. Sapiens) and S. Typhi genome were retrieved from KEGG database.  
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Next, the relations between UniProt accession numbers and InterPro accession  
numbers were extracted from UniProt database. Finally, the relations between genes 
and their InterPro accession numbers were created through UniProt accession num-
bers since we cannot link genes to their InterPro accession numbers directly. Hence, 
all genes with InterPro accession numbers were obtained and prompted for doing the 
protein signatures comparison between S. Typhi and human. 

In the second step, a comparison of InterPro accession numbers between human 
and S. Typhi was made. A Visual Basic code was written for doing systematic com-
parison between the two groups of InterPro accession numbers. The unique InterPro 
accession numbers of each S. Typhi gene were compared with the whole set of human 
InterPro accession numbers. Eventually, the S. Typhi genes, of which the number of 
unmatched InterPro accession numbers are the same as the number of all InterPro 
accession numbers, are proposed as preliminary proposed drug targets.  

In the last step, the preliminary proposed drug targets were mapped with the list of 
356 essential genes required by S. Typhi for optimal growth from TraDis experiment 
(transposon directed insertion-site sequencing). Consequently, the drug targets were 
proposed based on two criteria: A) their protein signatures are unique in S. Typhi; B) 
they are essential genes reported from the TraDis experiment [13]. 

3   Results 

3.1   Linking S. Typhi and Human Genes to Their Protein Signatures in Term of 
InterPro Accession Numbers  

All gene names and their UniProt accession numbers of human and S. Typhi were 
downloaded from KEGG database by using the following URLs: 
 

• ftp://ftp.genome/pub/keg/genes/organism/hsa/hsa_uniprot.list 
• ftp://ftp.genome/pub/keg/genes/organism/sty/sty_uniprot.list 

 

The results show that all genes in both of the genomes obtain UniProt accession num-
bers as illustrated in Table 1.  

Table 1. Characteristics of Gene-UniProt-InterPro accession number relationship for S. Typhi 
and human 

Organisms 
Numbers of genes 

in genomes 
Numbers of genes 
with UniProt Ac. 

Numbers of genes 
with InterPro Ac. 

S. Typhi CT18 4,679 4,679 3,938(84.16%) 

H. Sapiens 22,339 22,339 16,915(75.72%) 

 
The relationship between UniProt accession numbers and InterPro accession num-

bers of S. Typhi and human was extracted from the UniProt database. All data were 
downloaded by specifying the URLs because directly downloading from their web 
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interface resulted in inconsistent data. The URLs, http://www.uniprot.org/uniprot? 
query=organism:taxID(220341)+AND+database:interpro&format=tab&compress=yes
&columns=id,database(interpro) and http://www.uniprot.org/uniprot?query=organism: 
taxID(9606)+AND+database:interpro&format=tab&compress=yes&columns=id,databa
se(interpro), were used to download the data of S. Typhi and human, respectively. Con-
sequently, we obtained 4,679 UniProt entries for S. Typhi. However, 3,938 of them 
provided at least one InterPro accession number per entry. On the other hand, 22,339 
UniProt entries were retrieved for human but only 16,915 of them have InterPro acces-
sion numbers. It should be mentioned that not all UniProt entries in both S. Typhi and 
human have InterPro accession numbers.  This is because the InterPro database covers 
only around 84.9% of UniProtKB, for the latest public release version, Release 
2010_08, in 2010 [7]. Moreover, one protein may have one or more InterPro accession 
numbers depending on the number of identified protein signatures. Finally, 3,938 genes 
of S. Typhi had 10,666 unique InterPro accession numbers and 72,631 unique InterPro 
accession numbers were obtained from 16,915 human genes.  

3.2   Comparing Protein Signatures between S. Typhi and H. Sapiens via 
InterPro accession Numbers  

The InterPro accession numbers of 3,938 S. Typhi genes in Table 1 were compared to 
72,613 InterPro accession numbers of 16,915 human genes. We wrote the Visual 
Basic code for doing the systematic comparison. Eventually, we found 2,419  
S. Typhi genes, of which all InterPro accession numbers do not match any human 
InterPro accession numbers, from the total of 3,938 genes (Fig. 2). These 2,419 genes 
are proposed as preliminary drug targets against S. Typhi. 

 

Fig. 2. Protein signature comparison between S. Typhi and human (H. Sapiens) via InterPro 
accession numbers; A) number of proposed preliminary drug targets against S. Typhi, B) num-
ber of genes that their protein signatures match between S. Typhi and H. Sapiens and C) num-
ber of H. Sapiens genes that their InterPro accession numbers do not match with any InterPro 
accession numbers of S. Typhi. 
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3.3   Mapping the List of Preliminary Drug Targets to Essential Genes from 
TraDis Experiment  

The 2,419 genes in Fig. 2 were further compared with the list of 356 essential genes 
and 4,162 non-essential genes reported by Langridge et al. using transposon directed 
insertion-site sequencing (TraDis) experiment [13]. Consequently, the 2,419 genes 
that have been proposed as preliminary drug targets against S. Typhi were classified 
into two groups: A) 282 genes are essential, B) 2,137 genes are non-essential as 
shown in Fig. 3. Finally, all 282 genes in region A have been proposed as new drug 
targets. We further classified all proposed drug targets into seven categories based on 
their protein functions as shown in Fig. 4. Half of them are metabolic genes, more 
attractive as drug targets because of their potential for assayability and good drugga-
bility precedents. However, further analysis such as 3D-structure of proteins is still 
necessary for prioritizing the proposed drug targets. 

 

Fig. 3. Comparison between the preliminary drug targets and essential genes from TraDis 
experiment; A) number of proposed drug targets and B) number of non-proposed drug targets 

 

Fig. 4. Classification of 282 proposed drug targets into seven categories including Metabolism, 
Signal Transduction, Membrane Transport, DNA replication, RNA degradation, Translation, 
and Unknown function. 
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4   Discussion 

The 282 genes from the whole genome of S. Typhi have been proposed as new drug 
targets based on two criteria: A) all of their protein signatures are different from  
human protein signatures; B) they are essential genes from TraDis experiment. In 
order to state the confidence of the novel approach for genome-scale identification of 
drug targets, we compared the proposed drug targets with 44 drug-affected genes 
reported by Becker  et al. in 2006 [14]. The results show that 34 drug-affected genes 
have been found in our proposed drug targets. 

In term of statistics for clarification of the confidence of these 282 proposed 
drug targets from the total of 3,938 investigated genes, we compared the proposed 
and non-proposed drug targets against 43 drug-affected genes from literature. One 
drug-affected gene reported by Becker et al. has not been included for statistical 
calculation because it did not have any protein signatures. Therefore, it is not in-
clude in the 3,938 investigated genes. Of the 282 proposed drug targets, 34 (12%) 
were current drug-affected genes. Of the 3,656 non-proposed drug targets, 9 
(0.3%) were current drug-affected genes. To demonstrate the probability for ob-
taining 34 or more drug-affected genes from randomly selecting 282 S. Typhi 
genes without replacement from the total of 3,938 investigated S. Typhi genes, we 
calculated the hypergeometric probability for obtaining 34 or greater drug-affected 
genes using the below formulas [15]. 

( 34)      ( 33)p x 1 p x≥ = − ≤  (1) 
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With a population size = 3,938, sample size = 282, number of successes in the popula-
tion = 43, number of successes in the sample (x) = 33. 

From the probability calculation we found that the probability for receiving 34 or 
more drug-affected genes from randomly selecting 282 genes of 3,938 investigated S. 
Typhi genes is closed to 1 × 10-12. It means that it is uncommon to receive 34 or more 
drug-affected genes when randomly sampling 282 genes from the total of 3,938 S. 
Typhi genes. Therefore, the identification of 34 drug-affected genes from 282 pro-
posed drug targets (12%) is significant enough to confirm the quality of the published 
novel method in term of genome-scale analysis.  

Moreover, we further compared 44 drug-affected genes with essential genes based 
on TraDis experiment. Interestingly, all 34 drug-affected and essential genes are all 
found in our proposed drug targets (Fig. 5). Among 34 drug-affected genes, 32 of 
them function as metabolic genes, whereas the other two are unknown genes. There-
fore, we may conclude that the published novel method has high accuracy for predict-
ing drug-affected genes that are essential for the pathogen and most of them are meta-
bolic genes. 
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Fig. 5. Classification of 44 drug-affected genes on essential genes and non-essential genes from 
TraDis experiment. A) number of drug-affected genes from three current antibiotics (Becker et 
al., 2006) and essential genes based on TraDis experiment, B) number of proposed drug targets, 
all of them found in drug-affected and they are essential genes based on TraDis experiment,  
C) number of non-proposed drug targets, all of them found in drug-affected genes and they are 
non-essential genes based on TraDis experiment, D) number of drug-affected genes from three 
current antibiotics (Becker et al., 2006) and non-essential genes based on TraDis experiment. 

5   Conclusions and Future Work 

Two hundred and eighty-two genes of S. Typhi have been proposed as novel drug 
targets based on the in silico screening approach. Drug targets are proposed based on 
two criteria: A) no protein signature matching with any human protein signatures and 
B) essential genes from TraDis experiment. Interestingly, 34 drug–affected and essen-
tial genes from the three current antibiotics are all found in our proposed drug targets.  
It brings to the achievement of applying the published novel method for identifying 
new drug targets against typhoid fever. For future work, we will further improve the 
published method in order to overcome the limitation of the method. Genes without 
protein signature information were not included in the analysis, even though they can 
be interesting drug targets.  Moreover, the modified method will be implemented for 
drug targets identification as a web application tool. It will facilitate biologists to do 
computational screening via our user-friendly tool before doing their wet experiments. 
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