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Preface

Since the publication of the first edition, the area of magnetic fields in binary stars
has continued to expand. The number of known AM Herculis binaries has more
than doubled in the last 20 years, confirming the importance of these systems, and
many new intermediate polars have also been discovered. The second edition is
a major revision of the first, including new chapters covering the stellar magnetic
fields and accretion disc magnetic winds. The development of numerical simulation
techniques has enabled much progress to be made in understanding the nature of
magnetically influenced accretion flows. These have been applied to study accretion
streams in AM Her systems, disc disruption and curtain flows in systems containing
strongly magnetic white dwarfs or neutron stars, and for disc magnetic winds.
Dynamo simulations in rotating M dwarfs and in accretion discs have also been
performed. Analytic and semi-analytic studies have made significant progress, and,
when results are compared with those of the simulations, a clearer picture emerges
for the structure and behaviour of these important systems.

The theme of the book remains the redistribution of angular momentum by
magnetic stresses and the associated spin and orbital evolution. A comprehensive
description of MHD in binary stars is given, from the pioneering work up to the
latest results.

Chapter 1 contains a description of close binary stars and reviews the MHD
problems arising in these systems. Chapter 2 describes the basic theory of MHD,
considering the fundamental equations and their applications, including dynamo
theory. The descriptions of force-free magnetic fields and those of wave motions
have been extended. The theory of close binary stars is then presented, including the
Roche model, a new section on tidal theory, mass transfer and the classic viscous
accretion disc model. The essentials of spin dynamics are reviewed, in connection
with the response of primary stars to applied torques.

Chapter 3 reviews AM Herculis binaries, including tables of all the confirmed
systems and their main parameters. An extensive range of references is given, and
the associated MHD problems are discussed. Chapter 4 addresses the approach
to synchronism, involving inductive magnetic coupling. As well as the case with
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viii Preface

vacuum surroundings, the effects of a magnetosphere are now also investigated.
The resulting spin—orbit coupling can significantly affect the mass transfer rates and
the modifications are calculated for gravitational wave driving and magnetic wind
braking. The theoretically predicted synchronization time-scales are compared with
those that can now be estimated from observations of asynchronous systems, which
are in the process of evolving towards a synchronous state.

Chapter 5 considers the nature of the accretion stream, including the latest sim-
ulation results related to the extent of magnetic channelling for different magnetic
orientations of the primary. The accretion torque is considered for total and partial
magnetic channelling and for synchronous and asynchronous cases. Chapter 6
analyses how non-dissipative torques can balance the accretion torque, in two and
three dimensions, to produce synchronous states. Magnetic and gravitational torques
are considered. In Chap. 7, it is shown that even when a stable synchronous state
exists, certain conditions must be satisfied for the primary to attain such a state.
Formulae are given, in convenient forms, that can be used to compare theory with
the observations.

Chapter 8 reviews binaries containing accretion discs which have been partially
disrupted by the magnetic field of the accretor. These include the intermediate
polars, the X-ray binary pulsars and the accreting millisecond pulsars. Detailed
tables of these systems are given, together with an extensive range of references.

Chapters 9 and 10 have been completely rewritten. Chapter 9 addresses the
mechanism of disc disruption due to the primary’s magnetic field, together with
an analysis of the accretion curtain flow that transfers matter from the inner edge of
the disc to the stellar surface. This includes a review from the pioneering work up
to the results of the latest numerical simulations, and these are compared with the
results of analytic and semi-analytic studies. Chapter 10 considers the spin evolution
of the accreting star due to its interaction with the disc and curtain flows, including
an analysis of torque reversals.

Chapter 11 first reviews standard dynamo theory in accretion discs. The magne-
torotational instability is then discussed together with its non-linear development,
including MHD dynamos. The effects of a large-scale magnetic field on the radial
and vertical structures of the disc are investigated, using more recent calculations.

Chapter 12 considers the sources of the stellar component magnetic fields,
including dynamo operation in the secondary star. Simulations of dynamos in fully
convective stars are outlined. The latest observations relating to the structure and
strength of surface magnetic fields on rapidly rotating M dwarf stars are discussed.
These are particularly relevant to theories of the maintenance of synchronism in AM
Her binaries, and to theories of magnetic wind braking, together with tidal coupling,
which are relevant to mass transfer rates above the period gap and in explanations
of the gap. The possible effects of dynamo processes occurring during the common
envelope evolutionary phase on white dwarf magnetic fields are described, and the
effects of accretion on the surface magnetic fields of white dwarfs and neutron stars
are discussed.

Chapter 13 describes the basic theory of stellar magnetic winds, with particular
application to fast rotators. The theory is used to calculate braking torques on the
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secondary stars in binaries and hence calculate mass transfer rates in systems above
the period gap. The theory of the period gap, and why AM Her systems appear not
to be affected by it, is discussed.

Chapter 14 considers accretion disc magnetic winds, beginning with the launch-
ing and field source problems. Wind structure models are described, from the early
work up to the latest results. A detailed solution is presented for the structure of
the disc and the well sub-Alfvénic region of the wind. It is shown that the spin
rate of the accretor can affect the wind mass loss rate in the inner part of the disc,
leading to significantly enhanced values near the star. Finally, wind flow stability
is analysed, particularly in relation to potential field bending instabilities and the
possible quenching effects of turbulent viscosity.

An appendix is included containing basic data, vector identities, vector operators
in coordinate systems, special functions and derivations related to viscous force and
gravitational torques.

SI units are employed, but magnetic field values are often quoted in Gauss since
many astronomers and astrophysicists have a more immediate feel for magnitudes
expressed in these units. It should be remembered that 1 Tesla = 10* Gauss.

The book should be of interest to observers as well as to theorists, with many
useful formulae being included which can be compared to observations, and there is
a wide range of references. Although the main focus is on binary stars, much of the
material on accretion discs, stellar winds and disc winds has more general relevance.
The text is mainly aimed at research workers, but some material (particularly in
Chap. 2) could be useful for postgraduate courses in magnetic stellar astrophysics.

I am grateful to Michael Beaty for invaluable help with the LaTeX production of
the manuscript. I should like to thank the Physics Department at Durham University
for affording me the use of its facilities and for warm hospitality, with particular
thanks to Chris Done, Carlos Frenk, Alan Lotts and Martin Ward. I am indebted to
Ramon Khanna and Christina Fehling at Springer Nature for their kind support and
advice during the publication process.

Newcastle, UK Chris Campbell
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Chapter 1 )
Magnetism in Binary Stars Shethie

Abstract Magnetic fields are of fundamental importance in close binary stars
due to the angular momentum transport that can occur via the action of magnetic
stresses. The strongly magnetic AM Herculis stars and the intermediate polars are
believed to account for approximately 25% of all cataclysmic variables. In the AM
Her binaries an accretion disc cannot form and the accretion stream is magnetically
channelled to form at least one localized column above the white dwarf surface.
The strongly magnetic primary star usually spins in synchronism with the orbit,
even though it will experience a strong magnetically influenced accretion torque.
Partially disrupted discs form in the intermediate polars and an inner accretion
curtain flow channels matter on to the primary. The X-ray binary pulsars and the
accreting millisecond pulsars have magnetic neutron stars which partially disrupt
their accretion discs.

Sub-thermal magnetic fields lead to a magnetorotational instability in accretion
discs which is believed to be the source of the turbulent viscosity needed to account
for the inflow. Disc dynamos can generate large-scale magnetic fields which can lead
to radial transport of angular momentum, or its vertical removal via a channelled
wind flow, depending on the magnetic field geometry. Dynamos can generate
magnetic fields in secondary stars, and channelled wind flows lead to a braking
torque. This, together with tidal coupling, can cause orbital angular momentum
loss that is consistent with the mass transfer rates believed to occur in cataclysmic
variables above the period gap. These topics are outlined here.

1.1 Close Binaries

A close binary system is one in which the separation of the component stars
is sufficiently small for them to be strongly interacting. If the size of a stellar
component is a significant fraction of the orbital separation, then its outer layers will
be strongly distorted by the gravitational field of its companion. The rapid stellar
rotation occurring in such systems gives additional distortion due to centrifugal
force.
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2 1 Magnetism in Binary Stars

The basic description of a binary system is based on a model proposed by Roche
(1873), which was formulated in connection with planets and their satellites. In
the application of this model to binary stars, the stellar components are treated as
point gravitational sources so, relative to a frame with horizontal axes rotating with
the line of stellar centres, a simple total potential results. This is the sum of the
point gravitational potentials plus the centrifugal potential. For circular orbits, time-
independent equipotentials can be found. Near the stellar centres these surfaces are
almost spherical, but further away they become pear-shaped. Critical surfaces result
when the apexes of the equipotentials due to each star touch. These surfaces contain
the masses of their respective stars and are referred to as their Roche lobes. The
point of contact, known as the inner Lagrangian point, L1, is an unstable equilibrium
position.

The Roche model gives a good approximation for the total potential surfaces in
a binary system. A large fraction of the mass of a main sequence star is contained
in its central regions and consequently its gravitational potential does not deviate
greatly from that of a point source in its outer layers. This remains true for tidally
and rotationally distorted stars, since the fractional density perturbations are greatest
in their outer, most tenuous layers and these only make a small contribution to the
potential. Work by Chandrasekhar (1933a,b) and Plavec (1958) showed that the
equipotentials of distorted stars in close binaries approach those of the Roche model
to a very good approximation. The gravitational potential of the compact star can be
taken to be monopolar. The more detached a star is from its Roche lobe, the weaker
its tidal distortion.

Wood (1950) suggested dividing close binary stars into two classes; one contain-
ing systems in which both stellar surfaces lie beneath their Roche lobes, known as
detached systems, and the other containing binaries in which at least one component
fills its Roche lobe. Kopal (1955) suggested dividing the latter class into two groups;
the first containing systems in which only one component fills its Roche lobe, known
as semi-detached systems, while in the second group both components fill their
Roche lobes to form contact binaries.

Most work has been focused on semi-detached systems in which a main sequence
star fills its Roche lobe and orbits with a more massive compact component, the
latter usually being a white dwarf or a neutron star. The main sequence component
is generally referred to as the secondary star, and the compact object as the primary
star. Systems with orbital periods of < 10h have lower main sequence secondary
stars.

Strong interest in close binary stars began when photometric work by Linnell
(1950) on a new eclipsing variable, later designated UX Ursae Majoris, established it
as the first known representative of a new class of subdwarf binaries. Subsequently,
Walker (1956) discovered that Nova Herculis 1934 is an eclipsing variable (DQ
Herculis) consisting of a pair of subdwarfs with an orbital period of 4 h and 39 min.
Further searches among stars of this type led to the discovery of the binary nature of
several other post-novae (e.g. GK Per/Nova Persei 1901; WZ Sge/Nova Sagittae
1913 and 1946). This supported the contention that nova outbursts occur only
among the components of close binary systems. The stars SS Cygni (Joy 1956)
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and U Geminorum (Mumford 1962), which exhibit more frequent outbursts of light
than classical or recurrent novae, were also found to be short period binaries. This,
together with the foregoing discoveries, suggested that all eruptive variables, with
the possible exception of supernovae, are binary objects.

Observations of close binaries led to theoretical models. Crawford and Kraft
(1956) realized that the secondary star in AE Aqr fills its Roche lobe. They
interpreted the observed emission lines as arising from gas passing from the
secondary to orbit around the white dwarf primary. Krzeminski (1965) suggested
that the cooler star in U Geminorum fills its Roche lobe, and that the hotter star is
surrounded by a rotating disc. A similar model had been proposed for DQ Herculis
by Kraft et al. (1962). This picture was later adopted as the standard model of short
period semi-detached binaries containing white dwarf primary stars, designated the
cataclysmic variables (Warner and Nather 1971; Smak 1971).

The lobe-filling secondary transfers material, through the unstable inner
Lagrangian region, to an accretion disc surrounding the compact primary. At
the point of intersection of the stream and the disc a shock is formed, producing
a bright spot on the disc. This manifests itself as a prominent hump in the optical
light curve of those systems in which emission from the rest of the disc is weak
(e.g. many dwarf novae in their quiescent states). Matter spiralling in through the
disc liberates its binding energy and is accreted on to the surface of the primary.
If the mass transfer time-scale greatly exceeds the thermal adjustment time-scale
of the secondary, then the star remains in thermal equilibrium and consequently
shrinks as it loses mass. However, material is kept in contact with the L point since
the secondary’s Roche lobe also shrinks as a result of orbital angular momentum
loss. This is driven by gravitational radiation losses, or by a magnetically influenced
wind flowing from the secondary together with tidal coupling to the orbit. Figure 1.1
illustrates the basic structure of a cataclysmic variable. A detailed description of
the observational techniques used in the study of cataclysmic variables is given in
Warner (1995).

Disc

Secondary

Stream & k. \

Fig. 1.1 The standard model of a cataclysmic variable, viewed down the rotational pole of the
system. The tidally and rotationally distorted secondary loses matter from the unstable L region.
The resulting stream feeds an accretion disc, centred on the white dwarf primary, through which
matter slowly spirals inwards
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In a standard cataclysmic variable the primary star is a non-magnetic white
dwarf, and the accretion disc extends down to its surface. Originally the designation
cataclysmic variable included dwarf novae, nova-like variables and old novae. This
was extended to include the AM Herculis binaries and the intermediate polars,
which contain strongly magnetic white dwarf primary stars. In the AM Herculis
systems the accretion disc is totally disrupted due to the influence of the primary’s
magnetic field, and a channelled stream results, while the intermediate polars accrete
from a partially disrupted disc via curtain flows. These magnetic systems are now
believed to account for approximately 25% of all cataclysmic variables. Some X-ray
binary pulsars and the accreting millisecond pulsars have strongly magnetic neutron
stars accreting material from a disrupted disc, and so these systems have a similar
accretion geometry to that of the intermediate polars.

1.2 Magnetic Fields in Binaries

The presence of a strong magnetic field can significantly modify the standard
structure of a close binary. A white dwarf or neutron star is capable of sustaining
a far stronger magnetic field than a main sequence star. Such compact objects
contain highly conducting degenerate matter and so are generally believed not
to require dynamo action to sustain their magnetic fields, which have very long
decay times (see Landstreet 1994 for a discussion of the fossil field theory for
white dwarfs, and Chap. 12 for further discussion). Hence the strongest source of
magnetism in binaries is usually the compact primary. Strong magnetic fields have
been detected via linear and circular optical polarization, resulting from cyclotron
radiation emitted by accreting gas. Photospheric Zeeman split spectral lines are
sometimes observed. X-rays are emitted from hot shocked gas in accretion columns,
and pulsation periods in the observed intensity result due to the rotation of the
primary.

The magnetic field effect is strongest in the AM Herculis systems. AM Her
was identified as an X-ray source by Hearn et al. (1976). Linear and circular
polarization were observed in the V and I spectral bands by Tapia (1977), of a
strength that indicated the presence of a high magnetic field. Many similar systems
were subsequently found and these objects now form an important class of close
binary stars. The primary stars are white dwarfs with strong magnetic moments.
The secondary stars are M or K dwarfs and the orbital periods range from 1.3 to
4.8 h, with the exception of one system having a period of 8.0h. The magnetic
field completely prevents the formation of an accretion disc. Matter lost from the
L1 region of the secondary becomes channelled by the primary’s magnetic field
and converges to form an accretion column above its surface. Accreting supersonic
material passes through a standing shock at the top of the column and undergoes
compressional heating. The intensity of the radiations emitted from the hot post-
shock flow is observed to be modulated due to the changing orientation of the
column resulting from the primary’s rotation.



1.2 Magnetic Fields in Binaries 5

One of the most striking features of the AM Her binaries is that the angular veloc-
ity of the primary appears to be the same as that of the orbit. This synchronization,
unique amongst close binaries, is most likely related to the strong magnetic field.
The magnetic field interacts with the accretion stream and the secondary star. It is
probable that the secondary star has a dynamo-generated magnetic field, since it has
at least a deep convective envelope and is rapidly rotating.

The X-ray binary pulsars were discovered by Giacconi et al. (1971). In these
systems a lobe-filling secondary transfers material on to a magnetic neutron star.
The magnetic moment is not as large as that of a white dwarf in an AM Her system,
so a partially disrupted accretion disc forms. After passing through the disc, material
is transferred via a magnetically channelled curtain flow to form accretion columns
above the neutron star. A range of spin behaviour of the neutron star is observed.
Magnetic interaction with the disc, as well as field channelling of material, will
generate a torque on the neutron star. A similar disrupted disc model is adopted
for the intermediate polars, in which the primary is a white dwarf with a surface
magnetic field typically an order of magnitude less than in the AM Her binaries.
The model is also used for the accreting millisecond pulsars.

Accretion discs require an anomalous form of viscosity to explain their mass
inflow rates. Turbulence has been employed to generate the necessary stresses
for the radial transport of angular momentum, but an instability to explain the
generation of such turbulence has not been found in a non-magnetic disc. However,
this apparent dilemma is believed to have been resolved by Balbus and Hawley
(1991) who showed that Keplerian discs are dynamically unstable in the presence of
a weak poloidal magnetic field. Subsequent work has shown that this magnetic shear
instability leads to the generation of turbulence and can result in a self-sustaining
dynamo. The resulting stresses due to the large-scale magnetic field can lead to
radial transport of angular momentum at least comparable to the viscous transport.
Hence magnetic fields are believed to play a fundamental role in accretion discs.
Also, a magnetic field of suitable geometry, together with a disc wind, can lead to
effective loss of angular momentum and make a major contribution to driving the
inflow. Wind outflows can develop into channelled jets in the inner region of the
disc.

It is likely that the secondary star in most close binary systems has a magnetic
field. Fast rotation and the presence of convection can lead to dynamo action and the
generation of large-scale magnetic fields. A magnetically channelled wind from a
tidally synchronized secondary is invoked to generate the orbital angular momentum
loss necessary to sustain mass transfer in systems with periods of P = 3h. A
transition to gravitational radiation driving for P < 3 h may be related to the period
gap of width 2-3 h in which systems are not observed because the mass transfer
process, which is the main luminosity source, has temporarily ceased in binaries
evolving through this period range.
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1.3 Magnetohydrodynamics

The theory of magnetohydrodynamics describes the fluid mechanics of plasmas and
the behaviour of their magnetic fields. Maxwell’s equations for the electromagnetic
field are combined with the equations of hydrodynamics. For non-relativistic flow
speeds, the magnetic force can be expressed as a function of the field B and its
spatial derivatives, and this dominates the electric force. The electric field and charge
density can be eliminated from the equations, and so do not have to be explicitly
considered. Faraday’s law of induction, combined with the Lorentz transformations
and Ohm’s law, shows how B is affected by the fluid motions and diffused with an
associated dissipation of the electric currents. The momentum equation accounts for
the effect of the magnetic force on the motions, and the heat equation has a source
due to the dissipation of currents.

Simplified forms of the equations can be used in some problems. For example,
the diffusion term in the induction equation can be ignored if the diffusion time-
scale is much longer than the flow time-scale. In this case a useful picture emerges
in which the magnetic field lines are frozen to the plasma. Material is therefore
threaded on to field lines which are advected and distorted by the flow. In the other
extreme, the effect of the velocity term is small and the induction equation becomes
purely diffusive, so material can move freely across field lines. Kinematic theory
is appropriate when the magnetic force only has a small effect on the motions.
The velocity solution of the non-magnetic fluid equations can then be used in the
induction equation to calculate B.

Dynamo theory describes how magnetic fields can be generated and sustained
by fluid motions, in the presence of dissipation. Mean-field equations describe the
generation of poloidal and toroidal fields due to differential rotation and turbulence,
coupled with stratification. Certain conditions are necessary for dynamo action, and
various types of dynamos can be defined. Dynamo theory beyond the kinematic
approach has been developed to an increasing extent, to incorporate dynamical and
thermal effects.

Large-scale magnetic fields can have associated stresses that lead to the transport
of angular momentum. Such magnetic transport can occur in many different
situations in binary stars, including coupling between the stars, spin-orbit coupling,
accretion stream channelling, coupling between a disc and its accreting star, radial
and vertical transport of angular momentum in discs and braking due to magnetic
stellar wind flows.

1.4 Types of Problems

The synchronization problem in AM Her binaries involves a range of MHD
problems. An asynchronous primary, having a magnetic axis tilted to its rotation
axis, causes the tidally synchronized secondary star to experience a time varying
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magnetic field and shears due to magnetospheric motions. Electric currents will
be induced in the secondary and primary stars, as well as in the connecting
magnetosphere. Toroidal magnetic field will be created and the resulting magnetic
stresses will lead to torques on the stars and on the orbit. Magnetic spin-orbit
coupling causes the primary to approach synchronism on a time-scale less than
the lifetime of the binary. An over-synchronous primary leads to magnetic orbital
torques which can reduce the mass transfer rate.

Magnetic channelling of the accretion stream results in a 3D flow and an accre-
tion torque with components normal and parallel to the orbital angular momentum
vector. These must be balanced, in a stable way, if synchronous states are to exist.
A large-scale magnetic field generated in the secondary star can give a balancing
torque on the primary. Such a field could be produced by dynamo action. Distortion
of the primary by non-radial internal magnetic forces leads to a tidal torque which
can play a part in creating a synchronous state. Even if such a state exists, conditions
are necessary to attain corotation.

The problem of inner disc disruption in the intermediate polars, and in some
X-ray binary pulsars and the millisecond accreting pulsars, involves the MHD
interaction of the stellar magnetic field and its magnetosphere with the disc. Poloidal
field which penetrates the disc is sheared due to the differential rotation between
the disc and magnetosphere to create toroidal field and associated electric currents.
Magnetic heating of the disc inside the corotation radius leads to pressure increases
which cannot be balanced by the vertical gravity and disruption occurs over a narrow
radial region. Vertical pressure gradients in this region accelerate material through a
sonic point beyond which it flows through a channelled curtain to accrete on to the
star. The star and the disc can exchange angular momentum via magnetic torques
and this affects the stellar spin evolution.

Magnetorotational instability due to sub-thermal magnetic fields in Keplerian
accretion discs leads to the generation of turbulence. This, and the strong radial
shear, can result in dynamo action which creates large-scale magnetic fields. Fields
having quadrupolar symmetry result in the outward radial transport of angular
momentum which drives an inflow through the disc. If a dipole symmetry magnetic
field is generated then channelled wind flows may be favoured and these can be very
effective at removing angular momentum and causing disc inflows.

Dynamos are likely to generate a magnetic field in the secondary star, since it
has at least a deep convective envelope and is rapidly rotating. A magnetically
channelled stellar wind will cause magnetic braking and drive the secondary into
an under-synchronous state. Tidal torques will then spin the star up at the expense
of orbital angular momentum. This can drive mass transfer at rates consistent with
those occurring in CVs above the period gap. A change in the structure of the stellar
magnetic field due to the transition to fully convective stars, involving the vanishing
of a tachocline region connecting the radiative core to the convective envelope, may
explain the creation of the period gap.
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Chapter 2 )
Theoretical Prerequisites Shethie

Abstract The essentials of plasma physics are outlined in relation to the derivation
of the equations describing magnetohydrodynamics. The Maxwell equations are
then combined with the equations of hydrodynamics to derive the equations of
MHD, with viscosity and the associated energy transport equations included. The
main types of magnetic wave solutions are derived, and their relevance to different
types of flows is considered. Mathematical representations of the magnetic field
are given, with application examples. Magnetic diffusion processes and their related
transport coefficients are discussed, and then the basic theory of mean-field dynamos
is presented, including a classification of the various types.

The theory of close binary stars is presented, including the Roche model
and an outline of tidal theory. Mass transfer, due to Roche lobe overflow, is
considered and the driving mechanisms of gravitational radiation and magnetic
braking are described. The steady viscous accretion disc model is presented, and
the fundamental time-scales in discs are derived. The essentials of spin dynamics
are given, in relation to the response of compact stellar components to torques and
in the analysis of stability.

2.1 Introduction

This chapter contains the basic essentials of magnetohydrodynamics, binary star
theory and spin dynamics. In Sect.2.2 the necessary conditions for classical fluid
dynamics to apply to plasmas are discussed. The equations describing the electro-
magnetic field are then combined with the equations of fluid mechanics, to first order
in v/c, to form the equations of MHD, and their general properties are discussed.
Hydromagnetic wave motions, which redistribute energy and momentum, are
derived, followed by convenient mathematical representations of the field B. The
decay of B fields and various types of diffusion processes are then considered. In
Sect. 2.3 the basic dynamo problem is formulated and the main types of mean-field
dynamos are defined.

Section 2.4 presents the theory of close binary stars. Firstly, the Roche model
is considered and the unstable nature of the inner Lagrangian point is analysed. A
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summary of tidal theory is given, related to the synchronization of the secondary
star. Mass transfer and the subsequent formation of an accretion disc are then
addressed. The classic steady viscous accretion disc model is presented, since
this acts as a basis for understanding magnetic modifications in discs. The time-
dependent disc equations are formulated and various important time-scales are
defined, and the principles of viscous diffusion and instability are discussed.

Section 2.5 considers rigid body dynamics, which is relevant to the response
of compact primary stars when they are subjected to torques. A highly magnetic
primary is likely to have some distortion from spherical symmetry due to non-
radial internal magnetic forces. Hence, in general, its angular velocity and angular
momentum vectors will not be parallel and full spin dynamics theory is needed
to analyse the motion. The relevant frame transformations are discussed. The spin
evolution of such stars is of central importance and accurate observations relating to
this are available in a variety of systems.

2.2 Behaviour of B Fields in Plasmas

2.2.1 Plasma Fluids

A plasma is a mixture of an electron gas and an ion gas. The electrons and ions
interact with each other through their Coulomb attractions and repulsions. A plasma
differs from an atomic or molecular gas in that its inter-particle forces can be longer
range than the short-range forces between neutral particles. A charged particle can
interact with many others at any instant. The presence of a large-scale magnetic
field can further complicate matters by introducing anisotropic properties. However,
if certain conditions are met, the bulk motions in a plasma can be described by
classical fluid mechanics, with additional effects due to a large-scale magnetic field.

If the ions result from atoms each losing Z electrons of charge magnitude e, then
the total charge density is

pc = niZe — nee, 2.1
where n; and n. are the number densities of ions and electrons, respectively. Any
local charge separation cannot be large, since this would result in a very strong
electric field rapidly restoring neutrality. It follows that

ne >~ Zn; 2.2)
and p. is small. This equation is referred to as the plasma approximation. Since

mj > m., where m; and m. are the ion and electron masses, electrons are relatively
easily accelerated. A small local excess of electrons results in a restoring electric
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field leading to plasma oscillations about the neutral state with a characteristic
frequency

1
nee? \ 2
wp=< ) : (2.3)
€QMe

where n. is the unperturbed electron number density and €( the permittivity of free
space. This is referred to as the plasma frequency.

The length-scale associated with charge oscillations is [ ~ v./wp, where v, is
a typical electron velocity. The electric field resulting from the charge imbalance
is limited in range to ~ [, by the shielding effect of the electrons. In the absence
of perturbations charge neutrality would hold, with /. vanishing and the electrons
totally shielding the ions. However, the formation and maintenance of the plasma
state requires sufficiently high temperatures and hence charge fluctuations due to
the thermal motions of the electrons are always present. A fundamental shielding
length [, = X;, known as the Debye length, can be defined by taking v. to be the
mean thermal velocity of an electron. Hence

KT\ 2
Ve ~ Wphp = , 2.4

Mme

where k is Boltzmann’s constant and the electron temperature 7, = 7; = T for a
gas in local thermodynamic equilibrium. The use of (2.3) for the plasma frequency

wp then yields
kT 2
€|
AD=<02> . 2.5)
nee

This is the length-scale of local electric fields resulting from thermally induced
charge separation, and hence it gives an effective range for Coulomb collisions in
a plasma. On length-scales < A, thermal charge separation is significant and the
plasma approximation (2.2) does not hold.

Provided the macroscopic length-scale L satisfies L > A, the electromagnetic
field may be divided into a large-scale, collective field and a small-scale, random
field. The large-scale field has the macroscopic charge density and current density
as its sources. The small-scale random field is essentially the sum of the unshielded
Coulomb fields of individual particles; it acts to keep the velocity distribution
function close to a Maxwellian form, and to inhibit the drift of electrons relative
to ions. The plasmas occurring in binary stars generally well satisfy L >> A, so the
macroscopic field equations can be employed.

In discussing plasma properties, a mean free path can be defined, using elemen-
tary kinetic theory, by

A= a2’ (2.6)
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where 7 is the number density of scattering particles and b is an effective collision
radius. The quantity h? is a collision cross-section. For elastic scattering, such
as electrons by ions, an estimate for b can be made by equating the Coulomb
interaction energy to the mean thermal kinetic energy, giving

Ze?

b~ . 2.7
6megkT

An estimate for the average value of b including long-range scattering, employing
the differential Rutherford cross-section, increases (2.7) by a factor of >~ 9/4.

If the plasma behaves like a nearly perfect gas, the Coulomb interaction energy
at the mean inter-particle distance of >~ n~"* must be small compared to the thermal
energy. This requires

1
Zens 3
kT 2.8
deg <<2 (2.8)

which, by the use of (2.7), is equivalent to

bns < 1. (2.9)

The ratio of the mean free path to the Debye length can be found using (2.2)
and (2.5)—(2.7), noting that n = n;. The result is

1
A 6\2 1
~ ( ) - (2.10)
Ap s (bns)2
In the perfect gas regime (2.9) holds for bn'” and hence A > A,. So, as expected in
this case, the mean free path is much greater than the Coulomb screening radius. It is
simple to show that the average collision radius b < Ap, consistent with short-scale

interactions in a perfect gas, and that A, > n~"". Hence the necessary ordering of
length-scales is

Ay > 03> b, @.11)

A mean collision time can be defined for scattering of electrons by ions as

)\ei

, 2.12
(Vn)e ( )

Tei =

where A is the mean free path. This is the time-scale in which a sub-thermal
electron drift velocity relative to ions is randomized. Similar time-scales can be
defined for ion-ion and electron-electron encounters.
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In a fully ionized gas the presence of a magnetic field can introduce an anisotropy.
An electron spirals about a uniform field B with the gyration frequency

o=, (2.13)

me

with a similar expression for ions. The gyration time-scale of ~ 1/w. can be
compared with the collision time-scale ., given by (2.12). If w.7,; > 1 then an
electron performs a number of spiral turns before having its motion randomized by
collisions with the ion gas, and hence the field introduces a microscopic anisotropy.
This can result in a reduced conductivity across field lines. However, inside most
stars, with plausible values of B, w.7.;i < 1 applies, but anisotropic conductivity
can occur in stellar magnetospheres.

The classical fluid mechanics approach can be applied to plasmas when the
macroscopic length-scale L is large compared to the particle mean free paths,
and the macroscopic time-scale is long compared to the collision times. A fluid
element of volume ~ I3 can be defined with A « [ <« L, so the gas within it
contains many colliding particles representing a continuous distribution of momenta
and is essentially uniform. The effect of collisions is then to randomize the
particle velocities about a mean velocity v, which is the bulk velocity of the
fluid element. Viewed in a frame moving with velocity v, the particles have a
velocity distribution very close to Maxwellian, and a temperature T can be defined
for the element. Small deviations, of order A/L, from a Maxwellian distribution
yield the transport quantities of resistivity and viscosity. The centre of mass of
the fluid element has a local position r, at a time ¢, in a global frame. Such a
plasma can be regarded as a continuous fluid with velocity v(r, ) and mass density
p(r,t). Since the ion mass m; > me, it follows that p ~ n;m; and the bulk
velocity v >~ v; to good approximations. Because L > A;, large-scale electric
and magnetic fields can be defined, with macroscopic charge and current density
sources. Magnetohydrodynamics (MHD) considers the motions, and equilibria, of
such an electrically conducting fluid and the behaviour of its B field.

The magneto-fluid equations can be derived by applying macroscopic principles.
They can also be derived from appropriately weighted integrals involving the
particle distribution function f(r, p, #). This function is a phase space, statistical
description, with fd>rd>p being the number of particles with position and momen-
tum in a given six-dimensional volume element d3rd>p at a time 7. A separate f can
be defined for each species of particle. The phase space evolution of f is described
by Boltzmann’s equation

af

1
+ Vit F-v, =T, (2.14)
it m

where m is the particle mass, V, the gradient operator in momentum space, and F is
the force on a particle, excluding the short-range interactive forces associated with
collisions. The term I" gives the effect of collisions.
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The number density of particles is
n= / fd’p, (2.15)
P

where the integral is over all momentum space, and f vanishes as p — =£o0. Since
mi > me, the velocity of a fluid element is the mean ion velocity in the real space
volume element dr, given by

v(r, 1) =<pi‘>: 1/’;'pifd3p. (2.16)
p 1

mj n

The macroscopic fluid dynamic equations can be derived by taking appropriately
weighted integrals of the Boltzmann equation (2.14), for ions and electrons (e.g.
Battaner 1996). Extensive descriptions of astrophysical plasmas are given by
Kulsrud (2004) and by Chiuderi and Velli (2014).

In classical fluid mechanics two types of analysis of the flow properties are
possible. In the Eulerian representation fixed spatial points are considered and
a fluid quantity Q(r,7) has r and ¢ as independent variables. Hence temporal
rates of change involve partial time derivatives. In the Lagrangian representation
fluid elements of conserved mass are followed and hence rates of change must
account for the effect of displacement due to the flow. The vector r now defines the
instantaneous position of a fluid element, so r = r(¢) and the velocity v = dr/dt.
First order Taylor expansion gives a total differential change in Q(r(?), ¢) as

d
dQ =dr-VQ+ BIth’ 2.17)
and hence
dQ 90
= -VO. .
dt ot +v-VQ (2.18)

This is referred to as the material, or Lagrangian derivative of Q. The derivative also
applies to vector quantities; for example, the acceleration of the fluid is

a= Vv (2.19)
Cdt ot ’
and this must be employed in deriving the momentum equation. The Lagrangian
operator is therefore

d d
= - V. 2.20
dt Jt TtV ( )

Certain fluid properties become clearer when viewed using the Lagrangian picture.
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In the remainder of this section the macroscopic electromagnetic field equations
are combined with the fluid equations, in the non-relativistic regime, to obtain the
equations of MHD.

2.2.2 Maxwell’s Equations

Maxwell’s equations describing the macroscopic electric and magnetic fields E and
B are

Pe

V.E="", (2.21)
€0
oB
VxE=—_, (2.22)
at
V.B=0, (2.23)
VxB=pd+ o (2.24)
xB = , .
Ho c? ot

where p. is the charge density, J the current density, €y the permittivity, pg the
permeability and ¢ = 1/(epup)" the speed of light. These equations are local
expressions of Gauss’s electric flux law, Faraday’s law of induction, the magnetic
flux law, and Ampere’s law with the addition of the displacement current term.

The fields E and B can be derived from scalar and vector potential functions.
Equation (2.23) enables B to be expressed as

B=VxA, (2.25)

where A is the magnetic vector potential. Substitution of this in (2.22) gives
0A
Vx|E+ 5 =0, (2.26)

which is satisfied by

0A

B=-vy- ot’

(2.27)

where 1/ (r, t) is the electric potential. It follows from (2.25) and (2.27) that B and
E are unchanged by the transformations

A=A+Vo, (2.28)

Yv=v-_, (2.29)
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where @ is an arbitrary scalar function. The consequent freedom of choice in the
divergence of A enables separate equations to be derived relating A to J and ¢

to oc.
Substituting (2.25) for B and (2.27) for E in the Maxwell equation (2.24), and

using the vector identity (A7), gives

1 9%A

VA —
c? 912

Loyy _
—V(V-A+C2 8t>_ wmod. (2.30)

Eliminating E between (2.21) and (2.27) yields

Pe

0
V2 4+ (V-A)=— (2.31)
Jat )
These equations involving A and i can be decoupled by choosing
1 0y
V- A=-— , 2.32
c2 ot ( )
which is referred to as the Lorentz gauge. The separated equations are then
1 %A
VA — = —nol, 233
2 g2 wmod (2.33)
vy | Y __pe (2.34)
2 912 € )

If the sources J and p. are known then these inhomogeneous wave equations have
formal integral solutions for A and v, incorporating retardation effects due to the
finite speed of propagation of the fields (e.g. Jackson 2001). The fields B and E then
follow from (2.25) and (2.27).

The electric and magnetic fields, E’ and B’, measured in a frame moving with
velocity v relative to the frame in which E and B are measured, are given by the
Lorentz transformations

E = —y)(vl;zE)v+y(E+v x B), (2.35)

, (v-B) 1
B =0-y) 2 V+y<B—C2vxE), (2.36)

where

1
2 2
y = <1 _ ';2> . (2.37)
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The Lorentz force on a charge ¢ moving with velocity v, in the presence of E
and B fields is

F, = g(E + v x B). (2.38)

2.2.3 The Induction Equation

The magnetic fields present in binary systems interact with conducting plasma. This
plasma can consist of the secondary star, the atmosphere of a white dwarf primary,
the accretion stream and disc, wind material, and sometimes a magnetosphere.
The largest fluid velocities occur in the stream flow, the circular motions in
the disc and in the outer regions of winds. These have characteristic values of
v ~ 10°ms~! and hence fluid motions in binary stars usually satisfy v/c <
3x 1073 « 1. The inner regions of accretion flows on to strongly magnetic neutron
stars can have significantly larger speeds, but these become reduced as the star
is approached. Provided that v/c < 1 is satisfied, the theory of non-relativistic
magnetohydrodynamics is appropriate. The induction equation is fundamental in
this theory.

The equations of non-relativistic MHD are derived using the condition v < ¢ and
working to first order in v/c. Since v, E and B are causally inter-related, a typical
velocity is v ~ £/t where £ and t are the length and time-scales for E and B. The
induction equation (2.22) then gives

~ "~ (2.39)

It therefore follows in the Maxwell equation (2.24) for V x B that

0E/31]  (E v\ 2
2V xB| 2B (c) <1 (2.40)

so the displacement current can be neglected and
V x B = uol. (2.41)

Taking the divergence of (2.24), noting that V - (V x B) = 0 and using (2.21) to
eliminate V - E, gives

9pc
vV J=—_". 242
J 5t (2.42)
This expresses the conservation of charge. Equation (2.41) yields V - J = 0
which implies that in non-relativistic MHD the electric currents flow in closed
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loops. Equation (2.42) then shows that the time derivative of the charge density
is ignorable, to first order in v/c.

The current density can be expressed as the sum of the ion and electron
contributions by

J =nZev; — neeve, (2.43)

where n; and n. are the ion and electron number densities, v; and v, the mean drift
velocities of ions and electrons, and e > 0. Using (2.1) for the total charge density
Pc, it follows that (2.43) can be written

J = pevi — nee(ve — vi). (2.44)

Noting that, since m; >> m., the bulk velocity v >~ v; to a good approximation, and
hence the current density becomes

J = pcv+ pe(ve — V), (2.45)

with p. = —nee. It is noted that (v. — v) is the mean drift velocity of electrons
relative to the centre of mass of a fluid element, and hence

J=J 4+ pev, (2.46)

where J' = pe(ve — V) is the electron current density measured in the fluid element
frame.

Expanding (2.37) for y, and using (2.39) for E/B, it follows that the Lorentz
transformations (2.35) and (2.36) become

E =E +v x B, (2.47)
B' =B, (2.48)

if terms of order (v/c)? are neglected. The current density J is given by
J=0E + p.v, (2.49)
where o is the plasma conductivity and E’ is measured in a frame moving with the
local fluid velocity v. This expression for J follows from (2.46) with J' = o E’ being
Ohm’s law in a fluid element frame, while p.Vv is the contribution to J due to charge

advection by the flow. It follows from (2.21) for p. and (2.41) for J that

vl IVIE| Y

2.50
3| HO€D IB| (2.50)

c



2.2 Behaviour of B Fields in Plasmas 19

where the last relation derives from (2.39) for E/B. Hence, to first order in v/c,
charge advection is ignorable in (2.49) so J = J/ = o E’ and the use of (2.47) for E/
then gives

J=0(E+vxB). (2.51)

Combining Faraday’s law (2.22) with the curls of (2.41) and (2.51) gives the MHD
induction equation

oB
Vx(va)—Vx(anB):at, (2.52)
where n = 1/uoo is the magnetic diffusivity.
Using the vector identity (A6), the induction equation (2.52) can be written as

daB

4 =BV VB VV-V XV xB), (2.53)

where d/dt is the Lagrangian time derivative, measuring the rate of change moving
with the fluid velocity. The first and second terms on the right side of this equation
represent the rates of change of B in a fluid element due to compression and
stretching of the field lines by the motion, respectively. The last term gives the
diffusion of B, which has an associated dissipation of electric currents.

The relative importance of the convective and diffusive terms in the induction
equation (2.52) can be gauged using the typical length and time-scales ¢ and t. The
magnetic Reynolds number is defined as

Ly |V x (v x B)|

Rm= )
n IVxmVxB)

(2.54)

where v ~ £/t is a typical fluid velocity. The cases of large and small values of Ry,
are of particular significance.
In the case Ry > 1 the induction equation becomes

oB
Vx(vxB)= . (2.55)
ot
There are several ways of showing that in this limit the magnetic field is ‘frozen’
to the plasma, so fluid elements are attached to field lines and flux freezing results.
One method is to represent B as

B=VaxVB=Vx(@Vp), (2.56)
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where « and B are referred to as Euler potentials. This satisfies V - B = 0 and, since
B-Va =B -V =0, « and B are constant on field lines and so can be used to label
these lines. The substitution of (2.56) in (2.55) gives

ap do
VaxVat—V,BxVat =V x [vx (Va x V)]

=V Xx[(v-VB)Va — (v-Va)Vg]
=V(v-VB) xVa —V(v-Va) x VB, 2.57)

making use of the vector identity (AS5). Hence
ap do
Vx| aV o —-Vx| BV a9 ) = —Vx[aV(V-VBI+VX[BV(v-Va)], (2.58)
and so the induction equation becomes
dp do
\% A A% =0, 2.59
x <a dt p dt > ( )

where d/dt is the Lagrangian time derivative. Equation (2.59) has a family of
solutions, but the simplest is

da dp
= =0, 2.60
dt dt (2-60)
corresponding to magnetic field lines moving with the fluid.
Another way of demonstrating the frozen field property of (2.55) is to consider
the magnetic flux through a contour c. This is given by

q> :/B~dS, 2.61)
S

where S is an open surface ending on c. If the contour and its surface are taken to be
always composed of the same fluid elements, then conservation of @ is consistent
with the field being frozen to the plasma. Hence the material derivative d®/d¢
should vanish if (2.55) is satisfied.

Denote the material contour at time ¢ by ¢, and at time 7 + 8¢ by ¢’. In the time
interval 8¢ an arc length dl of ¢ sweeps out an area dl x véz. A closed surface can
be considered consisting of a surface S ending on ¢, a surface S” ending on ¢/, and
the band joining ¢ and ¢’. The total flux through this closed surface at time ¢ + 87 is

—/B(r,t+5t)-ds+/ B(r,t+5t)-ds’+fB(r,t+5t)-d1xv5t —0. (2.62)
S S/ N

C
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The negative sign arises since the outward normal is required on S, and the total flux
of B through any closed surface is zero since V - B = 0. The change in flux through
the moving contour is therefore

5@:/ B(r,t~|—8t)-dS’—/B(r,t)-dS
S’ S

=/[B(r,t+8t)—B(r,t)]~dS+8t¢B(r,t)~vxdl
S .

C

{ 0B
=t / ~dS—¢VXB~dl}. (2.63)
s 0t c

Dividing by ¢, letting §+ — 0 and using Stokes’s integral theorem, gives

dd OB
i :L(at —VX(VXB))-dS. (2.64)

Equation (2.55) then shows d®/dt = 0, which is consistent with frozen B.

Finally, it can be noted that the ideal induction equation (2.55) is identical to the
equation describing the evolution of the vorticity @ = V x v in an inviscid flow,
with B replacing w. Kelvin’s circulation theorem is consistent with the vortex lines
moving with the fluid (e.g. Batchelor 2005) and hence (2.55) is consistent with the
lines of B moving with the fluid. Like B, the vortex field satisfies V - @ = 0.

In the general case, with diffusion present, (2.52) and (2.64) yield

do

__ / V x (7V x B) - dS. (2.65)
dt S

showing that the flux through a material contour changes due to diffusion of B.
When R, « 1 the induction equation becomes

B
VXV xB) =~ " (2.66)

For constant 7 this yields

B

VB= 2.67
n 9 (2.67)

which is a standard diffusion equation for B. The rate of dissipation of the electric
current in a fluid element can be found by considering the rate at which the electric
field does work on the electrons. This rate of work, per unit volume, is

Om = (Ve — Vi) - (p.E), (2.68)
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where (v. — v;) and E’ are the electron mean drift velocity and the electric field both
measured in the centre of mass frame of the element, remembering v; =~ v. Since
E = uonlJ and J' = pe (v, — v;) while, to first order in v/c, J' = J, it follows that

Om = uond*. (2.69)

The kinetic energy imparted to the electrons is dissipated due to collisions with
the ions, resulting in heating of the plasma. Hence (2.69) represents the rate of
dissipation of electric current per unit volume. In the absence of significant fluid
motions and external sources, (2.67) shows that a magnetic field with length-scale ¢
decays on a characteristic diffusion time-scale

2 B?)2uo
n Onm

where the last ratio derives from the Ampere law (2.41) for J and (2.69) for the
magnetic dissipation function Q. This gives the time-scale on which the magnetic
energy density decays at a point due to dissipation of the current density.

It follows from (2.54) and (2.70) that the magnetic Reynolds number is

Ty =

(2.70)

_ £2/77 _ Td

R - - b
" L/v Tkin

2.71)

where 1, is the flow time-scale (kinematic time). When R, > 1, then 7, < T,
and the flow distorts the magnetic field faster than it can diffuse. Conversely, when
R, < 1, then 7, < 1, and rapid diffusion prevents the flow from significantly
affecting the field. Separate magnetic Reynolds numbers can occur, involving vari-
ous velocity components and length-scales. Turbulent magnetic Reynolds numbers
can also be defined.

An expression for the rate of change of the magnetic energy density can be
derived from the Faraday induction equation (2.22). Taking the scalar product of
this with B and using the vector identity (A4), together with (2.41) for J, gives

3(32)__v (ExH) —E-J (2.72)
or \ 210 h x ’ '

where H = B/ 0. The use of (2.51) for J yields
E-J=puond?> = (vxB)-J=puonJ® +v-J xB). (2.73)

It is shown below that J x B is the magnetic force density Fy,, so

3 ( B? )
=-V.ExH) —uonJ* —v-Fp. (2.74)
or \ 210
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The first term on the right hand side of this equation is the divergence of the Poynting
energy flux E x H. A positive divergence corresponds to magnetic energy flowing
away from a point, leading to a decrease in the energy density. The second term is
the dissipation of currents, always causing a decrease in field energy. The term v-Fy,
is the rate at which the magnetic force does work on the fluid motions, allowing an
exchange between magnetic and kinetic energy. This term can correspond to an
increase or a decrease in the magnetic energy density, depending on whether v is
antiparallel or parallel to Fy,.

The concept of magnetic flux tubes is important. A flux tube is the volume
enclosed by the set of field lines which intercept a simple closed curve. Since no
field lines cross the surface of the tube, it follows from V - B = 0 that for any
volume of it contained between two cross-sections as much flux enters one section
as leaves the other. Hence the flux ® through any section of the tube, given by (2.61)
with dS having the same sense as B, is constant. When R, >> 1 matter can flow
along flux tubes but not across them. The flux tubes can have infinitesimal or finite
cross-sections.

It is sometimes convenient to express the induction equation, or part of it, in terms
of the vector potential A. In the general theory of electromagnetism, A is related to
J by the inhomogeneous wave equation (2.33), subject to the Lorentz gauge (2.32).
In the non-relativistic approximation of MHD terms of order (v/c)? are ignored.
The potentials A and ¥/, like E and B, vary with length and time-scales £ and t, and
v ~ £/t. It then follows in (2.33) that

|02A/01%]  £2/>

cZ|VZA| c? c?’ (2.75)

and hence, to first order in v/c, the magnetic vector potential is related to the current
density by

V2A = —pol. (2.76)

In this approximation, the delay effects due to the finite speed of propagation of the
fields is ignorable. The Lorentz gauge (2.32) has a ratio of terms given by

/o /Oy (/DEE (/v v?

, 2.77
2|V - Al cZA c2¢B c? c? @.77)

using (2.25), (2.27) and (2.39) to estimate the fields B and E. The Lorentz gauge
condition therefore becomes

V.A=0. (2.78)

It will be seen that in axisymmetric problems it is particularly useful to express
the poloidal magnetic field in terms of a vector potential.
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2.2.4 Magnetic Force

The Lorentz force density on ions and electrons is
F =niZe(E 4 v; x B) — nce(E 4 v. x B). (2.79)

The use of (2.1) for p. and (2.43) for J then gives
F=pE+J xB. (2.80)

The ratio of the electric to magnetic force is

pc|E| E\*  /v\2
1J % B| QMO(B) (c)’ (2.81)

where the first relation follows from (2.21) for p. and (2.41) for J, and the second
from (2.39) for E/B. The electric force density is therefore negligible so

F=F,=JxB, (2.82)

and the use of (2.41) gives the magnetic force per unit volume as
1
Fn.= (VxB)xB. (2.83)
o

Employing the vector identity (A2), (2.83) can be written as

1 ( B2 )
F,= (B-V)B-V ) (2.84)
Ko 2u0

Hence Fy, can be expressed in the Cartesian tensor form

IM;;
Foi= . "7, (2.85)
ij

where the summation convention is used and

1 B?

M;j = BiBj— Sij (2.86)
%) 2o

is the Maxwell stress tensor. The B;B;/uo term represents a tension along the

magnetic field, while B%/2u is a pressure.
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Writing B = BSand §- V = d/ds, where s is the distance along a field line, then

B V)B—Bzd(§)~|—§d B2 —Bzﬁ+v B2 (2.87)
7 4 ds\ 2 ) " R, N2 ) ‘

where R, is the local radius of curvature of a field line, n is a unit vector directed
at the centre of curvature and V| measures the spatial rate of change along B.
Substitution in (2.84) gives

B2 B2
F, = ﬁ—vL< ) (2.88)

The magnetic force therefore results from curvature of the field lines, which are
stressed along their length, and from the variation of magnetic pressure across field
lines. A flux tube of infinitesimal cross-section acts like an elastic string, and also
has a pressure exerted on it by neighbouring tubes. The first term in (2.88) acts like
an elastic restoring force, while the second term makes a contribution if B varies
across field lines.

There are two non-trivial cases in which the magnetic force density vanishes. A
current-free region has J = 0 and hence zero Fp,. Equation (2.41) for J then shows
that V x B = 0 and hence a current-free field can be expressed as

B=-VVYp, (2.89)
where, by virtue of V - B = 0, the magnetic scalar Wy, satisfies Laplace’s equation
V2w, =0. (2.90)

The second case of vanishing Fy, arises when J is finite but parallel to B. This
case leads to the concept of a force-free field and (2.83) yields

(VxB)xB=0. (2.91)
This condition is satisfied by
V x B = f(r)B. (2.92)

Taking the divergence of this equation, and using the vector identity (A3), shows
that

B-Vf=0, (2.93)
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so f(r) is constant along lines of B. The curl of (2.92), together with the vector
identities (A5) and (A7), yields

V’B+ f?B=—-Vf xB. (2.94)
In the degenerate case f = 0 and the force-free field becomes current-free.

In the case of an axisymmetric force-free field, the poloidal field can be
expressed as

1;me n 1 n
B, =V x ( ¢) = Viymx ¢, (2.95)
w w

where 27y, (w, z) is the poloidal flux through a circular contour of cylindrical
radius @ at height z. It follows that

B, - Vi =0, (2.96)

so that ¥, is conserved along poloidal field lines.
The toroidal component of the force-free equation (2.91) yields

B, V(wBy) =0, (2.97)

so @ By is also conserved along poloidal field lines. It then follows from (2.96)
and (2.97) that @ By can be expressed as a function

W(Ym) = @ By. (2.98)
The cylindrical components of (2.95) are

1 8¢m

By = — , (2.99a)
w 0z
1 0Ym
B, = v . (2.99b)
o 0w
The toroidal current density can be expressed as
1 m 1 Ym
Jp=— [v2<‘/’ )_ ¥ } (2.100)
Ho o (o)

Using this, together with (2.99a) and (2.99b), in the poloidal components of the
force-free condition (2.91) leads to the Grad-Shafranov equation

V2<”2‘1)— 12%‘: b d (Wz), 2.101)

o w 2w dyrm
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where W(yry,) is given by (2.98). This shows how By is related to ¥, for an
axisymmetric force-free field. Such a field must have a twist, and this is associated
with a modification of the poloidal field from its current-free state.

The amount of poloidal field modification is related to the field winding ratio
|By /By, and in the formal limit By, — 0 the force-free equation (2.101) reduces to

v2<‘/’“‘> _ 1V =0. (2.102)

w ol w

By (2.100), this corresponds to the current-free limit Jy = 0 and By = O for an
axisymmetric field. It follows from the field component expressions (2.98), (2.99a)
and (2.99b) that the ratio of the right hand side to either of the terms on the left hand
side of (2.101) is ~ Bé/Bg. Hence if | By /B,| < 1 occurs, then the right hand side
is small compared to either of the terms on the left hand side so the left hand terms
must nearly cancel and (2.101) reduces to (2.102) for the poloidal flux function.
This corresponds to |Jy| < |Jp], so By, can be considered as essentially current-free
while a relatively small but finite By, field satisfies the force-free condition (2.97).
Formally, a force-free magnetic field has Fy,, = J x B = 0, with J exactly parallel
to B. In practice, the state of J parallel to B is approached when B2/2/1y > P and,
if a flow is present, when v < (B%/10p)". These conditions correspond to vf >
cs2 and vf > v2, respectively, where v, is the Alfvén speed (see Sect.2.2.6) The
magnetic energy density then dominates the thermal and kinetic energy densities,
and the terms in the momentum equation are balanced by having J nearly parallel
to B to prevent the magnetic force term from dominating. A finite magnetic force
results because the large magnetic energy density, which is intrinsic to J x B as
a scaling factor, compensates for J being nearly parallel to B. The solution of the
force-free equation gives the structure of the magnetic field to a good approximation.
Strictly speaking, such fields should be referred to as nearly force-free but they are
usually just described as force-free. In force-free field situations the geometry of
the poloidal magnetic field largely determines the poloidal geometry of the flow.
In binary stars, force-free fields occur in the well sub-Alfvénic regions of magnetic
stellar and disc wind flows, and in magnetically channelled accretion flows. They
also occur in magnetically dominated, nearly corotating stellar magnetospheres.

2.2.5 The Magneto-Fluid Equations

The plasma motion is governed by the equations of continuity, momentum and
thermal energy. The equation of mass conservation can be derived by considering a
mass M contained in a stationary volume V enclosed by a surface S. The mass flux
through a point is pv, so pv-dS is the rate of flow of mass through dS. Equating the
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rate of change of the volume integral of p to minus the rate of mass flow through S
and then using Gauss’s divergence theorem gives the local condition

0
V(v =", (2.103)
ot
This expresses the fact that the density at a point increases if mass flows into the
surrounding volume element, while it decreases if there is a positive divergence of
mass flux. Expanding the divergence gives

9
pV~V=—(8/;+V-Vp>, (2.104)

so it follows that the continuity equation can be expressed as

1dp

Vov=— ,
p dt

(2.105)

where d/dt is the Lagrangian time derivative. In general, a fluid element contracts
or expands as it moves with the flow, corresponding to negative and positive
V - v respectively. In the special case when fluid elements conserve their volume,
dp/dt = 0. Equation (2.105) shows that such incompressible flows have V - v = 0.
The equation of motion equates the rate of change of the linear momentum of a
fluid element to the sum of the forces acting on it. In an inertial frame, this gives

ov 1 1
+ (V- V)v=— VP -Vy +
! o M

1
(VxB)xB+ F,, (2.106)
0 0P P

where P is the pressure, ¢ the gravitational potential, and the acceleration of the
element is the Lagrangian derivative of v given by (2.19). The first force term is
derived from the isotropic nature of the stress due to the gas or radiation pressure,
giving a stress tensor §;; = —Pd;;. This yields a corresponding force per unit
volume of 95;;/dx; = —0P/dx; = —V P, and hence a force per unit mass of
—V P/p. The second force follows from the conservative nature of the gravity field,
giving V x g = 0, and hence a force per unit mass of g = —V+/. The gravitational
potential obeys Poisson’s equation

V2y =47 Gp. (2.107)

The last two terms in the momentum equation (2.106) are the specific magnetic and
viscous forces.

In a frame rotating with instantaneous angular velocity €2 the equation of motion
has apparent force terms which are part of the inertial acceleration. A particle has a
position in a Cartesian frame given by

r=x%;, (2.108)
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where the tensor summation convention is employed. If the rotating frame is used,
then in inertial space the unit vector X; traces a circle about 2 at a rate

d
dt (f(,) =Q x )A(i. (2.109)

The inertial space particle velocity is therefore

dr

d . " A
dt = dt (xiX;) = viX; + x; R X X;, (2.110)

where v; = X; are the velocity components relative to the rotating axes. The inertial
acceleration is then

d*r

. o as
ar = U;X; +20; R X X; + x;

" x§i+szx(szx§,~)] 2.111)

Hence the accelerations in the inertial and rotating frames are related by

Y e vt @xn+ 2.112)
= XV X X XTr. .
dt? dt

In a binary star orbital frame the time-scale for changes in €2 far exceeds any flow
time-scales and so the term (d€2/dt) x r is ignorable. This leaves two terms that are
related to the Coriolis force and the centrifugal force . The latter can be expressed
as a gradient by noting that

(RX1)- (Rx1)=[(Rx1)x Q- = [erz _ (Sl-r)z], (2.113)
and hence
V(R xr?) =2Q%rVr —2(R - 1)V(2 - 1)
=2Q°r—2(R -1
=22 x (2 xr). (2.114)

The inertial acceleration of a fluid element can therefore be expressed as

2

1
dt;:i‘~|—252xv—V(2|SZxr|2). 2.115)
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Substitution of this in the inertial frame equation of motion (2.106) gives the
equation of motion in the rotating frame as

9 1 1
Vi Vive— VPV (y— |@xr)—22xv
ot P 2

1 1
+  (VxB)xB+ F,. (2.116)
Hop P

The second force term is the gradient of an effective potential, arising from the sum
of the gravitational and centrifugal potentials, while the third term is the Coriolis
force per unit mass.

The force due to ordinary molecular viscosity is usually too small to be
significant. However, the presence of turbulence can lead to a much larger effective
viscous force. Turbulence is a field of random macroscopic velocities superposed
on a mean laminar flow. The standard picture of hydrodynamic turbulence has an
inertial range in which the non-linear inertial terms cause a dissipation-free cascade
of energy from the larger to the smaller eddies, until scales are reached at which
the micro-viscosity operates. The micro-viscosity fixes the minimum scale at which
turbulent motions persist. The time-scale of the dissipative process is that of the
cascade, being typically the turn-over time of the larger eddies. The micro-viscosity
is replaced by a macro eddy-viscosity acting on the mean flow, with a macro length-
scale and a turbulent velocity replacing the mean free path and the thermal velocity,
respectively. Hence the turbulent viscous force per unit volume is expressed in the
Cartesian tensor form

8 ..
Fy="1 (2.117)
ox;
where
2
Sij = pv 28,'/'—3V~V8,'j (2.118)
is the viscous stress tensor, with
1 /0v; v
i = 2.119
éij 2<ax,~+ Bx,-) .11
the rate of strain tensor. The viscosity coefficient v is usually expressed as
1
V= 3UT)»T, (2.120)

where v; and A, are the rms turbulent speed and the mixing length, respectively.
This turbulent form of v has values which exceed those of the molecular form by
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several orders of magnitude, since A, greatly exceeds a typical molecular mean free
path. The use of (2.117)—(2.119) for F, in (2.106) assumes subsonic turbulence, so
the associated density fluctuations are modest.

The viscous force can be expressed in vector operator terms by expand-
ing (2.117)—(2.119) and using the vector identity (A6). This gives, (see the
Appendix),

F, = pvV2v — [VZ(p)]v+ V (V - (pvv) — iva . v)
+ V x [vx V(pv)]. (2.121)

It is often the case in stars and discs that the shears due to differential rotation
dominate those due to poloidal flows, so F, is principally azimuthal. For an
axisymmetric flow, expressed in cylindrical coordinates (w, ¢, z), with angular
velocity Q (@, z), (2.121) yields

19 L9\ 9 90
Fop = , 2.122
* T 520w (p”w aw>+az<pmaz> (2.122)

where Q = vy /@
The rate of work done, per unit volume, by the viscous force on the fluid at a
fixed point is

as;j ad av;
V-FVZU,' Y = (Uisij)_sij l.
ax]‘ 3)6]' ax]‘

(2.123)
The first term on the right hand side is the divergence of the viscous stress flow
vector v;s;j. This represents an advection of viscous stress. By Gauss’s divergence
theorem, the volume integral of this term will vanish if the normal component of
v;s;; vanishes on the surface of the region containing the fluid. This is usually the
case for astrophysical bodies. The second term represents a dissipation of energy
due to the work done by shears in deforming fluid elements, and hence is a source
of heat. The magnitude of this dissipation can be written

av; 1 ov; 31)]'
Ov=sij 5 = oS ( P 2.124)

where the second equality employs the symmetry of s;;. It then follows from (2.118)
for s;; and (2.119) for ¢;; that

0, =2pv [eijeij — ;(v . v)2i| . (2.125)

This is the viscous dissipation rate per unit volume.
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The heat equation is obtained by equating the rate of heat transfer in a fluid
element, evaluated following the flow, to its net energy losses and gains. The first law
of thermodynamics gives the rate of heat transfer per unit mass in a fluid element as

dQ dE Pdp

, 2.126
dt dt  prdt ( )

where E is the internal energy per unit mass, and the last term is the rate at which
work is done due to compression or expansion. In general, the state variable E will
be a function of P and p, so (2.126) gives

d JIE d E Pld
0 =P InP+p — In p. (2.127)
dt P ), de ap )p p*dt
The adiabatic exponents I'; and I'3 are defined as
dln P
r = (2.128a)
dlnp /4
oP
=P ) , (2.128b)
P \odp/)r
dinT
ri—1= (%" (2.1292)
dlnp /4
1 oP
= ) (2.129b)
pcy \ 0T o

where y = cp/cy with ¢y and ¢, the specific heat capacities at constant volume and
pressure, given by

E
cV=<3 ) , (2.130a)
oT ),
O P[0
cp=< )— 2("). (2.130b)
or ), p=\0T/,

Setting dQ = 0 in (2.127), and using (2.128a) for I'1, shows that d Q/dt can be
expressed as

d oF d d
Q_ P InP—-T; Inp). (2.131)
dt P P dt dt
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The derivative ( E/0 P), can be related to (I'3; — 1). From an equation of state
P = P(p, T) it follows that E can be expressed as a function of p and T, then
setting d Q = 0 in (2.127) and using (2.129a) for (I'3 — 1) yields

p[P/p* — BE/op)r]
T (3E/DT), '

<8E) :<8E> <8P) ’ (2.133)
T/, apP ), \oT /,

<8E) _[P—p*@E/30)T]
aP), ~ (T3—DpT (3P/T),’

ry—1= (2.132)

Since

(2.132) gives

(2.134)

For reversible changes d Q = T'd S, where S is the entropy per unit mass. Hence it
follows from (2.126) that

dE _dS Pdp

=T , 2.135
dt dt + 2 dt ( )
which yields
J0E J0E
T:( ) , P=p2< ) . (2.136)
s/, /g
Then using E(p, T) = E(S(p, T), p) and the Maxwell relation
oP 0S
< ) =—p? ( ) , (2.137)
ar /, oo ) r
gives
aE\ P T (0P (2.138)
o)y o> pP\OT),’ '

It therefore follows from (2.134) that

<3E> 1
- , (2.139)
oP),  p(T3—1
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which proves (2.129b), since ¢y = (0E/9T),. Hence using (2.139) in (2.131) gives

dQ P d d
= InP—-T7 Inp]). (2.140)
dt (T's —1Dp \dt dt
The heat equation is
dQ
= £, 2.141
P ( )

where £ represents heat sources and sinks. Using (2.20) for d/dt in (2.140)
allows (2.141) to be expressed as

aP T'(Pap rp
— +v-|VP— Vp ) =T3-1E, (2.142)
at p Ot o

where
£ =pe+puond* + Qy — V-F. (2.143)

The first three terms on the right hand side of (2.143) are due to nuclear sources,
dissipation of electric currents and viscous dissipation, the latter being given
by (2.125). The last term is the divergence of the heat flux.

The heat flux F will depend on the energy transport mechanism. In an optically
thick region the radiative flux is given by

160,73
- v

F., =
: 3kp

T, (2.144)

where oy is the Stefan-Boltzmann constant and « is the Rosseland mean opacity.
When the magnitude of the radiative temperature gradient is super adiabatic
instability results and convection occurs, leading to a convective flux

F. = pcpvA;AVT e, (2.145)

where v; is the rms turbulent velocity, A, the mixing length, and AVT is the
temperature gradient excess over the adiabatic value (see Cox and Giuli 1968 for
an account of radiative transfer and mixing length theory). The unit vector e is
antiparallel to the vertical gravity.

It is noted that for a perfect gas I's = y, so (2.139) then integrates to give the
thermal energy per unit mass as

P

E = } 2.146
ety —1) ( )
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Since the thermal energy per unit volume is pE ~ P, the net heat flow time-scale
for a fluid element is 7, ~ P/|£|. The flow time-scale associated with the fluid
motion is 1, ~ €/v, where ¢ is its length-scale. The ratio of a term on the left
of (2.142) to | £| is therefore typically

lv-VP| vP T

~ . 2.147
i T ae T (2.147)

If 7, > 1., then net heat flows can be ignored on the gas flow time-scale and
the motion is essentially adiabatic. The ratio (2.147) then gives |[v - VP| > |£|
and (2.142) is approximately satisfied by the vanishing of both its sides. Hence
dQ/dt = 0 and (2.140) yields

dp _T\Pdp _

= 2.148
dt p dt ( )

for adiabatic motions . For constant I'1, this integrates to give the adiabatic relation
P=Kp", (2.149)

where K is a constant following the motion.
For a non-degenerate gas the equation of state is

R 4oy 4
P= pT+ T",
% 3¢

(2.150)
where R and p are the gas constant and mean molecular weight. The second term
represents radiation pressure, which can become important in upper main sequence
stars and in the inner parts of some accretion discs. When radiation pressure is
ignorable, (2.128b) and (2.150) give I'y = y. For a fully ionized plasma, u is
given by

1—3X+1Y+1 (2.151)
w2 4 2’ ‘

where X and Y are the fractions by mass of hydrogen and helium, respectively (e.g.
Cox and Giuli 1968).

2.2.6 Magnetohydrodynamic Waves

Disturbances introduced into a conducting fluid containing a magnetic field are
propagated away by the stresses in the field and fluid. If a stable equilibrium
state exists, perturbations propagate in the form of hydromagnetic waves. When
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gravitational and viscous forces are ignorable, and adiabatic motions are considered,
the momentum and heat equations become

0 1 1
Vo w-V)v=— VP+ = (VxB)xB, (2.152)
ot P Hop
ap P P
_TE Ly (v =" vp) =0, (2.153)
at p 0t o
where I'1 = y for a perfect gas. The simplest wave solutions arise in the high

magnetic Reynolds number case, in which the diffusionless form of the induction
equation, given by (2.55), applies. If the properties of the undisturbed medium vary
with a length-scale £, then these can be considered essentially uniform over a length-
scale Lo < £. Wave solutions with wavelengths 1 < A¢ will be considered here.

The equilibrium state has v = 0 and is taken to have a uniform magnetic field By
and a uniform density pg. The sound speed is ¢ = (d P/dp)". The magnetic field
in the perturbed state can be written

B =By +B (1), (2.154)

so By is the field perturbation. Similar expressions hold for other quantities. The
Alfvén velocity for the medium is defined as

vo= Do (2.155)

- (Mopﬁ .

Consider, first, a medium in which the sound speed ¢, is much greater than v,
and v. The motions are then essentially incompressible, so that V - v = 0. Defining
a velocity

B,

W= (2.156)

l 9
(op)2

then using (2.84) for the magnetic force, together with (2.154) and (2.156), the
momentum and induction equations can be written as

v (P B2 )
+ (V- VI)V—[(Va+ W) - V]w=— + , (2.157)
ot P 2uop
8;: + V- V)W —[(vi +W)-V]v=0, (2.158)

where p is uniform. For a velocity

v==4w, (2.159)



2.2 Behaviour of B Fields in Plasmas 37

the use of (2.158) in (2.157) leads to
1 2
P+2p(VA~I-W) =C, (2.160)

with C a constant, so the thermal and magnetic pressure gradients cancel. Then v
satisfies the equations

3
a: T (v, V)V =0, (2.161)

which have the general solutions
v =v(r £ v,i). (2.162)

These represent arbitrary waveforms moving with the Alfvén velocity v,, defined
by (2.155). Such Alfvén waves are non-linear solutions, since |Bj| does not
necessarily have to be small relative to |Bg|. It follows from (2.156) and (2.159),
relating v to By, that the Alfvén wave has a net energy flux given by

L5 312 2
pv° + Vi = PV V,, (2.163)
2 210

showing that the kinetic and magnetic energies are transported along Bg at the
Alfvén speed v, with equal contributions.

Consider, now, the more general case in which ¢, is not necessarily large
compared to v, and v, so compressible motions can occur. Take small perturbations
about the equilibrium state, so the equations can be linearized. Equations (2.152),
(2.55), (2.103) and (2.153) then respectively yield

ov 1 1
—— VP + (V x B;) x By, (2.164)
ot £0 000
0By
5y =V X (vxBo), (2.165)
01
= —pgV -V, 2.166
51 ooV - v ( )
9P 23,01
= ) 2.167
ot s ot ( )
where
P
2="" (2.168)

£0
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and the equilibrium state is uniform. Differentiating (2.164) with respect to time,
and using (2.165)—(2.167) to eliminate the time derivatives of By and P, gives the
linear wave equation

9%v

1
92 = CSZV(V V) + LoPo (V x [V x (v x Bp)]) x By. (2.169)

For a region with By = 0 the magnetic force term vanishes in the momentum
equation (2.164), and it then follows that V x v = 0. The vector identity (A7) then
gives V(V - v) = V2v and hence (2.169) reduces to a standard equation for sound
waves, having the adiabatic speed ¢, given by (2.168). The restoring force is purely
due to the gradient of the thermal pressure perturbation P;, giving a compressional
force and longitudinal modes with the displacement along the wave vector. The
presence of a magnetic field By leads to the modified linear wave equation (2.169)
and this allows three types of wave solutions, one of which does not involve pressure
perturbations and is the linear form of the foregoing Alfvén wave.

For an unbounded medium, plane wave solutions of (2.169) can be sought with
the form

v=uexpli(k-r— wt)], (2.170)
where u is a constant vector. The operator V can then be replaced by ik and the time

derivative 9/9t by —iw, so using (2.170) in (2.169) yields the time-independent
equation

1
o’u=c2(k-wk + (k x [k x (u x Bp)]) x By, (2.171)
1000

which, employing the vector identity (A1), can be written as

oPu =2 | (k- Bo)u - (k- wik- Bo)By

H(1+ 2Dk w — (k- BoBo - wik|,  2172)

where ﬁo = Bo/|Bo| and v, is given by (2.155) with p = po. Taking the scalar
product of (2.172) with k and then with By gives

(—” + K22 + K02 (k - u) = kv cos 65(By - u), (2.173)
ke? cos 0 (k - u) = > (Bo - u), (2.174)
where

cos@y =k - By. (2.175)
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An incompressible solution exists with V - v .= 0 and hence k - u = 0.
Equations (2.173) and (2.174) show that for this mode

By u=0, (2.176)

so the fluid velocity is perpendicular to the equilibrium magnetic field. The equation
of motion (2.172) then yields the dispersion relation

w = +v,Bg - k = tkv, cos 6, (2.177)

where the different signs of w correspond to oppositely directed waves, when
substituted in (2.170). This is the linear form of the foregoing Alfvén wave solution.
The phase speed is

v, = °k” = 4, cos Oy, (2.178)

so propagation is not possible in directions perpendicular to By. Noting that
kcos0p = kjByj, the group velocity follows from (2.177) as

Jw

ok = +v,Bo, (2.179)

Vg =

showing that the energy is carried along By at the Alfvén velocity v,, consistent with
the non-linear result (2.163).
Equations (2.165) and (2.170) give

—wB; =k x (vxBg) = (k-Bg)v, (2.180)
since k - v = 0. The use of (2.177) for w then shows that

B,

v=F (2.181)

1 9
(op0) 2

in agreement with (2.156) and (2.159). It follows from (2.176) and (2.181) that
Bo-B; =0. (2.182)

The first order magnetic force for this mode is therefore
1 i
JixBo= (Bo-V)Bi=  (Bo-KBy, (2.183)
o o

illustrating that the restoring force is purely due to magnetic tension in this
incompressible transverse Alfvén mode. The infinitesimal flux tubes act like elastic
strings, with the tethered plasma giving a mass per unit length. The magnetic tension
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gives the restoring force resulting from a transverse displacement from the current-
free unperturbed state.

Equations (2.173) and (2.174) yield two compressible magnetosonic modes, for
which k - u # 0. The elimination of (k - u)/(Bg - u) between these equations leads
to the dispersion relation

ot — (2 + V)P0 + vkt cos? 05 = 0. (2.184)

The two solutions for w? have phase speeds

1 1 2]
vp = |:2(cs2 +v2) + ) {(cs2 +v2)? — 4c?v? cos? 9312i| , (2.185)

1
1 1 1k
vy = [2(c3 +od) = {2 - acticos 9}} , (2.186)

and are referred to as the fast and slow magnetosonic modes, respectively. The
Alfvén mode phase speed satisfies vgq < v, cosfz < vf, and hence this mode is
sometimes referred to as the intermediate mode. It is noted that the expressions for
vr and vg are symmetric with respect to the interchange of ¢ and v,, so it follows
that vy < ¢scos6z < vf holds. The cases v, < ¢s or v, > ¢ can occur, depending
on the value of the ratio Bg /1o Po.

The equation of motion for a plane wave disturbance can be written as

1 1 1
Cove— (Pl + Bo-Bl)k+ (Bo - K)B1. (2.187)
00 140 14000

This shows that the force acting on the gas is the sum of a longitudinal component,
acting along the wave vector k, and a transverse component, acting normal to K,
noting that V-B; = 0 gives k- B = 0. The transverse component is proportional to
cosBp. The longitudinal component involves the sum of the perturbations to the
gas pressure and the magnetic pressure. The first order perturbation to B2/2uq
is Bg - B1/po. Using the plane wave solution (2.170) in the first order MHD
equations (2.164)—(2.167) shows that the perturbation in B2 /2 is related to the
pressure perturbation by

1 v? 2
Bo-Bi= 5 |1— 7 cos™s| P, (2.188)
1o c; v,

where v, = w/k is the phase speed of the wave. It then follows from the above
result of vy < ¢scos Bz < v that the bracket in the expression (2.188) is positive for
the fast mode and negative for the slow mode. Hence the fast mode motions have
perturbations By - B1/uo and P; of the same sign, while in the slow mode these
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perturbations have opposite signs. So in the fast mode the magnetic and thermal
pressure perturbations act together, while in the slow mode they are in opposition.
The longitudinal force, shown in (2.187), is therefore larger in the fast mode than in
the slow mode.

The magnetic field perturbation, which follows from the induction equation, can
be expressed as

_1P1

B =
v Po

1
Bo— (k-Bo)v. (2.189)
w

This is the sum of a compressive contribution, containing P; and derived from the
term (V - v)Bo, and a stretching contribution, derived from the term (Bg - V)yv,
which is proportional to cos 8. Hence, in the slow and fast modes, the (Bg - k)B;
tension force term in (2.187) has a component along By due to the compression
and expansion of flux tubes, as well as a contribution along v due to stretching of
the field. In the Alfvén mode there are no gas and magnetic pressure perturbations,
leaving only the transverse force which becomes normal to By and parallel to v. It
can be shown that the fast mode propagates most energy in directions near to that of
the wave vector k, while the slow mode transports most energy in directions nearer
to By.

A weak magnetic field limit can be defined by v, <« ¢, corresponding to
Bg /210 < Pp so the magnetic energy density is small compared to the thermal
energy density. The fast and slow mode phase speed expressions, given by (2.185)
and (2.186), can then be expanded in powers of v,/cs which leads to the first order
results v¢ = ¢ and vy = v, cosBz. Hence, in this limit, the fast mode becomes
a pure sound wave and the slow mode becomes degenerate with the Alfvén mode.
So, to first order in v, /cs, there is a pure magnetic mode, the Alfvén wave, and a
pure non-magnetic mode, the sound wave. This separation can result in a well sub-
thermal magnetic field being dynamically significant. An example of this occurs
in Keplerian accretion discs, in which a sub-thermal magnetic field destabilizes the
flow and leads to turbulence. Such effects are particularly relevant to dynamo theory.

In the strong field limit of v, >> c¢; first order expansion in ¢s/v, yields vy = v,
and vy = ¢ cosp. This result also follows from the interchange symmetry with
respect to ¢g and v, of the expressions (2.185) and (2.186) for v and vy, so it can be
obtained from the weak magnetic limit by exchanging ¢ and v, to give the strong
field limit. Hence, in this limit, the fast mode transmits energy nearly isotropically at
the Alfvén speed, while the slow mode has a group velocity of ¢;Bg and so transmits
energy along the unperturbed magnetic field at the sound speed.

In the non-linear regime, like sound waves, the slow and fast magnetosonic
modes become their corresponding shock waves (e.g. Priest 2014). Standing slow
shock fronts can occur just above the surface of a compact accretor where the
incoming supersonic and sub-Alfvénic, magnetically channelled stream becomes
dissipated.
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2.2.7 Mach Numbers

The importance of the pressure gradient and magnetic force terms in the momentum
equation (2.106) can be gauged by defining the dimensionless Mach numbers

m, = 0, (2.190a)
Cg

m, = 0, (2.190b)
Ua

where vp is a characteristic fluid speed. These are acoustic and Alfvén Mach
numbers. If the characteristic length-scale for variations in the medium is ¢, then the
ratio of the inertial term to the thermal pressure term in the momentum equation is

-V () 2.191)
IVPI/o  Plp  \e .

For highly supersonic flow 9t > 1, and hence the pressure gradient term is
ignorable along the flow direction. The physical reason for this is that the sound
speed determines how fast pressure disturbances propagate through the gas. The
magnitude of ¢ therefore limits the rapidity with which the flowing gas can respond
to pressure changes. For 9t > 1, the flow time-scale, £/v, is much shorter than
the sound travel time, £/c, so the gas does not have time to respond to pressure
changes. In energy terms, the kinetic energy density, pv?/2, far exceeds the thermal
energy density of ~ P when 9%, > 1, so the flow is not significantly affected by
the pressure.

For a highly subsonic flow 9t < 1 holds and, to a good approximation, the
velocity terms are ignorable in the momentum equation. This corresponds to an
equilibrium state in which the relevant forces approximately balance. Because of
the vector nature of the momentum equation, it sometimes happens that v has
subsonic and supersonic components. Thin accretion discs are an example of this, in
which the poloidal velocity components are subsonic while the azimuthal velocity
is supersonic.

A similar argument applies for the effect of the magnetic force term in the
momentum equation. Then

2
[(v-V)y| N v(z) _(vw) _ e, (2.192)
I(V x B) x B|/nop ~ B%/pop Vs A

using (2.155) for the Alfvén speed v,. The cases with high and low values of this
ratio have important relevance.

When 21, > 1 the flow is highly super-Alfvénic and the gas does not have
time to respond to spatial changes in the magnetic field (i.e. to the J x B force),
since the Alfvén travel time, £/v,, is much longer than the flow time, £/vg. The
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effect of the magnetic force is therefore ignorable in such flows. The velocity is
then determined by the non-magnetic equations and this solution for v can be used
in the induction equation to determine B. The hydrodynamic and hydromagnetic
problems are essentially decoupled in such kinematic situations. An example of
this occurs in the super-Alfvénic regions of magnetic stellar wind flows, in which
the weakly magnetically affected flow nearly conserves its angular momentum and
causes the poloidal magnetic field to have a more radial geometry.

When 9, <« 1 the flow is highly sub-Alfvénic and the magnetic force can
constrain its geometry, causing effective channelling. This leads to nearly force-
free field structures, as occur in magnetically channelled accretion streams and in
magnetically controlled inner regions of wind flows.

2.2.8 The Free-Fall Alfvén Radius

An estimate of where the magnetic field becomes dynamically significant (i.e.
<M, ~ 1) for accretion on to a magnetized star can be made for the idealized
case of spherically symmetric, radial inflow. The simplest case is that without
significant thermal pressure support, so the resulting supersonic radial velocity has
an approximately free-fall variation with distance r from the centre of the accretor.

Taking the star to have a dipole magnetic field, and ignoring angular variations,
gives

3
N B()Rp

~ r3’

(2.193)

where R, is the stellar radius and By the surface field. The free-fall radial velocity
has magnitude

1
lor| = <2GM")2, (2.194)
r
where M, is the stellar mass.

Ignoring field distortion, a free-fall Alfvén radius r, can be defined by equating
the kinetic and magnetic energy densities, so ,ovr2 = B?/po, where |v,| = v,.
Using this and the above equations, together with the mass conservation equation
Mp = 47r?p|v,| to eliminate p|v,|, where Mp is the accretion rate, yields

1

4 2
By 7 Rp 7
102G 104m

1 .
Mp \7 Mp !
1.4 Mg, 10~9 Mg year—!

ro=3.5x 10° m, (2.195)
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where quantities are normalized with respect to parameters typical of accreting
magnetic neutron stars.

For highly conducting material, this gives an estimate of the radius at which
the stellar magnetic field starts to affect the accretion flow when this has velocities
close to free-fall values. For r < r, the flow is highly sub-Alfvénic and magnetic
channelling constrains its geometry.

2.2.9 Poloidal and Toroidal Representations of B

The magnetic field, being divergenceless, can be separated into poloidal and toroidal
parts as

B=B,+B, =V x [V x (&,})] + V x (&;8), (2.196)

where @, and @, are the poloidal and toroidal scalars (Chandrasekhar 1961). These
magnetic field representations are often used.

In spherical polar coordinates (r, 8, ¢) the components of the poloidal and
toroidal fields are

1
By = 2 L*®,, (2.197)
19%®,
= i 2.198
T a0 (2.198)
1 9%
By = . P (2.199)
rsinf dra¢
and
By =0, (2.200)
1 9
. ’ (2.201)
rsinf d¢
19®,
By = — , 2.202
YT 90 (2.202)
where
1 92
2= sin - ) (2.203)
sinf 060 20 sin? 9 3¢2

It is noted that these fields are generalizations of the canonical axisymmetric
poloidal and toroidal fields. Equations (2.197)—(2.199) and (2.200)—(2.202) show
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that only in an axisymmetric case will B, lie in a meridional plane and B, be
purely azimuthal. Nevertheless, the generalized fields have similar useful analytic
properties to the axisymmetric fields.

It is seen from (2.196) that the curl of a toroidal vector is a poloidal vector, the
converse also being true since vector identities yield

2 Po)] -
Vpr=VxH—rV (r>}ri| (2.204)

The current density can therefore be written as

1 1 ()] .
J=J,+Jh= Vx[Vx(®PH+ Vx|[{-rv #l. (2205
Ko Mo r

In an insulator this shows, in general, that

®
vz( P) =0, (2.206a)

r
&, =0. (2.206b)

Since
19 9 1

Vv? = 2 - L7 2.207
r2or <r 8r> r2 ( )

it follows from (2.89), (2.197)—(2.199) and (2.206a) that in an insulator B can be
expressed as

B=V <88¢P) ) (2.208)
r

It is often convenient to express ®, and ®; as expansions in a basis of radial
functions and spherical harmonics, so

=3 > U, 6) fim ), (2.209)
=1 m=-I
= Z Z Vim ()Y 0. ) gim (1), (2.210)

where fj, (¢) and g;;, (¢) are time dependences appropriate to the specific problem.
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Spherical harmonics are eigenfunctions of L since
L*Y["(0.9) = (L + DY/ (0. ). 2211

(see Appendix). They are given by

Y/ (6, ) = P (cos6)e™?, (2.212)
where
24 I I+|m|
|m| I=pH2 (d 2
P _ N 2213
() i ( i (12— 1) (2.213)

with © = cos6, are associated Legendre functions obeying the differential equa-
tion (A32) and having the orthogonality relation (A35). If the problem has an
appropriate small dimensionless parameter, finite expansions involving the first few
terms in (2.209) and (2.210) can be used.

2.2.10 Decay Modes of B in a Conductor

In a plasma with no significant motions and a constant magnetic diffusivity, B obeys
the diffusion equation

’ B

nVB = ot (2.214)
In the absence of an externally applied field, B decays on the time-scale t,, given
by (2.70). Exact solutions of (2.214) can be found for the magnetic decay modes
in a spherical conductor. The magnetic field can be split into poloidal and toroidal
parts, as in (2.196). If the external medium is taken as a vacuum, only the poloidal
field extends beyond the sphere, so the decay of this component will be considered.
In spherical coordinates (r, 8, ¢) the poloidal scalar can be expressed in harmon-

ics of the form

@, =Ui(nNY" 0, ¢) exp(—221), (2.215)
where A2 is the decay rate to be determined. The poloidal magnetic field is

B, =V x [V x (Dpb)]. (2.216)
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Substituting (2.215) and (2.216) in (2.214) shows that U; (r) must satisfy

d*U; [ﬂ I(1+1)

12 ) 2 } U, = 0. (2.217)

The solution of this equation, free of singularity at r = 0, is

A
Ul(r)zréjl_k;( lr), (2.218)
772

where J;4,, is a Bessel function of the first kind of order / + 12, given by (A31).
In the surrounding vacuum 1 — oo and the solution of (2.217) which vanishes
asr — 00 is

A
Uiy = (2.219)

where A is a constant. It follows from (2.197)—(2.199) that the continuity of B,
at the surface requires U; and dU;/dr to be continuous at r = R;. Applying
these conditions, using the internal and external solutions (2.218) and (2.219) and
eliminating A, gives

A 1 A
RyJ' | R+ (1+ Jo R.] =0, (2.220)
I+ 77% 2 ) "i+s 77%

where the prime denotes differentiation with respect to r. Using the recurrence
relation

dJ,
x vy (x) = xJo_1 (%), (2.221)
X

with x = (A/n"*)r, (2.220) can be written as

A
IR =0. (2.222)
2 772

Denoting the jth zero of J;—1,2 as aj; = Ay Rs/nl/z, (2.218) becomes

Uj(r) = réJ,Jr; <Otz,'1: ) . (2.223)
S
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The corresponding magnetic decay times of these modes are 7;; = )»l;z and
s0 (2.218) and (2.223) give

R?

2

, (2.224)
O{lj n

‘L'[j =

The length-scales of the corresponding magnetic fields are Rs/oy;. The higher
modes have shorter length-scales and hence their field components have higher
spatial derivatives, resulting in larger values of |J|. They therefore dissipate more
rapidly, in accordance with (2.69) for the magnetic dissipation rate O, and
consequently have shorter decay times.

2.2.11 Magnetic Diffusivity

The electrical conductivity of a fully-ionized, collision-dominated plasma is given
by Spitzer (1962) as

3

T
o=15x 10721 j\(ohm-metre)*l. (2.225)
n

The Coulomb logarithm is typically 5 < In A < 20, having a weak dependence on
density and temperature. The magnetic diffusivity n = 1/ppo and using the Ohmic
conductivity yields

o = 5.2 x 107 In A T™2 m?s~ 1. (2.226)

As discussed in Sect.2.2.1, the conductivity becomes anisotropic if w.Tei > 1,
where w, is the electron gyro-frequency and t.; the collision time for scattering of
electrons by ions.

When the hydrogen plasma is partially ionized (2.226) for 7, should be
multiplied by (1 + ./ Ten), Where the ratio of effective electron collision times with
ions and neutral particles is

Tei 117 T2
=52x10"

) (2.227)
Ten ne In A

with n, and n. being the number densities of neutral particles and electrons,
respectively. The diffusivity 7,,, is used for non-turbulent plasmas.

In most cases the secondary stars in close binaries have masses < 0.8M( and
hence possess deep convective envelopes, becoming fully convective for M <
0.35 M. Equation (2.226) is then inappropriate for 5, since the presence of
turbulence is believed to greatly enhance the diffusion of magnetic fields in plasmas.
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Due to the absence of a rigorous theory of stellar turbulence, the mixing length
approach is usually adopted to estimate . If the turbulent eddies have an rms speed
vy and a length-scale A, an eddy magnetic diffusivity can be defined as

1
Nr = 3UT)"T' (2.228)

This is analogous to the eddy viscosity coefficient given by (2.120). The
form (2.228) for n; arises when the cascade picture of hydrodynamic turbulence is
combined with field freezing, provided the field does not react back on the dynamics
of the turbulence. The validity of such assumptions is discussed later, in the context
of dynamo theory. For a perfect gas equation of state, the convective heat flux is
given by

A
F. = 10pv3 A”, (2.229)

T
T

(e.g. Cox and Giuli 1968) where A, is the pressure scale height. It follows that

1

A L 3

ve=|(" , (2.230)
Ap 40772p

where L is the luminosity and the star is taken as non-rotating. The mixing length
is usually taken to be Ap in the main body of the star. In a fully convective star a
different form for A, must be used near the stellar centre, since A, diverges there.

The secondary stars in close binary systems are expected to be synchronized with
the orbital motion, due to tidal effects (e.g. Campbell and Papaloizou 1983). Their
rotation periods are therefore typically P < 7h, while a typical convective time-
scale in the stellar interior is 7; ~ Ap/vr ~ 4 months. Since P < 7; in the inner
regions some modification should be made in the calculation of n;, to estimate the
effect of rotation on convection. A Rossby number can be defined, as a measure of
the effect of rotation on the turbulence, as

Ur [(Vr - V)vq N P

R, =
292 292 x vy T

) (2.231)

where v; is measured in the orbital frame. Goldreich and Keeley (1977) adopt the
local formula

nr = NoGr, (2.232)
where

I, Ro>1,
Gy = T (2.233)
R%, R, <.

T
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Both v; and A, are modified in (2.228) and using (2.230) for v, gives

—1)\ 22% L : (2.234)
0= g Ap 40mr2p ) ’

In turbulent accretion discs a simple prescription similar to (2.228) is often used
for ., with v; being a fraction of the sound speed and A; a fraction of the disc height
h. Hence

Nr = €xcsh, (2.235)

with €; < 1. A modification similar to (2.232) can be made for the effect of rotation.

Magnetic buoyancy is believed to play a role in the diffusion of the field in stars
and discs. The basic mechanism can be understood by considering a horizontal flux
tube with uniform field B surrounded by a gas with a locally weak magnetic field.
The vertical gravitational field g is taken to be uniform, and the medium is assumed
to be isothermal with temperature 7. If P, and P.x are the thermal pressures in
the tube and in the exterior medium, respectively, horizontal force balance across B
yields

B2
Pex = P + . (2.236)
210

The gas equation and isothermality then give

Pex — Pin . Bz

= . (2.237)
Pex 2140 Pex

This implies pi, < pex SO the tube experiences a magnetic buoyancy force per unit
volume of

gPex B2

. 2.238
2:“’()Pex ( )

Fy = (pex — pin)g =

As the tube rises it will become curved and feel a force due to magnetic tension
of ~ B2 /1oRc, where R, is its characteristic radius of curvature. This will be small
compared to Fj if

B? 2Py 2Py

R: > = = )
108(Pex — Pin)  8Pex  |d Pex/dz|

(2.239)

where the last equality uses vertical equilibrium in the surroundings. Hence
magnetic tension is small if R, > 2X», where X, is the pressure scale height. In the
presence of turbulence the rising tube will experience a frictional force opposing
F;. Writing the resultant force density as ¢ F;, where { < 1, the tube velocity vy



2.3 Basic Dynamo Theory 51

attained in moving a distance £ can be found by equating the kinetic energy gained
to the work done, so

tglpexB> € ¢B?

1 2
inVs >~ (Pl = = ,
2Pt == P T A 2u

(2.240)

giving

1 ! 1
¢ \2( B> \? ¢ \?
s = = A> 2.241
’ ()\1}) (HOPin) <)‘P C) ’ ( )

where the Alfvén speed v, = (B%/uopim)">. Taking the magnetic field to be
dissipated over the length-scale £ ~ Ap, which has an associated tube velocity
vy 2 /L v,, leads to a magnetic buoyancy transport coefficient

§|BL|
N = Vghp = L AP, (2.242)

(op)2

where & = /¢, the subscript has been dropped from p;,, and B, is the horizontal
field. The field is dissipated via small-scale turbulent reconnection causing a friction
between rising tubes. The detailed magnetic buoyancy instability was analysed by
Parker (1979).

Usually n; and n; are several orders of magnitude larger than 7,,,. In cases where
poloidal field winding occurs, due to shears in the flow, an effective dynamical
diffusivity n,, is sometimes used to represent the limiting effects of instabilities
and reconnections likely to occur. The transport speed is of the order of a typical
dynamical speed, and a suitable mixing length is adopted. Tensor forms can be
adopted for the magnetic diffusivity in accretion discs, to account for the differing
radial and vertical length-scales.

2.3 Basic Dynamo Theory

2.3.1 Field Generation

The induction equation, given by (2.52), describes the evolution of a magnetic field
in a plasma with finite conductivity and fluid motions. In the absence of significant
motions (i.e. R, <« 1), the diffusive limit (2.66) holds. Without an externally
imposed field, this equation has decaying solutions with |B| decreasing on the
diffusion time-scale t,, given by (2.70). It is often the case with astrophysical bodies
that 7, is shorter than their age, so internal motions are necessary to explain observed
magnetic fields which would otherwise have decayed to negligible values. This is
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especially true in turbulent bodies in which the diffusion of B is believed to be
greatly enhanced compared to that in Ohmic conductors, as discussed above.

This situation results in the need for a dynamo mechanism to generate B and
counter its dissipation. It was seen that the v x B term in (2.52) by itself (i.e.
Rm > 1) corresponds to the plasma being threaded on the field lines. With
significant diffusion (i.e. R, ~ 1) a fluid element can move across field lines, but
there is still some freezing effect with motions affecting the field structure. The
induction equation shows how this process operates. In general, the magnetic force
J x B affects the motions and a full non-linear MHD problem results. However,
the basic dynamo mechanism can be understood by just considering the induction
equation, which illustrates what types of motion are necessary for sustained field
generation.

Consider, first, an axisymmetric situation so quantities are independent of ¢ in
the cylindrical coordinate system (', ¢, z). The magnetic field can then be split into
poloidal and toroidal components, as

B =B, + Byo. (2.243)

The velocity v can be resolved in a similar way. The poloidal magnetic field may be
expressed in terms of a toroidal vector potential by

B, = V x (A¢), (2.244)

so V - B = 0 is satisfied. The induction equation then splits into two components,
one for the time derivative of By and the other for that of A.

The toroidal equation follows from taking the scalar product of (2.52) with $ Vi
and employing the result

V x < ! &) =0, (2.245)
w

together with standard vector identities. This gives

0By

By 2 By
o + v,V - =wB,-VQ— ByV-v,+ 1| V?B, — (2.246)

w2

where 2 = vy /@ and 7 is taken as constant. It is noted that, due to axisymmetry,
v, can be replaced by v in this equation. After division by @, the left hand side
represents the rate of change of By /w following the motion of a fluid element (i.e.
the Lagrangian derivative). The first term on the right hand side gives the rate of
change of the angular velocity along the poloidal field. When €2 varies along B, the
shearing motion draws out B, in the azimuthal direction. Hence this term represents
the creation of By from B, being referred to as the Q2-effect. The second term,
involving V - v, corresponds to a rate of change of By due to compressibility in the
flow. Compression of a fluid element causes an increase in |By|, due to azimuthal
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field lines being squeezed together, while an expansion dilutes the field strength. The
final term represents the diffusion of By, this being a decay term with an associated
dissipation of poloidal electric currents.

The equation describing the evolution of A, the vector potential corresponding to
B,,, follows from substituting (2.244) in the induction equation, giving

dA

o T ;vp V(wA) =1 (VZA — ;) ) (2.247)
After multiplying by @, the left hand side of this equation is the Lagrangian
time derivative of the poloidal flux function ¥, = @ A, while the right hand
side represents the diffusion of A. The poloidal flux, and hence By, therefore
decays in a fluid element due to diffusion, since (2.247) lacks a field creation term.
Although (2.246) contains a term corresponding to the creation of By from B, this
term will decay with B, and hence By will also decay. This situation is summarized
in the theorem due to Cowling (1933) which states that ‘a steady axisymmetric
magnetic field cannot be maintained by dynamo action’.

Since many astrophysical bodies, such as stars and discs, are essentially axisym-
metric and magnetic fields of this symmetry were observed, Cowling’s theorem cast
serious doubts on dynamo theory for over 20 years. A suggestion for resolving the
problem was made by Parker (1955). He noted that if small-scale convective motions
are present in a rotating body then rising plasma elements tend to rotate due to
the Coriolis force. With significant advection of the magnetic field, such twisting
motions convert toroidal field to a poloidal component. Falling elements rotate the
field in the opposite direction and there must be some asymmetry between the up
and down motions for a net effect. Stratification, with rising elements expanding
and falling ones contracting, was used to provide the asymmetry. Parker modelled
the net effect of many convective cells as a toroidal electric field

E¢ = OlB¢. (2.248)

This is the so-called a-effect. The quantity « is a measure of the mean helicity of the
turbulence. Since the anticyclonic motions have odd symmetry about the equatorial
plane, « is an odd function of the vertical coordinate.

In astrophysical bodies turbulence is usually assumed to generate the «-effect.
The theory of mean-field electrodynamics can be used to formulate the effect, if
certain assumptions are made. The velocity and magnetic fields are expressed as
sums of mean and turbulent fluctuating parts, so

V=vo+ Vs, Vo={(v), (2.249)
B=B)+B,; By=(B), (2.250)

where the spatial average is over a volume large enough to contain many turbulent
eddies, but with a length-scale small compared to that of the mean fields. A local
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time average, or an ensemble average, can also be adopted. Substituting (2.249)
and (2.250) in the induction equation and taking averages, noting that (vo) = vg
and (Bg) = Bo while (v;) = (B;) = 0, leads to the mean-field equation

oB

8t0 —V x (voxBg) +V x E—V x 1V x By), (2.251)

where
€ = (v; x By). (2.252)

The fluctuating part of the induction equation is obtained by subtracting (2.251)
from the total equation for B, giving

B

atT=V><(VOXBT+VT><B0)+V><G—V><(anBT), (2.253)

where
G =v, x B; — {v; x B;). (2.254)

The electric field £ is of crucial importance since it leads to the generation of
toroidal electric currents which are the source of the poloidal magnetic field. If
it is assumed that v can be specified independently of B, then (2.253) is a linear
relationship between B, and By, while (2.252) shows that £ is linear in B, and
hence in By. Since the turbulent eddies are assumed to have length-scales much
smaller than that of By, £ should be expressible as a functional involving the local
value of By. This takes the form

9By

& = aijBoj + Bijk oxy

(2.255)
where the summation convention is used. If the first order smoothing approximation
is valid then the tensors «;; and B;;; can be calculated, if the statistical properties
of the turbulence are prescribed. This approximation involves ignoring the V x G
in (2.253), and can be justified only if the turbulence does not significantly distort
the magnetic field, so that |B;| < |Bg|. This is the case if the diffusion time is small
compared to the turnover time, tp, for a turbulent eddy, or if the correlation time,
Teor, 18 much less than .
For locally isotropic turbulence

aijj = adjj, (2.256a)

Bijk = Béeijk. (2.256b)
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When ., < 10, mean-field theory yields

1
o =— 3rcor(vT -V X vy), (2.257a)

1
B = 3 Teor{Vr * Vi) (2.257b)

The quantity (v;-V X v;) is referred to as the mean helicity of the turbulence. Mirror-
asymmetric turbulence is required to produce finite «. Turbulence that is statistically
isotropic, but non-mirror symmetric, is referred to as pseudo-isotropic. Gravity and
rotation are believed to be important in the generation of such turbulence.

The B coefficient given by (2.257b) can be found, in principle, if the spectrum
of the turbulence is known. This quantity is equivalent to a turbulent diffusivity n;.
In the absence of a detailed knowledge of the turbulence, 7, is usually estimated
from the simple form (2.228). It should be noted that if the Lorentz force J x B is
significant in the momentum equation for v, then «;; and B;;; will depend on the
local value of By.

The use of (2.256a) and (2.256b) for «;; and B;jx in (2.255) gives an electric
field

£ =aBy— n,V x By. (2.258)

Dropping the subscript zero from the mean fields and substituting £ in the mean
field equation (2.251) yields

oB
9 =VXx(¥xB)—Vx(mVxB)+V x (a«B), (2.259)

writing n + n; as n; for a dominant turbulent diffusivity. Steady, axisymmetric
solutions are now possible for the mean magnetic field.

2.3.2 Types of Mean-Field Dynamos

Two extreme types of dynamo can be identified, by considering the field creation
terms in (2.259). The equations for By and A can now be written in the forms

0By By 1
+ov,-V =oB, VQ —aAA —~ Va-V(wA)
at w w
— ByV - vy, + 1:ABy, (2.260)

d0A

1
gy T Vo V@A) = aBy 4 A, (2.261)



56 2 Theoretical Prerequisites

where A = V2 — & 2. The first term on the right hand side of (2.260) is the rate of
creation of By by the shearing of B,, giving the Q2-effect. The a-effect terms in the
above equations generate toroidal and poloidal field

The magnetic Reynolds number, defined by (2.54), measures the ratio of the
magnitudes of the velocity and diffusion terms in the induction equation. Magnetic
Reynolds numbers for the 2 and «-effects can be defined as

Qo2
Rg= """, (2.262a)
M
¢
R, = X0, (2.262b)
T

where subscripts zero denote characteristic values and ¢ is the length-scale of the
field variation.

The axisymmetric dynamo equations (2.260) and (2.261) are usually solved in
a finite region enclosed by a surface S. If the external region is a vacuum then the
continuity of B requires By to vanish on §, and A and its normal derivative must be
continuous.

The relative importance of the €2 and a-effects depends on the ratio Rg/R,.
There are two extreme types of dynamo possible. If Rg < R, then the Q-effect is
negligible and (2.260) and (2.261) show that the «-effect acts not only to produce
A from By, but also By from A. This is referred to as an «? dynamo. The dynamo
becomes self-sustaining when R,, attains a critical value.

The other extreme is when Rg > R, so the a-effect can be ignored in the
creation of By from A, described by (2.260). However, the a-term in (2.261)
remains crucial in creating A from By. In this «€2 dynamo the product

D = RyRq, (2.263)

referred to as the dynamo number, must attain a critical value for field maintenance.
If the poloidal flow is insignificant then (2.261) for A and (2.244) for B, show that
|Bp| ~ Ry|Bgl, while (2.260) gives |By| ~ Rql|B,|. It follows that the critical
dynamo number is D, ~ 1 and

1

B Ro\ 2

||B¢|| ~ (RQ) > 1. (2.264)
P o

If v and Q are symmetric, with v, and « antisymmetric under reflection in the
equatorial plane (i.e. z — —z), then the eigenfunctions of (2.260) and (2.261) fall
into one of the following groups;

dipole modes:

A(w, —z,1) = A(w, z, 1), (2.265a)

By(w, —z2,1) = —By(w, 2, 1). (2.265b)
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quadrupole modes:
A(m, —z,1) = —A(w, z, 1), (2.266a)
By(w, —2z,1) = By(w, z, 1). (2.266b)

The foregoing kinematic dynamo theory ignores the effects of magnetic force
on the motions, so the velocity field is specified independently of the magnetic
field. A linear problem then results in which the magnetic diffusivity and the
o function can be determined if the turbulent velocity is specified. The theory
has had considerable success in giving dynamo solutions in a wide range of
situations, generating large-scale magnetic fields which are able to transport angular
momentum in suitable ways. However, a more rigorous and self-consistent theory is
required which incorporates dynamical and thermal processes. As will be shown,
significant progress has been made towards this aim, particularly in the case of
accretion discs, although a mean-field theory which incorporates dynamical and
thermal effects in a self-consistent way has yet to be formulated. A detailed review
of stellar dynamo theory is given in Mestel (2012).

2.4 Close Binary Stars

2.4.1 The Roche Model

The basic model of a close binary system is based on the orbiting two body system
due to Roche (1873), with the introduction of a much smaller third mass. Hence this
corresponds to a restricted three-body problem, with the two main bodies orbiting
about their centre of mass. The motion of the third particle is then determined by its
initial position and velocity, together with the gravitational force exerted on it by the
orbiting bodies. In the Roche model of a close binary the stellar components are the
massive bodies, while transferred material can be considered as low mass particles.
The stars are treated as gravitational point sources. This is essentially exact for a
spherical white dwarf or a neutron star, and is a reasonable first approximation for
main sequence stars since even a star of mass 0.2M, has a central density p. ~ 6p,
where p is the mean density. Circular orbits are considered in the standard model,
this being consistent with observations which show that the eccentricities are usually
small. Tidal interactions circularize orbits on time-scales shorter than the binary
lifetime.

Since the mean free path of ions in the accretion stream is many orders of
magnitude smaller than the orbital separation, a hydrodynamical analysis of the
flow, including the pressure gradient, is appropriate. However, Lubow and Shu
(1975) showed that, provided the pressure gradient along the stream is small, the
locus of its centre can be described accurately by purely ballistic considerations. In
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thin accretion discs, in which self-gravity is small, the radial pressure gradient is
ignorable and consequently the azimuthal motion of material corresponds to that of
individual particle orbits. However, pressure gradients normal to the orbital plane are
important in streams and discs, opposing gravitational collapse due to the vertical
component of stellar gravity. Although the ballistic approach allows the following
basic model of a binary system to be formulated, ultimately hydrodynamics is
required to fully describe the structure of accretion streams and discs.

The orbital frame Oxyz is defined to have its origin O at the centre of mass,
its y-axis along the line joining the stellar centres and its z-axis along the orbital
angular velocity €2,. The total potential, W, in this rotating frame is

GM;, GM, 1 ’
U= - — |2 x 1|7, (2.267)
Ir — rg| r—rp| 2

where M is the mass of the main sequence secondary star and M, the mass of
the compact primary, while ry and r,, are the positions of the centres of mass of the
respective stars. The last term is the centrifugal potential. The equipotential surfaces
of W are therefore given by the equation

GM; GM. 1
s ’ 1 +2§2%(x2~|—y2)=1{,
24+ (=2 + 21 24— )P+ 222
(2.268)

where K is a constant. Close to the stellar centres these surfaces are nearly spherical,
but at larger distances they become pear-shaped. A critical surface occurs when the
stellar lobes meet on the line of centres. The point of contact is referred to as the
inner Lagrangian point, denoted L1, and the critical surfaces are known as the Roche
lobes. A particle placed at L1 experiences zero force since (VW), = 0. Figure 2.1
shows the critical equipotentials and coordinates used.

Fig. 2.1 The orbital frame
Oxyz, showing the critical
equipotential ¥, and the
inner Lagrangian point L.
The system centre of mass is
at O, and the secondary and
primary centres of mass are at
rg and rp respectively
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The stability of a particle at the L point can be investigated by considering a
small displacement Ar. The equation of motion of a particle relative to the orbital

frame is
F=—-VU¥ —-2Q, xF. (2.269)
A small displacement from L then satisfies the equations
A¥ + 0 Ax = 2Q,Ay, (2.270)
AF — wf Ay = —2Q,A¥, (2.271)
AZ+w?Az =0, (2.272)
where
ERAV] GM, GM
w§:<32> =-Q2+ T+ 0. (2.273)
X L s rlp
ERAV 2GM, 2GM,
w§=—< 2) =@+, + 7" (2.274)
ay Ly s le
2w GM, GM,
2 = = ‘ P (2.275)
3z ), 3 3
1 1s 1p

and rq and ry, are the distances of the L; point from the secondary and primary star
centres.

Equations (2.270)—(2.272) show that small vertical motions are independent of
those in a horizontal plane. Since a)g > 0, it follows that the vertical motions are
stable. The stability of the horizontal motions can be investigated by taking

Ax = ae'™, (2.276a)
Ay = be'", (2.276b)

where a and b are constants, and finding the sign of w?. Substitution in the equations
of motion (2.270) and (2.271) gives

o' — (0] — 0} +4Q2)0” — i) =0, (2.277)

which has roots

1 1 )
o = (@} -0 +42) £ [(wﬁ — 0?4907 + 4w§w§] P28
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Since

G(M,+ M,

Q2 = G+ M) , (2.279)
(o] D3
where D = rys + ryp, it follows from (2.273) that
1 1 1 1
2

=GM, — GM. - 0, 2.280
wy P (r?p D3> + s (rf’s D?’) > ( )

and (2.274) shows a)g > 0. Hence a)%a)g > 0 and (2.278) yields positive and

negative eigenvalues for w?, the unstable negative case being

1 1 :
o = (@} -0} +492) - [(w§ — W} 4022 + 4w§w§] P 28]
This can be used to find the direction of the unstable eigenvector.

Substituting the displacement components (2.276a) and (2.276b) in the equations
of motion (2.270) and (2.271) relates the amplitudes a and b, giving the horizontal
displacement as

@+, ],
(Ar)hzb[—i sz) X+ (2.282)

Using the eigenvalue given by (2.281) then yields

(@* + w?) )
(AP, = b K43 |, (2.283)
[ 2Q0+/0
where
1 2 2 272 2 2 é 1 2 2 2
0= 5 [(a)x -y +49Q0)° + 4a)xa)y] - z(wx — W) +4Q)). (2.284)

The direction of motion therefore follows from the components of (2.283) as

2 2
Ax 0"+ oy

Ay = 290 /0" (2.285)

It is noted that Ax /Ay > 0 results and, from Fig. 2.1, the relevant displacement has
Ax < 0and Ay < 0, with (Ar); leading the motion of the line of stellar centres.
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It can now be shown that this direction lies well inside the critical lobe. The
change in W due to a small displacement from L in the z = O plane is

1 1
AV = zwi(Axﬁ — zwg(Ay)Z. (2.286)

Along the critical lobe, AW = 0 and hence

Ax W2\ 2
( ) =+ ), (2.287)
Ay ). w3

where the different signs yield the two intersecting tangents to the critical equipo-
tential in the z = O plane. The use of (2.273) for a))% and (2.274) for wg allows the
ratios (2.285) and (2.287) to be expressed as functions of the dimensionless quantity

€€p
= i 2.288
te ( )
where
M /rig\3
“= (D) , (2.289)
M r1p>3
= i 2.289b
T M, (D ¢ )

with M = M + M, Typically € ~ €, ~ 0.2 and hence § ~ 0.1. Expansion to first

order in § then yields
Ax 4[5\ ) (2200
Ay 3\2 36 )’ ’

and
Ax 3
=v2(1+76s). 2.291
‘(Ay)c Ty ( )
It follows that
Ax/A 2
XAy 55<1— 55). (2.292)
[(Ax/Ay)| 3 18

This ratio is always less than unity, being typically 0.2, so the unstable mode lies
well inside the critical lobe. For § = 0.1 the critical lobe makes an angle of 6, =
tan~ ! (Ax/Ay). = 56.7° with the line of stellar centres at L in the orbital plane,
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and the unstable eigenvector makes an angle of & = 17.3° leading the orbital motion
of this line.

It is noted that substituting the real solution for @ from the positive sign
case of (2.278) into (2.282) for (Ar); gives components Ax and Ay of different
amplitudes, oscillating with a phase difference of m/2. This is a stable mode,
corresponding to elliptical particle orbits about L.

The distance of the L; point from the centre of the compact primary, denoted r1p,
can be found from the condition (0¥ /dy)., = 0 together with the y-coordinates
shown in Fig. 2.1, noting that y; = (Mp/M)D. This yields

M, M, ( D\> M, -2
s e P - (1 - r“’) =0, (2.293)
M DT m\n) M D

from which 71, can be found numerically. It follows from this equation that r,/D
is a pure function of the mass ratio My/M,, and that, since iy = D — rip, r15/D
is also a pure function of this ratio. The shapes of the Roche lobes depend only on
€ and €, and hence, from (2.289a) and (2.289b), are pure functions of M;/M,, (e.g.
the critical angle 6, = tan~ ' (Ax/Ay)c, with (Ax/Ay). given by (2.291) together
with (2.288) for §). A good accuracy fitted formula for r, is given by Plavec and
Kratochvil (1964) as

Tlp M
= 0.500 — 0.227 log . (2.294)
D M,

A mean radius, R, can be defined for the secondary star’s critical lobe as the
radius of a sphere of equal volume. Eggleton (1983) gives a formula for this radius as

R 0.49¢7

= ) L (2.295)
D 0645 +In(1+¢53)

where ¢ = M;/M,,, accurate to >~ 99% for all g values. A simpler formula for R,
valid for 0.1 < My/M, < 0.8 to > 98% accuracy, is

M (R’
=0.1, (2.296)
M, \ D

due to Paczyfiski (1967). If the mean radius of the secondary star equals R, then it
fills its Roche lobe and material is in contact with L.

The existence of the unstable mode for horizontal displacements from Lj
indicates that a lobe-filling secondary star will lose mass through this region due
to thermal motions of gas particles. The higher speed particles moving towards the
L region will have sufficient kinetic energy to surmount the effective potential
barrier and escape from the star. However, Lubow and Shu (1975) argued that
the mass loss process is not simply due to such evaporation. By considering the
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hydrodynamic equations, they showed that a subsonic flow will develop inside the
secondary in its surface layers. This flow will pass through a sonic point at a distance
of ~ (cs/ 20 D) R, from the L1 point. This bulk flow gives the mass loss from a small
region surrounding the L point.

Lower main sequence stars obey the approximate mass-radius relation

~q 7. (2.297)

with ¢ ~ 1.1 (Kippenhahn and Weigert 1990). Using this, together with the lobe
size expression (2.296), Ry = Ry and Qg = GM/D?3, gives a mass-period relation

f()l‘ a 1()be'ﬁlhng SeC()ndary as
P = (/: q MS . (2'29 8)

The equipotentials of ¥ correspond to the zero-velocity surfaces of the restricted
three-body problem. These surfaces arise from the energy integral which is derived
from the equation of motion of a particle relative to the orbital frame, given
by (2.269). Taking the scalar product of this with r removes the Coriolis force
and gives

0 <2v + w) =0, (2.299)

in which the conserved quantity is the energy per unit mass, E, so

1
2v2 +WU=E. (2.300)

The particle speed is therefore
v =[2(E — )]z, (2.301)

requiring || > | E|. The speed vanishes on the surface ¥ = E, with E being fixed
by the particle’s initial position and velocity.

2.4.2 Tidal Theory

The secondary star in a close binary is usually assumed to be tidally synchronized.
It is natural to use the orbital frame to analyse the asynchronous motions. If a
spherical polar coordinate system (r, 8, ¢) is used, with an origin at the centre of
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mass of the secondary and the ¢ = 0 line taken as the line of stellar centres, then
the gravitational potential of the primary can be expressed as

v Ml _ 27 sinfcose + b (2.302)
= — — Sin ¢ CoSs . .
P D D D?

The mean radius of the secondary typically satisfies R;/D < 1/3, and the tidal
torque can be expressed as a series in powers of (R;/D)?. Hence, as a reasonable
approximation, v, is usually expanded to second order in /D which yields

GM, roy 12, 1,
Yp = — D 1~|—DPl COS¢_2D2 P2—2P20052¢ , (2.303)

where Pl""| are associated Legendre functions. The first term gives zero force, while
the second yields a constant force on the centre of mass of the secondary which
is balanced by part of the centrifugal force to give a circular orbit. The remaining
centrifugal force has a potential which can be expressed as

1
Q2 py. (2.304)

1
llfc:_ Q§r2~|—3

3

The remaining / = 2 part of the gravitational potential is the tidal potential

GMy®[ o 1,
Yr = 2Dp3 [P2 - 2P2 cos 2¢i| . (2.305)
The total perturbing force is
F=-V{+vo) (2.306)

and this causes a distortion of the secondary star from its spherical shape with an
associated perturbation to its structure.

The perturbation in the density acts as a source which contributes to the external
gravity field. The corresponding potential must contain the same harmonics as the
tidal field, obey Laplace’s equation and vanish as r — o00. The required form is then

B

73

_ @ 0 2
Yex = ;P + 5 Py cos 2¢, (2.307)
r

where o and § are constants. Hydrostatic equilibrium in the secondary yields P =
P () and, for a baratropic equation of state, P = P(p) and hence p = p(¢). A
single coordinate can then be defined as

ry =r+ Y cmar(r)P" cosmg, (2.308)

I,m
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which is constant on the equipotential surfaces of yr. The Poisson equation for the
total potential in the secondary becomes

Vi = 4nGp(ry) — 29Q2. (2.309)

Transforming the derivatives, using ry = ry (r, 0, ¢), then leads to an equation for
the distortion functions a;(r) given by

d*a; d7rip 1\ da 2-I10+1)
2 - =0, 2.310
dr? + <M(r) r) dr +{ r2 }al ( )

where the function M (r) is the mass contained in a sphere of radius r. Only the
function ay(r) is required.

Equation (2.310) can be solved numerically, for a given stellar model, subject to
the central condition a>(0) = 0. The potential in the secondary can be expanded as

Y(ry) = V() + @)W () [e1 P + c2PF cos 26| 2.311)

where ¢ and ¢, are constants. Matching ¥ and dv//9r to the total external potential
at the stellar surface determines c¢; and c;.

Secondary stars having M, < 0.35 M will be fully convective and hence have
their pressure and density related by the polytropic equation

P =Kp, (2.312)

where K is a constant. The unperturbed density can be expressed in terms of an
Emden function 6 (£) as

p(r) = peb2, (2.313)
where 6 (&) satisfies
d ,df 2,3
2 (g d.g) 1 £292 =0, (2.314)

and £ = r/¢, with £ the Emden unit of length (e.g. Cox and Giuli 1968). The
boundary conditions are

0(0) =1, (2.315a)
<d9> =0, (2.315b)
dé §=0

0(&) =0. (2.315¢)
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The first condition follows from (2.313), while the second is a regularity condition.
The third condition corresponds to p vanishing at the first zero of the Emden
function at the stellar surface & = &;.

The linearized momentum equation for asynchronous motions can be
expressed as

9
aj +29, xV=—VW +F,, (2.316)
where
P/
W=y + (2.317)
0

with the prime denoting perturbations. A turbulent viscous force, Fy, can lead to
significant dissipation of the asynchronous motions. Solutions of (2.316) for v have
a time dependence of exp(—At), with the decay rate L. The dissipation time-scale
is long compared to the asynchronous flow time-scales, so v evolves through quasi-
steady states. The quasi-steady form of (2.316) is obtained by ignoring dv/dt and
F,, giving inviscid solutions for v. In the absence of tides the only non-vanishing
velocity component is of the form uy (), with @ = r sinf, corresponding to an
arbitrary differential rotation. With tidal distortion, additional velocity components
arise with the forms v (@, @), vy (ww, ¢) and v, (ww, ¢, 2), so the horizontal motions
are two-dimensional. It can be shown that |v| — 0 as the L point is approached,
so the mass loss rate will not be affected by the presence of asynchronism (see
Campbell and Papaloizou 1983).

The imposition of a viscous force determines W in the steady form of (2.316)
as an eigenfunction, and hence determines uy (), with the decay rate A as the
corresponding eigenvalue. A modification of the viscosity v can be made, to allow
for the effects of rotation, using a form similar to (2.232). A standard form of viscous
stress tensor leads to a uniform rotation form for uy(w ). However, non-standard
forms of stress tensor can be postulated which lead to differential rotation states
(e.g. Wasiutynski 1946; Kippenhahn 1963; Tayler 1973). The dissipation causes the
tidal bulge to lag the motion of the line of stellar centres, and the resulting tidal
torque allows the star to exchange angular momentum with the orbit. The time-
scales for attaining synchronism, or a final non-synchronous state, are significantly
less than the lifetime of the binary system.

For M > 0.35 M a radiative core will exist and some asynchronous motions
may remain in this, depending on the strength of coupling to the convective
envelope. Tidal torques also tend to circularize initially elliptical orbits (e.g. Zahn
1977).
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2.4.3 Mass Transfer

If the secondary star fills its Roche lobe material will be in contact with the L
point. As shown by Lubow and Shu (1975), a subsonic flow will develop inside
the secondary and attain the sound speed close to the L point. Hence the initial
velocity of material is >~ ¢, on leaving the L region, but matter rapidly gains speeds
of ~ Q,D, characteristic of orbital speeds. Since ¢y K 2,D, the speed of material
at L can be taken as effectively zero in (2.301) which therefore yields

v =RV, — W)]2, (2.318)

for the subsequent speed, where W, is the critical potential value on the Roche lobes.
Matter is then trapped within the Roche lobe of the primary, since this is its zero-
velocity surface with W, = E.

The mass loss rate from the secondary can be expressed as

Mg = —p;,csAS, (2.319)

where AS is an effective cross-sectional area perpendicular to the line of stellar
centres, at a small distance Ay into the secondary from the L point. This effective
area is determined by considering the density scale height normal to the line of
centresaty = y;, + Ay.

For a synchronous star, hydrostatic equilibrium is

1
— VP =VVY, (2.320)
P

where W is the sum of the stellar gravitational potentials and the rotational potential.
In the tenuous outer layers of the secondary it is a good approximation to take W as
the Roche potential, since the main gravitational sources are the compact primary
and the central regions of the secondary. The scale height in the orbital plane, H,,
slightly exceeds the vertical scale height, H;, due to the effect of centrifugal force.
However, since the difference is only a few per cent, the area A S will be essentially
circular with radius H >~ H, ~ H..

To calculate H, consider the z-direction at x = 0, y = y;, + Ay. Itis reasonable
to take the gas as isothermal in this direction. The gas equation of state and (2.320)
then give

2
29 v
Gop_ 9% (2.321)
p 02 0z
where
R
t="TT. (2.322)

=
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Using the fact that |z| is small for points in the star near L and that Ay < y,
(2.267) for the Roche potential gives

v (GM, GM,
= 57+ %)= (2.323)
0z i o

along the required line, with rjy = ys — y,, and r;p = y,, — ¥, (see Fig.2.1 for
coordinates). Equation (2.321) then has the solution

p = pee < /H, (2.324)

where p. is the density in the central plane and the scale height is

1
GM, GM,\ °*
H = /2¢, ( st P) ) (2.325)
s rlp
This can be expressed as
H=f & R (2.326)
- Q()D S» .

where

2¢4€p D\? 2
f= (€S+6p) (RS> . (2.327)

with € and €, given by (2.289a) and (2.289b). The dimensionless factor f is a
slowly varying function of the orbital parameters, with f 2~ 1. The mass loss rate is

M, = —mp,,ciH>. (2.328)

The mass transfer process can only continue if the secondary remains in contact
with its Roche lobe. If the mass transfer time-scale of 7, = M;/ |MS| is significantly
larger than the stellar thermal time-scale of t,,, then the secondary will adjust quasi-
steadily through thermal equilibrium states as its loses mass. However, the radius
of a main-sequence star in thermal equilibrium decreases as its mass decreases so,
unless the Roche lobe shrinks, stellar material will lose contact with the L] region
and mass loss will cease.

To investigate the change in the Roche lobe size it is necessary to consider the
angular momentum of the system. The orbital angular momentum can be written as

GD\? R
L, = MM, (2.329)
M
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The angular momentum of the secondary is Ly = kszMSREQO, where ks2 ~ 0.1.
Using (2.279) for €2,, it follows that

Ly, M [R\?
= Kk : (2.330)
Ly M, \D

which is typically ~ 1072, The primary’s spin angular momentum is typically <
1072 L, so the stellar rotations only make a small contribution to the total angular
momentum.

Consider continuous mass transfer from the secondary to the primary with L,
and M conserved. Differentiating (2.329) with respect to time then gives

D M\ M,
=2(1- . (2.331)
D M,) M,

Since MS is negative it follows that, for M;, > Mj, the orbital separation increases.
The mean radius of the secondary’s Roche lobe is given by (2.296) which, together
with (2.331), yields

RL 5 6 Ms MS
=—" (1= . (2.332)
R~ 3 5M,) M,

Hence, for M, > (6/5)M;, the secondary’s lobe expands as the star loses
mass. However, a main-sequence secondary in thermal equilibrium contracts as
its mass decreases, obeying the approximate lower main-sequence mass-radius
relation (2.297). The secondary therefore becomes detached from its Roche lobe and
mass transfer ceases, if angular momentum is conserved. Continuous mass transfer
requires the orbital angular momentum to decrease with time, and there are two
main mechanisms for achieving this.

Gravitational Radiation This mechanism was proposed by Kraft et al. (1962) and
Paczynski (1967). Gravitational waves, a general relativistic effect, remove orbital
angular momentum at a rate

dL, 32G (MM,\* ,
=— D@, 2.333
dt 5¢3 ( M ) © ( )

(Landau and Lifshitz 1951). Faulkner (1971) calculated the resulting mass transfer
rate from a secondary in thermal equilibrium. Using (2.296), (2.297) and (2.329)
for the lobe-filling condition, the mass-radius relation and the orbital angular
momentum, together with (2.333), and Ry = R,, gives

: 010 —w?

M,=—19 x , Mg year™!, (2.334)

(4—="Twps3
where u = M/M.
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Magnetic Braking If the secondary has a magnetic field and a stellar wind then
rotational angular momentum is removed. Material flows along the open magnetic
field lines and the associated stresses lead to a braking torque on the star (see
Chap. 13). Since the secondary is kept close to orbital corotation by tidal torques,
the magnetic wind drains angular momentum from the orbit.

A simple expression can be obtained for the braking of the secondary by using
angular velocity observations of single stars and assuming them to be magnetically
braked. This law, due to Skumanich (1972), is

RQ:(t) = 102 fr—2ms ™, (2.335)

where 0.73 < f < 1.78. Verbunt and Zwaan (1981) applied this to find M. Taking
the star’s spin angular momentum as

2 2
Ly = kI M R; <2, (2.336)
and using LS = LO, yields
. 7k2 M ,Uj 1
M, =-19x10" ];2 Mo (4— ) Mg year . (2.337)
) — /4

Alternative expressions for M; are derived in Chap. 13, using fast rotator magnetic
wind braking theory.

The absence of an accretion disc in the AM Herculis binaries, and the magnetic
orbital coupling resulting from an asynchronous primary, lead to modifications of
the mass transfer rates (2.334) and (2.337). The modified expressions are derived in
Chap. 4.

2.4.4 Accretion Discs
Disc Formation and Luminosity

In the process of Roche lobe overflow material is lost from the secondary through the
L region, at a distance rq, from the primary. Matter passing through L; has a small
velocity component (>~ c¢;) along the line of stellar centres. Relative to the orbital
frame, the stream will experience a Coriolis force causing some initial deflection
from the line of centres. As material approaches the compact primary its central
force becomes dominant and the stream orbits around it, subsequently intersecting
itself. An estimate of the size of this orbit, occurring at the initial stage of disc
formation, can be made by considering the specific angular momentum of material.

In an inertial frame centred on the primary, the specific angular momentum of
material at L is rlszO. Matter in the stream experiences the gravitational fields
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of the primary and secondary stars. The angular momentum of material about
the primary is not exactly conserved, since the stream deviates from the line of
stellar centres so generating a gravitational torque on the secondary, and angular
momentum can be exchanged with the orbit. However, for a free stream, the angular
momentum exchange is small (>~ 6%) because the stream does not make large
angles to the line of centres in the region of L1, in which its gravitational interaction
with the secondary is greatest. The angular momentum of material can therefore be
taken to be approximately conserved. The radius, R, of a circular orbit about the
primary then follows from

GM,)\ 2
RC< ") = r{, Q. (2.338)

Since Q2 = GM/D?, this yields

R M, 4
(147 (”") . (2.339)
D M, D
This gives an estimate of the characteristic size of the initial orbit of material about

the primary. Taking the mean radius of the primary’s Roche lobe, Ry, to be given by
an expression similar to (2.296), yields

1

R M\ 3
1:0.46( P) , (2.340)
D M

and hence

4
R, M3 4
—2.16 (”p) . (2.341)
R M,) \D

The radius R. is always smaller than Rj, being typically R, = 0.4R], so material
orbits the primary well inside its Roche lobe.

As matter is fed into the initial ring it spreads in the orbital plane, due to dissi-
pation and angular momentum transfer processes, to form a differentially rotating
disc. Internal friction causes material to spiral in through the disc, losing energy
and angular momentum. Dissipation heats the disc and energy is radiated from its
surfaces. The luminosity of the disc can be found from a simple consideration of
the rate of energy release as matter spirals inwards to accrete on the star. It is shown
below that the azimuthal velocity of disc material is close to a Keplerian distribution
with v, given by (2.359), being highly supersonic. It will be found that the inflow
speed v, is well subsonic. Since the self-gravity is ignorable, and |v4 | < vk, the
energy per unit mass in a thin disc is

1, GM, GM,
E= - T=-""" (2.342)
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where @ is the distance from the centre of the accreting primary star. A ring of mass
dM therefore has energy

GM,
dE =—_""dM. (2.343)
2w
In a time interval dt this mass moves inwards through a distance dw releasing

energy at a rate

_ GM,dow

) GM,M
dE = dM = P

- dw, 2344
2e2 di 22 47 (2.344)

where the constant mass transfer rate M is positive and deo < 0. Since M = M,,
the total rate of energy release is

GM,M,

, 2.345
94 (2.345)

E= oM /dew -
= oM, =
2 Rp w2
using R, > R,,, where R, is the disc radius. The disc luminosity is therefore

GM,M,
L, = PP (2.346)
2R,
This shows that matter releases one half of its gravitational accretion energy per
unit mass, GMp /Ry, in spiralling in through the disc. The other half is retained as
azimuthal kinetic energy, available for release through an inner boundary layer.

The Steady Viscous Disc

The classic model of a steady viscous disc was formulated by Shakura and Sunyaev
(1973). The internal friction is generated by viscosity, allowing angular momentum
transport radially outwards through the disc. Values of the viscosity, v, characteristic
of a turbulent origin are needed to lead to the transport of matter through the disc at
the externally imposed rate.

In a cylindrical coordinate system (o, ¢, z) centred on the accreting primary, the
components of the steady, axisymmetric momentum equation are

3 (V2 ey Vg 19P oy
v _ v 2.347
8w<2)+vz 0z [ pdw Idw ( )
9 9 1 9 F19)
@+ 0 (k) = pve , (2.348)
o 0w w 0z olp dw o

3 [ v? v, 1P oy
=— -7, 2.349
8z(2>+vw8w o 0z 9z ( )
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where Q = vy /@, v is the viscosity coefficient, ¥ is the gravitational potential,
and other symbols have their usual meanings. It is assumed that the viscous force
due to turbulence has the standard form given by (2.121). Since the dominant disc
shear is that due to differential rotation, the poloidal components of F,, are ignorable
compared to Fyy, where the latter is given by (2.122). The vertical derivative term
in this expression is dropped here since, for vanishing p at the disc surfaces, it gives
zero net torque on rings of material. For thin discs the mass of the disc is very small
relative to the stellar mass and so self-gravity is negligible and v is the potential of
the compact primary star given by

GM,
= — (2.350)

(w2 + Zz)i .

The main body of the disc lies well inside the primary’s Roche lobe, so tidal
distortion due to the secondary is small, allowing an axisymmetric structure to be
considered.

The continuity equation (2.103) becomes

1 9 a
(@pvw) + . (pv7) =0. (2.351)
w 0w 0z
The equations of the disc surfaces can be written as
7 = th(w). (2.352)

A thin disc will satisfy the condition

~ &l (2.353)

The disc pressure and density are expected to have maximum values in the central
plane z = 0, and fall vertically with the length-scale /. The medium surrounding
the disc is taken to be essentially a vacuum, so surface conditions can be defined as

P(w,+th) =0, (2.354a)
p(w,xth) =0. (2.354b)
The continuity equation (2.351) and the thin disc condition (2.353) give

h
< < 1. (2.355)
o

Uz

Ve
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The thin nature of the disc enables the equations to be simplified. The azimuthal
component of the momentum equation, given by (2.348), yields an order of
magnitude estimate for the inflow speed as

g | ~ . (2.356)
a

Firstly, the importance of the velocity terms in the vertical momentum equa-
tion (2.349) can be examined. Equation (2.355) gives

8v§
dz \ 2

Differentiation of the gravitational potential (2.350) gives, to first order in z /@,

2
h
~ Ve (2.357)

w w

v,
v
7 dw

9 2
v (2.358)
0z o w
where the square of the Keplerian speed is
GM,
=", (2.359)
w
It follows that
[V DV, /32| N(vw)z, (2.360)
|0y/0z] Uk

and similarly for the v% inertial term.

The inflow speed can be estimated from (2.356) if the viscosity coefficient v
is known. Ordinary molecular values of v are far too small to give the required
inflow speeds, so a turbulent viscosity is used. In the absence of a rigorous theory
of turbulent transport coefficients, a parametrized form is adopted given by

Vv = €ch, (2.361)

where c; is the isothermal sound speed

1 1
¢ = (P) - (RT) . (2.362)
o w

The form (2.361) is the product of a mean subsonic transport speed and a mixing
length < h. The dimensionless parameter incorporates the speed and length factors,
so €; < 1. Using (2.361) for v in (2.356) gives

h
ol ol (2.363)

Uk v @
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with

1
RoT \?
R ) . (2.364)
Uk nwGM,

Since €;(h/@w) < 1 holds, (2.363) shows that the inflow speed v is well subsonic.
Taking u = 0.6, M, = 0.6 Mo, @ = 108 m and T = 10*K gives ¢;/vx = 1.3 x
1072, so it follows from (2.363) that

Ve |
Uk

< 1. (2.365)

Equations (2.360) and (2.365) then show that the inertial terms, which involve the
subsonic poloidal velocity components, are ignorable in the vertical momentum
equation (2.349), which therefore becomes

10P 0
Lo

=0, (2.366)
p 0z 0z

corresponding to hydrostatic equilibrium.
Consider, next, the radial momentum equation (2.347). Using (2.350) for v, the
gravity term can be written

9 2
vo_ % (2.367)
0w w
Then
003 /D f0w | dve [0z (ve ) 2368
I/ ow I/ vk

so these inertial terms, involving the subsonic poloidal velocity components, are
small and (2.347) becomes

2 2
v 19P
o _ Uy . (2.369)

It follows from (2.362) for ¢ that

0P /3| (cs>2
~ . (2.370)

pv%/w Uk



76 2 Theoretical Prerequisites

However, the vertical equilibrium equation (2.366), together with (2.358) for dy//dz
and (2.362) for c;, gives

h
S« (2.371)
v W

s0, to first order in 4 /7o, the radial momentum for a thin disc yields

1
GM,)\?2
Vp = Vg = ( P) , (2.372)

w

with a corresponding angular velocity

1
GM,\?
Q=Q= ( ") ) (2.373)

w3

The continuity equation (2.351) can be integrated vertically through the disc,
using the surface condition (2.354b) for p, to give

d h
/ WPVxdz = 0. (2.374)
do —h

The thin disc condition (2.353) allows the radial differential operator to be taken out
of the integral, even though its limits depend on . The integral is then a constant,
being related to the steady mass transfer rate through the disc by

h
M= -2x / PV dz, (2.375)
—h

where the factor of 27 arises from azimuthal integration.

The azimuthal momentum equation (2.348) describes how the inward advection
of specific angular momentum @2 through the disc is balanced by its outward
radial transport due to the viscous torque. Combining this with the continuity
equation (2.351) gives

a

a d d a2
(wpvwwzﬂ) + (wpvzwzQ) = pvw3 . (2.376)
o 0z ow do

Integrating vertically, taking v as z-independent, yields

d . d s
- 7 Mw’Q) = 2rwivE , (2.377)
do do dow
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where

h
T = f pdz (2.378)
h

is twice the mass per unit surface area. Radial integration of (2.377) gives

Mw252~|—271w3v2d9 =C (2.379)
do =~ ’

where C is a constant equal to the rate of angular momentum transport, being the
sum of material and viscous contributions. For a non-magnetic primary, the disc
extends to the stellar surface @ = R,. For material to accrete the star must be
rotating below break-up speed at its equator, requiring 2, < Q(R,). It follows that
2 must turn over and decrease to €2, through a boundary layer . If this layer has
width §, then d2/dw = 0 at @ = R, + § where § < R,. For a sharp turn over at
the outer edge of the layer, 2 will be close to its Keplerian value so (2.379) yields

C = MR, + 8)*Q(R, +8). (2.380)
Since § < R, this can be written as
C = MRIQu(Ry). (2.381)

provided it is remembered that @ > R, + 6 applies in the subsequent disc solution.
Using (2.373) for  in (2.379) then gives

M Ry\?
VY = 1-— . (2.382)
3n o
For a thin disc, it follows from (A25) that the dominant elements in the rate of
strain tensor are

1 0
lwp = Cpm = zw S (2.383)

Hence (2.125) gives the viscous dissipation rate per unit volume as

IR\’
Oy =4pvegpemy = pv | @ . (2.384)

ow

The viscous dissipation per unit area of disc surface is then

h
U(w) :/ Ovdz = ;vx(wsz/)% (2.385)
0
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so the use of (2.373) for 2 and (2.382) for v gives

. 1
Uw) = 3GMpMy [1 - (RP>2]. (2.386)

8n w3 w

Integration of this radially across the disc yields the luminosity L, in agreement
with (2.346).

The inflow speed v, can now be found. Since €2 is independent of z, the
azimuthal momentum equation (2.348) gives

d 1 0 ds2
Ve . (@) = v ). (2.387)
do wp dw do
This shows that if v varies slowly with z, then so does v4 . The mass transfer rate
integral (2.375) then yields

M= 27w Sy, (2.388)

The inflow speed follows by eliminating /M between this and (2.382), so

-
3 R, \2
vy = — [1-( P) ] , (2.389)
2w ()
which justifies the estimate of v, | ~ v/ used previously.
The thermal problem remains to be solved. In an optically thick disc with heat

transport via radiation, (2.144) gives the radiative flux through a z =constant
surface as

160,73 0T

F, = ,
: 3kp 0z

(2.390)
where oy is the Stefan-Boltzmann constant and « the Rosseland mean opacity.
The ratio of the advection term to the viscous dissipation term in the heat
equation (2.142)is ~ |[v- VP|/Qy ~ csz/vf ~ h?/w?. Hence the advection term
is ignorable, to first order, and the steady heat equation gives a balance between the
divergence of the heat flux and the rate of viscous dissipation per unit volume. Since
the vertical derivative term dominates in V - F, the heat equation becomes

aF,
= 0,. (2.391)
90z

Then, noting that Fy(z, 0) = 0,

h
Fu(w.,h) = f 0udz = U(w), (2392)
0
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where U (@) is the dissipation per unit surface area, given by (2.386). Equa-
tion (2.390) yields

h
4
/ kpFedz = g‘*rj. (2.393)
0

Approximating the integral as «.p.h Fy (@, h), and taking the optical depth as
T = Kcpch, (2.394)

gives

C

4
Fo(w, h) = ;: T4, (2.395)

The foregoing equations describing a thin steady viscous disc are;

19—1
3 R,\ 2
ey = —2; [1 _ (;) ] , (2.396)

GM,)\?
v = , (2.397)
w
h=v2%w, (2.398)
Vg
N
Cs =< ) , (2.399)
pe
s
pe= (2.400)
R
po= ol (2.401)
n
. 1
4 3G MM, R\ 2
ohh = PR (TP) (2.402)
3t 8rew? (o)

where (2.398) employs the mean value theorem using the average (zp) = pch/2
in the vertical equilibrium (2.366), and (2.400) uses (p) = p./2 in the column
density (2.378). These equations are valid for @ > R;, + §, where § is the width
of the boundary layer through which €2 changes from €2, to Q2. Azimuthal kinetic
energy is dissipated in this highly sheared layer.

The standard disc model uses a simple mixing length prescription for the
viscosity due to turbulence. The mean transport speed is taken to be a fraction of the
isothermal sound speed and this is multiplied by a turbulent mixing length which is
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a fraction of the disc height. The mixing length is several orders of magnitude larger
than the mean free path occurring in the microscopic form of viscous coefficient.
Hence the turbulent viscosity coefficient can be expressed as

v = €ch, (2.403)

where €; < 1 for subsonic turbulence. This enhanced viscosity allows a thin disc
solution to be found consistent with the expected mass transfer rates.

Assuming that electron scattering opacity is small compared to the contributions
from free-free and bound-free transitions, the Rosseland mean opacity can be
approximated by Kramers’ law as

K =6.6x 10872 m>kg ™. (2.404)

The set of disc equations is then algebraic and their solution for the radial
structure yields,

.3

6 M128 9.3
h=159x10° 10 xsfom, (2.405)
GT10 Mls
M2 p
20
pe=241x 107 1071 fﬁ kgm ™3, (2.406)
€0 x 8

3 1
. 3
Mg M fio
1

T, =122 x 10* , K, (2.407)
€T5 X4
!
MISO 1
r=30"1073, (2.408)
€
y 130
s M
=157 %1003 10 x3fiom? s, (2.409)
My
y 130
M 1
U = —235x10% ' msT!, (2.410)
M14 x4f 10

where Mo = MP/IO_10 Mpyear™!, M| = M,/ Mg, x = @ /108 m, and

R,\ 2
f=1—<wp> : (2.411)
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Equation (2.405) gives i/ < 1, consistent with a thin disc. The optical depth
vertically through the disc is given by (2.408) which yields T >> 1, justifying the use
of the diffusion approximation for the radiative transfer equation. Equation (2.410)
gives |vg | K ¢, so the inflow speed is highly subsonic.

The foregoing steady viscous disc solution involves vertical integrations from
the central plane to the disc surface, so the details of the vertical structure are
not considered. This separation of the radial and vertical structures is facilitated
by the large difference in the radial and vertical length-scales of disc quantities.
The accretor is assumed to be essentially non-magnetic, so the disc extends down
to the stellar surface with accretion occurring through a boundary layer. The disc
is assumed not to contain any significant magnetic field and to be surrounded by
a vacuum. However, it will be shown that internal magnetic fields provide the
mechanism for generating turbulence in the disc, and that large-scale magnetic
fields are likely to be generated by dynamo action. Discs may have magnetically
influenced wind flows emanating from their surfaces, and these can be effective at
removing angular momentum and contributing to driving the inflow. Enhanced mass
loss may occur in the inner region of the disc.

If the accreting star has a significant magnetic moment then its field will interact
with the disc. A high stellar magnetic moment with an associated magnetosphere
can result in complete disruption of the disc, which occurs in the AM Herculis
systems, or in partial disruption as occurs in the intermediate polars, the X-ray
binary pulsars and the accreting millisecond pulsars. Disrupted discs are considered
in Chap. 9. A magnetic modification to the viscous disc due to a dynamo generated
large-scale field is presented in Chap. 11, while the effects of magnetic wind driving
are investigated in Chap. 14, with the vertical structure included in both cases.

Time-Dependent Viscous Discs

For a time-dependent, axisymmetric viscous disc, the azimuthal momentum and
continuity equations can be written

] B ] 1 9 90
(@’ 4+ vy . (@D +v, . (0°Q) = pve> . (2412
at ow 0z wp 0w ow

ap 1 9 d
— = . 2413
9% = o aw(wmw) + aZ(pvz) ( )
If © remains Keplerian at all heights in the disc, then d2/9t = 0 and 9Q2/9z = 0
s0 (2.412) gives

d B a2
WPV Jo (zUzQK) = - <pvw3 da:) . (2.414)
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Vertical integration of (2.413) and (2.414) through the disc yields

X 1 9
oy = waw(wva), (2.415)
W XV (") = vXw , (2.416)
dw ow dw

where X is the surface density function given by (2.378), and p(w, £h) = 0 is
used. Elimination of @ X v, between (2.415) and (2.416), together with the use
of (2.373) for L2, leads to

ox _ 39 (;;;% 9 (af%vz)). (2.417)

Jt w 0w

This is a viscous diffusion equation for ¥. For realistic disc models v will depend
on X and hence the diffusion equation will be non-linear.

The viscosity has the effect of spreading material in the disc, at a rate which
increases with spatial gradients. If v and ¥ have radial length-scales of ~ @,
then (2.417) yields a characteristic viscous time-scale of

w2

T~ (2.418)
v

Using (2.373) for €2 in (2.416) gives the instantaneous radial velocity as

3 d 1
1) = — 2Y ), 2.419
Ve (@, 1) w;zaw<w vE) (2.419)
and hence
v
[V | ~ . (2.420)
w

Employing this to eliminate v in (2.418) shows that 7, may be expressed as

w

, (2.421)
Ve |

Ty ~

which is also the radial drift time-scale. The viscosity redistributes angular momen-
tum and mass radially through the disc on the time-scale 7,. Density distributions
of length-scale £ < @ diffuse more rapidly with larger associated radial drift
velocities.
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Other time-scales relevant to discs are the dynamical time and the thermal time.
The dynamical time-scale associated with the Keplerian rotation is

o 1
~ ~ . 2.422
p v ( )

Deviations from vertical hydrostatic equilibrium are smoothed out on the dynamical
time-scale

h
L~ (2.423)

Cs

Since ¢ ~ (h/@ ) v for a thin viscous disc, it follows that 7, ~ 7.

The thermal time-scale 7, gives the evolution time of perturbations from thermal
equilibrium. This can be estimated by noting that the thermal energy density in a
perfect gas is ~ P = pcsz, while the viscous dissipation rate per unit volume is
~ vE(w QL)?/h. Hence, since |@ Q.| ~ Q,

h 2 2 2
o~ P (S) P (2.424)
vEQ2 Uk v
so that
n\2
T, ~ ( ) Z,. (2.425)
w

Hence the thermal time-scale is much shorter than the viscous/inflow time-scale.
The dynamical time-scale can be related to the viscous time-scale by using the
viscosity prescription (2.361), together with ¢ ~ (h/@ )vg. Then

w? w? 1 (zU)Zw 1 (zU)Z (2.426)
‘[v ~ ~ ~ ~ z" , .
v ecsh e \h/) v e \h ¢
giving
B2
Ty ~ € ( ) Ty ~ €1 Ty (2.427)
w

It follows that, since €; < 1, the ordering of the time-scales is
Tp~ T < Ty L Ty (2.428)

One of the main uses of time-dependent disc theory is in the analysis of waves
and instabilities. The significant differences between the various time-scales, shown
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by (2.428), means that different types of perturbations can be identified. Consider
an axisymmetric perturbation in the surface density function, so

T = So(@) + 8% (@, 1). (2.429)

Substitution in the viscous diffusion equation (2.417) gives

9 39/ 18 4
S ED =" 0 (m N (wZS,u)), (2.430)

where u = vX. Since (2.428) shows that the dynamical and thermal time-scales are
short compared to the viscous time-scale, the disc can adjust quasi-steadily on the
viscous time-scale. Then the viscosity can be expressed in the form v = v(w, X),
with v o @ "X resulting from the foregoing model. Hence u = u(w, X), so

9
(SM:( “) 5%, (2.431)
sd

with the subscript sd denoting the steady state. Then § £ can be eliminated from the
diffusion equation to give

9 w\ 3 0 [ 18 /1
Su) = : 2510) ). 2.432
9r O (az)sd @ dw (w d (w ’“‘)) (2.432)

The diffusion coefficient is therefore proportional to (du/0%)se. For positive
(0u/0X)sq a perturbation decays on the viscous time-scale t,. However, if
(0u/0%)gq is negative a perturbation in ¥ will grow due to viscous instability.
More material will be fed into regions that are denser than their surroundings, and
the disc will tend to break up into rings on the time-scale 7. A steady flow therefore
requires (O /9%)sq > 0.

2.5 Spin Dynamics

In spin evolution calculations the compact white dwarf, or neutron star, is assumed
to act approximately like a rigid body, due to the action the strong internal forces
acting in these compact objects. A strongly magnetic primary star will experience
some distortion from spherical symmetry due to non-radial internal magnetic forces.
The essentials of the spin dynamics of rigid bodies are presented here.

The angular momentum of a rigid body of volume V rotating with instantaneous
angular velocity w is

L= / rx (wxr)pdV, (2.433)
\%4
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where p is the density and r is measured from the centre of mass, O. Expanding the
cross product gives

L= / [r’® — (r- w)rlpdV. (2.434)
\%4

In an inertial coordinate frame Oxyz the components of L can be written

Ly = Lyox + Ixya)y + I ;o (2.435)
Ly = Ly, + Lyywy + Iz, (2.436)
Lz = sza)x + Izya)y + IzzCl)z, (2437)

where
Lix =/V(y2+22),odV, Iy, =/V(x2+z2)pdv,
I, = /V %+ yH)pdV (2.438)
are moments of inertia, while

Iy =1y, = —/ xypdV, I, =1, = —/ xzpdV, (2.439)
\%4 \%4

I, =1I,=— /V yzpdV (2.440)

are products of inertia. Equation (2.435)-(2.437) can be expressed in Cartesian
tensor form as

where the repeated index is summed over. The inertia tensor /;; is symmetric
and (2.441) shows that, in general, L and w are not parallel.

Since the inertia tensor is symmetric it corresponds to a real Hermitian matrix.
Such a matrix has a complete set of eigenvectors which therefore form a basis in
which an arbitrary vector can be represented. The matrix elements /;; will depend
on the basis used to represent the column vector on which I acts. The simplest
form of I results when its eigenvectors are chosen as the basis. This diagonalization
process involves the similarity transformation

I(diag) = X~ 'IX, (2.442)
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where the modal matrix X = (X1 X2X3) with X; the eigenvectors of /. This rotates
the frame O xyz to be coincident with the orthogonal eigenvectors. The inertia tensor
then has the form

I; 00
I=10LO0]. (2.443)
0015

The diagonal elements are the principal moments of inertia about the eigenvectors of
I which have directions denoted by the unit vectors e, e; and e3. These orthogonal
principal axes are fixed in the body. Relative to these axes, the angular velocity and
angular momentum are

® = wie] + wrex + wses, (2.444)
L =lLwe + hwyer + lzwses. (2.445)

It is noted that @ and L are only parallel if the body is spherical or its spin axis is
coincident with a principal axis.

The motion of a rigid body is described by the angular momentum evolution
equation

dL
=T, (2.446)
dt

where the time derivative is measured in inertial space, and T is the torque. The
principal unit vectors of the body frame have inertial time derivatives given by

de,'
= . 2.447
gy @ Xe ( )

Denoting the time derivative relative to the body frame by a dot, it follows that

dL

d .
gt = dr (Liej) = L;e; + Liw X €;, (2.448)

and hence (2.446) can be written as
L+wxL=T. (2.449)
The orientation of a rigid body about its centre of mass is specified by three
angles. The Euler angles (o, ¢, ) are usually chosen. The angles « and ¢ define

the orientation of one axis, say e3, relative to inertial axes, while i defines a rotation
of the body about the e3 axis from a standard position. Figure 2.2 shows how the
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Fig. 2.2 The rotation sequence generating an orientation with Euler angles («, ¢, ¥)

87

orientation (¢, ¢, ¥) can be attained by three rotations. Firstly, a rotation of ¢ about

the z-axis is generated by the matrix

cos¢ sing 0
Ry = | —sing cos¢ 0
0 0 1

Secondly, a rotation of « about the new y-axis is generated by
cosa 0 —sino
Ry = 01 0
sina 0 cosa
Finally, a rotation of i about the new z-axis is given by
cosy siny O
Ry =1 —siny cosy O
0 0 1

The total rotation is then the matrix product.

R =RyRyRyp.

(2.450)

(2.451)

(2.452)

(2.453)
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Equations (2.450)—(2.453) give the elements of the rotation matrix as;

R11 = cosa cos¢ cos iy — sin¢ sin i,

R12 = cosa sin ¢ cos Y + cos ¢ sin Y,

Ri3 = —sina cos ¥,
Ry1 = —cosa cos ¢ sinyy — sin ¢ cos ¥,
Ry = — cosa sin ¢ sin ¥ + cos ¢ cos ¥,

Ry3 = sina sin
R31 = sina cos ¢,
R3; = sina sin ¢,
R33 = cosa. (2.454)

The components of a vector V relative to the inertial frame Oxyz are related to those
relative to the body frame Oxyz by

V; = Ri;Vj, (2.455)

where the summation convention is used.
The instantaneous angular velocity can be expressed as the sum of the angular
velocities &, ¢ and v measured about the directions &, ¢ and 1/1 S0

W=cad+dP+v V. (2.456)

It follows from Fig.2.2 that the Euler angular velocities relative to the body
frame are

a =asiny e +acosy ey, (2.457)
¢ = —psinacosy e + ¢ sina siny ey + ¢ cosa es, (2.458)
U =1 es. (2.459)

Equations (2.456)—(2.459) give the components of w in the body frame in terms of
the Euler angles o, ¢ and v as

w] = a@siny — ¢ sina cos ¥, (2.460)
w) = @ cos Y + ¢ sina sin s, (2.461)
=¢cosa + 1. (2.462)
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The torque T in the angular momentum equation (2.449) will, in general, be a
function of «, ¢, and ¥, so the components of this equation yield a set of coupled
differential equations. The solution of these gives the Euler angles as functions of
time, and hence the rotational motion of the body.

In spin stability problems the equation of motion is linearized about a given state.
Normal mode solutions can then be sought involving the Euler angle perturbations.
In the binary star problems to be considered the basic state is dynamical, so
independent normal modes may not always exist. However, the high rotation rates
occurring in close binaries can lead to essentially separate modes.
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Chapter 3 )
AM Herculis Stars Creck o

Abstract The AM Herculis binaries have white dwarf primary stars with the
strongest magnetic fields observed in the cataclysmic variables. They are unique in
having no accretion discs and primary stars rotating in synchronism with the orbit.
The accretion stream becomes magnetically channelled and reaches the primary by
one or more localized columns. Unlike other cataclysmic variables, a significant
fraction of AM Her binaries occupy the orbital period gap while undergoing mass
transfer. These properties pose a range of MHD problems.

Inductive coupling to a tidally synchronized secondary leads to a synchronization
torque, but the maintenance of a synchronous state requires non-dissipative torques
to act. The 3D nature of the channelled accretion stream results in an accretion
torque which has components parallel and normal to the orbital angular momentum
vector, leading to restrictions on the nature of the required balancing torque. Certain
conditions are necessary for the attainment of synchronism. Asynchronous rotation
of the primary can significantly affect the mass transfer rate, due to magnetic spin-
orbit coupling. The essential properties of the AM Her binaries are described here,
together with a list of the confirmed systems.

3.1 The Nature of AM Herculis Systems

3.1.1 AM Herculis

AM Herculis was identified by Wolf at Heidelberg in 1923 during a routine search
for variable stars. It was subsequently listed in the General Catalogue of Variable
Stars as an irregular variable with a range of magnitude 12 to magnitude 14. Over
five decades later the development of X-ray and polarization observations allowed
the nature of this extraordinary system to begin to be revealed. Berg and Duthie
(1977) suggested that AM Her could be the optical counterpart of the high galactic
latitude X-ray source 3U 1809+50. Further evidence was available from Hearn et al.
(1976), which indicated AM Her to be a soft X-ray source. These suggestions were
confirmed by Hearn and Richardson (1977). Szkody and Brownlee (1977) found
the visual light curve of AM Her to have a broad, deep minimum which repeated

© Springer Nature Switzerland AG 2018 91
C. G. Campbell, Magnetohydrodynamics in Binary Stars, Astrophysics and Space
Science Library 456, https://doi.org/10.1007/978-3-319-97646-4_3


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97646-4_3&domain=pdf
https://doi.org/10.1007/978-3-319-97646-4_3

92 3 AM Herculis Stars

on a time-scale of 3.1 h. Linear and circular polarization were observed in the V
and I spectral bands by Tapia (1977a), of a strength an order of magnitude larger
than previously observed in any object. This suggested the presence of a strong
magnetic field, with B ~ 103 G, assuming the fundamental cyclotron frequency to
be observed. Large variations of the polarization were found with a period of 3.1 h.

Models of AM Her involving an accreting magnetic white dwarf in a binary
system were discussed by various authors (e.g. Chanmugam and Wagner 1977;
Michalsky et al. 1977; Stockman 1977). The rotation of the white dwarf was taken
to be synchronous with the orbital period, based on the fact that all the observed
radiations had the same period of intensity variations. The short orbital period of
AM Her put it in the category of close binary stars. However, unlike the standard
cataclysmic variables, there was no evidence for an accretion disc around the
white dwarf. The large linear and circular optical polarization were consistent with
cyclotron radiation being emitted by accreting gas in a strong magnetic field. Highly
conducting matter would be channelled by the field, and the 3.1 h variations could
result from a localized radiating accretion column changing its orientation to the
line of sight due to the white dwarf’s rotation.

Matter is lost from the secondary star through the inner Lagrangian region and
falls towards the white dwarf primary. The gas in the accretion stream is ionized
and motion of the conducting stream across the primary’s magnetic field generates
electric currents and a magnetic force is exerted on the material. The infalling
matter experiences an increasingly strong magnetic field and ultimately becomes
channelled by it on to the surface of the white dwarf. The incoming supersonic
stream passes through a standing shock and settles on to the stellar surface through
an accretion column. X-rays are emitted in the hot post-shock flow; most of these
are reprocessed by the white dwarf’s surface and re-emitted as a softer X-ray
component. The basic theory of the accretion column on magnetized white dwarfs
was considered by King and Lasota (1979). The shock temperature is given by

T, =3.7x 108 My Ry K, (3.1)
M@ 1071’11

where M, and R, are the mass and radius of the primary. Electrons in the ionized
stream close to the shock spiral around the magnetic field lines and emit strongly
polarized cyclotron radiation. The field strength results in this radiation being
emitted at optical and near infra-red wavelengths. Figure 3.1 is a simple illustration
of an AM Her system, for the case of single pole accretion.

Chanmugam and Wagner (1979) showed that the shocked gas in the
accretion column will be optically thick to the lowest cyclotron harmonics,
suggesting that the previously measured field strengths were too high since
they assumed low harmonics. Evidence for a lower field value was given by
Schmidt et al. (1981) who presented spectropolarimetry, obtained during a faint
state of AM Her, which showed strong circular polarization and absorption
features characteristic of hydrogen in a range of magnetic fields ~ 10-20 MG.
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Stream

Fig. 3.1 An AM Herculis binary, showing the simplest case of single pole accretion. Material
lost from the L1 region of the secondary becomes channelled by the primary’s magnetic field and
accretes on to its surface through a localized column, A

A field structure more complicated than that of a centred dipole was also
indicated.

Young et al. (1981) observed AM Her in a low state and measured a 3.1 h period
in emission line velocities. Their observations indicated the secondary star to be an
M5 red dwarf, which is consistent with a lobe-filling star of a mass theoretically
expected for the observed orbital period.

3.1.2 Other Polars

Three new members of the class were discovered soon after AM Her; AN UMa
(Krzeminski and Serkowski 1977), VV Pup (Tapia 1977b) and EF Eri (Tapia 1979).
Many new systems were discovered in the ROSAT all-sky survey and there are,
at present, 121 confirmed systems, also referred to as the polars. Tables 3.1, 3.2,
and 3.3, shown in the Appendix below, list these systems with their orbital periods,
secondary masses estimated using the period-mass relation (2.298) for lobe-filling
lower main sequence stars with ¢ = 1.1 and, where known, white dwarf surface
fields. Estimated values are given for cyclotron harmonic determined magnetic
fields, with some systems having two poles. Field values obtained from photospheric
Zeeman splitting are shown, where available. References are given for each system
related to orbital period and magnetic field measurements. It is noted that 28 AM
Her binaries, representing ~ 23% of the known systems, lie in the 2-3 h period gap,
usually unoccupied by accreting cataclysmic variables. A possible explanation for
this is discussed in Chap. 13. The main features of the AM Her systems are discussed
below. Extensive reviews of the observational aspects of these systems are given by
Cropper (1990) and Warner (1995).
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3.2 Essential Features

3.2.1 Magnetic Fields

Two methods are used to estimate the surface magnetic field value on the white
dwarf. The first, and most frequently employed method, involves measurements
of the field at the cyclotron emission regions for those systems showing cyclotron
humps in their optical/IR spectra. The magnetic field at the emission region can be
determined from the spacings between the cyclotron harmonics (see Harrison and
Campbell 2015 for a detailed description of such measurements). The cyclotron-
determined fields are denoted by B in Tables 3.1, 3.2, and 3.3, with the
second values referring to field strengths at second poles, where available. The
second method involves the observation, during episodes of low accretion, of
photospheric Zeeman split absorption lines from the white dwarf. This method
has been used to measure the magnetic fields in several systems, as shown
in the tables. The mean field over the observable photosphere is calculated,
denoted Byh.

Observations suggest that the white dwarfs in some AM Her systems have mag-
netic fields more complicated than centred dipoles. Meggitt and Wickramasinghe
(1989) analysed the linear pulse and polarization data of EF Eri and found three
cyclotron emission regions on the white dwarf surface. A quadrupolar component
could be consistent with this data. A complex field structure is also indicated in CE
Gru (Wickramasinghe et al. 1991) and in DP Leo (Cropper and Wickramasinghe
1993). Beuermann et al. (2007) employed Zeeman tomography to observations
taken in the low states of EF Eri, BL Hyi and CP Tuc and found that truncated
multipole expansions give the best fit to the magnetic field data, rather than pure
dipole fields.

It is likely that the secondary star has a significant magnetic field. The star will
be largely or fully convective, and rapidly rotating due to the action of tides, so a
dynamo mechanism could generate a magnetic field. Surface magnetic fields with
values of ~ 10> — 103 G are needed to give magnetic torques that may maintain
synchronism. Models of rotating M dwarfs give such field values via «$2 and o?
dynamos, and surface poloidal field values of several kG have been observed on
rapidly rotating M dwarfs (see Chap. 12). Secondary magnetic fields are believed to
channel winds from the star which lead to magnetic braking in systems above the
orbital period gap.

3.2.2 The Stellar Components

The masses of the white dwarf primaries are not well known, since their determi-
nations require accurate measurements of the radial velocities of both stars and the
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orbital inclination. A helium white dwarf obeys the mass-radius relation

1
R, =7.8 x 10° My _%— My % 2m (3.2)
P M. M. ’ '

where the Chandrasekhar mass M. = 1.44 My (Nauenberg 1972). Hence, for
similar surface field strengths, the primary magnetic moments can vary significantly
for a range of M, since they are proportional to RS .

The secondary stars in AM Her systems are M or K dwarfs. Using the condition
that the star fills its Roche lobe and obeys a main sequence mass-radius relation,
its mass can be estimated from the orbital period. Equation (2.298), with ¢ = 1.1,
gives a mass range of 0.13 < M;/My < 0.46, with the one higher mass system
V1309 Ori having My = 0.77 M. Spectroscopic observations of the secondary
are difficult because most of the energy is emitted from the primary. When phase
resolved, high resolution red spectroscopy is available, the radial velocities can
be used for locating the position of the secondary in non-eclipsing systems. For
eclipsing systems, high resolution observations made during eclipses confirm the
expected nature of the secondary.

3.2.3 The Accretion Stream

The spectra of AM Her systems, in the UV, optical and infra-red, are rich in emission
lines. Phase resolved and high resolution studies of the optical spectra reveal lines
with multiple components, each with distinctive radial velocity variations. These
lines are thought to arise in the accretion stream. Cowley and Crampton (1977)
identified a broad base component, a narrower peak component and a very narrow
component in VV Pup. Most of the polars have such components. Schneider and
Young (1980) modelled these by assuming the broad component came from near
the accretion regions, and the narrower components from further away. A phase
shift between broad and narrow components was identified with curvature of the
stream. Mukai (1988) suggested that some of the narrow components from QQ Vul,
ST LMi and VV Pup arise in an initial part of the stream before it is channelled by
the primary’s magnetic field. Ferrario et al. (1989) obtained a reasonable fit to the
emission line data of V834 Cen, ST LMi, and UZ For with a model in which field
channelling becomes effective at a distance from the L; point which is about a third
of its distance, A, from the primary. The stream was broadened before converging on
the primary. Observations of the eclipsing system HU Aqr by Schwope et al. (1997),
using Doppler tomography, also indicated a partially channelled stream. Analysis of
the data suggested that the initial, weakly channelled stream forms a tenuous curtain
of material above the orbital plane. The bulk of the stream subsequently lifts out of
the orbital plane.

Heerlein et al. (1999) developed a simple model for the accretion stream, taking
Gaussian profiles for the density variations perpendicular to the flow direction.
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Magnetic channelling was taken to become effective where the magnetic energy
density starts to exceed the kinetic energy of the flow, so occurring inside the
Alfvén radius. The model gave good results when applied to HU Aqr. Numerical
simulations have been performed to investigate the effect of the magnetic field on
the accretion stream. These are described in Chap. 5.

3.2.4 Synchronous Rotation of the Primary

Synchronous rotation of the primary with the orbit has always been assumed in AM
Her systems, based on the modulation of their emissions at single periods. However,
the periodic variations seen in the optical light curves, the X-rays and optical
polarization are due to the rotation of the accretion column with the white dwarf.
Observations of the relatively faint secondary star are necessary in order to measure
the orbital period. The first direct support for synchronism of the primary came
when Young and Schneider (1979) observed absorption lines from the secondary
in AM Her. Orbital periods were subsequently measured in other polars, either
from eclipses or ellipsoidal variations in the infra-red (e.g. Bailey et al. 1985). The
primary and orbital angular velocities were found to be the same, to the accuracy
limits of the methods employed. For the eclipsing system DP Leo, over a baseline
of 4 years, Biermann et al. (1985) obtained |w|/ 2, < 2 X 10’6, where w is the
synodic angular velocity of the primary and €2, is the orbital angular velocity.
Cropper (1988) compiled data for twelve polars and found a tendency for the main
accreting pole to lead the motion of the line of stellar centres. However, Bailey et al.
(1993) showed that the longitudes of the magnetic poles in DP Leo and WW Hor can
vary by up to 20° over several years. Beuermann et al. (2014) used phase resolved
orbital light curves of DP Leo over a 4 year period and found that the data was best
explained by an oscillation of the accreting poles about a synchronous state with a
period of ~~ 60 year.

In addition to the asynchronous oscillations of DP Leo and WW Hor, five
other systems are known to have asynchronism of the white dwarf; V1432 Aql
(Littlefield et al. 2015b), BY Cam (Pavlenko 2006), V1500 Cyg (Katz 1991;
Schmidt et al. 1995), V4633 Sgr (Lipkin and Leibowitz 2008) and CD Ind (Ramsay
et al. 2000). These systems appear to be synchronizing on time-scales of typically
10%year < Toe S 103 year. These observational estimates are compared to

~

theoretical synchronization times in Chap. 4.

3.3 MHD Problems

The synchronous rotation of the primary and channelling of the accretion stream
present problems of magnetohydrodynamics. The removal of asynchronous motions
from the primary requires a synchronizing torque to act, and magnetic interaction
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with an orbitally synchronized secondary will be shown to generate such a torque.
Asynchronous motions of the primary induce electric currents in the conducting
secondary, in the magnetosphere and in the atmosphere of the white dwarf primary.
An inductive torque results on the primary, causing its spin to approach synchro-
nism. Magnetic forces result on the secondary and primary which lead to an orbital
torque, allowing angular momentum to be exchanged between the stellar spins and
the orbital motion. For an over-synchronous primary, this can lead to a lowering of
the mass transfer rate.

The accretion stream interacts with the white dwarf’s magnetic field, ultimately
being channelled by it. Magnetic torques resulting from the field stresses in the
stream cause angular momentum to be transferred continuously to the primary,
giving an accretion torque. This torque depends on the geometry of the stream,
and hence on the magnetic orientation of the primary relative to the secondary. The
torque will be time-dependent for an asynchronous primary.

The inductive magnetic torque, which removes asynchronous motions, cannot
balance the accretion torque to produce a synchronous state, since the former
vanishes at corotation. A non-dissipative torque is necessary and interaction of the
primary with a magnetized secondary generates such a torque. The secondary’s field
could be produced by dynamo action. Also, a gravitational torque will result if the
primary is distorted from spherical symmetry due to internal non-radial magnetic
forces. This may balance or exceed the accretion torque. The torque balance must
be stable to all perturbations.

Even if a stable synchronous state exists it is not clear that the white dwarf can
reach it while accreting material. Over-shooting could occur if the dissipation is
insufficient to remove the primary’s synodic rotational energy over one synodic
period, close to synchronism. The magnetic diffusivity of the secondary plays a
key role here. These problems are addressed in the next four chapters.

Appendix: Tables of Confirmed Systems

The following tables list the confirmed AM Herculis systems. The orbital periods are
known to high accuracy. There are a significant number of accreting systems with
periods lying in the 2-3 h period gap, usually unoccupied by accreting cataclysmic
variables. A possible explanation for this is given in Chap. 13. The secondary masses
have been estimated using the approximate mass-radius relation for lower main
sequence stars, given by (2.298) with ¢ = 1.1. Most secondaries lie in the M
dwarf mass range, with a large fraction being fully convective. A few longer period
systems have K dwarf secondaries.

The magnetic field values are mainly obtained from cyclotron harmonic obser-
vations. A few systems have fields determined by photospheric Zeeman splitting
observations, giving a mean surface field. Every system has at least one reference
related to detailed observations of its properties.
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Table 3.1 The AM Herculis binaries

Name

V1309 Ori
V859 Cen
Al Tri
J0649

MQ Dra
12048
V1043 Cen
HS0922
VY For
J0227
J1424

QQ Vul
J0749
V358 Aqr
J1007

MN Hya
V388 Peg
J1422
V1432 Aql
BY Cam
V1500 Cyg
JO733
JO837
V519 Ser
V1033 Cen
J1453

AM Her
CW Hyi
V4633 Sgr
12319
12250

HY Eri
WX LMi
EU Lyn
V349 Pav
PZ Vir
J0524

AP CrB
V654 Aur
J1543

P ()

7.983
4.765
4.602
4.392
4.391
4.200
4.190
4.039
3.806
3.787
3.732
3.708
3.600
3.491
3.477
3.390
3.375
3.369
3.366
3.354
3.351
3.338
3.180
3.175
3.156
3.156
3.094
3.030
3.014
3.011
2.904
2.855
2.782
2.736
2.662
2.645
2.620
2.531
2.496
2.400

Mg/ Mg
0.769
0.459
0.443
0.423
0.423
0.404
0.405
0.389
0.367
0.365
0.359
0.357
0.347
0.336
0.335
0.326
0.325
0.324
0.324
0.323
0.323
0.321
0.306
0.306
0.304
0.304
0.298
0.292
0.290
0.290
0.280
0.275
0.268
0.264
0.256
0.255
0.252
0.244
0.240
0.231

Beye MG)
27

32,73

26

60

56
60, 81

36

94
28
20

41

14

61,70

29,7

110

13
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Bph MG) References

41,104
44

41, 83
41,54
105, 107
46
111, 120
69, 115
22,41
100

52

20, 38
54

73
41,112
41,47
41,117
52
41,51
41,58
41,76
33

42, 80
114
15,72
53,62
19,75
93

48

98

68

18
41,122
43
41,67
103

85

94, 113
43

97
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Table 3.2 The AM Herculis binaries (Continued)

Name

JO859

QS Tel
V516 Pup
V381 Vel
V1189 Her
UW Pic
J1503
J1333

HU Leo
J2218

MT Dra
UZ For
J0325

EU Cnc
HU Aqr
J1743
V1901 Aql
J0328
V2951 Oph
V1007 Her
V808 Aur
J1344
V1237 Her
JO810

AR UMa
WW Hor
AN UMa
EK UMa
J0357

ST LMi
BL Hyi
MR Ser
FR Lyn
V884 Her
V2301 Oph
CD Ind
CE Gru
J1002

EP Dra
J0953

P (h)

2.400
2.332
2.285
2.234
2.232
2.232
2.223
2.208
2.187
2.160
2.145
2.109
2.093
2.090
2.084
2.078
2.035
2.033
2.003
1.999
1.953
1.944
1.939
1.936
1.932
1.925
1.914
1.909
1.900
1.898
1.894
1.891
1.888
1.884
1.883
1.848
1.810
1.783
1.744
1.729

Mg/ Mg
0.231
0.225
0.220
0.215
0.215
0.214
0.214
0.213
0.211
0.208
0.207
0.203
0.202
0.201
0.201
0.200
0.196
0.196
0.193
0.193
0.188
0.187
0.187
0.186
0.186
0.185
0.184
0.184
0.183
0.183
0.182
0.182
0.182
0.181
0.181
0.178
0.174
0.172
0.168
0.167

Beye (MG)
30

47,75

39

52

19

55,28

42
32

9
50
36, 69

155
25
32
48

19
18
27
30

12

32
15

By (MG)

20

99

References

34,41

91

41, 82
35,41

34
41,70, 74
130

103

102

4

84

6, 23, 30, 41
39

127
41,90, 95
25

1

106

10

36

96, 129
109

43

130
41,77
2,41,57
12,41

9

88

41, 99

8, 124, 128
27,41, 126
28
37,41,78
32,41
41, 66

63

41, 64
41,71, 87
5



100

Table 3.3 The AM Herculis binaries (Continued)

Name

RS Cae
JO706
V834 Cen
V379 Tel
VV Pup
EG Lyn
J1344
V393 Pav
HS Cam
LW Cam
BS Tri
PW Aqr
EQ Cet
11944
J1321
J1312
J1745
EU UMa
V347 Pav
J0257
J0502
DP Leo
CP Tuc
J1514
V379 Vir
FL Cet
IW Eri
J1250
J0425
J0921
BM CrB
IL Leo
EF Eri
FH UMa
JO154
J0528
GG Leo
EV UMa
J1845
V4738 Sgr
CV Hyi

P (h)

1.702
1.702
1.692
1.684
1.674
1.656
1.656
1.647
1.637
1.621
1.605
1.570
1.547
1.532
1.531
1.531
1.503
1.502
1.501
1.500
1.500
1.497
1.484
1.479
1.474
1.452
1.452
1.439
1.430
1.404
1.404
1.392
1.350
1.334
1.334
1.334
1.331
1.328
1.318
1.300
1.297

Mg/ Mg
0.164
0.164
0.163
0.162
0.161
0.159
0.159
0.159
0.158
0.156
0.155
0.151
0.149
0.148
0.147
0.147
0.145
0.145
0.145
0.144
0.144
0.144
0.143
0.142
0.142
0.140
0.140
0.139
0.138
0.135
0.135
0.134
0.130
0.128
0.128
0.128
0.128
0.128
0.127
0.125
0.125

Beye (MG)

23
20
31, 56

20

43
29,7

35

31,59
15

29
30

42
100

24
35

67
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Bph (MG) References

22,39

16

45

119

39
7,31,41,89
60
41,45
93

109
110
41,116
41,118
13,26
61
41,92
21

50

123

55

67
41, 67
121
41, 49
3,11
8,41, 65
14
24,29
41,79
41,93
14

40

103

34

81

86, 108, 125
101

16

33

41, 67
56, 64
59

17

17
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Tables 3.1-3.3 Reference Number Key: 1. Afanasiev et al. 2015; 2. Bailey et al.
1988; 3. Bailey et al. 1993; 4. Bernardini et al. 2014; 5. Beuermann and Burwitz
1995; 6. Beuermann et al. 1988; 7. Beuermann et al. 1989; 8. Beuermann et al.
2007; 9. Beuermann et al. 2009; 10. Bhalerao et al. 2010; 11. Biermann et al. 1985;
12. Bonnet-Bidaud et al. 1996; 13. Borisov et al. 2015; 14. Breedt et al. 2012; 15.
Buckley et al. 2000; 16. Burwitz et al. 1993; 17. Burwitz et al. 1997; 18. Burwitz
et al. 1999; 19. Campbell et al. 2008; 20. Catalan et al. 1999; 21. Coppejans et al.
2014; 22. Cropper 1997; 23. Dai et al. 2010; 24. Debes et al. 2006; 25. Denisenko
and Martinelli 2012; 26. Denisenko et al. 2006; 27. Diaz and Cieslinski 2009; 28.
Dillon et al. 2008; 29. Farihi et al. 2008; 30. Ferrario et al. 1989; 31. Ferrario et al.
1992; 32. Ferrario et al. 1995; 33. Gabdeev 2015; 34. Gansicke et al. 2009; 35.
Greiner and Schwarz 1998; 36. Greiner et al. 1998a; 37. Greiner et al. 1998b; 38.
Halevin et al. 2002, 39. Halpern and Thorstensen 2015; 40. Halpern et al. 1998;
41. Harrison and Campbell 2015; 42. Hilton et al. 2009; 43. Homer et al. 2005;
44. Howell et al. 1997; 45. Howell et al. 2006; 46. Kafka et al. 2010; 47. Kato
2015; 48. Lipkin and Leibowitz 2008; 49. Littlefair et al. 2005; 50. Littlefield et al.
2015a; 51. Littlefield et al. 2015b; 52. Marsh et al. 2002; 53. Masetti et al. 2006; 54.
Motch et al. 1998; 55. Muno et al. 2003; 56. Osborne et al. 1994; 57. Pandel et al.
2002; 58. Pavlenko 2006; 59. Pavlenko et al. 2011; 60. Potter et al. 2005; 61. Potter
et al. 2006; 62. Potter et al. 2010; 63. Ramsay and Cropper 2002; 64. Ramsay and
Cropper 2003; 65. Ramsay et al. 1999; 66. Ramsay et al. 2000; 67. Ramsay et al.
2004; 68. Ramsay et al. 2009; 69. Reimers and Hagen 2000; 70. Reinsch et al. 1994;
71. Remillard et al. 1991; 72. Rodrigues et al. 1998; 73. Rodrigues et al. 2006; 74.
Romero-Colmenero et al. 2003; 75. Schmidt et al. 1981; 76. Schmidt et al. 1995;
77. Schmidt et al. 1999; 78. Schmidt et al. 2001; 79. Schmidt et al. 2005a; 80.
Schmidt et al. 2005b; 81. Schmidt et al. 2007; 82. Schwarz and Greiner 1999; 83.
Schwarz et al. 1998; 84. Schwarz et al. 2002; 85. Schwarz et al. 2007; 86. Schwope
and Christensen 2010; 87. Schwope and Mengel 1997; 88. Schwope and Thinius
2012; 89. Schwope et al. 1993a; 90. Schwope et al. 1993b; 91. Schwope et al. 1995;
92. Schwope et al. 1999; 93. Schwope et al. 2002; 94. Schwope et al. 2006; 95.
Schwope et al. 2011; 96. Schwope et al. 2015; 97. Servillat et al. 2012; 98. Shafter
et al. 2008; 99. Shahbaz and Wood 1996; 100. Silva et al. 2015; 101. Singh et al.
1995; 102. Southworth et al. 2010; 103. Southworth et al. 2015; 104. Staude et al.
2001; 105. Szkody et al. 2003; 106. Szkody et al. 2007; 107. Szkody et al. 2008;
108. Szkody et al. 2010; 109. Szkody et al. 2014; 110. Thomas et al. 1996; 111.
Thomas et al. 2000; 112. Thomas et al. 2012; 113. Thorstensen and Fenton 2002;
114. Thorstensen et al. 2015; 115. Tovmassian and Zharikov 2007; 116. Tovmassian
etal. 1997; 117. Tovmassian et al. 2000; 118. Tovmassian et al. 2001; 119. Traulsen
et al. 2014; 120. van der Heyden et al. 2002; 121. Vladimirov et al. 2014; 122.
Vogel et al. 2007; 123. Vogel et al. 2008; 124. Wickramasinghe et al. 1984; 125.
Wickramasinghe et al. 1990; 126. Wickramasinghe et al. 1991; 127. Williams et al.
2013; 128. Wolff et al. 1999; 129. Worpel and Schwope 2015; 130. Woudt et al.
2012.
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Chapter 4 )
AM Her Stars: Inductive Magnetic Shethie
Coupling

Abstract Mechanisms that could cause the magnetic white dwarf primary to spin
towards orbital synchronism are considered, and their effects on the mass transfer
rate are investigated. An asynchronous primary results in two inductive processes
due to its interaction with a tidally synchronized secondary star. With the primary
magnetic axis inclined to its rotation axis, the secondary experiences a time varying
magnetic field. A corotating white dwarf magnetosphere will impose tangential and
normal motions near the surface of the secondary leading to motions in its interior.
Both these effects lead to induced electric currents and associated perturbations to
the stellar magnetic field. Magnetic torques result on both stars and on the orbit,
allowing exchange of angular momentum.

The synchronization time of the primary is less than the lifetime of the binary,
for a wide range of degrees of asynchronism. The magnetic transfer of angular
momentum to the orbit can significantly affect the mass transfer rate occurring via
Roche lobe overflow, and modified forms of MS are derived. The inductive torques
vanish at synchronism, and so cannot maintain a corotating state in the presence of
an accretion torque.

4.1 Introduction

The first problem to consider in the AM Her binaries is how the white dwarf primary
can approach synchronous rotation with the orbit. Spin angular momentum must be
removed from or added to the primary, depending on whether it is initially over
or under-synchronous, for corotation to be approached. A coupling mechanism,
with associated torques, is therefore necessary and magnetic interaction with the
secondary star can provide this. The white dwarf is likely to be surrounded by a low
density extended magnetosphere, which will be highly conducting and is expected
to be nearly corotating with the star.

The lower main sequence secondary is believed to be corotating with the orbit,
this being achieved by tidal interaction and viscous dissipation. In general, for a
tilted magnetic axis, if the primary is asynchronous the secondary will experience
a time-dependent magnetic field, and the effects of motions of the magnetosphere

© Springer Nature Switzerland AG 2018 107
C. G. Campbell, Magnetohydrodynamics in Binary Stars, Astrophysics and Space
Science Library 456, https://doi.org/10.1007/978-3-319-97646-4_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97646-4_4&domain=pdf
https://doi.org/10.1007/978-3-319-97646-4_4

108 4 AM Her Stars: Inductive Magnetic Coupling

near its surface. Magnetic field will penetrate the secondary and the induced J x B
force will lead to motions in its surface regions where this force is comparable to
the gravitational and pressure gradient forces. The induced electric field will drive
currents in the star which are dissipated due to its electrical resistance. Currents
will also flow in the highly conducting magnetosphere surrounding the stars and
in the atmosphere of the white dwarf primary. Tables 3.1, 3.2, and 3.3 show that
the secondary masses lie in the range 0.13 Mg < M < 0.77 Mg, and so these
stars will have deep convective envelopes or be fully convective. Although there
is no rigorous theory of turbulence, it is generally believed, and observationally
suggested in the case of the sun, that it enhances the diffusion rate of magnetic fields
compared to Ohmic processes. The chaotic motions break up the magnetic field,
reducing its length-scale and allowing Ohmic dissipation to diffuse it at a greatly
increased rate (e.g. Cowling 1945; Parker 1979; Moffatt 1998; Mestel 2012). The
mean-field theory related to turbulence was discussed in Sect. 2.3.

The large-scale induced magnetic field in the secondary obeys the induction
equation

Vx(va)—Vx(anB):aal:, “4.1)
where 7 is the turbulent diffusivity, which has greatly enhanced values compared
to those of the Ohmic form. It is natural to use the orbital frame, in which v = 0
for a synchronized secondary. It is noted that the «-effect term V x («B), discussed
in Sect. 2.3 for a turbulent medium, is not considered here since the poloidal field
in the secondary has the primary as its source. It is likely that the rapidly rotating
turbulent secondary will have a dynamo-generated magnetic field. This possibility
is considered later in relation to the maintenance of the synchronous state. Surface
fields > 10% G are significant in this context. A secondary magnetic field is required
in order to have magnetic wind braking as the driving mechanism for mass transfer
in systems with orbital periods greater than 3 h.

Equation (4.1) illustrates that there are two causes of induction in a plasma. The
v x B term involves the generation of electric fields due to motions across lines of B,
while the dB/d¢ term induces electric fields if there is an explicit time dependence.
There is conducting material in both stars and in the region surrounding them and,
in general, both inductive processes will operate. However, to clarify the effects of
these mechanisms, the case of vacuum surrounding with time dependent B will be
considered first. This will illustrate the effects of the 0B/d¢ term. Then the case with
a magnetosphere, but with steady motions, will be analysed to investigate the role
of the v x B term. The combined effects of these inductive processes can then be
assessed.
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4.2 Coupling with Vacuum Surroundings

4.2.1 Induction of Currents in the Secondary

The degree of asynchronism can be measured by the ratio @/ 2,, where
= o — Qo 4.2)

is the synodic angular velocity of the primary with wy, its inertial angular velocity
and €2, the orbital angular velocity. Since the inductive torques are antisymmetric
about @ = 0, only the case with @ > 0 needs to be calculated. The case of
high asynchronism, (w/€2, ~ 1), with vacuum surroundings, was considered by
Papaloizou and Pringle (1978), and by Joss et al. (1979). They estimated the torque
due to magnetic dissipation in the surface layers of the secondary. The rate of
magnetic energy dissipation in a layer of depth § is

2

B
W~ (4 R%8)w, 4.3)
210

with the skin depth § = (2n/w)"*. The inductive torque has a magnitude W /w, so
taking a dipolar field gives a dissipative torque

_ 4n (BJRIRS (n)i .
w

b= — 44
V2 woDS (54

where Ry is the mean radius of the secondary, (B,)o and R, the surface polar field
and radius of the white dwarf, and D is the orbital separation. A synchronization
time can be defined as

lw
= , 4.5
Tsyc |TD| ( )

where [ is the moment of inertia of the primary. Papaloizou and Pringle (1978)
employed a turbulent form for n, while Joss et al. (1979) used an Ohmic form.
Typically 7 ~ 10%7onm and nonm yields Tye ™~ 10'9year for /2y ~ 1, so
synchronism could not occur in the lifetime of the system which is measured
by the mass transfer time-scale 7, = M,/ M| ~ 2 x 10° year. Also, Ohmic
values of n cannot explain synchronlsm for higher orbital separations and lower
primary magnetic moments, so turbulent values are needed. Then, for v/, ~ 1,
m = 5 x 103m?s™! and typical system parameters, (4.4) and (4.5) yield Toye ™
107 year < t,,. However, torque expressions such as (4.4) cannot be used for low
values of w/ 2, since the field penetration then becomes large and |7;,| must vanish
asw — 0.
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A detailed analysis of the vacuum surroundings case was performed by Campbell
(1983, 1999), enabling the full asynchronous range 0 < w/Q, < 1 to be
investigated. The vector diffusion equation can be solved to find the induced B field
in the secondary and this can be matched to the resulting total exterior vacuum field
at the stellar surface. The stellar and orbital torques can then be calculated and the
synchronization process considered.

4.2.2 Solution of the Diffusion Equation

Consider a secondary of mass M and a primary of mass M, in circular orbits
with separation D and period 27/ €2,. Figure 4.1 shows the orbital frame with the
coordinates used in the analysis. The white dwarf is taken to have a centred dipole
field with magnetic moment m having orientation angles (¢, 8), and a synodic
angular velocity w parallel to ,. The region between the stars is treated as a
vacuum.

The primary’s magnetic field B, can be expressed in terms of a scalar potential
Wy, where, relative to the origin O’,

m ~
W= MO ), (4.6)
4y’
with the unit dipole moment being
m() = sina coswt i’ + sina sinwt j/ + cosa k. 4.7
z
Q
w
rl
m r
[0 @]
3N P o
i Y

Fig. 4.1 The orbital frame, showing the coordinates used in the analysis. The centres of mass of
the primary and secondary stars are at O” and O, respectively (from Campbell 1983)
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It then follows, using the vector identity (A2), that

B, = — VU, (4.8)
- —4’1’;73 [ — 30 - #)#]. (4.8b)

The unit vector m can be resolved into components parallel and perpendicular to
®. This enables B, to be expressed as the sum of a time-independent part By and a
time-dependent part B;, so

B, = By + By, 4.9)
where
nom 3z.,
By =— cosae {k— 1), (4.10)
4y r’
L [P Y 4.11)
t 47-[,'/3 1 r/ 1 ) .
with
m, =sinacoswti + sinasinowt j. (4.12)

The time-dependent component B; induces currents in the secondary star which
are dissipated at the expense of the synodic rotational energy of the primary. Hence,
in the absence of other torques, w tends to zero. The synchronization time-scale is

lw

w
Tsyc(a)) = 6| = |TD|7 (4.13)

where T, is the dissipative torque and 7 is the moment of inertia of the primary, with
the star taken to be spherical. Except very close to synchronism, the time-scale Tgy.
greatly exceeds the synodic period so

2
T > (4.14)

It follows that @ is essentially constant over a synodic period because the response
time of the primary to the periodic variations of the torque far exceeds 27 /w. It will
be shown that @ remains aligned with €2, during the synchronization process. The
orbital motion acts as a large sink or source of angular momentum, so the compact
primary can exchange angular momentum with the orbit without significantly
affecting €2,.
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The magnetic potential ¥y,), given by (4.6), can be expressed relative to coordi-
nates centred on the secondary’s origin O. The required coordinate transformations
are, from Fig. 4.1,

¥ = (* + D*> — 2rDsinf COS¢)£a

x' =rsinfsing,

y' =D —rsinfcos ¢,

7 =rcosb. (4.13)

Equations (4.6), (4.7), and (4.15) give the time-dependent part of Wy, to second
orderinr/D, as

" _,uomsina Pl . .
m= D3 r P (2 cos ¢ sinwt + sin ¢ cos wt)
Suomsina P sinwr — P} ! cos 2¢ sin wt + ! sin 2¢ cos wt
— r inwt — inw 1) ,
87 D4 2 22 3
(4.16)
where Pl""| are associated Legendre functions, given by (A34) as
Pll =sinb,
1
P = 2(3 cos?6 — 1),
P} = 3sin® 6. (4.17)

On and within the surface of the secondary, where W,, will be required, the radial
coordinate satisfies /D < 1/3. The above second order expansion is therefore a
reasonable approximation, particularly since the magnetic torques have expansions
in powers of (R,/D)?, where R is the mean radius of the secondary.

The time-varying magnetic field of the primary induces a current density J in
the secondary. The resulting J x B magnetic force density will lead to motions,
especially in the outer layers of the star where it can be comparable to the
gravitational and pressure gradient forces. Such motions will have an inductive
effect via the v x B term in (4.1). However, for clarity, only the effects of the 9B /9t
term are considered here. The effects of induced motions are considered later.

The induced electric currents are dissipated and the magnetic field obeys the
diffusive induction equation

B

Vx(anB):—at,

(4.18)
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where the turbulent subscript on 1 has been dropped. The magnetic field, being
solenoidal, can be expressed as the sum of generalized poloidal and toroidal fields
as in (2.196). Since the external field is of a poloidal nature, only that type of field
will be generated in the secondary. Hence B can be expressed in terms of a poloidal
scalar ® as

B =V x [V x (dD)]. (4.19)

The function @ can be expanded in a set of radial functions and spherical harmonics
as in (2.209), where, due to the periodic nature of the external primary field,
each harmonic has a time-dependence exp(iwt). By virtue of the synchronization
time-scale condition (4.14), @ can be taken as time-independent in the process of
solving (4.18). It is noted that in the following field expressions, involving general
harmonics, summations over the appropriate values of the indices /[ and m with
suitable coefficients, phases and complex conjugates needed to match the external
field will be taken. The poloidal scalar is

® = G(nY"©H, p)e . (4.20)

Equations (4.19) and (4.20) give the magnetic field components as

I+ 1 .
B, = ( Jg )GlYlme“‘”, (4.21)
r
Y"
_ G (4.22)
r dr 00
1 dG, oy

= it 4.23
*= rsing dr 3¢ ¢ (4.23)

using the eigenvalue equation (2.211) for spherical harmonics. The components of
the curl are

(VxB), =0, (4.24)
1 d*G; I+ aym .
V xB)g = — - fot 4.25
VX B = Ging [ dr? r2 ’} 9 (5.29)
1[d*G;  1(1+1) aym .
(VxB)y= [ 2 T G1:| ; é et (4.26)

and the current density is
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Taking n = n(r) in the diffusion equation (4.18), then using the field component
equations (4.21)-(4.26) and equating harmonics, gives the differential equation for
the radial functions as

d*G, io Il+1)
— G, =0. 4.28
a2 [ . + 2 :| i (4.28)

Specifying n and solving this equation gives the radial dependence of the poloidal
scalar @ in the secondary star. The solutions in the outer region are found by
solving (4.28) with n — oo. The inner and outer forms of ® must then be matched
at the surface of the secondary to satisfy the boundary conditions.

The secondary star will be tidally and rotationally distorted. However, to make
the problem tractable, a spherical surface of radius Rs can be considered which
encloses the same volume as the secondary’s Roche lobe. The essential symmetries
of the problem are preserved and no additional properties are introduced by using
this simplification. The conditions at the secondary’s surface are that n-J = 0, where
n is the unit normal, and that B is continuous. The radial current condition is met
by (4.24) giving (V x B), = 0, while the field component equations (4.21)-(4.23)
show that the continuity of B requires

dG
G; and J ! continuous at r = R;. (4.29)
r

Consider, first, the free-space solutions of (4.28), for which n — o0, so

d2G; I1d+1
I (+)G

P 5 Gi=0. (4.30)

The general solution of this equation is
(4.31)

where a and b are constants. The solution /! corresponds to the poloidal scalar
of the primary’s field, while the solution »~* corresponds to the poloidal scalar of
the outer field By resulting from the induced current source J in the secondary.
Equations (4.8a) and (4.19) show that the magnetic potential and free-space poloidal
scalar are related by

00
W, =—- . (4.32)
ar
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Using (4.16) for Wy, in (4.32), and integrating, gives the poloidal scalar of the
primary’s field as

m sin o
o, =— ,u(; D3 r2P11 (2 cos ¢ sin wt + sin ¢ cos wt)
b4

rom sinozr3 POsinwt — P? ! cos 2¢ sin wt + ! sin 2¢ cos wt
87 D* ? 2\2 3 .

(4.33)

The poloidal scalar defining the field B; must then take the form
r . L. .
®y = Py coso(arsinwt +apcoswt) +  Pj sing (a3 sinwt + o4 cos wt)

r r
1 5 . 1, .

+ 5 Py (B sinwt + B cos wt) + 5 P5 cos2¢ (y1 sinwt + y2 cos wt)
r r
1

+ P22 sin 2¢ (3 sin wt + y4 cos wt), (4.34)
r

where «;, ;i and y; are constants.

Consider, now, the inner solution of the differential equation (4.28) for Gy, for
which 7 is finite. Systems with orbital periods P > 3.5 h will have secondary stars
containing a radiative core. However, all but one of these systems have P < 5h so
the radiative cores will be small. This has a negligible effect on the synchronization
torque, so a turbulent form for n is justified. The simple mixing length theory
of Sect.2.2.11 suggests that the variation of n through the star is not large so,
in the absence of a more rigorous theory of turbulence, n is taken as constant.
None of the physical essentials of the problem are lost in making this mathematical
simplification.

Making the substitution in (4.28) of

1
G = (,’7 )“ ud Fy(u), (4.35)
LW

where u = i**(w/n)"r, gives

d’F  1dF (+5)?
du? + u du + |:1 o2 fi =0. (430)

This is Bessel’s equation of order (I + 12). The solution of negative order is
singular at r = 0, so the required non-singular solution of (4.28) is

2
G =iéré.]l+; (13 <w> r>, (4.37)
0
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where J; ! is a Bessel function of the first kind of order [ 4 1.2, given by

1
2\2 1 d [sinu
— (—1)\! I+
Jl+%(u) =(=1) (71) u'2 (udu! ( y ) (4.38)
The required radial functions are then
2i ! 1 .
G =— ( lr) . [cosu — smu} , (4.39)
b4 w2 u

1
2ir\2 1 [/ 3 3
G2:< ”) 1 [( , —l>sinu— COS”}. (4.40)
b4 w2 L\u u

The functions G; can be expressed in the form

Gi(r) = Ci(r) expliy (r)], (4.41)
so the poloidal scalar, given by (4.20), is then

& = C1Y/" expli(wt + &))]. (4.42)

The boundary conditions, specified by (4.29), require ® and d®/dr to be
continuous across the stellar surface. Matching a suitable linear combination of the
harmonics of ®, and their radial derivatives, to those of ®, + ®; with ®, and
given by (4.33) and (4.34), yields the inner poloidal scalar as

o =C Pl1 cos [ Ay sin(wt 4+ 81 — 815) + Az cos(wt + §1 — 815)]
1

)

+ C2 PY[B; sin(wt + 83 — 825) + Ba cos(wt + 8 — 82,)]

Clpll sin p[ Az sin(wt 4 81 — 815) — Aj cos(wt + 81 — 615)]

1
— 2C2 P22 cos 2¢[ B sin(wt + 62 — 825) + Bo cos(wt + 62 — §25)]

1
+ Cy P} sin 26 By sin(wt + 8, — 835) — By cos(wt + 8 — 835)],  (4.43)

where the w-dependent coefficients A; and B; are

3,uomR52 sin o
47 D3
B RC156],
(C1+ Rsci)s

-1
Ar= (C1+ RO [(C1+ RCD2+ (RC18DI| . @44

Ay = Al, (4.45)
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—1
SpuomR3 sin R, R 2 R; 2
B = s C C} C C} C24; :
1 1672 D <2+2 2>S[< 2~|—2 2>S+ 5 629 S
(4.46)

R,Cay8)
By=— E% oy, (4.47)
(C2+ 2RSC2)S

with primes denoting differentiation with respect to », and subscripts s surface
values. The functions C; and §; can be found from (4.39)—(4.41).

4.2.3 The Dissipation Torque

The dissipation of energy in the secondary and the torque acting on the primary
can be simply related since, as will be shown, the angle « remains constant during
the synchronization process. The electric currents induced in the secondary are
dissipated, due to its finite diffusivity, with the total dissipation rate being

1
W= / n(V x B)2dV, (4.48)
Mno Jv
where the integral is over the stellar volume. It follows from (4.18)—(4.20) that

iw,
VxB= nrxVCD. (4.49)
The dissipation is at the expense of the synodic rotational energy of the primary.
The synchronization time-scale condition (4.14) means that the periodic time
dependence of the torque will not affect @ over a synodic period. Only the secular
variation of w is then relevant and hence it is appropriate to consider the dissipation
averaged over a synodic period, given by

le Wd
= ‘. (4.50)

Using (4.43) for @ in (4.49) to calculate V x B, performing the angular integrations
in (4.48) employing the orthogonality relation (A39) for spherical harmonics, and
taking the time-average given by (4.50), yields

dE k3
" :—nu0w2|: (A2 + A3 )/ ld + (32+B§)/ nzdr],
0

(4.51)

where A; and B; are given by (4.44)—(4.47).
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The radial integrals can be expressed in terms of functions evaluated on the stellar
surface. Substituting (4.41) for G, into the differential equation (4.28), and equating
the real and imaginary parts to zero, gives

d*C I+1)
dr2l - [5’12 + }cl —0, (4.52)

d w
i (C?8)) — . C} =0. (4.53)

Equation (4.52) requires C; to vanish at r = 0, so integrating (4.53) through the star
gives
Rs C2 1
f Par = ' (C28)).. (4.54)
0 n w

Using (4.44)—(4.47) for the coefficients A; and B; together with (4.54) in (4.51),
and simplifying, gives the dissipation rate as

dE Spom? R sin «

ar A DO of (@, 1), (4.55)
where the dimensionless function f is
3 20/ R g Y
flw,n) = 4(C151)SF1+ D (C38y)sF2, (4.56)
with
—1
Fi = RCL[(CF + RCICD? + RACE) 2] (4.57)
1 2 B
Fy = R,C3, [(C§ + stczcg) + 4R§(c§a;)§] : (4.58)
S

The real and imaginary parts of (4.39) for G and (4.40) for G, give the functions
C; in (4.41), leading to

5 V2R 2 . .
Ci,= coshag + cosas —  (sinhag + sinay)
Tas as

2
+ , (coshag — cos as)i| , (4.59)
aS
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V2R,

C2. =
2 Tas

6 . .
|:cosh as — cosas —  (sinhag — sinag)
ds

18 36 . .
+ 5 (coshags + cosas) — 3 (sinh as + sin ay)
a: a;

36
+a4 (coshag — cos as):| , (4.60)

S

where ag is a dimensionless similarity variable, given by

2w 2
as = R;. (461)
n

It is noted that a; ~ (t,/P,.)", where t, is the characteristic diffusion time of
a magnetic field through the secondary, and P, = 27 /w is the synodic rotation
period of the primary. The quantities (C;C;); and (CZZ(SZ’)S occurring in f are found
from the real and imaginary parts of (4.39) and (4.40), and their relations to C; and
81 in (4.41). Some differentiation and lengthy algebra yields

211 1
(C1C))s = \7/_[ |:2(sinhas —sinag) — . (coshag + cos as)

S

2 2
+ 5 (sinhag + sinag) — 3 (coshag — cos as)i| , (4.62)
a a

N S

211 3
(C2Ch)s = v |:2 (sinhas + sinas) — ~ (coshas — cos a,)
T A

S

12 . 36
+ (sinhas — sinag) — 3 (coshag + cos as)
a: a;

72 72
+a4 (sinh ag + sinag) — 45 (coshag — cos as)i| , (4.63)

S S
24/ 1 . . 2
(Ci8))s = sinhag 4 sinas —  (coshas — cosas) |, (4.64)
7T\/2 s
(C28)), = ! [sinha —sinag — 6 (coshag + cosag)
202)s — 7'[\/2 s s a, s s

12 12
+a2 (sinhag + sinag) — 23 (coshag — cos as):| . (4.65)
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The dissipation rate, given by (4.55), can be related to the torque exerted on the
primary by its interaction with By, the outer field whose source is the current density
induced in the secondary. This torque is

T =m x By(rp), (4.66)

where, from (4.8a) and (4.32),

ELoR
Bs(rp) = [V( or )lzrp, (4.67)

and the position of the primary is r, = Di. From Fig. 4.1, the polar components of
B,(r,) relative to Oxyz can be related to its Cartesian components in O'x’y’z by

B, = _Bsy’s By = — B, BS¢ = By (4.68)

The components of the torque are then

Ty = m(i; By — 1ty Byg), (4.69)
Tyl = m(}’;[x/BSQ + nA/lZB%,), (470)
T, = —m (i By + m)f’Bs¢)a 4.71)

at (r,0,¢) = (D, n/2,0). Using (4.34) for @, in (4.67) gives the required field
components as

1 3 . 1 3
By = D3 [2a1 - D(ﬁl - 6)/1)] sinwt + D3 [20:2 - D(ﬁ2 - 6)/2)] coswt, (4.72)
By =0, (4.73)

1 12 . 1 12
By = =3 (a_o, + D y_o,) sinwt — D3 <a4 + D )/4) cos wt. 4.74)

Using the components of m from (4.7) together with (4.72)—(4.74) in (4.69)—(4.71),
and averaging over a period 27 /w, gives

(Ty) =(Ty) =0, 4.75)

m sin o 1 3
(Ly=—" 15 |2— 03—, (B2—6yatdys)|. (4.76)

Equation (4.75) shows that there is no tendency for secular changes in the tilt angle
« of the dipole moment m.



4.2 Coupling with Vacuum Surroundings 121

The quantities «;, B; and y; in (4.76) can be expressed in terms of A, and B,
given by (4.45) and (4.47), by means of the boundary conditions at » = Ry. This
gives

1
ay = RCi5A2, a3z = 0 B2 = R2CaBa,

1 1
= — = . 4.77
12) 2,32, V=4 B2 4.77)

Substitution of these in (4.76) yields

Suom’R3sina |3, R\? 2
(T ==""", 16 LCIEDsFi+( ) (G P, (4.78)
where the functions F; and F> are identical to those given by (4.57) and (4.58). The
quantity in square brackets is therefore the function f(w, 1), appearing in (4.55) for
the dissipation rate, and hence the synodic average of the total dissipative inductive
torque is

Spom? R3 sin®

A b f(w,n) k. 4.79)

The dissipation rate of the synodic rotational energy of the primary is therefore
related to this torque by

dE T; 4.80
dr Wip. (4.80)
The vanishing synodic averages of the horizontal torque components are a
consequence of the intrinsic symmetry of the dipole field, and the initial condition
of @ parallel to €2,. Equations (4.11) and (4.12) show that the time-dependent part
of the primary’s magnetic field has a vanishing z-component in the orbital plane.
The outer field B, resulting from the current distribution induced in the secondary,
also has this property. At the primary Byy = —B,; = 0, so (4.69) and (4.70) give

T, = mcos o By, (4.81)
Ty = mcosaBsy. (4.82)

It then follows from (4.72) for By, and (4.74) for By that (T\/) = (T)/) = 0.

If ® were initially misaligned from €2, part of the dissipation in the secondary
would be due to the component of w in the orbital plane. This component would be
dissipated at a similar rate to that of the synchronization of w, so, in the absence
of other torques, the horizontal components of @ would approach zero on the time-
scale T4 given by (4.13).
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Fig. 4.2 The dimensionless primary magnetic torque function, for vacuum surroundings

Figure 4.2 is a plot of f(w, n) against log(w/€2,), The torque decreases with
decreasing o for w/Q, < 1073 since, although the field penetration becomes
large, its time variation, and hence the induced current density, becomes small.
The torque decreases with increasing  for @/, > 1073 because at higher
frequencies the field becomes localized to a skin-depth § <« R; beneath the stellar
surface, and § — 0 as w increases.

For an under-synchronous state @ < 0 applies and making the transformation
w — —win (4.61) gives a; — ias. Using this in (4.59), (4.60) and (4.62)—(4.65)
for Clzs, (ClCl’)s and (CIZSZ’)S, then employing the results in (4.56)—(4.58) yields
f(—w,n) = — f(w, n). Hence, as expected, the induction torque is antisymmetric
in .

4.2.4 Asymptotic Synchronization Times

The dimensionless quantity as, given by (4.61), can be expressed as

1 1

2R Q2 2

aS:‘/ : <‘°) . (4.83)
7]2 Qo
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Using the orbital, lobe-filling and mass-radius relations

GM
Q2= D3 (4.84a)
M [ R\>
=0.1 (4.84b)
Mg \ D
and
ks M; (4.84¢)
= , .84¢c
Ro Mg
where M = M + M, yields
6.20 x 102q 4 (My/Mg)? 2
a = x 107+ (Ms/ @l) (‘”) . (4.85)
(n/5 x 108 m2s~1)2 Qo
It follows from (4.61) that
R 2
T,
=2"%=-9 ¢ 4.86
ds s \/7'[ (ngn> ( )

where 7, is the magnetic diffusion time through the secondary, P, = 27 /w, and
8 = (2n/w)"* is the characteristic penetration depth of the magnetic field.
Asymptotic forms can be found for the dissipation torque T, = (T) for § < Ry
and § > R;. These regimes represent low and high magnetic field penetration into
the secondary, respectively, and corresponding expressions can be found for the
synchronization times.
Equations (4.84a), (4.84b), and (4.84c) enable P and D to be written as

1 3
10\2 ( Ro \2
P =2rq? )" M, (4.87)
¢) My

and

1 Ro L2
D =103¢q M3 My .
Mo

(4.88)

These expressions will allow some formulas to be simplified by the elimination of
P and D.
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Low Field Penetration

For as > 1 the primary’s magnetic field penetrates the secondary to a skin-depth
8 < Rs. Equations (4.56)—(4.65) and (4.79) yield

. 1
- 15/2n 1+16 R\ | (BYJRSRZsin*a ¢y 2 59
"= T 8u 3\D DS lw|) ‘

where the negative and positive signs apply for > 0 and ® < 0, respectively.
Using (4.84c), (4.87) and (4.88) to eliminate R, P and D leads to the synchroniza-
tion time

2 ) 2
#24x10y! (gpﬁ) (0.241\'2@> (0251.)" (o) (8))°

Toye = ' year,

N Ry ! (Bp)o ? n g
8.67 x 10° m 20MG 5x 108 m?s!

where kj R, is the radius of gyration of the primary, and

Ni= |14 0B sin2 (4.91
1= 3 {p sin” . 91)

For n = 5 x 108m?s™!, these expressions hold to good accuracy for a; > 10
corresponding to |w|/ 2, > 1073, It is seen that for |w|/Q% ~ 1, Toye 1S less
than the lifetime of the system, which is given by the mass transfer time-scale
Ty = Mg/|M| ~ 2 x 10%year. The torque expression (4.89) agrees with the
estimate (4.4), except for a numerical factor which results from taking the field
structure into account here.

High Field Penetration

For a; < 1 the field penetration is essentially complete, with § > R;, and Taylor
expansion of f about a, = 0 yields

T, (4.92)

- 48 ( R\?| (By)§RER] sin® o
— 12u0 +35<D> DO n’
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It follows that |w| decreases exponentially on a time-scale

ks M, 2
P p M n
179 (o.z) (0.6 M@> (0.810) (5 x 108 m25—1>

) 4 year, (4.93)
N (Bp)o Ry ( M; )
2\20MG ) \8.67x 106m ) \0.2Mq

Tsye =

where

Ny = 1+48 R g2 (4.94)
h = 35\ p sin” . .

For n = 5 x 103m?s™!, these expressions hold to good accuracy for a, < 0.8
corresponding to w/ 2, < 1072,
The period-mass relation (4.87) can be written in the form

P 3 ( Mg
(h) = 8.8¢2 (M@> . (4.95)

The radius of the primary can be found from

1
R, = 7.8 x 10° My _%— My % 2m (4.96)
P M, M, ’ '

where M, = 1.44 M (Nauenberg 1972).

4.2.5 Comparison with Observations of Asynchronous Systems

Five AM Her systems are believed to have asynchronous primary stars, and analyses
of the observational data have been made to estimate synchronization times.

Staubert et al. (2003) used optical and X-ray data to estimate the asynchronism
of V1432 Aql as w/ Q, ~ —2.8 x 1073, suggesting an under-synchronous primary.
A synchronization time-scale was estimated as 7o, 2~ 200year. This can be
compared with the theoretical time-scale given by (4.90), which is appropriate for
the estimated degree of asynchronism. The orbital period is P = 3.366 h and the
period-mass relation (4.95) yields M >~ 0.32 M. The formula (4.90) can give the
estimated observational value of 7y for M, = 0.4 Mo, N1 = 1.4, (Bp)g = 50MG
and n = 5 x 108 m? s~!. Other reasonable values of these parameters can give the
observationally estimated synchronization time-scale.

Pavlenko et al. (2013) analysed data collected from photometric observations
over an 8 year period of BY Cam. This gave w/Q, ~ 9.6 x 1073 and Toye =
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270 year. The orbital period and estimated secondary mass are P = 3.354h and
M, >~ 0.32 M. Estimates of the primary magnetic field give (By)o ~ 41 MG.
Using remaining parameters similar to those adopted above for V1432 Aql in (4.90)
yields a synchronization time in agreement with the observational estimate.

Myers et al. (2017) combined observations taken in 1996 with those taken over
the period 2007-2016 for CD Ind to estimate ty.. The degree of asynchronism
was w/ 2, ~ 1.1 x 1072 and Toye 2 (6.4 £ 0.8) x 103 year was obtained. The
orbital period and estimated secondary mass are P = 1.848 h and M, ~ 0.18 M.
The surface primary magnetic field is estimated as 12 MG. Taking this field, M, =
0.3 Mg and N1 = 1 in (4.90) gives 14 = 5.7 x 103 year, consistent with the
observational estimate.

Harrison and Campbell (2018) suggested that V1500 Cyg, which was observed
to be asynchronous, may have synchronized, but further investigations are needed
to confirm this. A similar situation exists for V4633 Sgr (Lipkin & Leibowitz 2008).

4.2.6 The Magnetic Orbital Torque

There is a net force on the primary star, due to the spatial variation of the secondary’s
induced external magnetic field, given by

F=[Vm- By, . 4.97)
with
LON
B, =V < ) , (4.98)
or

where @ is given by (4.34) and
m - B, =sinacoswt (i - By) + sina sinwt (j - Bs) + cosa (k - By). (4.99)

Substitution and time averaging over a synodic period gives the force components
at (D, /2,0) as

3 1 2

F = Dn: [a1 + e — o (Bi— 6y = 47/4)} sina, (4.100)
3m 1 .

Fy = Y oy — o3 — D (B2 — 14y2 + 16y3) | sina, (4.101)

with Fy = 0. An equal and opposite force is exerted on the centre of mass of the
secondary. Adding the primary and secondary torques that result about the binary
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centre of mass gives the total magnetic orbital torque as
Tmo = —Dj x F = DFyk. (4.102)

Using (4.101) for Fy in (4.102), with (4.77) for a2, a3, B2, y» and y3, then
employing (4.45) and (4.47) for A, and B, leads to

2R3 in2 2
_ pom RIsin"a | 27 ¢ 5, 25 (R 2
Tno = 7 D |:16 (C181)SF1 + 8 \D (C262>SF2 k@109

4.2.7 The Total Magnetic Torque

This leaves the secondary magnetic torque to be found. Using (4.49) for V x B,
gives the torque as

w ir .
Tos = / Bt x VoAV, (4.104)
Ko Jv 1
with
1 171 9 L) 1 3%
B = L’®—=— ino . 4.105
T2 r2 [sine 30 (Sm 30 ) tn2e a¢2} (4.10)
Using
0 = cosOsingi — cosfcosdj — sinOKk, (4.106)
¢ =cospi +singj (4.107)

inf x V&, (4.104) leads to

o [ i D
Tps = L*® dV k 4.108
" Mo/v n ( ) A (4-108)

Employing (4.43) for ®, evaluating the angular integrals and time averages, yields

3uom?R3 sin® 2o 5 (R\? 2
e <C151)5F1+2 - (czaz)st k. (4.109)

Adding (4.78), (4.103) and (4.109) gives

Tms =

Tmp + Tio + T = 0. (4.110)
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Hence the total magnetic torque is zero, corresponding to no angular momentum
being lost from the binary due to the action of these torques. Equation (4.110) gives
the spin-orbit coupling allowing angular momentum exchange between the stars and
the orbit.

4.3 Coupling with a Magnetosphere

4.3.1 Induction Effects

The previously considered vacuum surroundings case has magnetic coupling due
to the explicit time dependence of the primary’s magnetic field when the tilt angle
«a is finite. However, when o = 0 the magnetic field is time-independent and the
coupling vanishes. With a magnetosphere there will be coupling even when o = 0.

It was pointed out by Chanmugan and Dulk (1983) and Lamb et al. (1983)
that the spinning motion of the magnetic primary creates a v x B electric field
within it. In a frame corotating with white dwarf, and its highly conducting
magnetosphere, the electric field will essentially vanish, so in the orbital frame the
Lorentz transformation to first order in v/c gives an electric field

E=—-v x B, 4.111)

where v is the asynchronous velocity. The high magnetic field and low density of
the magnetosphere lead to an anisotropy in its conductivity, with high values along
B but low values across field lines. Since E - B = 0, the magnetic field lines are
electric equipotentials and there is a potential difference between points at different
latitudes on the surface of the primary. It follows that field lines that originate from
such points and that thread the secondary will project this potential difference on to
its surface, which will drive currents through the star. A circuit is set up connecting
the stars through the magnetosphere. The resulting J x B force density will generate
torques which allow stellar and orbital angular momentum to be exchanged and will
cause spin evolution towards the synchronous state.

Chanmugan and Dulk (1983) estimated the synchronizing inductive torque by
considering dissipation of electric currents via the resistance in the circuit. Their
torque is linear in w, and its derivation assumed that inductive effects due to
interaction with the secondary only cause small perturbations in the magnetic field.
This assumption will be shown to be valid for sufficiently small values of @/ 2,.

Lamb et al. (1983) pointed out that the field aligned currents will act as a
source of toroidal magnetic field, and the resulting B, By stellar surface stresses will
lead to magnetic torques. They estimated the primary torque, using dimensional
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considerations, to be

By)2 [ R,\®
Tp:—f( p)°< ") R’DK, (4.112)
o \ D

where f is a dimensionless factor which would incorporate the interaction of the
magnetic field with the convective secondary, involving the field winding ratio
| Bys/ Bps|. They anticipated that this twist would become limited for | Bgs/Bps| 2 1
by reconnection processes and large-scale MHD instabilities, as it is in other
situations where field winding occurs. They assumed the torque to be approximately
independent of w and estimated a synchronization time. This was significantly less
than a typical AM Her binary lifetime. A similar torque was estimated by Katz
(1991). However, a frequency independent torque, such as (4.112), could only occur
in a saturated higher w regime. There is generally a dependence on w, with |T,| o @
asw — 0.

Another estimate of the torque involving a magnetospheric interaction was made
by Kaburaki (1986). A spherical polar coordinate system (r, 6, ¢) was used, centred
on the primary. The potential difference across the secondary was found, assuming
small perturbation of the primary magnetic field, and the resulting current was
calculated by estimating the resistance of the secondary. The torque on the primary,
due to the J x B force, can then be obtained and a synchronization time-scale
calculated. The 6-dependence of the magnetic field was not included, but this can
be incorporated in the Kaburaki model and the results can be expanded to first order
in Ry/D.

The tangential electric field in the surface layers of the primary is

1 0V
Eps = — = —VpsBrs = —wR,(Bp)o sinf cos b, 4.113)
R, 36

where the cosf dependence of B, is now accounted for. This expression can
be integrated between 6 values corresponding to the field lines which span the
secondary. For a dipole field, this gives the limits 6;, with i = 1, 2, where

. Ry\?
sinf; = A , (4.114)
i

and A; is the distance from the primary of the point of intersection of the field line
with the orbital plane. This leads to a potential difference

R, R

_ — . p2
AV =V(02) = V(01) = oR; (Bp)o '

(4.115)

to first order in R/ D. There is another such source of AV, having 0; = 7 — 0;, this
being a mirror image region below the equatorial plane.
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Applying Ohm’s law, taking the simplification of a uniform current density
through the secondary, gives a resistance of

(4.116)

Since the turbulent secondary is the main resistance in the circuit, the current is

AV Byo (R’
p= 2V 2T Boo (Ko poye (4.117)
R 2 wo \ D o

The source below the orbital plane also gives a potential difference of AV across
the secondary, giving a total current of 2/ through the star. The current density in a
surface layer of depth / in the primary is

1

Jo = ,
hRyA¢

(4.118)

where the azimuthal interval A¢ incorporates the field lines connecting to the
secondary star. The torque on the primary is then

h 6 A¢p
T,=-2 / / / Ry sin 6 Jy (Bp)o cos 9R§ sinfdrdfde, 4.119)
0o Jo, Jo

noting that the regions above and below the equatorial plane make equal contribu-
tions and that the cos 8 dependence of B, is included. Evaluating this to first order
in R/ D yields the inductive torque

1

By)2 [(R,\2 [ R,\®

Tp:—n( P)O( P) ( P) R3D*“ k. (4.120)
mo \ D D oo

This result, derived using Kaburaki’s model, will be shown to agree well with the
low w/ 2, limit derived from the more detailed analysis of Campbell (2005, 2010),
which allowed for inductive effects in the secondary and hence for modifications
of the stellar magnetic field. The derivation of the synchronization torque presented
below is based on this work.

4.3.2 Magnetospheric and Secondary Star Motions

With a magnetosphere there will be magnetic coupling for all values of « but, to
clarify the mechanisms involved, the case of « = 0 is considered. The orbital
frame is shown in Fig. 4.3, with the polar coordinates (r, 8, ¢) used with an origin
at the centre of the secondary. The primary has a magnetic moment m parallel to
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Fig. 4.3 The orbital frame coordinates (from Campbell 2010)

its synodic angular velocity @. A magnetosphere corotating with the primary has
velocity components, relative to the coordinates based on the secondary, given by

Umr = wD sinf cos @, (4.121)
Umg = @D cos O cos ¢, (4.122)
Vmg = w(7 sin® — Dsing). (4.123)

The turbulent secondary will interact with the surrounding rotating magnetosphere
and motions will be induced in the star.
The unperturbed primary magnetic field can be written as

B, = —V,, (4.124)

where

pom

v, =
47 D3

rcos9[1—2Dsin9cos¢+(D) ] . (4.125)

In and on the secondary r/D < 1/3 and so (4.125) can be expanded as a series
in r/D. Since the torques involve series in powers of (Rs/D)?, it is a reasonable
approximation to take the leading order term which gives

pom

v =
" 47 D3

rPy, (4.126)
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where P; = cos6. This field corresponds to the leading order part of By in (4.10)
witha = 0.

For the reasons previously discussed, the secondary can be taken to be a sphere
of radius Ry with the same volume as its distorted form. Interaction with the
secondary will perturb the primary’s magnetic field and its magnetosphere. It will
be argued that quenching mechanisms will keep the perturbations moderate, so the
magnetosphere will remain close to corotation with the primary. Equations (4.121)—
(4.123) show that there will be tangential and radial motions near the surface of
the secondary, which depend on angular position. The azimuthal motions of the
magnetosphere, given by (4.123), will result in a difference between the synodic
angular velocity of the magnetosphere and that of the secondary star. A tidally
synchronized secondary will have v = 0, but magnetic forces associated with
interaction with the magnetosphere will cause some synodic angular velocity in
the outer layers of the star where the perturbation is largest. There will be a radial
gradient in 2 which decays with depth as the magnetic forces decrease. The sign of
2 will be ¢-dependent, as shown in (4.123).

The radial motions of the magnetosphere, given by (4.121), will result in material
flowing into the secondary or away from it, depending on the azimuthal position. In
an inflow region material will be carried inwards at the surface and become detached
from the field lines as it experiences turbulent n values in the star. This influx will
compress the surface layers and lead to a perturbation in the radial pressure gradient
causing a radial velocity, v, < 0, which decreases with depth. In an outflow region
magnetospheric material will flow away from the star, carried by the field lines to
which it is attached, causing an expansion. A perturbation will occur in the radial
pressure gradient and an outflow will result, so v, > 0 applies in the surface layers
of the star in such a region. The vg component of the magnetospheric velocity, given
by (4.122), will induce vy motions in the secondary. However, the essential effects
related to the magnetic torques are contained in the v, and vy velocity components
and, to make the analysis tractable, the vg component will not be included in the
solution. The extent of magnetic field penetration into the secondary, and hence the
force distribution, will depend on the degree of asynchronism of the primary.

Ideally, the dynamical equations should be solved to obtain the induced velocity
field. However, the essentials of the motions can be encapsulated by constructing a
simple representation which matches the surface magnetospheric velocity field. The
motions will decay with depth, as required, and depend on the asynchronism via the
surface matching. The radial velocity component affects the depth of penetration of
the magnetic field due to the advection terms it introduces in the induction equation.
This component is represented by the form

v (1), O<¢p<m/2 and 37/2 < ¢ <2m,
v =10, ¢ =m/2 and ¢ =37/2, (4.127)
—v(r), mw/2<¢ <3m/2,
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where

k
v, () = wR, (123) , (4.128)

with k > 0. The surface value v, (R;) = wR; represents an average of the factor
wD sin 6 occurring in (4.121) for vy, over the interval 0 < 6 < m. The azimuthal
zeros of (4.127) represent the ¢-dependence induced by vy, given by (4.121), by
representing cos ¢ as a square wave of unit height and corresponding zeros.

The angular velocity, 2 = v /7 sin 8, is represented by the form

—Qr), ¢1<¢<m—4¢1,
Q =10, p=¢1 and ¢ =1 — i, (4.129)
Qr), w—¢1<¢ <2+,

Where
SZ l w ( RS I

withn > 0. This represents the azimuthal motions induced by vy, given by (4.123),
with the ¢-dependence represented by a square wave of unit height with zeros at

R
¢1 = sin”! (DS sin9> ) (4.131)

Suitable values will be taken for k and n to represent the fact that the motions will
decay with depth in the secondary as the induced magnetic force weakens relative
to the gravitational and pressure gradient forces.

These forms for v, and 2 define four regions which arise for motions in the
secondary, due to the ¢-dependence of the magnetospheric velocity. These are

Region I : o1 <¢p <m/2, with v, >0, Q <0, (4.132)
Regionll: nwn/2<¢ <m —¢1, with v <0, <0, (4.133)
Regionlll: 7w —¢1 <¢ <37n/2, with v, <0, Q >0, (4.134)
RegionIV: 37/2 <¢ <2 +¢1, with v, >0, Q> 0. (4.135)

Field solutions must be found for these regions, subject to centre and surface
boundary conditions.
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4.3.3 Magnetic Field Equations and Boundary Conditions

For o = 0 there is no explicit time dependence and hence the induction equa-
tion (4.1) becomes

Vx(vxB)—Vx(nVxB)=0. (4.136)

The magnetic diffusivity is taken as

r m
_ , 4.137
n n(RS) ( )

with m constant and 7, the surface value. The magnetic field can be expressed as
B=Vx[Vx(®P)]+V x (D), (4.138)

where @, and ®; are poloidal and toroidal scalars. This gives the field components
as

B, = . L*®,, 4.139
r r2 p ( a)
130,
= . (4.139b)
r oroo
19®,
=— , 4.139
= T a0 (4.139¢)
with
1 9 9
L?=— sin® ) (4.140)
sin 6 06 a0

The r-component, or the 6-component, of (4.136) together with the field
components (4.139a), (4.139b), and (4.139c¢) leads to the poloidal scalar equation

[ 0d
v2< P) _ %, (4.141)
r rn or

The first term represents the diffusion of poloidal field, while the second term
corresponds to the advection, stretching and compression of poloidal flux tubes by
the induced poloidal flow. The induced v, By electric field leads to a toroidal current
density J, which acts as the source of the poloidal field perturbation.
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The ¢-component of (4.136) and the field components (4.139a), (4.139b), and
(4.139c) give the toroidal scalar equation

o 1dpad, 1 9 1 dS2 AP
v2< T) T _ (v, ®;) = — sinf "
r

. (4.142)
rndr or rn or rn dr 20

The first two terms describe the diffusion of toroidal field, while the third term
corresponds to advection, compression and stretching of toroidal flux tubes by
the poloidal flow. The last term is a source of By due to the radial shearing of
B,. The induced poloidal current density J, acts as a source of Bg. The balance
between toroidal field creation, advection, compression, stretching and diffusion
determines the values of the ratio | By /B, |. The values of this ratio at the surface of
the secondary influence the amount of poloidal field winding in the magnetosphere.

It will be argued that (Bgs/ Bps)2 remains significantly less than unity due to
natural quenching processes. The magnetosphere will then adjust to a nearly force-
free state having

JxB=0. (4.143)

For moderate field winding the magnetosphere will remain near corotation with the
primary, and J4 will be ignorable relative to J,. The poloidal magnetic field will
then be approximately current-free, with &, satisfying

v? <¢p> =0. (4.144)

r

Equation (4.143) yields
B, - V(rsinfBy) =0, (4.145)

so r sin 6 By is conserved along poloidal field lines, corresponding to J,, being nearly
parallel to B,. Using (4.139a), (4.139b), and (4.139¢) for the field components
in (4.145) gives the surface condition

2 2
[(chbp)a O _ 07y (L2®T):| =0. (4.146)

a0 9rab
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4.3.4 The Poloidal Scalar

Equations (4.124), (4.126) and (4.139a) and (4.139b), relating B,, ¥, and ®,, give
the poloidal scalar for the unperturbed primary magnetic field as

pom

— 8nD3r2Pl. (4.147)

P, =
The poloidal magnetic field corresponding to this scalar penetrates the secondary
due to diffusion and is modified by the induced motions. The associated toroidal
current density is the source of the induced poloidal field. The external form of
®,/r for the induced field must satisfy the Laplace equation (4.144) and vanish as
r — oo. This gives a dependence of P;(cos8)/r for the induced external @, field,
and the total external poloidal scalar is the sum of the unperturbed and induced parts
giving
C

RZ
ex HomRg o

= — P+ _ Py, 4.148
P 87‘[D3é et ( )

where C is a constant and £ is a dimensionless radial length given by

£ = R (4.149)

The induced poloidal scalar inside the secondary must satisfy the poloidal
induction equation (4.141) and have the form

D, =Af(&) P, (4.150)

where A is a constant. Substitution of this in (4.141), using (4.127) and (4.128) for
v and (4.137) for n, yields the poloidal radial equation

E2f" — pet® f —2f =0, (4.151)
where
a=k—m+2, (4.152)
and
€= RS27 (4.153a)
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with
75 2
5, = ( ) (4.153b)
w

with p = +£1 corresponding to v, > 0 and v, < 0. The condition of continuity of
B, at r = R, leads to the surface conditions of the continuity of ®, and d®,/dr.
Applying these, using (4.148) and (4.150), gives the external and internal solutions

o momR2T <2f(1)—f’(1)> 1}
(Dp = D3 [§ + F+ iy ) & P, (4.154)
2
o, — SR [ @155

87D [f(1)+ f/(]

As synchronism is approached ¢ — 0 and the differential equation (4.151) yields
the asymptotic form f(&§) ~ &2, corresponding to ®,, having its unperturbed
form (4.147) everywhere.

Equation (4.151) must be solved for f(&) in the outflow and inflow regions,
corresponding to p = =1 respectively. Since 1 in a convective star has a radial
length-scale much longer than that of the induced v, function, it follows that
k —m > 0 is satisfied and consequently (4.151) has a regular singularity at
& = 0. Application of the Frobenius series method leads to two linearly independent
solutions having the asymptotic forms of £2 and £ ! near £ = 0, with the first

solution giving the required non-singular behaviour at & = 0. This solution is
given by
0 .
fE = a@-1iE* @ (4.156)
i=0
with

i -l ~ -l
a(a_l)i:( pe) IB3a@—1D)" 4+ 1I'ii +2(¢ — 1)7'] @.157)

a—1) TR—1)"T[E+3@— 1)+ 16+ 1)’
where T is the gamma function and ap = 1 has been chosen. Taking the first 40
terms gives an accurate solution. Equation (4.151) can also be solved using a fourth
order Runge-Kutta numerical scheme, but the series solution is more convenient
to use.
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4.3.5 The Toroidal Scalar

Using (4.155) for @, in the source term of (4.142) yields the toroidal scalar equation

) 1 0 1 9 E dQ . dPy
v2( T T_ d.) = 0 , 4.158
( r ) + rn or rn or (vr ) rn dr FE)sin do ( )
where
3puomR? 1
_ “Hom 3 . (4.159)
8x D> [f(1)+ f/(1)]
Noting that
ino T Z2(p, _ py) (4.160)
sin = — .
40 5 (2 0),

it follows that the source term contains the harmonics / = 0 and [ = 2. Because the
harmonic / = 0 is independent of 6, it follows from (4.139a) and (4.139b) for B,
and By that this will make no source contribution to By since it would give a ®,
term with no 6 dependence which would make no contribution to B, in the source
term B, - V2. Hence only the P, term is relevant in (4.160) and ®; has the form

D, = g(§)Par(cosH), (4.161)

where
1 2
P>(cosh) = 2(3 cos“ 0 — 1). (4.162)

Substituting (4.160), with the Py term dropped, together with (4.161) for &,
into (4.158), using (4.127)—(4.130) and (4.137) for v,, 2 and 7, leads to the toroidal
scalar radial equation

1 m a=2Y\ 6 a3
g +(é—p6§ )g—(€2+p6k§ )g=F(§), (4.163)

where
Hom Rs %-n —m-1

FEO=rre pps 1r() + ()

fé). (4.164)

This equation has p = +1 corresponding to v, > 0 and v, < 0, while y = %1
corresponds to 2 > 0 and Q2 < O respectively. Equation (4.163) must be solved
subject to boundary conditions at £ = 0 and £ = 1. To avoid a singularity at § = 0,
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(4.139c) for By together with (4.161) for ®; requires
g(0) =0. (4.165)

The surface condition follows by substituting ®, and ®, from (4.150) and (4.161)
in the force-free surface condition (4.146), yielding

; £
1) — eg(l) =0, 4.166
g f(l)CI( )g(1) ( )
where
6) = ! (1 ! 4.167
Q()_Z _300529)' (.167)

The function ¢ (0) is slowly varying, apart from an interval of 2~ 30° centred on the
equator. However, the surface stress By Bys becomes small in this interval, vanishing
as cos? 6 at & = 90°, and it only makes a small contribution to the torque integral.
Hence only the intervals 0° < 6 < 75° and 105° < 6 < 180° are significant.
The function ¢ () has a variation of —2 < 6 < 1/3 over these intervals, with an
average value of close to {(g(6)) = —1. This average value is used in the surface
condition (4.166), and this is consistent with the 6 average which was adopted for
the surface values of the magnetospheric velocity components.

The inhomogeneous differential equation (4.163) can be solved by the method of
variation of parameters. This is equivalent to a solution given by the integral

1
g = /O G(&,s)F(s)ds, (4.168)

where the Green’s function is

Gt s) {M(S)uz@)/W(S), 0<s<é (4.169)
u(Hui1§)/Wes), §=s=<1I,
having
ui(§) = avy(§), (4.170)
uz(§) = bvi(§) + cva(§), (4.171)

with a, b and c constants, while vy (§) and vy (§) are linearly independent solutions
of the associated homogeneous equation

v+ (’; _ pé%’az) v — (;2 4 p6k§a3> v=0, (4.172)
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and the Wronskian is
W = uyuh — ujus. (4.173)

The Green’s function G (&€, s) must satisfy the centre and surface conditions.

Because « — 2 = k — m > 0, (4.172) has a regular singularity at £ = 0 so
the Frobenius method can be used to find the fundamental solutions v; and v,. The
roots of the indicial equation are

1 1
pi=, ([(m 12+ 24]2 — (m— 1)) , (4.174)
1 1
Br=-—, ([(m -+ 24]2 + (m — 1)) : (4.175)

giving B1 > 0 and B, < 0. The solutions are

VIE) =) ba-ni(BEFTEE (4.176)
i=0
V2(E) =Y ba-ni(BEFTED 4.177)
i=0
with
b—-1)i(B) =

a—1

( pe )" I[2B+m—D(@— D"+ 1Tl + (B + k) (o — )71
B+ —D"NTi+QCB8+m—Da—D"1+1TG+1)’
(4.178)

where by = 1 has been chosen and g is 81 or B>. The solution (4.177) for v2(§)
is valid for k > 2|B2|. Lower values of k would lead to a solution containing a
logarithmic term, but this does not occur here because the short radial length-scale
of v, requires larger values of k. Accurate expressions result for vy and vy by taking
the first 40 terms in the series.

Equations (4.170) and (4.171) for u; and u, give the Wronskian as

W = ac(vivy — vjv2). (4.179)

A closed expression can be found for W. Writing U = vjv} — vjv2, using v = v;
and then v = vy in (4.172), multiplying the first equation by v> and the second by
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v] and subtracting yields

U — <p6§°‘2 _ ’;) U =0. (4.180)

The solution of this contains an arbitrary constant which can be determined by
equating the solution to another expression for U obtained by using the series
solutions for v; and vy. Then cancelling a common factor of £, noting m =
1— 81— B2,bo(B1) = bo(B2) = 1 and putting & = 0 yields the constant. This gives

W = ac(By — B)& " exp| pes™ (= 1] (4.181)

The Green’s function, given by (4.169), must satisfy the boundary conditions.
Equations (4.170) and (4.176) show that u; satisfies the central condition (4.165).
The product ac cancels in the ratio ujuy/ W, leaving b/c. This ratio is determined
by ensuring that u;, given by (4.171), satisfies the surface condition (4.166) and this
gives

b [FDusM) —gf (HuaD)]

= — . 4.182
¢ [f (D (1) —gf (Do (D] (*-182)
The solution (4.168) then becomes
& =-_ " (R")BRB [v &)1 (€)+{bv &) +v (&)}I(s)}
8 - 2(,Bl+|,32|) D sDQ 1 1 c 1 2 2 s
(4.183)

L(p
11($)=/S {CUI(S)+U2(S)}Sn_lfN(S)eXP[_PESa_l/(Oé—1)]615, (4.184)

3
B = [ s L exp[-pest @~ 1] as (4.185)
0
with
7@
- (6) = , 4.186
ro= (4.186)

The integrals are evaluated numerically.



142 4 AM Her Stars: Inductive Magnetic Coupling
4.3.6 The Magnetic Field Components

The magnetic field components are found from (4.139a), (4.139b), and (4.139c¢)
using (4.155) for @, and (4.161) for ®.. This gives

B, = 3’B Ry’ 0 4.187
,_—20<D> £(€) cos, (4.187)
B —3B Ry’ in6 4.188
9—40<D) Sfo(£)sin0, (4.188)
By = 3 (R’ in6 cos o 4.189
¢__2<D) fp(&)sin6 cos b, (4.189)
where

fe =" g(f ), (4.190)
fo¢) = ff), (4.191)
e =1 1[v &)1 @)+{bv &) +v @)}1@)} (4.192)

T Bitiphel e Sl e b '

The radial dependences are calculated for the inflow and outflow regions, for a range
of degrees of asynchronism. The dimensionless quantity €, given by (4.153a), can
be expressed as

R? w
= °Q . 4.193
€ e 0 (Qo> ( )

Using (4.84c) and (4.87) to eliminate R and €2, then gives

5
e= 2} NOWMMo) o (4.194)
(ns/5 x 108 m2s~1) Q,

The condition for moderate perturbation of the magnetosphere is that the field
winding ratio satisfies (Bgs/Bps)> < 1, corresponding to |J,/J,| < 1 and B,
approximately current-free, with the magnetosphere close to corotation with the
primary star. Values must be chosen for k, n and m, corresponding to the power
law dependences of v,, 2 and 5 respectively. For a realistic range of values of these
quantities, and other parameters, it is found that the condition |Bys/Bps| < 1 is
violated for w/ 2, > 10~2. However, situations with | Bys/ Bps| significantly greater
than unity are likely to be unstable and are inconsistent with near corotation. For
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/S > 1072 the assumption of corotation leads to supersonic values of |v,| in
the surface layers of the secondary. This would lead to the formation of shocks and
high dissipation and it is expected that corotation of the magnetosphere would then
break down in the region of the secondary’s surface. Such processes would lower
the values of the shear and the induced poloidal flow speeds due to interaction with
the perturbed magnetosphere. To account for these processes, a quenching term can
be introduced into (4.194) to give

2 x 10°(M,/ M) (w/€2)

©T /5 x 108 m2 57 [1 4 N(lol/ 201 (4.195)

where N and s are positive constants. The value of N is taken so the effects of
asynchronism begin to saturate as | By, / Bys| approaches unity. This quenching term
is equivalent to enhancing 7, by a factor of 1 + N(|w|/$2,)*, corresponding to a
dynamically enhanced diffusivity.

A typical example is considered with M, = 0.3 Mg, n, = 5 x 103 m?s~1,
q = -1,k =6mn=8m=0N = 2 x 10* and s = 1. Figures 4.4
and 4.5 show the radial variations of B, for the inflow and outflow regions, for
two degrees of asynchronism. The inflow causes field to be accumulated in the
inner parts of the secondary, so f,(§) increases with decreasing &, as illustrated
in Fig. 4.4. The field strength is increased from its unperturbed values by the inflow
for all &, corresponding to an anti-skin depth effect at higher asynchronism. The
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Fig. 4.4 The function f, (&) for the inflow regions
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Fig. 4.5 The function f,(¢) for the outflow regions

outflow accumulates field in the outer parts of the secondary, so f,(§) increases with
increasing &, as shown in Fig. 4.5. The field strength is reduced from its unperturbed
values by the outflow for all £, giving a skin depth effect at higher asynchronism.
In both cases f;(£) is nearly independent of £ in the inner regions, corresponding
to a nearly uniform B,. The unperturbed field By is independent of r across the
secondary, to lowest order in Ry/D. The inflow leads to an enhanced uniform field in
the central region, and a non-uniform field in the outer regions. The outflow causes
a reduced uniform field in the inner region, and a non-uniform field in the outer
regions. As w/ 2, — 0, so the inflows and outflows become small, the poloidal
field reverts to its uniform, unperturbed current-free state.

Similar behaviour occurs for By in the inflow and outflow regions, as illustrated
in Figs. 4.6 and 4.7. The effects are larger for this field component since advection,
compression and stretching are more effective.

The variations of | f,(§)| are shown in Figs.4.8 and 4.9. The inflow enhances
the values of |By| since its source B, is enhanced in these regions. Conversely, in
the outflow regions |By| is reduced due to the lowered values of B,. The toroidal
field vanishes as w — 0 since the shear creation term vanishes as synchronism is
approached.

The values taken for k and n, which are measures of the radial length-scales
of v, and 2, ensure that the magnetically induced motions are localised to the
outer regions of the secondary where the perturbation to its structure is significant.
However, it is noted from the above results that the effects of the induced surface
region motions on the magnetic field are distributed throughout the star.
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The field winding ratio must satisfy the condition (Bys/ BPS)2 < 1 to justify
ignoring |Jy| relative to J, in the magnetosphere. This corresponds to the perturbed
B, being approximately current-free in the magnetosphere. The field component
equations (4.187)—(4.189) give

| Bgs| _ | fos Sin 6 cos 0| . (4.196)
By

1
2 cnc 1 p2 22092
(rscos 0 + 4 g, sin 9)

A consideration of the values of f,; and fjs for 0 < w/ 2, < 0.1 shows that f,. and
fos/2 only differ by small amounts, so a small ratio can be defined as
1
2 f@s - frs

frs

€ =

(4.197)

Using this in (4.196), and expanding to first order in €, leads to a maximum value
for the winding ratio at

sinf = j2 (1 — ié) . (4.198)

The inflow regions have € < 0, while the outflow regions have € > 0. Using (4.198)
in (4.196) leads to the first order result

_ el <1 - 1@). (4.199)

Bs
max 2 frs 2

By

Figure 4.10 shows |Bys/BpsImax as a function of w/€2,, for the inflow and
outflow regions. It is seen that (Bgys/ Bps)2 is sufficiently small everywhere on the
surface of the secondary to justify the approximation of nearly current-free B, in
the magnetosphere.

4.3.7 Magnetic Torques

The electric current density induced in the secondary leads to a force distribution
over its volume. This results in a torque on the star and a non-central force on its
centre of mass. The magnetic torque is

1
T = /rx[(VxB)xB]dV
ro Jv

1 1
= / (r x B)B-dS — / B’r x dS. (4.200)
wo Js mo Js
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max
The second surface integral vanishes for a sphere, while the first gives

1
T, = /rsinOB,B¢ dSi, (4.201)
Ho Js

where dS = r? sin0d0d¢.
It follows from (4.187)—(4.189), and the associated functions of &, that the field
components have the symmetry properties given by

B'(r.0) = BY(r,6),  B'(r.0) = B"(r,6), (4.202)
By(r.0) = BY(r.0),  Bi(r.6) = BY(r.0), (4.203)
By(r,0) = —Bj(r,6).  By(r.0) = —By(r.9), (4.204)

where the superscripts refer to the azimuthal regions given by (4.132)—(4.135).
Evaluating the torque integral (4.201), using (4.202) and (4.204), leads to

_ 6 (BP)(z) RP ¥ 3 1 gl 1,1 5
T=— () R [f,f¢+f, ¢L=1z. (4.205)

This takes into account the change in the sign of €2 around the secondary, and the
contributions from the inflow and outflow regions.
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The magnetic force exerted on the centre of mass of the secondary is

1 1 1 .
F, = f (VxB)xBdV = /BB,dS - / B2dSt. (4.206)
no Jv no Js no Js

There is an equal and opposite force on the centre of mass of the primary. These
forces only have components in the orbital plane, with the components normal to
the line of stellar centres leading to torques about the centre of mass of the binary
and a magnetic orbital torque

Tho = DF, 1. 4.207)
Equation (4.206) yields
1 1 2 .
Fy, = B:B,dS — B“sinf cos¢pdS, (4.208)
Ko Js 2po Js
with
B, =sinf cos @B, 4 cosf cospBy — sin¢By. (4.209)

Evaluating the surface integrals, employing the azimuthal symmetry properties of
the components, leads to
97 (By)% ( Ry
Tho =
32 o D

_i (féz - 0"2) -2 (fifqi + ferql;) cos ¢y — ; (féz - J;z)Lzl g
(4.210)

) BD[(52 - 57) - (26 - 221

The stellar and orbital magnetic torques must balance since there is no magnetic
coupling associated with these torques outside the binary system, because the
poloidal field lines will be closed for moderate twisting. Hence the primary torque
can be expressed as

Tp = —(Ts + Tio)- 4.211)
Then the use of (4.205) for T and (4.210) for T, yields the inductive torque

(B (R

6
=T (D) R’DF(w, 1), (4.212)
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where
F(o, ns>=[(f:2—f;'2)—(f:fé— ) - (2 - )

1 12 2 32 ¢1 R 1 ol igral
) <f¢ ~Je )_2<COS¢1 s D) (f’f¢ L f¢)L:1
(4.213)

It can be shown that F(—w, ns) = —F(w, 1s), so the inductive torque is antisym-
metric in w, as expected.

Figure 4.11 shows the torque function F(w, ) for a range of w/2,. The torque
saturates at a maximum value due to quenching effects for s = 1. It was seen that in
the inflow regions the poloidal magnetic field is enhanced relative to its unperturbed
state, so an anti-skin depth effect occurs for higher degrees of asynchronism. The
opposite effect occurs in the outflow regions where the field is everywhere lower
than in its unperturbed state, corresponding to a skin depth effect. The lowered
field penetration due to outflows in the secondary results in a lowered value of
|Bys|, with the converse being true in the inflow regions. Without quenching,
F(w, ns) increases monotonically with w since the anti-skin depth inflow regions
make a larger contribution to the torque integral than the skin depth effect outflow
regions. The quenching mechanism leads to a decrease in the rate of increase of
F(w, ns) with w. A turn down results if s > 1 is taken, due to € decreasing with
increasing w/ 2, after reaching a maximum value. However, it is more likely that
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Fig. 4.11 The dimensionless primary magnetic torque function, with a magnetosphere
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the quenching process will saturate € at a maximum value, as described by the
s =1 case.

4.3.8 The Small Asynchronism Torque

A simplified expression can be obtained for F(w, ns) when w/, is sufficiently
small to give € < 1. The unquenched form (4.194) is then applicable for €. To first
order in €, the solution (4.156) gives

&) =8 +aq 18, 4.214)
where
_ 2pe
Au—1 = (@ — D@t2) (4.215)

Using this in (4.190) and (4.191) yields

1 1
Sr() = 3 [1 - 3(0t - 1)%1} ; (4.216)
2 1
fo(1) = 3 [1 + 6(a — 1)aa1:| . 4.217)
The inflow and outflow cases correspondto p = —1 and p = 1 in (4.215) for ay—1.

It is noted that to calculate fy(&) to first order in €, the square bracket term
in (4.192) is only required to zeroth order since it is multiplied by a first order
term arising from the d€2/dr shear term. To zeroth order, the solutions (4.176)
and (4.177) give

v (§) = &P (4.2182)
and
n(§) = &P (4.218b)

A first order evaluation of fj then gives

yne

1 =
Jo = 38 £ 2140B1 +n+2)

(4.219)
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with y = —1 giving fd‘)(l) = fd‘)‘(l). To this order only the unperturbed form of B,
is required to calculate fy, so the inflow and outflow effects vanish. The unperturbed
form of B,, creates By via a small shear.

Evaluating F'(w, ns) to first order in € and using the result in (4.212) leads to the
torque expression

By)2 [ R,\®
T, = 7 Bk < p) R‘D“ k, (4.220)
8 Mo D A s
where
32 ¢1 Ry n 4
N = |cos¢; + — . (4.221)
157 D) (B1+2lghBi+n+2) 3@+2)

This is in reasonable agreement with the expression (4.120) derived from the
model of Kaburaki (1986). The Kaburaki model assumed small perturbations of
the primary magnetic field, and the foregoing analysis shows this to be valid in
the regime of sufficiently small asynchronism. The torque expression (4.220) is
comparable to the small asynchronism vacuum case torque given by (4.92).

4.4 Orbital Evolution and Mass Transfer

4.4.1 Orbital Angular Momentum Evolution

The magnetic orbital torque affects the evolution rate of the orbital angular
momentum and hence the mass loss rate from the secondary via Roche lobe
overflow. The angular momentum evolution equations for the secondary, primary
and orbit are

Ls = Tis + Tiig. (4.222)
Ly = Tup + Ty, (4.223)
Lo = Tuo + Ty — Tiia — T, (4.224)
L, = Tmo + Tor — Tyig — T (4.225)

The torque Tyq is due to tides, while Ty, and Ty, are due to gravitational waves
and magnetic wind braking. Equation (4.224) applies to systems with P < 3h
and (4.225) to systems with P 2 3 h.

The magnetic secondary torque Ty,s will cause some spin evolution away from
synchronism. However, a tidal torque will then operate and essentially cancel Ty, so
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the secondary is kept rotating close to synchronism with the orbital angular velocity
2, and consequently Lg ~ 0 holds. Hence (4.222) gives

Tins + Tiia = 0, (4.226)
where the vector notation is dropped since all the torques are in the z-direction.
Using Tins = —(Trp+T5) and (4.226) to eliminate Ty, and Tyq in (4.224) and (4.225)
yields

Lo =Ty — Ty — Tup (4.227)
and

Lo = Tor — Ty — Thnp- (4.228)

The orbital angular momentum can be written as

1
GD\:?
u:mm(M>. (4.229)

Using this and the Roche lobe formula (4.84b) leads to the evolution equation

RL Lo MS 5 MS
=2 =2 - . (4.230)
RL L() MS 6 Mp
Employing (4.84b) and the mass-radius relation (4.84c) gives
! ;
GRp\ 2 M M
Lozloéq%< Q) Pl (4.231)
MO M3
This then yields
Lo (4 M\ M,
= - . (4.232)
L, 3 M) M

Equations (4.231) and (4.232) give

1
. GRo\? M\ (M3
Lo =0.49¢2 ©) (4-7"" )" mm.. (4.233)
Mo
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4.4.2 The Accretion and Magnetic Torques

The accretion torque and the magnetic orbital torque, for @ > 0, cause increases
and reductions in the mass transfer rates in AM Her systems compared to those
in cataclysmic binaries with accretion discs. The angular momentum carried by
material flowing from the L region of the secondary is transferred to the primary via
magnetic stresses acting through the accretion stream, leading to a large accretion
torque. This transfer of orbital angular momentum causes an increase in the rate of
shrinkage of the secondary’s Roche lobe and hence an increase in its mass loss rate.
This contrasts to systems with accretion discs in which the angular momentum is
fed back into the orbit via tidal torques at the outer edge of the disc, so the material
reaching the primary only exerts a small accretion torque.

For an over-synchronous primary, the magnetic orbital torque transfers angular
momentum to the orbit and slows the shrinkage rate of the secondary’s Roche lobe,
hence decreasing its rate of mass loss via the L region.

The time averaged accretion torque is

T, = A’QM, k, (4.234)

where A is the distance from the L; point to the centre of mass of the primary. A
fitted formula for this is given by Plavec and Kratochvil (1964) as

My
A= |:0.50 —0.23 log( ) )i| D. (4.235)
MP

Using the expressions (4.87) and (4.88) enables €2, and D to be eliminated in terms
of M. Then (4.234) and (4.235) lead to

| (GRo\? MNP (MF
T,=—147q2 0.50 — 0.23 log MM, (4236
Mo M, M

The magnetic primary torque for the vacuum case becomes

f(ay) sin® (4.237)

b 1<M@>3 (Bp)§RS M
Top =

201043 \ Ro M3 M

while the torque in the magnetospheric case is
or 1 (M@>3 (Bp)§RS < M
Thp =

4
3

— F(w, n). 4.238
32u0 103 \ Ro q3M3 Ms> (@) ( )
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4.4.3 Modified Gravitational Wave Driving

The gravitational radiation torque is

326G (MM,\* , s
Tgr=—565< Y ) D*Qk, (4.239)

(Landau and Lifshitz 1951). This can be expressed as

7 7 1 2
0.436G2 [ Mg\2 [ M3 M
Ty=— . ( ®> ( ) (1— ) M. (4.240)
gies \Ro M, M

Substituting (4.236), (4.237) and (4.240) for T,, Tr,p and Ty in the orbital angular
momentum equation (4.227) yields the mass transfer rate

4.68 x 10_10 I:H«§ 1 - /1«)2 - 5736]é Qvacf(as):l
g*p3 [464—Tp) =3 {1 = 046 logl/(1 — 1]

Mg year_l,

M, =
(4.241)
where © = Ms/M and

Bo 2 R, 6 M —4
Quac = . (4.242)
40MG) \9.7x106m/) \0.7Mq

Figure 4.12 shows the dependence of |M;|, normalised with respect to the
unmodified form of |Mgr|, on asynchronism. The unmodified form follows from
putting Qv,c = 0, and dropping the second term in the denominator in (4.241). The
mass transfer rate is significantly reduced for a range of values of w/ €2, around the
value at which f(w, ) has its maximum. Outside this range | M| / |Mgr| exceeds
unity, this being due to the accretion torque term which extracts angular momentum
from the orbit, due to the absence of a disc, and hence enhances |MS|. The stellar
surface near L can adjust on a dynamical time-scale so | M| can adjust quasi-
steadily on the much longer angular momentum evolution time-scale.

For an under-synchronous primary the magnetic spin-orbit coupling increases the
inertial space angular momentum of the star. The orbit then loses angular momen-
tum and this enhances the accretion rate so aiding the approach to synchronism.

The mass transfer rate for the case of a magnetospheric primary torque is

C 461 10710 [l — 4?) = Qg F (@, 19)]
g4l [4(4 = Tp) — 3 {1 — 0.46loglie/(1 — )]

1

M, = Mgpyear ",

(4.243)
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Fig. 4.12 The magnetically modified mass transfer rate due to vacuum torques, for gravitational
wave braking, with P = 2h, M = 0.6 M, and Bgp = 32 MG, relative to the unmodified form

where

1 [ (Bp)o \* R 6/ M o\
= 1.79g2 P P ) 4.244
G ! <4OMG) <9.65x106m) 0.74M¢ (4.244)

Figure 4.13 shows the ratio of this to the unmodified form. In this case
the reduced rate is maintained at higher degrees of asynchronism because the
magnetospheric torque does not turn down as the torque in the vacuum case does.

4.4.4 Modified Magnetic Wind Driving

Systems with orbital periods of P > 3h are believed to be magnetically braked
via a channelled wind emanating from the secondary. The magnetic wind removes
spin angular momentum from the star and drives it towards an under-synchronous
state. Tidal coupling then operates and spins the star back towards synchronism at
the expense of orbital angular momentum. The full details of this are presented in
Chap. 13 and in Campbell (2001). The fast rotator magnetic wind theory of Mestel
and Spruit (1987) is applied to find expressions for the mass transfer rate.
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Fig. 4.13 The magnetically modified mass transfer rate due to magnetospheric torques, for
gravitational wave braking, with P = 2h, M, = 0.6 Mg, and Bop = 32 MG, relative to the
unmodified form

The secondary star is taken to have a magnetic field generated by a dynamo with
a dependence of the surface polar field on the rotation rate given by

B()s Qs Z
— , (4.245)
Bo Qo

which leads to a braking torque of
2 /2 o4 R 3 B 3 M Sos o
T = — (”) BgMg(_S) ( °S>’ ( .W) RIQ).  (4.246)
3 \ o r Bo Mo
where M,, is the wind mass loss rate, taken as being related to the rotation rate by

- (4.247)

and r is the equatorial extent of the dead zone (see Chap. 13).
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Using (4.245) and (4.247) in (4.246), with saturation at a critical rotation rate of
Qg = Q, yields

2 4 8
2 /27\5 4.1 /RN [ Q) & !
To=—2 (") BIM2 (7 ©) RiQ:. (4.248)
3\ o r Qo

This can be expressed as

3

1 2 5 8 7
¢ (B R\3 [ Q)3 M \3
Ty = —3.31 x 1024 ¢ 1(18) <) <Q) <084M) s,
o " © ot

(4.249)

Using this in the orbital angular momentum evolution equation (4.228) leads to the
magnetic vacuum case expression

1.1x 1078 [Qbru 3 - Qmpf(as)]

My=—- , ,3 Mo year ™!, (4.250)
w3 [4(4 —Tp) —3{1 —0.46log[p/(1 — )1}’]
where
2 5 8 4
On =56x 1053 (B2 (B () ( M " (4.251)
1G 7 Qo 0.8 Mg
2 6 —4
Omp = L Bos Ry M sin’ a. (4.252)
P42 \6OMG) \9.7x10°m/) \ Mg

Figure 4.14 shows the ratio |MS| / |Mbr|, where Mbr is the unmodified form of MS.
There is a significant reduction in | M| with consequences that are similar to the
foregoing gravitational radiation case.

The magnetospheric torque case yields

112 x 1070 [Qbru 5 — OmpF (o, m)]

My=— Mo year !,  (4.253)
w3 [4(4 —Tp) —3{1 —0.46log[p/(1 — )1}’]
where
5 2 5 8 4

Oy =126x10"3 7 (BG) <R5)3 (Q)S( M )3 (4.254)
@) é 1G F Qo 0.84 Mg,
2 6 —4

L Ry M (4.255)

e q> \60MG 9.65 x 10°m 0.84My) ’

Figure 4.15 shows that there is a significant lowering of the magnetically braked
mass transfer rate in this case.
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Fig. 4.14 The magnetically modified mass transfer rate due to vacuum torques, for magnetic wind
braking with P = 3h, Mp = 0.4 M, and Bop = 80 MG, relative to the unmodified form
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Fig. 4.15 The magnetically modified mass transfer rate due to magnetospheric torques, for

magnetic wind braking with P = 3h, M, = 0.5 M, and Bgp = 60 MG, relative to the unmodified
form
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4.5 Summary and Discussion

The interaction of the magnetic field of an asynchronous primary with the tidally
synchronized secondary star can lead to a synchronizing torque. If the region
between the stars is treated as a vacuum, then the magnetic moment of the primary
must be inclined to its spin axis for an inductive torque to occur. A magnetic tilt
leads to a time-dependent field in the orbital frame which penetrates the diffusive
secondary and induces electric currents in the star which act as a source of magnetic
field. The induced field extends beyond the secondary and interacts with the primary
on which it generates a torque and a non-central force. The torque acts to spin the
primary towards synchronism, and has the form of a resonance curve. For larger
values of w/ €2, the field only penetrates the secondary to a skin depth leading to
lower torque values. For smaller asynchronism the field penetrates deep into the
star but the lower frequency leads to a lower torque. The torque is maximised at
an intermediate value of w/€2, at which the induction and field penetration act
together to produce larger induced torques. All the observed AM Her systems
have a magnetic tilt, but the primary is likely to have a magnetosphere surrounding
the stars.

With a magnetosphere the time dependent induction effect will still occur, but
electric currents can flow between the stars as well as through them. The motion of
the magnetosphere relative to the secondary now introduces new inductive effects,
described by the v x B term in the induction equation. This term has effects even
when there is no explicit time dependence and hence magnetic torques are expected
to be induced in an asynchronous state even for « = 0. To illustrate these new
effects the time-independent case of « = 0 was considered, so the time dependent
inductive effects, generated by the dB/d¢ term in the induction equation, are not
operable. Although for « = 0 there is no explicit time dependence, there is still
an asynchronous frequency w. This is the synodic angular velocity of material
about a vertical axis through the primary, and this frequency occurs in the velocity
components of its corotating magnetosphere measured from orbital axes centred on
the secondary.

The magnetospheric magnetic field penetrates the diffusive secondary and the
angular velocity difference between the magnetosphere and secondary will induce
shearing motions in the surface regions of the star, caused by the induced magnetic
forces. The shearing of poloidal magnetic field, described by the By - VQ term in
the induction equation, causes the creation of By field from By. The magnetosphere
also imposes radial motions on the star, and the compression and expansion effects
will induce poloidal motions in its surface layers. These motions cause advection,
compression and stretching of the induced magnetic field and this balances the
effects of diffusion. For higher degrees of asynchronism the induced motions
approach supersonic speeds and the field twisting, measured by | B/ Bps|, becomes
larger. This will lead to shocks, associated dissipation, likely field instability and
a break down of corotation. Hence an effective quenching, limiting the growth of
| By |, will occur. These processes can be modelled and they lead to a torque, via the
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B, By surface stresses. This torque has a maximum value at least as large as that of
the vacuum case torque.

Both inductive processes generate a magnetic orbital torque, allowing the stars
to exchange angular momentum and energy with the orbit. For an over-synchronous
primary, angular momentum is fed into the orbit and this can lead to a significant
lowering of the mass transfer rate due to a decrease in the shrinkage rate of the
secondary’s Roche lobe. The lack of an accretion disc means that the angular
momentum of material lost via Roche lobe overflow from the secondary is not
returned to the orbit via tidal interaction with the outer parts of a disc. Instead,
this angular momentum is transferred to the primary via magnetic channelling of
the accretion stream. This has the opposite effect to over-synchronous inductive
magnetic coupling, causing an increase in the mass transfer rate. However, an overall
lowering of the mass transfer rate occurs for a range of frequencies.

The primary’s magnetic field was taken as dipolar here, while there is some
evidence of multipole components in the field. However, such higher multipole
fields fall more rapidly with distance and, since the torque depends on B2, these
would only make significant contributions if they dominated the dipole component
at the stellar surface. There is no compelling observational evidence, or theoretical
reasons, to suggest dominant higher multipoles at the surface. However, even if
higher multipoles were dominant, this would not affect the nature of the inductive
processes considered.

Ideally the full MHD equations should be solved to determine the induced
motions in the secondary, and the modification of the magnetosphere due to
asynchronism of the primary. In particular, it was assumed in the analysis presented
here that the surface field winding ratio | Bgs/ Bys| becomes limited at higher degrees
of asynchronism by the effects of instabilities and reconnection. However, if such
processes did not enhance the magnetic diffusivity of the secondary sufficiently
to limit field winding, then larger values of | Bys/ Bps| would result. This situation
would be similar to the cases of the stellar-disc interaction discussed in Sect. 9.6.2.
for systems containing discs around a magnetic star with a magnetosphere. The
growth of Bq% would lead to inflation of B, and ultimately to field line opening,
particularly for field lines originating nearer to the stellar magnetic poles than
to the equator. A channelled stellar wind is likely to result and, although the
inductive magnetic coupling would be reduced due to the reduction of flux linkage
to the secondary, the wind would result in a spin-down torque on the primary. The
investigation of such processes is likely to require numerical simulations.

Despite the uncertainties, the analytic and semi-analytic calculations presented
here suggest that magnetic coupling to the secondary can explain how the white
dwarf can attain synchronism in the absence of other significant torques. The
presence of the accretion torque requires the problems of the maintenance and
attainment of synchronism to be carefully considered. These problems are addressed
in the next three chapters.
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Chapter 5 )
AM Her Stars: Stream Channelling s
and the Accretion Torque

Abstract The strong magnetic moment of the primary star results in a surrounding
magnetic field which completely prevents the formation of an accretion disc. Matter
lost from the L; region of the secondary becomes channelled by the primary’s
magnetic field and hence, in general, forms a 3D accretion flow. The flow causes
distortions of the stellar magnetic field and the resulting stresses act through the
stream to transfer angular momentum to the star. The consequent accretion torque
depends on the orientation of the primary’s magnetic axis and has components
parallel and normal to the orbital angular momentum vector. These components
can have comparable magnitudes for a significant range of magnetic orientations.
The synchronous and asynchronous accretion torques are considered here, as well
as the effects of partial field channelling. For a dipolar magnetic field and moderate
degrees of asynchronism, the normal components of the accretion torque average to
zero over a synodic rotation period, while the parallel component has a conservative
averaged form for total field channelling.

5.1 Magnetic Field Channelling

Accretion discs do not form in the AM Herculis binaries. The effect of a strongly
magnetic accretor on a disc is considered in Chap. 9. Inner disruption occurs due
to magnetic heating causing an increase in the vertical gradient of the thermal
and radiation pressures which cannot be balanced by the increase in the vertical
component of the stellar gravity or the vertical magnetic force with decreasing
distance from the primary. The ratio of the disruption radius to the distance of the
L point from the centre of the primary is given by

) 4 12 )
y\7 (Bp)o \’ R, ! _£3\7
T 3'2(6m> (ZOMG> 8.67 x 105m (1 éz)
A : 2 ! | 2
N M, M, 7 ( M )3 ( M, )3
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with

M,
N=1 —0.4610g< ) (5.2)
MP

where y /e, ~ 1, g 2= 1.1, while (Bp)o, M}, and R, are the surface polar field, mass
and radius of the primary and

2

5% = Qy(om)

(5.3)

is the ratio of the stellar rotation rate to that of the inner edge of the disc.
Equation (5.1) typically gives @y 2 A, so discs would not be expected to form
in AM Her stars. This is confirmed by the numerical simulations of Zhilkin and
Bisikalo (2010) which showed that for a primary surface polar magnetic field of
> 5 x 10° G an accretion disc does not form.

Matter lost from the L region of the secondary forms an accretion stream which
interacts with the magnetic field of the primary. The ratio of the magnetic pressure
to the gas pressure can be estimated in this region. Assuming the white dwarf to
have a dipolar magnetic field, and taking its distance from L as A >~ D/2, gives

2R, \*
Br, :( 5 ) (By)o- (5.4)

The density of material leaving the L; region can be estimated from the mass loss
rate

M = —mp, csH?, (5.5)

where c; is the isothermal sound speed and H is the density scale height perpendic-
ular to the line of stellar centres, just beneath L. This height is given by (2.326) so,
with f =1,

()

where 2 is the orbital angular velocity, with the previously adopted subscript
dropped here. Using (5.6) to eliminate H in (5.5) yields the density of material
in the vicinity of L as

M2 ( D>
~ . 5.7
IOLl ]'[Cg RS ( )
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The ratio of the magnetic pressure to the gas pressure is then given by (5.4) and (5.7),
together with the relations (2.296)—(2.298) connecting the orbital parameters, as

2 6 !
1.6 (Bp)O Rp TL[ 2
( B2> T \20MG /) \8.67x10°m/ \2x10°K
2u0P /1, (o2 >3‘< M )§ M, '
0.2 Mg 0.8 Mg 10~10 Mg yearf1

This ratio has its strongest dependence on the magnetic moment of the primary,
being o« m?. For typical parameters, B%/2/19 > P near the L point and hence
magnetic forces may affect the flow in this region.

Observations indicate that effective field channelling of material may occur at a
distance from the L; region in some systems (e.g. Wu and Wickramasinghe 1993;
Schwope et al. 1997). Although the magnetic field may affect the motion of material
just inside L1, the emerging stream becomes supersonic and then the relevant ratio
becomes that of the poloidal kinetic energy density to the poloidal magnetic energy
density. This ratio becomes unity at the Alfvén point in the flow and inside this point
magnetic effects become strong and field channelling occurs.

A steady flow of highly conducting material obeys the induction equation

(5.8)

Vx(vxB)=0, 5.9
which is satisfied by
v =«(r)B. (5.10)

In the strongly channelled region the local distortion of the magnetic field, B/,
caused by the flow is small. Matter then flows very nearly parallel to the unperturbed
field, By, and experiences a force per unit mass

1
F=  (VxB)xB,. (5.11)
1op

In general, the channelled part of the accretion stream will lie out of the orbital
plane. There is a magnetic torque r x F per unit mass exerted on material and this
is transmitted to the white dwarf via the associated magnetic stresses. A torque also
results from the angular momentum flux of matter flowing on to the accretion pole,
but this is small since most of the angular momentum has been transferred to the
star via the magnetic field torques. Some angular momentum exchange between the
stream and the orbit can occur due to gravitational interaction with the secondary
star.

Numerical simulations of the accretion flow were performed by Zhilkin and
Bisikalo (2010). The primary was taken to have a dipole magnetic field having
orientation angles = 30°, B = 270°, and a range of polar field strengths given by
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107G < (Bp)o < 108 G. This orientation has the horizontal component of the dipole
moment pointing away from the L point, so accretion onto the south pole would be
expected. Numerical solutions of the MHD equations were found, employing a 3D
code, using coordinates relative to the orbital frame . Terms were included in the heat
equation to simulate radiative heating and cooling, and a term describing magnetic
dissipation. The flow speed at the L point was taken to be the sound speed, with a
temperature 77, = 4 x 103 K, and a mass transfer rate | M| = 10~° Mg year™! was
used. The region between the stars was taken to have initial values of pg = 10-° OLy>
Tp = 1.12 x 10*K and (vp)o = 0, with By the unperturbed stellar field. It typically
took a time of >~ 5 P for a steady state to be reached. The stream has a main core and
a surrounding lower density envelope. For (B,)o = 107 G the centre of the stream
initially lies in the orbital plane, but soon becomes field channelled and is directed
to the south magnetic pole, as expected. For a field strength of (By)o = 108 G the
stream is strongly channelled, and hence vertically diverted, at the L point.

Zhilkin et al. (2012) considered the case in which the primary has dipole
and quadrupole components in its magnetic field. The magnetic axes of these
components were taken to be parallel, but tilted to the spin axis at an angle
a = 30° A range of azimuthal magnetic orientation angles was used, with
B = (0.75 — m) x 360° where 0 < m < 0.9 in increments of Am = 0.1. The
surface polar value of the dipole component was (Bp)o = 28 MG, while a surface
quadrupolar value of 10 times this was employed. The conditions at the L; point,
and the initial conditions in the region surrounding the star, were the same as those
adopted in Zhilkin and Bisikalo (2010). Again, there is a main stream and a lower
density envelope. For all values of g, the stream initially flows in the orbital plane
but soon becomes magnetically diverted. The orientations m = 0 (8 = 270°) and
m = 0.5 (B = 90°) correspond to the horizontal component of the magnetic
axis pointing away from and towards the L; point, respectively. For m < 0.4
(B < 126°) an accretion ring forms just beneath the magnetic equatorial plane,
with most remaining material accreting on to the north magnetic pole. At m = 0.4
the main flow accretes into the magnetic ring, with a smaller amount of material
reaching the north pole. The split flows become approximately equal at m = 0.5
(B =90°).For0.6 <m < 0.7 (18° < B < 54°) nearly all the flow passes to the
magnetic north pole. There is no compelling theoretical or observational reason for
a surface quadrupole field to dominate the dipole field, but this case illustrates the
effects on the accretion stream of a strong quadrupole field.

The simulations did not calculate the accretion torque on the primary. When
the magnetic force is sufficiently strong the stream will be diverted out of the
orbital plane into the strongly channelled region. This region will give the dominant
contribution to the magnetic torque exerted on the white dwarf. Most angular
momentum exchange with the orbit occurs in the flow region near L, where the
gravitational coupling is largest. The flow at L; will be super-Alfvénic or sub-
Alfvénic, depending on the combination of binary parameters.

The accretion torque is required for the synchronous and asynchronous cases.
In the synchronous case the magnetic field lines are stationary in the orbital frame
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and so, for steady mass loss from L, the accretion torque is time-independent.
In the asynchronous case the geometry of the channelled stream changes, and
the accretion torque will be time-dependent. In general, the torque will have
components perpendicular and parallel to the orbital angular momentum vector. The
ratio of these components, as a function of magnetic orientation, is of particular
interest in relation to the maintenance of synchronism.

In Sect. 5.2 the angular momentum transfer is calculated due to a field-channelled
flow from the L; region on to a synchronized white dwarf, for an arbitrary
orientation. Section 5.3 considers the resulting accretion torque and also applies this
to the case of small asynchronism. Section 5.4 considers partial field channelling of
the accretion stream in relation to the position of the Alfvén point.

5.2 Angular Momentum Transfer

The precise nature of the white dwarf’s magnetic field is unknown. It has been
suggested that in some cases the field may have higher multipole components (e.g.
Meggitt and Wickramasinghe 1989; Beuermann et al. 2007). Numerical simulations
show that, with a sufficiently strong quadrupole component, the stream can split and
lead to more than one accretion region, as appears to be observed in some systems.
However, to investigate the effect of field channelling out of the orbital plane, a
dipole geometry was considered by Campbell (1986). By assuming that matter links
to the primary’s magnetic field at L1, an upper bound can be found for the angular
momentum exchanged with the orbit. By considering the distribution of magnetic
torque along the stream, cases of partial field channelling, and the associated angular
momentum transfer, can then be investigated.

Figure 5.1 shows the orbital frame, with the primary’s dipole moment having
orientation angles (o, 8). Material is lost from the lobe-filling secondary through
the L region, with speed >~ ¢, < 2D, at a steady rate MS and is assumed to be
immediately channelled by the primary’s field. The case of a synchronized white
dwarf is considered in this section, so the lines of B are stationary in the orbital
frame. The accretion stream is centred on the field line passing through L;. For a
thin, steady stream the accretion torque is found by calculating the specific angular
momentum imparted to the primary along this line and multiplying it by M, =
—M;.

For a general orientation of the dipole moment m the unperturbed magnetic
field B will be a function of all three coordinates if described in the spherical
polar coordinate system (r, 9, ¢). Since B is rotationally symmetric about m, the
natural coordinates to use are those of a spherical polar system (r, ¥, x) with angles
measured with respect to a Cartesian frame having its vertical axis along m and so
having an orientation (e, 8) in the orbital frame. Hence v is measured from m and
x from a vector m | where, relative to the orbital frame,

m = sina cos Bi+ sinasinBj + cosak, (5.12)
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Fig. 5.1 The orbital frame, showing the rotated spherical polar coordinate system (r, ¥, x) (from
Campbell 1986)
and

m; = cosacosBi+cosasinBj—sinak. (5.13)

In this system the unperturbed field B will only depend on r and i and the equation
of a field line will take its simplest form. The field B can be derived from a magnetic
scalar potential W, (7, ) through

B=-VU,. (5.14)

By expressing the gradient operator in the two polar coordinate systems, it follows
from (5.14) that the unit vectors ¥ and jx are related to # and ¢ by

W 1 Y.

- Y% , 5.15
4 a0 + sin 0 8¢¢ ( )
) 1 0y . ov -

__ 0 , 5.16
X="Gno oo’ T 00 ? (5.16)

and hence

v\ > IS A
=1. 1
(ae) +sin29<8¢) .17
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Using the fact that cos iy = m -t and sin x = —m - X, together with (5.12), (5.13)
and (5.16), it can be shown that v and yx are related to 6 and ¢ through

cos Yy = sina sinf cos(¢p — B) + cosa cosb, (5.18)
sin Y sin y = sin@ sin(¢ — B). (5.19)

The field line passing through L lies in the plane containing m and j. By its
definition, the unit vector X is constant over the plane of a field line and for the
required plane is, from (5.12),

1
= X (5.20)
(1 — sin® a sin® B)2

Since sin x = —m - , (5.12), (5.13) and (5.20) give the constant value of x over
the required plane from

. cos B
sin y = |- (5.21)
(1 — sin® a sin® B)2
The magnetic potential for a dipole field is
W, = " cos v, (5.22)
4r?
so (5.14) gives the magnetic field components as
B = MO cosv, (5.23)
273
pom .
By = dgpd SO V. (5.24)
The equation of the relevant field line is found by integrating the relation
1d B
i (5.25)
rdy By
and applying the condition that the line passes through L. This gives
Asin?
r(y,a,B) = sy (5.26)
1 — sin? sin® B

where A is the distance of the L point from the centre of the primary.
For gas temperatures of ~ 10% K, the thermal pressure gradient along the stream
has negligible effect on the speed of material since v/cs > 1. The equation of
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motion for the accretion stream can be written
r=-VV¥ -2@ xr+F, (5.27)

where W (r, ¥, x) is taken to be the Roche potential. The specific magnetic force F,
given by (5.11), is perpendicular to r and so, in this strong magnetic limit, does no
work on the material. The Roche potential W (r, ¥, x) is found by using (2.267) in
the coordinates (r, 6, ¢) and expressing the angular terms as functions of ¢ and
x. The required transformations are obtained by using the z-component of M
expressed in (¢, 8) and in (0, ¢, ¥, x), together with the angle relations (5.18)
and (5.19). The result is

1

GM, GM, r r\2]
U=— P_ l1=2
r D [ DQ1+<D):|
GM, 1 5,
+ rQl—ZQr 0>, (5.28)

where

Q1 = sinf sin¢g = sinw sin B cos ¥ + sin Y (cos B sin x + cosa sin B cos x),

0, = sin?f =1— (cosa cos iy — sina sin Y cos x)z. (5.29)

The angular momentum equation follows by taking the cross product of (5.27)
with r, and noting that r lies in the plane of the relevant field line, so

d ..
dt(rzw)f( =-—rx V¥ -—2rx ( xrF)+r xF. (5.30)

The left-hand side of this equation represents the rate of change of specific angular
momentum of material, and it follows that the ¥y -components on the right-hand side
must sum to zero. Equation (5.30) therefore splits into two parts; one representing
the rate of change of material angular momentum due to torques acting about the X
direction, and the other representing the balance of torques about the ¥ direction.
The Coriolis force term can be split into its ¥ and x-components by expressing €2
as Qy, X + |, where £ is the component of € parallel to the plane of the stream.
Equation (5.30) then gives

1 oV . . n
Sin g Ay ¥ —2rx () xr)—rF¢y =0, (5.31)
d . v d _,

= — — Q Fy. 5.32
dt(r V) oy dt(r x) +rky (5.32)
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The above equations must be integrated along the stream to calculate the total
specific angular momentum delivered to the white dwarf. This total consists of the
integral of the magnetic torque, per unit mass, plus the specific angular momentum
of material at the accretion pole. The magnetic torque can be expressed as a rate of
transfer of specific angular momentum by

dL

rFy X —rFxllfz—dt,

(5.33)

where, for a steady flow along the path specified by (5.26), d/dt = d/dy.
Equations (5.31) and (5.32) therefore become

(dL> 1}—[2 (sz )+ : a\y}} (5.34)
ay ),V T[T\ dw W) sy ox |V '
d , 1 ow
- Q- . 0. 5.35
w( 1/f)~l- W dw(r x) i oy (5.35)

Integrating these equations along the stream gives

AL _/wa [2r (m )+ ! aq/:|l/}dlﬁ (5.36)
= " ' dl/f 2y Vrsiny dx ’ '
. Va 1 oW
2 — (A2 _ Rp2 —
R + ALy = (A% — RSy, L awdlﬁ, (5.37)

where 1/ is the value of i at L and v, is its value at the accreting pole. The field
line equation (5.26) gives these limits as

Y = cosfl(sina sin ), (5.38)
1
Cain2 o inl 2
= sin~! [Rp(l S‘Z o s ﬁ)} . (5.39)

The angular velocity of material, ¥, can be found from the equation of
motion (5.27). Taking the scalar product of this with F, integrating with respect
to time using the condition of essentially vanishing speed (i.e. ¢, < QD) at L1, and
noting that  is a function of i along the stream, gives

1
y— [2(¥ — W)]2 ’ (5.40)

[r2+ (dr/dlﬁ)z];
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where the negative sign applies for 0 < < 7 and the positive sign for 7 < <
2. It is noted that in the strong field limit the magnetic force makes no explicit
contribution to v, since (5.11) shows F is perpendicular to By and hence to r. The
term F acts as a perpendicular constraint force to the stream as it is channelled by
the magnetic field. Equations (5.21), (5.28) and (5.38) for x, W and ; give the
Roche potential in the plane of the stream as
Wy M _CMT o w>+(’)2 -
ry) =— — — cos(yr| —
r D D ! D

4 GM; 1 — ¥ 192 5 sin® & cos? B + cos? o cosZ (Y — V)
recos(yy — ¥) — r .

D? ' 2 1 —sin® a sin® B
(5.41)

The unit vectors fh and x must be expressed in terms of their components in
the orbital frame Oxyz, in order to obtain the components of the specific angular
momentum transfer along these axes. Equations (5.12) for m and (5.20) for x give
the Cartesian components of ¥. The components of 1/} are then found using fh =
X X T and the angle relations (5.18), (5.21) and (5.38), together with the definition
of Q1 in (5.29). The results are

A~ sin & cos B cos — COS @ COS —
b= B cos(r1 l1/f) 4 sin(y —v)j— (¥ 1/f)1 k. (5.42)
(1 — sin® a sin® B)2 (1 — sin® a sin® B)2
R cos o . sin & cos
X=- it k. (5.43)
(1 — sin® a sin® B)2 (1 — sin® a sin® B)2

Using these relations together with the angular momentum equations (5.36)
and (5.37) gives the components of the specific angular momentum transfer as

(A2 — R2)Qy cosa
(1 — sin® a sin? B)2

2sina cos B /‘/’a

AJy =—

o - g d
r(V Ty ¢)COS(¢1—¢) ¥

(1 — sin? o sin? ,3); 12
" 1 1 /Wa 1 <cosaa\y B sin ¢ cos ﬁ.cos(wl — ) 8l1/> m
(1 —sin®asin® )2 Jyi ¥ oy sin ¥ dx

(5.44)

Vasin(yy — ¢) 0¥

Va dr .
ATy = 2/¢1 r (rSZ, - dey,) sin(y1 — ¥)dyr +/¢1 Jsiny iy dy,

(5.45)
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(A2 — R2)Qy sina cos B

(1 — sin® a sin? B)2

2cosa VYa dr
— / r <r§2r Q,p) cos(yr1 — Y)dyr

AT, =

(1 — sin?asin? B)2 Jw Sy
Va _
_ ! . / 1 (sinacosﬂaq} + COSO{CO_S(]/” i B‘Il)di/f.
(1 —sinasin?B)2 Jyi ¥ oY sin ax
(5.46)
Equations (5.26), (5.42) and (5.43) for r (1), 1/} and x give
dr AQ cosa siny [siny sin(yr; — ¥) 4+ 2 cos ¥ cos(yP; — ¥)]
rQr — Qw = 3 .
dy (1 —sinzasinzﬁ)z
(5.47)

The required derivatives of the Roche potential are obtained from (5.21), (5.28)
and (5.38) for x, ¥ and ¢ as

2 — 3
oW —GMSr [ M r cos?acos(yry — V) Lwr 1:| sin(y1 — ),  (5.48)

9 D> [ M;D (1 —sin’asin’p)
where
2
W=1—2;cos(w1—tﬁ)+(;) , (5.49)
and
1 ov sino cosa cos B .
: = 2,2 MO Gy — ), (5.50)
siny 9 1 —sin”“ o sin”

with M = Mg + M,. It is noted that (5.50) is purely centrifugal. Substitut-
ing (5.26), (5.40), (5.41) for r(y), ¥ and W and (5.47)—(5.50) in (5.44)—(5.46),
and evaluating the Coriolis integrals, gives the components of the specific angular
momentum transfer as

Al = A’Qf(a, B), (5.51)
ATy = A’Qfy(a, B), (5.52)

AJ; + R2Qsin 0, = A’Qf: (e, B). (5.53)
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The second term on the left-hand side of (5.53) represents the additional specific
angular momentum of material about the z-axis at the accreting pole when measured
in the inertial frame. The dimensionless functions f; («, 8) are

R, \? sin 2a cos B sin® (Y1 — V) /1/”
x &, = - Kx , P, s 54
frl@. B) (A) 21— s asin? ) | K@ ppdy. (554
cos o i
feapy= 0 J@p)+ / Ky (o, B, ¥)dy, (5.55)
(11— sin? o sin? B2 Va
Vi
fola, p) =1 +/ K (o, B, ¥)dy, (5.56)
where
K, = icosa sin’ ¥ sin(y; — w)(sinz5 ¥ + 4 cos? w)i W (5.57)
(1 — sin® a sin® )220
3 3.
J =4(¢a -y + g sin(yr1 — ¥a) cos(Y1 + Ya)
+ i(sin3 Y1 cosyy — sin’® Y, cOS Yry)
+sin' Y sin(¥1 — ¥a) cos(¥ — v), (5.58)
| Asinacosacosp sin?(yYr; — ) sin® ¥ (sin? ¥ + 4 cos? 1//)5
Ky == D (1 — sin® @ sin® B)*/20 69
. _ o Mssinacos Bsin(y — ) sin® ¥ (sin2 ¥ + 4 cos2 ¥)2 (W3 — 1)
M (1 — sina sin? B)3/20 ’
(5.60)
with W given by (5.49) and
- Asin’ycos(Yr —v¥) M/ 3
= -1 .61
v D (1 —sin? a sin® B) +M<W ’ )’ (5.61)

My (D D\ MT[A r
Q—M (r _A>+M[D_Dcos(w1_¢)i|
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-5 ]

1 (A)Z_(r)z sin” & cos® f + cos” a cos> (Y1 — ¥)
20\ p D 1 —sin o sin® B ‘
(5.62)

In Eqgs. (5.57), (5.59) and (5.60) the positive signs apply for 0 < 8 < 7 and
the negative signs for 7 < B < 2m. The integrals in the angular momentum
functions (5.54)—(5.56) are evaluated numerically and the ratio A/D is found
from (2.294) with r, = A.

Having calculated the specific angular momentum transfer, the accretion torque
can be considered.

5.3 The Accretion Torque

5.3.1 The Synchronous Case

Since the primary accretes matter at a steady rate M,, the components of the
accretion torque are

T, = A’QM, f+ («, B), (5.63)
Ty = A’QM, f,(«, B), (5.64)
T, = A’QM, f.(a, B). (5.65)

Because matter is lost from L with a speed >~ ¢y <« QD, it follows from energy
conservation that the functions f;(«, 8) can only be evaluated at orientations for
which the channelled stream lies entirely within the primary’s Roche lobe. For
a given value of «, a critical angle B, will exist at which the primary’s field
line through L; is tangent to its Roche lobe at that point. Hence, for total field
channelling, the calculation of the accretion torque can only be performed for
Be < B <m—B.and B + 71 < B < 2m — B.. An expression can be derived
for B.(a) by performing a Taylor expansion of W, given by (5.41), along the field
line defined by (5.26). When 8 = B it follows that (dleJ/dl/fz)Ll =0, giving

(A0 4)7 -] (8) o]

Be(@) = sin”"!
T (A o a(h) +s) st

, (5.66)
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where

_ A A\ 3
0= (1 +8D) (1 - D) —1. (5.67)

As the inclination of the magnetic moment to the orbital plane increases (i.e. as «
decreases) B increases and hence the range of B for which the fully-channelled
calculation can be performed is reduced. A minimum value of « is reached when
Bc = m/2 and so it follows from (5.66) that

%@ 0-8)" -]
Ofmin = sin”! . 57 : (5.68)
N(B) o+s(p) +83

Taking P = 2.0h, (2.298) gives a lobe-filling secondary with My = 0.2 M.
Using M, = 0.6 M, (2.294) yields A/D = 0.61 and (5.68) gives atmin = 19°. The
functions f;(«, ) were calculated for three values of «. The results are shown in
Figs.5.2, 5.3, and 5.4 and Tables 5.1, 5.2, and 5.3.

Figure 5.1 illustrates that if o, < o < m/2 then the accreting magnetic pole
lies above the orbital plane for 8, < B < m — B, and beneath it for 8, + 7 <
B < 2m — B.. The situation is reversed for 7/2 < o < m — opin. Figures 5.2
and 5.3 show that f;(a, B) and fy(a, B) are negative when the accreting pole is
above the orbital plane. For given values of o and B, it is seen that the magnitude
of fy is generally larger than that of fy. Equations (5.44), (5.51) and (5.54) show

fm(avﬁ)
10 L o = 300
a = 50°
5 -
0.5 LJ a = 700
0 L 1
T or B
—0.5 a=T70°
a = 50°
—1.0 +
a = 30°

Fig. 5.2 The function f; (e, 8) (from Campbell 1986)
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Fig. 5.4 The dimensionless function f(«, 8) (from Campbell 1986)
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Table 5.1 The torque B(deg) fi £ 1. ffL
component functions for ’ N N

a =30°, B = 39.3° (from Be —-1.022 -0312 1370 1.282
Campbell 1986) 50 —0.568 —0.293 1.168  1.827

60 —-0.465 -0.279 1.106  2.038
70 —0.414 —-0.270 1.064 2.154
90 —0.380 —0.265 1.000 2.157
100 —0.388 —0.268 0.969 2.054
110 —-0.414 —-0.276 0936  1.881
120 —0.465 —0.280 0.894 1.632
130 —-0.568 —-0.308 0.832  1.288
180-8, —1.022 —0.334  0.630  0.586

Table 5.2 The torque B (deg) f 1 7 ffL
component functions for N N

a =50°, B, = 24° (from Be —0.765 —0.226 1.680 2.107
Campbell 1986) 30 —0412 —0.212 1.338 2.888

40 —-0.285 —-0.191 1.204 3.509
50 —-0.229 -0.176 1.137 3.942
60 —0.197 —0.165 1.092 4.242
70 —0.180 —0.158 1.057 4.417
90 —0.167 —0.154 1.000 4.398
110 —0.180 —0.162 0.943 3.903
120 —-0.198 —0.171 0.908 3.478
130 —0.229 —0.185 0.863 2.935
140 —0.285 —0.205 0.796 2.265
150 —0.412 —-0.234 0.662 1.397
180-8. —0.765 —0.258 0.320 0.396

Table 5.3 The torque Bler) fo £ £ FIf
component functions for ’

a =70° B, = 19° (from Be —0.411 —0.119 1.872 4.381
Campbell 1986) 30 —-0.160 —0.102 1.299 6.844

40 -0.117 -0.091 1.192 8.050
50 —0.095 —0.083 1.131 8.960
60 —0.083 —0.077 1.088 9.608
70 —-0.076 —0.074 1.055 9.992
90 -0.071 -0.071 1.000 9.952
110 —-0.076 —0.075 0.945 8.849
120 —0.083 —0.080 0912 7.913
130 —0.095 —0.087 0.869 6.732
140 —0.117 —0.098 0.808 5.304
150 —0.160 —0.113 0.701 3.575
180-B. —0.411 -0.141 0.128 0.294
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that Coriolis, centrifugal and gravitational terms contribute to f, (¢, 8), although
the Coriolis term is small since R,/A < 1. The torque component 7 therefore
involves gravitational coupling of the stream to the orbit. Equations (5.45) and (5.50)
show that T, does not involve any gravitational coupling, since 0W/dy is purely
centrifugal in the required x-plane. It can be shown that the Coriolis term gives
the major contribution to Ty. It is noted that for &« = /2, corresponding to the
accreting pole lying in the orbital plane, (5.54) and (5.55) show that f, and f,
vanish, as expected.

Figure 5.4 shows the variations of f;(«, 8). Equation (5.56) illustrates that all
the orientation dependence of f; is contained in the integral of K,. This integral
arose from the last term in (5.46) and is purely gravitational since the centrifugal
part of the term in d\W /3 cancels the term in dW /9 x. In an inertial frame centred
on the white dwarf material at L has specific angular momentum A2Q. For 8 #
/2 or 3 /2, the orbit adds to or subtracts from this and the integrated resultant is
delivered to the white dwarf through the total magnetic torque. For 8 = /2 or 37/2
the gravitational coupling term K is zero and specific angular momentum A< is
delivered to the primary about the z-axis, so that f, = 1. For §, < 8 < 7/2 and
Be+m < B < 3m/2 the accreting magnetic pole lags the motion of the line of stellar
centres and the stream gains angular momentum about the z-axis from the orbit,
resultingin f; > 1.Forn/2 < B <m — B, and 37/2 < B < 2w — B, the accreting
pole leads the line of stellar centres and the stream loses angular momentum to the
orbit, so f, < 1. Itis seen from Fig. 5.4 that for significant ranges of 8 centred on
B =m/2or3m/2, f; is not sensitive to changes in « at fixed 8. This is because for
these ranges of B the gravitational coupling to the orbit, through the integral of K,
is weak.

Figure 5.5 shows the ratio of the vertical to the horizontal component of the
accretion torque, where f; = ( fx2 + fyz)l/ 2 It is seen that for « = 30°,
corresponding to a high inclination of the accreting pole to the orbital plane, f,
and f) are comparable over the range of j.

It is noted that the critical angle S, results from the condition of strong field
channelling at L. This restriction can be removed by allowing material to become
field-channelled at some distance from L. Provided this distance is a small fraction
of A, the curves in Figs. 5.2, 5.3, 5.4, and 5.5 can be extended to all 8 values but
will be less steep at their ends.

5.3.2 The Asynchronous Case

If the white dwarf primary is asynchronous with the orbit then its magnetic field
geometry will vary with time in the orbital frame and matter will be channelled
along moving field lines. Whatever the path taken by material, the transfer time
from L to the accretion pole is given by At ~ P, where P is the orbital period. It
follows that two relevant regimes of asynchronism can be distinguished, defined by
P,, < P and P, > P, where P,, is the synodic period of the asynchronism.

Syn ~o syn
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Fig. 5.5 The ratio f; (o, B)/fL (o, B) (from Campbell 1986)

If P,, S P, equivalentto w/Q 2 1, then in the time during which a given flux
tube is in contact with the L1 region it can only be partly filled with material. As a
result matter will be accreted on to the primary in discontinuous streams, reaching it
at different times and along different paths. The analysis of the previous section can
therefore not be used to calculate the time-dependent accretion torque in this case.

If P, > P, or equivalently /2 « 1 where o = 27/P,,, then a given
magnetic flux tube of the primary will completely fill with material during its time
of contact with the L region. A flux tube will correspondingly rapidly empty as
soon as it becomes disconnected from the L; source. Hence, at a given time, the
primary will experience a torque due to the single continuous stream along the flux
tube connecting it to L. It then follows that the expressions for the components of
T given by (5.63)—(5.65) for time-independent orientations (¢, 8) can be used to
obtain the variation of T for time-dependent (¢, B), provided that w/ 2 < 1. For
the present, the case is considered in which  is parallel to £ so « is constant and
B = wt. The time-dependent accretion torque is then simply obtained by making
this substitution for B in (5.63)—(5.65). This case is applicable for w/Q < 1072,
which covers the asynchronism regime of interest.

When considering the long term effect of the accretion torque on the primary,
and comparing it with the dissipation torque given by (4.79), a synodic average is
appropriate. This can be found by exploiting certain symmetry properties possessed
by the functions f;(«, 8) defined by (5.54)—(5.56). First, consider magnetic orien-
tations of the primary whose corresponding accretion streams are mirror images
about the orbital plane z = 0. Figure 5.1 shows that, for fixed «, such paths are
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characterized by orientations 8 and B + 7, while mirror points on them about z = 0
have angular positions ¢ and 7 — . It follows from (5.49), (5.57), (5.61), and (5.62)
that

Ki(a,p+m,m =) = K, B, ¥). (5.69)

Defining the integral appearing in (5.54) for fy(a, B) as

21
Gmﬁ%=L‘KAm&¢MM (5.70)

it is then simple to show that
Ii(o, B +7) = =1 (o, B). (5.71)
In a similar way it can be shown that the integral in (5.55) for fy(«, B) satisfies
Iy(@. p+m) = —Iy(@. B) (5.72)

for mirror paths about the orbital plane. Since the Coriolis terms in (5.54) and (5.55)
also possess the above antisymmetric property, it follows that

fela, B+ 1) = —fala, B), (5.73)
fyla, B+m) =—fy(a, B). (5.74)
Consider, now, the x = 0 plane. Figure 5.1 shows that for 8. < 8 < 7 — B,

mirror paths about this plane are characterized by g and & — B8, while mirror points
have the same values of y. Equations (5.60) and (5.62) give

K (a,m —B,¢) = =K (, B, V). (5.75)
Writing the integral in (5.56) for f;(«, B) as I;(«, B), it can be shown that
L(a,m —B)=—I(, B). (5.76)
The corresponding result for . + 7 < B < 2w — B is
I (a,37 — B) = —I;(, B). (5.77)

Since the asynchronous motion considered here has constant & and B = wt, the
average value of an accretion torque component over one synodic period is given by

1 21
(Ti) = ) / T (o, B)dB. (5.78)
T Jo
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Equations (5.56), (5.63)—(5.65) and (5.73)—(5.78) then show that
(Tx) = (Ty) =0, (5.79)
(T,) = A*’QM,. (5.80)
Hence the average value of the accretion torque for this type of asynchronism is
(T) = A>QM, k. (5.81)

This corresponds to the specific angular momentum of material leaving the L
region being conserved over a synodic period in its transfer to the primary via 3D
magnetic channelling.

5.4 Partial Field Channelling

Observations suggest that effective field channelling of the accretion stream may
occur at a distance from the L; region in some systems (e.g. Liebert and Stockman
1985; Wu and Wickramasinghe 1993; Schwope et al. 1997). An estimate of the
position of the Alfvén point, at which the flow speed equals the Alfvén speed, can
be made. This corresponds to the magnetic energy density becoming equal to the
flow kinetic energy density, so

= ot (5.82)

The mass transfer rate in the accretion stream is
Mp =7tH2,0v, (5.83)

taking the cross section of the stream to be approximately circular, with H the
density length-scale normal to the flow. If the initial part of the stream is not
magnetically channelled then after leaving L its centre will lie in the orbital plane,
leading the motion of the line of stellar centres, and cause large local distortions
of the primary’s magnetic field. Calculations in non-magnetic systems suggest that
the initial part of the stream is essentially straight and at a small angle to the line
of stellar centres (e.g. Lubow and Shu 1975). Hence the cross sectional area of the
initial stream can be taken to be approximately that of the L source, having an area
of A = w H? with H given by (5.6). The mass flux in the initial stream then follows
from (5.83) as

M,2°D* (5.84)
pLv = . .
7 (c2)r, R?
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Apart from close to the primary, the stream speed will be significantly less than
free-fall values since the gravity field of the secondary and centrifugal force partly
cancel the gravity field of the primary. Taking the speed to be a fraction f of the
free-fall value gives

1
v=f (GMP>2 ) (5.85)

r

The unperturbed magnetic field can be used to find an approximate expression for
the Alfvén radius, so

R 3
B:(Bp)o(rp> ) (5.86)

Using (5.84)—(5.86), together with (2.296)—(2.298) to relate M, R, D and P,
gives the Alfvén radius as a fraction of the distance from the primary as

2 4 12 2
0.82 0%5 1" (Bp)O i Rp 1 TL] 1
R, _ f 60 MG 8.67 x 10°m 2 x 107

A 6 ! 15 y 121,
i (o5 (o) (o80)” (1o
0.2 M@ 0.6 M@ 0.8 M@ 10_10 M@ year_l

(5.87)

where N is given by (5.2). For the observed range of primary magnetic fields, orbital
periods, which are related to the secondary mass, and likely primary masses, the
range 0.2 < R,/A < 1.5 results. This corresponds to late magnetic channelling of
the accretion stream up to total channelling from the L region.

For partial channelling, as the field strength increases its distortion will decrease
and effective channelling, in general out of the orbital plane, will ultimately occur.
The dominant contribution to the accretion torque should arise from the channelled
region, since this is where the generated magnetic stresses are greatest. An estimate
of the accretion torque in the case of a partially channelled flow can therefore be
made by considering the angular momentum transfer due to a section of the totally
channelled stream lying inside a radius Ry, (¢, B) < R,. This will give an estimate
of the relative magnitudes of the accretion torque components for varying degrees
of field channelling.

The dominant contribution to f; (¢, B) arises from the second term on the right
hand side of (5.54), involving the integral of K, along the stream. The major
contribution to f)(a, ) comes from the first term on the right hand side of (5.55).
This term arose from the Coriolis integral in (5.45) and hence the variation of its
integrand, denoted by K (¢, 8, ¥), is required along the stream together with the
variations of K, and K. Although these integrands were expressed as functions of
Y, in the present context the coordinate /A must be used in their integration. It



184 5 AM Her Stars: Stream Channelling and the Accretion Torque
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Fig. 5.6 The variation of K, A(dr/dy)~" with r/A along primary field lines passing through L
(from Campbell 1986)
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Fig. 5.7 The variation of K A(dr/dy)~" with r/A along primary field lines passing through L
(from Campbell 1986)

follows that the variation of K («, B, ¥ (r))A(dr/dy)~" with r/A is required to
estimate the contribution made between » = R, and r = Ry, and likewise for the
other two integrands.

Figures 5.6, 5.7, and 5.8 show the variations of the relevant functions with /A.
Consider R, = 0.5A; Fig. 5.6 illustrates that the section of the stream having r <
Rn, and hence r/A < 0.5, contributes only a few per cent to the total line integral of
KyA(dr/d w)’l . It therefore follows that, for such a partially channelled stream, the
values of f; will typically be reduced by an order of magnitude from those shown
in Tables 5.1, 5.2, and 5.3.

Figure 5.7 shows that the section of the stream having r < Ry, typically
contributes ~ 50% to the total line integral of K A(dr/dvy)~'. Hence, for Ry, =
0.5A, the values of fy shown in Tables 5.1, 5.2, and 5.3 will only be approximately
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Fig. 5.8 The variation of K, A(dr/dy)~" with r/A along primary field lines passing through L
(from Campbell 1986)

halved. The magnitude of f, will then generally exceed that of f, this being the
reverse of the case of a totally channelled stream.

For R, = 0.5A, Fig.5.8 illustrates that the integral on the right hand side
of (5.56), for f;(«, B), will typically be reduced by at least an order of magnitude
from its value for total field channelling of the accretion stream. The deviations
of f;(a, B) from unity will therefore be significantly reduced from those shown in
Tables 5.1, 5.2, and 5.3. This is a result of the fact that most of the exchange of the z-
component of angular momentum with the orbit occurs near L1, due to gravitational
coupling to the secondary.

5.5 Summary and Discussion

The conclusions of the foregoing calculation can be summarized. For a stream
channelled from the L; region, and high inclinations of the white dwarf dipole
moment, the horizontal components of the accretion torque can be comparable
to the vertical component. For slow asynchronous motions, with the primary’s
angular velocity parallel to €2, the horizontal torque components average to zero
over a synodic period, while the vertical component averages to the conserved form
AZQM,.

For a partially channelled stream the magnitudes of the horizontal torque
components are reduced. For a channelling radius of 0.5A the horizontal torque
component perpendicular to the line of stellar centres becomes a small fraction of
the vertical component. However, the torque component along the line of stellar
centres can remain significant for some magnetic orientations, since it does not
involve gravitational coupling to the orbit, being principally due to Coriolis torque.
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The distribution of this torque is fairly uniform along the stream so, even for a
channelling radius as small as ~ 0.2A, T can be a significant fraction of T, for
channelling well out of the orbital plane.

Observations of HU Aqr by Schwope et al. (1997), using Doppler tomography,
indicate the existence of an accretion curtain of tenuous material above the initial
stream. Closer to the white dwarf the whole stream lifts out of the orbital plane.
This suggests that the field linkage process is continuous, beginning near L; but
only becoming strongly effective closer to the primary. The observations indicate
a channelling radius of at least 0.4A for this system, so the 7\ component of the
accretion torque would be significant.

The channelling radius will vary significantly, depending on the primary’s
magnetic moment and the orbital separation, as the simulations confirm. The results
of this chapter have important consequences for the maintenance of synchronism,
which are discussed in the next chapter.
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Chapter 6 )
AM Her Stars: The Maintenance Chack for
of Synchronism

Abstract The problem of the maintenance of synchronism is addressed. Since the
inductive synchronizing torque vanishes at corotation, there must be another torque
present to balance the accretion torque. In general, a 3D torque is required and
the balance must be stable. Because the secondary star has at least a convective
envelope, and is rapidly rotating due to tidal synchronization, it is likely to have
a large-scale magnetic field generated by dynamo action. The interaction of such
a field with the magnetic primary can produce a torque which can balance the
accretion torque, with stable orientations. Certain restrictions can result related to
the surface polar strength and the orientation of the secondary’s magnetic field.

Another possible balancing torque results if the primary is distorted from
spherical symmetry due to non-radial internal magnetic forces, caused by the
electric current sources of its magnetic field. A tidal torque acts on the distorted star
and this can balance the magnetic torque to produce a synchronous state, if these
torques significantly exceed the accretion torque. This can occur if the secondary
has a surface magnetic field of a few kG. The effects of these torques in relation to
the orbital evolution are also considered.

6.1 Non-Dissipative Torques

Before the attainment of synchronism can be considered, the nature of the corotating
state must be investigated. The analysis of Chap.4 shows that as the white dwarf
approaches corotation the dissipative inductive torque tends to zero. However, the
accretion torque, which is non-dissipative, remains finite and so for a spherical
primary a non-dissipative torque must act to cancel it. In this case the total torque
on the synchronous white dwarf vanishes and its angular velocity and angular
momentum are conserved, both being parallel to the orbital angular velocity 2. If the
primary is non-spherical, in general, its inertial angular velocity j, and its angular
momentum L will not be parallel. Since synchronism requires ;, = €2 then L will
precess about w;j, and a finite torque will act. This torque must have the required
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form to generate the precession in L. It will be seen that the accretion torque alone
cannot satisfy this condition and hence a non-dissipative torque is again needed.

Early considerations of the maintenance of synchronism pointed out that a non-
dissipative magnetostatic torque would result if the primary’s field was excluded
from the secondary. However, this can only happen if the decay time of a magnetic
field in the secondary far exceeds the lifetime of the binary system. The magnetic
decay times given by (2.224) correspond to the dissipation of poloidal modes. The
longest-lived principal mode has / = j = 1 and has a decay time of

R?

Ty = )
d 7_[27]

6.1

where n = 1/uoo with o the conductivity. The decay time is maximized by taking
an Ohmic diffusivity, given by (2.226) as

o = 5.2 107 In A T2 m?s™ 1, (6.2)

where T is the temperature and In A a shielding factor of typical magnitude 5 <
In A < 20. Taking a mean temperature of 10° K, together with In A = 6 and R, =
2.3 x 108 m gives 7, = 5.4 x 103 years. The binary lifetime is measured by the
mass transfer time-scale 7, = M;/| M|, which is typically ~ 4 x 10° years for an
AM Her system. Hence 7, < 1), which invalidates a magnetostatic approach, since
the primary’s field would not be excluded from the secondary. In fact, as previously
noted, the low mass secondaries in AM Her systems will be largely convective and
n is then believed to be greatly enhanced, so shortening t, by several orders of
magnitude and making a magnetostatic torque even less valid.

Two mechanisms have been considered to generate suitable balancing torques.
Firstly, it was pointed out by Joss et al. (1979) that the secondary could contain
an intrinsic poloidal magnetic field and that this would extend to the primary and
generate a torque on it. The existence of such a field is very likely since turbulence
and rapid rotation are present and these can lead to dynamo action, as seen in
Sect. 2.3. Secondly, Joss et al. (1979) and Katz (1989) proposed that the white dwarf
could be distorted by a J x B force, where J is the current density source of its field.
Tidal interaction with the secondary’s gravitational field then leads to a torque on
the primary. These mechanisms are investigated in detail in this chapter.

Sections 6.2 and 6.3 consider balances between a non-dissipative magnetic
torque and the accretion torque, in two and three dimensions. The effects of
quadrupolar fields are discussed in Sect.6.4. In Sect.6.5 the three-dimensional
balance between a tidal torque, exerted on a magnetically distorted primary, and
a magnetic torque is analysed. Orbital torques and their evolutionary effects are
considered in Sect. 6.6.
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6.2 Accretion and Magnetism in Two Dimensions

The simplest case, in which both stars have dipolar fields with moments m,, and
my lying in the orbital plane, was considered in Campbell (1985). Figure 6.1 shows
the orientation angles used to define this situation. The vector my is fixed in the
synchronous secondary star by dynamo processes, while m, can rotate with the
white dwarf. The primary is taken to be spherical. Since the accretion stream is
centred in the orbital plane, the torque components in the x and y directions, given
by (5.63) and (5.64), vanish. If matter becomes field-channelled at some distance
from the L point then f;(w/2, ), given by (5.56), is close to unity and the
accretion torque (5.65) can be written as

T, = A’QM,k, (6.3)

where K is a unit vector in the z-direction.
The magnetic torque exerted on the primary by the field of the secondary is
given by

T = —m, By, sin(f — 8k, (6.4)

where By, is the secondary’s magnetic field at the position of the primary, and 8 is
the tangent angle shown in Fig. 6.1. The components of By, are

noms

(Bsp)x = 47 D3 sin §, (6.5)
Homs
(Bp)y = ~ D3 cos é. (6.6)

Fig. 6.1 The dipole orientations in the orbital plane (from Campbell 1985)
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From the definition of &, together with (6.5) and (6.6), it follows that

. 2cos8
sind = 6.7)

(3cos28 + 1)é ’
ind
cosd = — Sm_ . (6.8)
(Bcos? 8 + 1)2

Equations (6.5)—(6.8) give the magnitude of By, as

By = ;‘;’;g 21_ . 6.9)
(Bcos§+1)2
The sum of the accretion and magnetic torques acting on the primary is
T = [A’QM, — m, By, sin(8 — 8)]k, (6.10)
where its dipole moment is related to its radius and polar field by
my = i”o R3(By)o, 6.11)

with an equivalent expression for m;. For a synchronous primary at orientation 8 =
Bs the torque T must vanish. Equations (6.9)—(6.11) give this condition as

sin(Bs — 8) 10uo0A> MM

(Bcos2d+1)2  (Bo(Bp)oR; M

where M = M, + M, (By)o is the secondary’s polar magnetic field and P is the
orbital period. The lobe-filling condition

M [R\>
( ) =0.1, (6.13)
M, \ D

due Paczynski (1967), has been employed, where Rs is the mean radius of the
secondary. The torque balance condition (6.12) requires sin(8s; — §) > 0 and hence

§ <Py <8+m. (6.14)

The linear stability of the synchronous state requires the sign of a torque
perturbation due to a perturbation of 8 about 8 to be opposite to that of 8’ = 8 — B.
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Hence

dT
(d:B)/SS <0 (6.15)

is necessary for stability. Applying this condition to (6.10) for the total torque T
gives cos(fs — 6) > 0 and hence

_ . - 3m <
8<ﬁs<8+2 or §+ ) < fBs <64 2m. (6.16)

A stable synchronous state must satisfy (6.14) and (6.16) and so requires
= -
8<,33<8~|—2. (6.17)

It is clear from (6.12) that for a given value of B, the condition of vanishing
torque can be satisfied by choosing (Bs)¢ and § independently, subject to the stability
condition (6.17). For a given set of parameters there is only one stable synchronous
orientation By, as illustrated in Fig. 6.2. Consider, as an example, an orbital period
P = 1.5h, giving a lobe-filling secondary with M; = 0.14 M. For My, = 0.6 M,
it follows that D = 4.2 x 108m and A = 2.7 x 108 m, while R, = 8.7 x 10%m.
The accretion rate is taken as M, = 107!° Mgyear~!. For (B,)o = 3.1 x 103 T,
(B)o = 6.4 x 1073T and § = 20°, corresponding to § = —100°, (6.12) gives
Bs = 76°, which satisfies the stability condition (6.17).

It is of interest to calculate the period of small oscillations of the primary about
the synchronous state. An expression for this period can be found by equating the
rate of change of angular momentum of the primary to the restoring torque resulting

1.5
10 |/-\ fa
|
05 b i fm
|
i
0 [ 1 L L I
o Bsm/2 ™ 3m/2 21 3
-0.5 F
-1.0
-1.5 =

Fig. 6.2 The synchronous torque balance in two dimensions, normalized by AzQMp
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from a small angular displacement about S;. Expressing the primary’s moment of
inertiaas [ = kgMpRg, (6.10) for T and the synchronous condition (6.12) then give
the oscillation period as

1
(%) (06the ) (s im0
tan2 (Bs — 4)
0.42 )\ 0.6 M 6
Py = 38.0 o} 8.67 x 10°m | year.

(q)zlt( M, )é( M )5 M, ?
1.1) \0.14Me) \0.74Ms) \ 10710 Mg year—!

(6.18)

where 0.1 < kg < 0.2. Taking kg = 0.18, corresponding to M, = 0.6M, and the
foregoing parameters, yields Py = 46 year.

Beuermann et al. (2014) used phase resolved optical light curves of DP Leo,
and found that the data were consistent with the accreting poles oscillating about
a synchronous state with a period of >~ 60 year. The formula (6.18) can give this
period for a range of possible parameters.

It is noted from (6.4) that for an asynchronous primary with 8 = wt the average
of Ty, over a synodic period is zero. Hence such a torque does not play a part in the
approach to synchronism.

6.3 Accretion and Magnetism in Three Dimensions

6.3.1 Orientations with Zero Torque

The general case, in which the secondary’s magnetic moment has an orientation
(8, ), was considered by Campbell (1989) and is shown in Fig.6.3. A spherical
primary is considered, so synchronism at («g, Bs) requires zero torque, and such a
state must be stable to all angular perturbations.

Fig. 6.3 The dipole orientations in three dimensions (from Campbell 1989)
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The components of the secondary’s magnetic field at the position of the primary
are

By)y = — " siny sin s 6.19
( Sp)x__4nD331nysnl ) ( . )
pons .
(Bsp)y = — o D; siny cos §, (6.20)
Moms
(Bsp)z; = = 4 D37 (6.21)
The magnetic torque on the primary is
Tw =m, x B, (6.22)
where the unit vector f, is
m, = sina cos Bi+sinasin B j+ cosa k. (6.23)

Equations (6.19)—(6.23) give the components of the magnetic torque as

Hompitg . . .
Thx = (2siny cos§cosa — cos y sina sin ), (6.24)
47 D3
Thy = Hormtpmts (cosy sina cos B — sin y sin § cos «) (6.25)
™ 4 D3 v v ’ '
mompnts . . . .
Th; = (sinésin B —2cosdcos B) sina sin y. (6.26)
47 D3

The components of the accretion torque, T, (¢, B) are given by (5.63)—(5.65).
If matter becomes field-channelled at some distance from L it was seen that T,
becomes effectively independent of («, 8). The horizontal components then only
vary by =~ 10% as B is varied over an interval of 7 /2. The simplest form for the
accretion torque containing these properties is then

Tox = A’QM, N, cosa, (6.27)
Tyy = A’QM, Ny cosa, (6.28)
T.. = A*QM,, (6.29)

where the constants N, and Ny are negative for 0 < 8 < 7 and positive for 7 <
B < 2m, and their magnitudes depend on the channelling radius.

The necessary condition for a synchronous state is that T;,, and T, cancel. The
torque component equations (6.24)—(6.29), together with the components of m
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from (6.23), then give the synchronous conditions

—CO8 Yy fitpy + (2siny cosd + QNy)my, =0, (6.30)
cos y fipy + (QON, — siny sin §)ni,; =0, (6.31)
—2siny cos§ ripy, +siny sin iy, = —Q, (6.32)

where the characteristic ratio of the accretion and magnetic torques is

0— 47 D3A2QM,

Hompnis

(6.33)

Solving (6.30)—(6.32) yields the synchronous orientation of the primary in terms
of the components of its dipole moment unit vector as

ONy —siny sind

Plox = Sin o - , 6.34
My = SN Qs COS siny (Ny siné + 2N, cos d) ( )
Ny + 2si 8
ipy = sinay sin By = — 2o Tasinycosd (6.35)
siny (Ny siné + 2Ny, cos d)
N 1
Mp; = COS Oy = (6.36)

tany (N, sin 8 + 2Ny cosd)’

However, since M, is a unit vector, the condition m,, - M, = 1 must be satisfied.
Equations (6.34)—(6.36) then yield a quadratic equation for Q which has solutions

—siny (2N, cosd — Ny siné) £ VP

— , 6.37
Q N2 4 N2 (6.37)

where
P = (N} + N} — 1) sin® y (N sin 8 + 2Ny cos §)* — (N; + Nj)cos’ y.  (6.38)

It follows from (6.33) for Q, together with (6.37) and (6.38) that, for given orbital
parameters, the orientation and surface polar strength of the secondary’s magnetic
field cannot be chosen independently if the primary is to experience zero torque.
This restriction did not occur in the simple two-dimensional case.

The values of N, and N, depend on where material lost from the secondary
becomes field-channelled. As seen in Sect. 5.4, N, involves gravitational coupling to
the orbit and is more sensitive to the extent of the field-channelling region than Ny,
which is due to the more evenly distributed Coriolis torque. If field channelling is far
from L; (i.e. = A/3) then Nf + Ny2 < 1 and it follows from (6.37) and (6.38) that



6.3 Accretion and Magnetism in Three Dimensions 195

QO becomes complex. Hence, in such a situation, an orientation cannot be found at
which the magnetic and accretion torques cancel. However, if 0 <« 1 the magnetic
torque dominates and synchronous states are essentially possible.

6.3.2 Stability of the Synchronous State

Having found a synchronous state, its stability to small disturbances must be
established. A general perturbation consists of a twist about an axis through the
primary. Subsequently the star’s rotational motion is defined by an instantaneous
angular velocity @ where, relative to the orbital frame,

® = &é + fk+ Y. (6.39)

It follows from Fig. 6.3 that the components of @ are

wy = —asin B + ¥ sina cos B, (6.40)
wy = G cosf + ¥ sinasin g, (6.41)
w. = B+ ¥ cosa. (6.42)

Equations (6.24)—(6.29) give the components of the total torque acting on the
white dwarf as

T, = —Cpcosysinasin B + (CaNy + 2Cp, sin y cos §) cos «, (6.43)
Ty = Ccosy sina cos B + (CaNy — Cppy siny sind) cos o, (6.44)
T, = Cysiny sina(sind sin B — 2 cos§ cos B) + Cy, (6.45)
where
__ Momphs
Cn= Ag D (6.46a)
C. = A’QM,,. (6.46b)

The equation describing the evolution of a perturbation in w, relative to the orbital
frame, is

1 + %k xw)=T, (6.47)

where [ is the moment of inertia of the primary. Expanding (6.40)—(6.45) for @ and
T to first order about the synchronous state gives the components of the equation of
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motion (6.47) as

— sin Bya’ — Q cos Byd’
+ [Cin(cos y cos o, sin B + 2 sin y cos 8 sinag) + Cy N sin g o
+ Cn cos y sin g cos By B + sin g cos By’ — 2 sina sin By )’ = 0, (6.48)

cos Bs&’ — Q sin By’
— [C_‘m(cos Y COS o5 cOS Bs + siny sin § sinog) — C_?aNy sin o Jo’

+ Cpn cos y sin g sin By B’ + sin o sin By’ + Q2 sin g cos By’ = 0, (6.49)

Cr Sin y cos s (2 cos 8 cos B — sin 8 sin Bg)a’ + S/

— Cpn sin y sin o (2 cos 8 sin Bg + sin 8 cos Bs) B’ + cos oy’ = 0, (6.50)

where C_‘m =Cn/I, éa = (,/I and subscript s denotes the synchronous state.
The angular perturbations can be written as the product of an exponential time
dependence and constant amplitudes, so

o =ajexp(iot), B =arexp(iot), Y =azexp(iot). (6.51)

Substitution of these in (6.48)—(6.50) gives a system of equations for the amplitudes
and the vanishing of the determinant of their coefficients, for consistency, yields the
following characteristic equation for o,

0%+ Cio* + Cro? + C30 =0, (6.52)
where

C1 =Chp, sin y sin oy (2 cos 8 sin By + sin 8 cos By)
_I_

Co OV (1 + cost ay) — Q2 (6.53)
COS /g

~, Sin y cos y sin o
:Cm

Cy (2 cosé sin Bs + siné cos Bs) + C‘ﬁl cos? y

COS O

— Cn Q2 sin y sina (2 cos 8 sin B + sin 8 cos By), (6.54)

Cz = —iQC_‘I%lQ COS ¥ COS 0. (6.55)
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Consider, first, the case with accretion absent, so that Q vanishes and hence C3 =
0. Equation (6.52) then has the solution 02 = 0, which results from the fact that the
torques are independent of the Euler angle . The two finite frequencies are given
by the roots of

ot +Cio?+Cy=0. (6.56)

Solving this equation for o2, using (6.23) for the components of m and the
synchronous state equations (6.30)—(6.32) with Q = 0, gives

1

) _ cosy Cn 2
o“=—-Cp + 1£(1—-4 COS Y COS O . (6.57)
COS o 2 Q2

If no rotation were present, in this case, (6.57) gives the single magnetic mode
frequency oy, from

02 =—Cn 7. (6.58)
COS /g

From Egs. (6.30)-(6.32), with O = 0, it follows that two values of cos y/ cos oy
are possible, having the same magnitudes but different signs. The negative value
corresponds to my,, aligned with the secondary’s field in the synchronous state, and

all perturbations result in stable oscillations with frequency op,.
Equations (6.39) and (6.51) give a general perturbation in the angular velocity as

@ =io(a1&s + ak + a3y ,) exp(ior). (6.59)

Equations (6.30)—(6.32), (6.50), (6.51) and (6.58) give
arcosay +az = 0. (6.60)
Using this to eliminate a3 in (6.59) yields @’ for the non-rotating magnetic modes as
@ = ionlady +ar(k — (k- )9 explions). (6.61)

It follows that 1/}8 - @ = 0 and hence the angular velocity of these modes is normal
to the synchronous direction of my,. Any displacement from equilibrium will result
in such an oscillation and so the state is stable.
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The presence of rotation results in two distinct types of mode, whose frequencies
are given by (6.57). The dimensionless quantity Cy,/$2? can be written as

(Bp)o ((Bs)()) R, ( M, >3
10—11q3 20MG 102G 867X106m OZMO

kg M, M
0.2 0.6Mg (0.8M@)
(6.62)

Equation (6.58) gives anz1 ~ Cp and hence it follows that o,/ Q ~ 1073, so the
frequency of magnetic oscillations is much less than that of the orbital motion.
Expansion of the square root term in (6.57) in the small ratio Cp,/ Q2 then yields
the two mode frequencies, to high accuracy, as

Cm
o2 =4.6 x

o =, (6.63)
02 =—Cp Y sin’ay. (6.64)
COS Ol

Substituting (6.63) for o4 in the equations of motion (6.48) and (6.49),
using (6.58) for o, and dropping terms in (oy,/ )2, gives

ay =i sinogas. (6.65)
The equation of motion (6.50) yields

ar) = — CoSd3. (6.66)
Hence the angular velocity perturbation for the o mode is

W = iQasi sinasés + ¥, — (R - ¥,)R] exp(i Q). (6.67)

It follows that @’ - € = 0 so @’ lies in the z = 0 plane and rotates with frequency 2
in the orbital frame. This is an inertial mode corresponding to perturbation twists
normal to 2. In this mode the magnetic torque is ineffective since it produces
responses on a time-scale 27 /oy, 3> P, where P is the orbital period.

The angular velocity perturbation for the o— mode is found by using (6.64) for
o_ in the equations of motion (6.48) and (6.49), remembering that o,/ Q2 < 1. This
yields

a; =0, (6.68a)

az = 0. (6.68b)
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The mode therefore has
@ =io_ayexp(io_1)Q. (6.69)

This is the purely magnetic mode, given by (6.61), modified by rotation which
changes its frequency to oy, sin o and aligns it with the € axis. The existence of
this aligned magnetic mode can be seen directly from the equations of motion.
Using (6.30)—(6.32) with Q@ = 0 and (6.58) for oy, linear combinations of the
equations of motion (6.48)—(6.50) give

i 4 old = —Qsinag V), (6.70)
B +o2sinasp’ = —cosay v, (6.71)
— o2 sinay cosas B+ sinagy’ = Qd'. (6.72)

If ' <« B’ then (6.71) implies that B’ varies harmonically with frequency o =
omsinag. With ¥/ <« B/, (6.72) yields &’ ~ (om/2)B’ and hence (6.70) gives
V'~ (om/Q)?B’ < B consistently. Because o,/ Q ~ 107>, for realistic secondary
star fields, it follows that the o_ mode exists to high accuracy.

For the synchronous state to exist the magnetic torque must balance the accretion
torque, or dominate it, since there is no three-dimensional orientation at which the
latter vanishes. It follows that Q = C,/C < 1 is necessary for synchronism and
hence that C,/ Q% ~ (om/Q)? < 1. It is therefore clear that the additional terms
due to accretion, occurring in the coefficients of &’ in the equations of motion (6.48)
and (6.49), do not affect the inertial mode given by (6.67). Similarly, the rotationally
aligned mode still exists, except that accretion modifies its frequency. The frequency
can be obtained directly from the equation of motion (6.50) which yields a harmonic
equation for 8 when o’ and v’ essentially vanish. Using the synchronous state
solutions (6.34) and (6.35) then gives

. ) i
02 =, | MY OIn°d +dcostd) + QON cosd = Nysind) | -y,
Ny sind + 2Ny cos

A stable synchronous state requires o> > 0.

6.3.3 Stable Synchronous Orientations

The values of Ny and Ny, which occur in the horizontal components of the accretion
torque, depend on where matter becomes field-channelled. The values used here
are K, = £1.05, Ky, = £0.30, where the negative and positive signs apply for
0< B <mandm < B < 2m, respectively.
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Table 6.1 Stable ' y s 0 o Bs
synchronous orientations for 70 100 045 1130 1903
magneto-accretion balance. : : :
(from Campbell 1989) 70 100 0.59 113.0 201.6

70 275 024 1115 5.7
70 275 052 1115 262
75 115 0.87 112.6 118.6
75 115 1.01 112.6 203.3
75 295 087 112.6 8.6
75 295 1.01 1126 233
80 105 0.96 1019 216.6
80 300 1.23 106.8 329
8 110 1.11 964 218.8
8 280 0.88 954 39.1
95 120 1.30 81.7 2182
95 295 121 828 386
100 125 130 70.0 208.9
100 280 0.84 79.1 37.1
105 115 0.87 674 188.6
105 115 1.01 674 2033
105 295 087 674 8.6
105 295 1.01 674 233
110 100 045 67.0 1903
110 100 059 67.0 201.6
110 280 045 67.0 103
110 280 059 67.0 21.6

The simplest way of determining synchronous orientations is to choose (y, §) in
(6.37) to calculate Q, and then find (¢, Bs) from (6.34)—(6.36). The sign of o?
follows from (6.73). A sample of the results are shown in Table 6.1. The values
of By illustrate that stable synchronous states, in which the magnetic and accretion
torques balance, only occur with the accreting pole lagging the motion of the line of
stellar centres.

Observations of AM Her systems suggest some tendency for the accreting pole
to lead the line of stellar centres (Cropper 1988). The foregoing analysis shows that,
for dipolar fields, a balance between magnetic and accretion torques cannot produce
such observed orientations. The fact that only certain combinations of secondary
field strength and orientation allow cancellation of the accretion torque reduces
the likelihood of such a balance. Field-channelling far from L makes a magneto-
accretion balance in three-dimensions impossible since then N2 + Ny2 < 1 and
real values of Q, given by (6.37), do not result. However, the above restrictions
are essentially lifted if the magnetic torque dominates, which occurs for O < 1.
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Equation (6.33) can be expressed as

et ) (0h,)
10710 Mg year™! ) \0.8 M

3 2°
(30%6) (76) (s r00m) (03%,)°

It follows that Q ~ 102 for (Bs)p = 6 x 10? G and then the magnetic torque alone
could produce essentially stable synchronous states with, for appropriate (y, §),
the accretion pole leading the line of stellar centres. Observations and theoretical
models of lower main-sequence stars indicate that the secondary star could possess
surface magnetic fields of several kG (see Chap. 12).

Dissipation has been ignored in the foregoing stability analysis. The typical
growth time of an unstable magnetic mode is ~ 10year. Small perturbations
about the synchronous state will be dissipated since they will induce currents in
the secondary star. The resulting damping time will be approximately the same
as the synchronization time for small w/ 2, given by (4.93). This typically gives
Teye ~ 60 year, suggesting that the dissipation may be too weak to quench an
instability. However, these time-scales have a significant dependence on the system
parameters, so quenching may be possible in some systems.

5
3

1
2

(6.74)

6.4 Quadrupolar Magnetic Fields

Observations suggest that the white dwarf in some systems may have a quadrupolar
component in its magnetic field. The interaction of this with a dipolar secondary
field would generate a torque which has a characteristic magnitude, relative to that
of the dipole-dipole torque, of (B, /Bp)(R,/ D), where B, and B, are the polar field
strengths. Since R,/ D < 1, the situation B; ~ B, generally results in a relatively
small quadrupole-dipole torque. However, for some orientations this torque would
not be ignorable. Also the situation B; > B, could make the torque significant,
although there is no compelling evidence for dominant quadrupolar surface fields.

The role of a quadrupole field was considered by Wu and Wickramasinghe
(1993). The secondary was taken to have a dipole moment mg perpendicular to
the orbital plane, and the primary to have a dipole and quadrupole field with an
angle 6 between their symmetry axes. The primary’s dipole moment was taken to
be antiparallel to mg so the dipole-dipole torque vanished. The z-component of the
quadrupole-dipole torque is

B, { R,\*
7, = "7 (DP) sin 26 sin ¢, (6.75)
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where ¢ is the azimuth of the quadrupole symmetry axis, measured from the x-
axis of Fig.6.3. A small tilt of my, results in zero horizontal torque. It was shown
that T, has a magnitude sufficient to cancel the z-component of the accretion torque,
though detailed orientations were not found. This calculation requires the horizontal
components of the accretion torque to essentially vanish. As shown in Sect. 5.4, the
x-component of the accretion torque is ignorable if matter becomes field-channelled
far from L. However, the y-component is significant unless channelling only
occurs very close to the white dwarf. Hence, this quadrupole analysis requires such
channelling.

6.5 Gravity and Magnetism

6.5.1 The Synchronous State

It was pointed out by Joss et al. (1979) that a small distortion of the white
dwarf would produce a significant gravitational torque due to interaction with the
secondary. Katz (1989) showed that an internal toroidal magnetic field, with an
associated poloidal current, can produce significant distortions of the white dwarf.
The difference in the principal moments of inertia of a prolate body was found to be

27 By RS

) 6.76
3uo GM, ( )

-1 =—

where I3 is the moment about the symmetry axis. The resulting gravitational torque
was estimated and can be at least comparable to the accretion torque for By ~ 107 G.
Internal fields of this magnitude, or even somewhat larger, are reasonable given that
the observed surface fields are I0MG < (Bp)o S 100 MG.

The detailed consequences of a distorted white dwarf were considered in
Campbell (1990). The primary is taken to have a magnetic moment my,, as shown
in Fig. 6.3, but to be a spheroidal body with its symmetry axis coincident with m,,.
The moments of inertia about m;, and orthogonal axes in the magnetic equatorial
plane are denoted by /3 and I, respectively. Treating the secondary as a spherical
gravitational source, the torque it exerts on the primary is

_3GM(I3 —11)

T, s

sina sin Bj x my, (6.77)
where m,, is given by (6.23). This expression follows from (A56) in the Appendix,
since cos = sina sin B, F = j and e3 = m,,.

If the secondary has a magnetic moment myg, as shown in Fig. 6.3, the primary
will experience a magnetic torque given by (6.22). It will also experience the
accretion torque given by (5.63)—(5.65). Since the primary is non-spherical, its
inertial angular velocity @, with the subscript now dropped, and angular momentum
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L will not in general be parallel. It is therefore convenient to work in the body frame
coincident with the principal axes, thereby diagonalizing the inertia tensor. The
principal unit vectors are chosen so e3 = 1, and hence e and e; lie in the primary’s
magnetic equatorial plane. The Euler angles describing the orientation of the body
frame OXxyz relative to the orbital frame Oxyz are («, B, V). The transformation of
the components of a vector V in the orbital frame to those in the body frame is

Vi = Ri;Vj, (6.78)
where from (2.454), with B replacing ¢, the elements of the rotation matrix are

Rj1 =cosacos fcosyy — sin Bsiny,

R12 =cosasin B cos Y + cos Bsiny,

Rj3 = —sinwa cos ¥,
Ry1 = — cosa cos B sinyy — sin B cos ¥,
Ry = —cosa sin Bsiny + cos B cos ¥,

Ro3 =sina sin ¢,

R31 =sinw cos B,

R3> =sin« sin B,

R33 =cosa. (6.79)
In the synchronous state the angular velocity of the primary is @ = €2, a constant
vector. In general, such a state cannot be one of zero torque since then L. would be
conserved and w would precess. Hence the synchronous orientation (¢, 85) must
be such that a torque acts to cancel the precession of @, so resulting in a precession
of L.

Denoting the time derivative of a vector relative to inertial axes by d/dt, and that
relative to the body axes by a dot, in the body frame L obeys the equation

L+oxL=T, (6.80)

where T is the total torque acting on the primary. The angular momentum in this
frame is

L=1 (wie + wrer) + lrw3es. (6.81)

In the synchronous state @ = 2 and hence

d
( “’) =iy =0, (6.82)
dt /
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so it follows from (6.81) that L, =0. Equation (6.80) then gives
T, =R x L (6.83)

for the synchronous torque. Equations (6.78), (6.81) and (6.83) yield the compo-
nents of this torque along the body axes as

Ty1 = Q*(Iz — 1) sin o cos g sin ¥, (6.84)
Tyr = Q2(I3 — 1) sina cos o cos s, (6.85)
Ty3 = 0. (6.86)

In general T will be the sum of the magnetic, gravitational, accretion and
dissipative torques. It follows from (6.22) and (6.77) that Ty, and T, satisfy (6.86),
since m, = e3. However, the accretion torque has a finite component in the e3
direction and so must be dominated by Ty, and Ty if such a distorted primary is to
be synchronous. From the torque ratio (6.74), this requires a surface secondary field
of (By)o = 103 G. The accretion torque is, accordingly, excluded in the following
analysis and the consistency of this assumption is subsequently checked. The effect
of the dissipation torque is considered in Chap. 7.

The components of T}, in the body frame are found from (6.24)—(6.26), together
with the rotational transformations given by (6.78) and (6.79), yielding

nompnig
47 D3

+ sin s {cos y sin g — sin y cos oz (sin 6 cos Bs + 2 cos § sin By)}], (6.87)

Tmi = [sin y cos Y (2 cos 6 cos By — sin 8 sin f)

Hompms . . . .
Ty = — [sin y sin ¥ (2 cos & cos Bg — sin 6 sin fBy)
4w D3
— cos Yrg{cos y sinag — siny cos o (sin § cos Bs + 2 cosé sin Bg)}],
(6.88)
T3 = 0. (6.89)

The components of T, are given by (6.23), and (6.77)—(6.79) as

3GM(I3 — 11)

Tg1 = D3

sin o sin By (cos B cos Yy — cos o sin B sin ¥ry),
(6.90)

3GM (I3 — 1)

D3 sin o sin B (cos B sin g + cos o sin B cos ¥y),

(6.91)
Ty = 0. (6.92)

2 =
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It follows from the synchronous torque conditions (6.84) and (6.85) that

Ts1 sin g + Ty cos g = 92(13 — 1)) sinoyg cosay, (6.93)

Ts1 cos g — Ty sinyyg = 0. (6.94)

The torque component equations (6.87), (6.88), (6.90) and (6.91) then give

siny sin §
cos By = — , (6.95)
Q2 (—1.) cosy |..
eI — cosa, | SN
C'g __siny(sind sin g — 2 cos d cos By) (6.96)
Cn sin e sin By cos By ’ '
where
=~ Hompmg
" 4n D31y 657
- 3GM (I3 — 1
C, = s(s = 11) (6.98)

& D3I,

Synchronous states can be found by specifying 22, Cp,, (Is — I1)/1, and the orien-
tation (y, 8) in (6.95), then choosing values of o to determine Bs. Equation (6.96)
then determines C_‘g /Cun.

The quantities Cp,, and C_‘g can be written as

) MR3(By)o(Bs)
Co= " prEPIORES0. (6.99)
10po MI,
- 302M(Iz— 1
C, = s (=11 (6.100)

& M I

where M = Mg + M,. For a lobe-filling secondary, choosing €2 fixes M;, then
this and the chosen values of Cy, and (I3 — 11)/1,, together with the determined
ratio C_’g /C_‘m, fixes C_’g and hence M via (6.100). The values of My and M then
give M,,. For a given white dwarf polar field (B,)o, substitution in (6.99) yields the
secondary’s polar field (By)o.
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6.5.2 Stability of the Synchronous State

In order to test the linear stability of the synchronous state normal modes of
oscillation are sought, though it is not clear a priori that such modes exist here,
since the basic state is dynamical.

The equation describing the evolution of small perturbations in L about the
synchronous state, expressed in the body frame, is

L'+Q@xL =T, +T,, (6.101)

where
L = IJ_(U)/lel + a/zez) + I3a)/3€3. (6.102)
Perturbations must be calculated in an inertial frame O XY Z and then expressed

in the body frame. To linear order, only the synchronous body frame is required. In
an inertial frame @ has components

wx = w sino cos ¢ — & sin ¢, (6.103)
wy = V¥ sina sin ¢ + & cos ¢, (6.104)
w7 = ¢+ w cos«, (6.105)

where ¢ = B + Qt. Perturbation about the synchronous state & = w =0, ¢ = Q,
and the use of the transformation (6.79) with ¢ replacing B, gives

o) =da sinyy — B’ sin o cos ¥, (6.106)
wh = d&' cos Yy + B’ sin oy sin Y, (6.107)
why = B cosay + V. (6.108)

From (6.22) and (6.77), the perturbations in Ty, and T, are
T, = mpeg x Bgp, (6.109)

 3GMy(I5 — 1))

T’g D3 (8§ x e35 + Ssj x €3), (6.110)
where § = sin« sin 8.

The components of the equation of motion (6.101) are found using (6.19)-
(6.21), (6.23), (6.78), (6.79) and (6.102)—(6.110). Suitable linear combinations
of the ¥ and y-components are taken, using multiples of siny; and cos ¥, to

generate equations independent of . The resulting equations, together with the
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Z-component, are
16+ (Is — 1) sino cos g B/ + I3 sinas v’
— Clsin y sin o (sin 8 cos Bg + 2 cos 8 sin Bg) + cos y cos o Jo’

+ Cg[(cos2 s — sin® o) sin® By’ + sin g cos o sin By cos s B'] = 0,
6.111)

11 Qcosasd’ + I sinagf’
— Cp[siny sin’ o (sin 8 cos Bs + 2 cos 8 sin Bs) + cos y sin a; cos a8’

+ Cg[cos a; sin B cos Bso + (cos® By — sin” a, sin” B) sina '] = 0,
(6.112)

— 1, Qsinagd’ + L cosasf + I3y’ — Cyy siny (sin 8 sin By — 2 cos 8 cos By )a’
— Ch[sin y sin o5 cos o5 (sin 8 cos Bs + 2 cos § sin Bs) — cos y sin? as]8

+ Cy[sin a; sin B cos By’ — sin® g cos ay sin® B8] = 0, (6.113)

where C,, = I, Cpyy and Cy, = IlC_‘g.
The angular perturbations can be written as the product of a constant amplitude
and an exponential time dependence, so

o =aexp(iot), B =bexp(iot), Y =cexp(iot). (6.114)
Substitution in the equations of motion (6.111)—(6.113) yields a linear set of
equations for a, b and c. Vanishing of the determinant of their coefficients, for
consistency, gives the following characteristic equation for o,

6 4 2 _
0+ Cio” + Cro“ 4+ C3z0 =0, (6.115)

where

C) = —Q2 +2CW — Cglcos? By + sin’ By (cos® as — 2 sin® )], (6.116)

Cy = —Q2C,, sin a; sin y (sin 8 cos Bs 4+ 2 cos § sin Bs)
— Q2C, sin” o (sin? B, — cos? By) + C2W?
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— C_‘g2 sin? Bs [cos2 5 OS> Bs — (cos2 o — sin? ozs)(COS2 Bs — sin? a4 sin® B,

— CnCyWcos? By — sin” a sin® B + sin’ By (cos® a — sin® )], (6.117)
Cy=—i (73 I:Il) ch_’g sin? O cos? o sin Bs cos Bs, (6.118)

with
W = sin y sin o5 (sin 8 cos B + 2 cos § sin B5) + cos y cos o. (6.119)

_ It follows from the synchronous state condition (6.96) that Cm ~ C_‘g. The ratio
Cn/ Q2 can be expressed, from (6.99) for Cy,, as

: (iokt6) (822) (.67 2 g0m) (o282 )
Cn
— 4.6 % 10_10613 10°G 8.67 x 10 O )
M

2
Q2 2
(1)) (o) (04
(6.120)

The quantity Cy, is of order a , where 7, = 27 /oy, is the characteristic response
time of the primary to the torque perturbations T/, and T’g. Consequently

C/ Q2 ~ Cy/ Q2 < 1. (6.121)

Limits can be placed on the range of the solutions for o from (6.115) by noting
that, if the inertial terms dominate the torque terms in the equations of motion, then
o ~ Q, otherwise o ~ oy,. Equations (6.116)—(6.119) then show that the linear term
in (6.115) is always negligible, due to the above small ratios, so the characteristic
equation becomes

ot +Cio?+Cr =0. (6.122)

The o> = 0 solution, which results from the y-independence of the torques, has
been cancelled.
The solutions of (6.122) give the normal mode frequencies as

- ;(—Cl + Q*VU), (6.123)
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where
U=1-4 _m COS Y COS & ~|—26g (coszo( —sina 0052,8 )
= Q2 )/ Ky Q2 s N N
c 2
+ (S;) (cos? B + cos? g sin” B)>. (6.124)

Expansion to first order in C,/ 2% and C_’g / Q2 gives the solutions

o2 = Q% (6.125)
62 = — Cpsiny sin o (sin 8 cos Bs + 2 cos 8 sin By)
+ C, sin® a (cos® B — sin’ ). (6.126)

The nature of the modes can now be investigated. For o = €, the use of the
angle perturbation (6. in the equations of motion (6. —(6. ields
glep bation (6.114) in the equati f motion (6.111)—(6.113) yield

—lia+i(l3 —I.)sino;cosash +ilzsinasc =0, (6.127)
and
[(IL — I3) sin® ag + 13]b + I3 cosage = 0, (6.128)

where the torque terms have been dropped, since they are of relative order Cn/ Q2.
Because Cp,/ Q% ~ 1072, it follows from (6.95) that (I3 — 1)/, must be of this
order to allow synchronous solutions. Hence the above equations give

I
a=i sin ogc, (6.129)
'

b = —cosagc. (6.130)

The angular velocity for the oy mode is therefore

I
® =iQc [i 3
I

sinagds + 9, — (¥, - fz)fz} exp(iQ2). (6.131)

It follows that @’ - £ = 0 and, relative to the orbital frame, @’ rotates with angular
frequency 2. This is essentially the inertial mode corresponding to (6.67), since
I3/1] is close to 1. The Euler angle perturbations vary with a period 27/ Q2 which is
much shorter than the primary’s response time to the torque perturbations, so they
are ineffective in this mode.
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Equation (6.126) shows that the remaining mode frequency has the property
02 ~Cpn < Q2. The equations of motion (6.111) and (6.112) then yield

a=0, (6.132a)
c=0 (6.132b)

to high accuracy. Hence this mode has an angular velocity perturbation
w =io_bexpio_1)Q, (6.133)

and is therefore aligned with €2. This is the same rotationally aligned magnetic mode
as that given by (6.69). Its existence can be seen directly by combining the equations
of motion (6.112) and (6.113) to eliminate the ¢’ terms. If &’ and v’ are small, this
gives a harmonic equation for 8’ with frequency o_. Since any angular velocity
perturbation can be expressed as a superposition of an inertial mode and the aligned
mode, the sign of o2 determines the stability of the synchronous state.

6.5.3 Distribution of Synchronous States

To obtain an example of synchronous orientations, Cp,/ Q2> = 1.5 x 10 is used.
Specifying (y, 8) and using a distortion of (I3 — I,)/I, = 107, orientations
(s, Bs) can be found satisfying (6.95). Taking P = 2.1h, My = 0.2My and
(By)o = 2 x 103T (2 x 107 G), (6.96) and (6.100) for Cy/Cyy, and C, determine
M, and then (6.120) for C_‘m/Q2 fixes (Bs)o. Stability can be tested using (6.126)
for 2. Table 6.2 shows a sample of stable synchronous orientations.

It is seen that the surface magnetic field on the secondary is ~ 10° G, so justifying
neglect of the accretion torque. For given (y, §) synchronous states are possible for
a wide range of M,,. States in which the accreting pole leads the motion of the line
of stellar centres are possible, as well as those in which it lags. It is noted that,
for all other parameters fixed, (Bs)o cannot be chosen independently of (y, §) if
synchronous states are to result. Equation (6.95) is invariant to the transformation
Bs — —Bs. However, (6.96) for C'g / C,, does not possess this invariance and hence
different values of M}, and (B;) result. The synchronous state distribution generated
in this way is similar to that shown in Table 6.2, but with the south magnetic pole
accreting.

Table 6.3 shows synchronous orientations for (I3 — 1)/1, = —107°. This case
could correspond to the distortion caused by an internal toroidal field proposed by
Katz (1989), where, from (6.76), By ~ 107 G.
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e o vy 8 o B My/My (Bo/10°G
Célmpbell 1990) 20 125 166.0 135.0 0.41 0.43

20 125 165.0 131.2 0.88 2.68

20 206 164.0 70.7 0.36 0.32

20 206 161.0 739 1.13 6.18

40 143 149.0 118.7 0.37 0.33

40 143 145.0 114.8 0.89 2.81

40 216 1495 615 032 0.25

40 216 1455 654 0.76 1.77
60 146 130.0 1159 043 0.47
60 146 125.0 1125 0.93 3.14
60 192 1260 81.6 047 0.58
60 192 1200 829 1.13 6.15
80 118 1125 1469 0.37 0.33
80 118 109.5 140.8 091 2.96
80 242 1125 33.1 0.37 0.33
80 242 109.5 392 091 2.96

100 126 69.0 137.7 0.39 0.37
100 126 73.0 131.2 0.96 3.50
100 242 68.0 342 043 0.46
100 242 71.0 402 1.09 5.22
120 134 48.0 1263 0.48 0.60
120 134 520 1222 1.05 4.58
120 200 520 753 042 0.43
120 200 570 772 0.80 2.05
140 156 325 108.0 0.36 0.32

140 156 37.5 1052 091 291
140 218 320 61.7 047 0.57
140 218 345 64.1 033 2.31
160 120 14.0 1384 0.62 1.09

160 120 145 136.1 1.02 4.15
160 240 13,5 392 0.39 0.37
160 240 145 439 1.02 4.15

6.6 Orbital Torques

In the foregoing analysis the magnetic fields of the primary and secondary stars
were taken as dipolar, with corresponding moments m,, and my. King et al. (1990)
pointed out that there is a non-central force between the dipoles, and calculated the
resulting magnetic orbital torque.
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Table 6.3 Stable states for
(I3 —11)/1, = —107° (from
Campbell 1990)

20
20
20
20
40
40
40
40
60
60
60
60
80
80
80
80
100
100
100
120
120
120
120
140
140
140
140
160
160
160
160
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125
125
206
206
143
143
216
216
146
146
192
192
118
118
242
242
126
242
242
134
134
200
200
156
156
218
218
120
120
240
240

Ay
121.5
126.5
117.0
123.0
108.0
110.5
107.5
110.0
100.0
101.5
99.5
100.5
94.0
94.5
94.0
94.5
86.0
86.0
85.5
79.0
71.5
80.5
79.5
73.0
70.5
71.0
69.5
54.5
51.0
58.0
51.0

The primary’s magnetic field can be expressed as

Momyp X T

B, =V
P X( 473

The torque on the secondary is then

Tps = mg x Bp(rs) =

u

Bs
106.0
112.5
83.1
80.3
103.0
105.8
77.8
75.2
102.9
105.6
85.6
84.9
118.6
124.4
61.4
55.6
116.0
61.4
55.6
109.0
112.9
82.7
81.7
98.1
99.8
75.6
73.8
112.6
117.6
71.5
62.4

Mp/MO
0.42
0.85
0.37
1.09
0.37
0.86
0.33
0.75
0.36
1.07
0.43
0.97
0.33
0.76
0.33
0.76
0.54
0.33
0.76
0.41
1.13
0.38
0.80
0.37
0.92
0.50
0.83
0.62
1.03
0.39
1.03

Mo A N
) = Ay [3(r-mp)r —my].

0
A D3 [3(n-mp)mg x n —mg X my],

(Bs)o/10° G

0.45
2.47
0.34
5.32
0.35
2.54
0.26
1.72
0.33
4.97
0.47
3.58
0.26
1.80
0.26
1.80
0.79
0.26
1.80
0.43
6.09
0.35
2.08
0.33
3.01
0.64
2.26
1.06
4.37
0.38
4.37

(6.134)

(6.135)



6.6 Orbital Torques 213

where n is a unit vector directed from the primary to the centre of the secondary.
Similarly the torque on the primary due to interaction with the secondary’s magnetic
field is

140

T = 47 D3

[3(n-mg)m, x n —m, x mg]. (6.136)
Equations (6.135) and (6.136) show that, in general, Ty + Trmp 7# 0. This result is
a consequence of a non-central force between the dipoles, arising from the spatial

dependence of their fields. The force on mg due to the primary’s field B, given
by (6.134), is

Fy, = [V(mg - Bp)lr=pn

Ko
= Ay D [{?a(mp -mg) — 15(n - mp)(n - my)jn
+3(n - my)m, + 3(n - my)my] . (6.137)
The force on the primary due to the secondary’s field is F,; = —F,. The non-central

terms in (6.137) lead to a magnetic orbital torque

3uo

TmoanxFSp:4 D3
7 D3

[(m-mg)n x m, + (n-mp)n x mg]. (6.138)
If follows from (6.135), (6.136) and (6.138) that

Tms + Tmp + Tmo = 0. (6.139)
Hence the total magnetic torque vanishes, corresponding to no magnetic coupling
beyond the binary system due to these torques.

The angular momentum evolution equations for the primary, secondary and orbit
are

dL,
dt = Ta + Tmp + po + Tga (6140)
dL
dt = Tor + Tis + Tas + Ta, (6.141)
dL
dto = Tgr —Ta+ Tio + Tao — Tg — Ty, (6.142)

where the non-dissipative magnetic torques obey (6.139). These evolution equations
apply to an asynchronous state, with all torques operable. The dissipative magnetic
torques, arising from the inductive processes considered in Chap. 4, satisfy

Ty + po + Tao =0, (6143)
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where Ty, is an orbital torque due to a non-central force between the stars.
The gravitational torque T, occurs if the primary is non-spherical, and the tidal
torque Tyg results if the secondary has asynchronous motions with dissipation. A
magnetically influenced wind from the secondary generates the braking torque Ty,
while Ty, is the orbital torque due to gravitational radiation losses. Adding (6.140)—
(6.142), then using the total torque conservation equations (6.139) and (6.143), gives

dst" - d;f + dst" = Tpr + Tgr. (6.144)
This shows that the total angular momentum of the system evolves under the
influence of magnetic wind braking and gravitational waves, both of which remove
angular momentum.

The tidal torque is believed to keep the secondary’s spin near to corotation with
the orbit, while the primary may be kept in synchronism by the foregoing locking
mechanisms. The stellar spin angular momenta are then given by

ILg| = k2 M R*Q (6.145a)
and
ILp| = k3 M, R, (6.145b)

where typically ks2 ~ kg ~ (.2. The orbital angular momentum can be expressed as

MM,
Lol =" " D20, (6.146)

It follows that |L,| > |Ls| 3> |L,|, while, due to synchronous rotations, the angular
momentum evolution time-scales are the same. Hence |dL,/dt| > |dLs/dt| >
|dLy,/dt| and (6.144) can be written

dL

© Ty 4+ T 6.147
dt br T+ g ( )

to a good approximation. This removal of orbital angular momentum drives
mass transfer (see Sects.2.4.3 and 13.3.1) and the binary evolves on the time-
scale T, = M,/|M;|. Typically, for an AM Her system, t,, ~ 10°year. The
characteristic adjustment time of perturbations from synchronism of the primary
is given by (6.18), typically being Py ~ 40 year. Hence the corotating primary has
ample time to adjust to the orbital evolution.
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6.7 Summary and Discussion

The magneto-gravitational balance, unlike the magneto-accretion balance, can
produce synchronous states in which the accreting pole leads the motion of the line
of stellar centres, as well as other states. Both balances have the property that in 3D
situations the secondary’s surface magnetic field cannot be chosen independently of
its orientation, if synchronous states of the primary are to exist. In both cases these
restrictions are lifted if the magnetic torque dominates, so determining (o, fBs).
This requires (I3 — 11)/I] < 10~ and (Bs)o ~ 103G, or larger distortions and
(By)o > 10°G. Secondary surface fields of such values are expected to occur (see
Chap. 12). Observations of DP Leo by Beuermann et al. (2014), over two extended
periods, are consistent with the white dwarf oscillating about synchronism with a
period of >~ 60 year. The foregoing theory can account for such periods.

Cases in which the white dwarf has a quadrupolar component in its magnetic
field, considered so far, require field-channelling to only be operable very close
to the star. The accretion torque then only has a significant vertical component.
However, observations and simulations suggest channelling often occurs well before
material approaches the primary (e.g. Schwope et al. 1997).
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Chapter 7 )
AM Her Stars: The Attainment Creck o
of Synchronism

Abstract Even if a synchronous state exists, with a stable balance of torques,
certain conditions must be met if such a state is to be attained. The synchronous
state is a magnetic orientation corresponding to a minimum in a potential energy
well. As corotation is approached from an over-synchronous state, the primary must
be able to lose its remaining synodic rotational energy plus the energy gained via the
accretion torque over a synodic period to prevent over-shooting of the synchronous
state. Synodic energy is removed via dissipation of the magnetic field induced in
the secondary star, and synchronism can only be attained if the stellar magnetic
diffusivity is below a critical value ng. For values of n > ng, over-shooting of
the synchronous state will keep occurring since the primary cannot lose sufficient
rotational energy to become trapped in the energy well. A slightly asynchronous
state then results, with a variation of the angular velocity due to the periodic
imbalance of the torques. A stronger surface magnetic field on the primary favours
the attainment of synchronism by raising the value of ng. These restrictions do not
occur for an under-synchronous primary.

7.1 The Combined Effect of Torques

Having calculated the torques acting on the primary, their combined effect must be
considered. Even if a stable synchronous state exists, it is not clear a priori that this
state can be reached in the presence of accretion. It will be seen that the situations of
initially under and over-synchronous states are not symmetrical as far as attaining
corotation is concerned.

In considering the approach to synchronism it is valid to use synodically averaged
torques provided that the instantaneous synchronization time significantly exceeds
the synodic period. Hence

27

Toye > (7.1)
5]
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is necessary. The synchronization torques were calculated in Chap.4 for the
vacuum surroundings, time-dependent case and for the steady aligned case with
a magnetosphere. The torques are of similar magnitude and both have a maximum
value attained at an intermediate value of w/ €2,. They can differ at higher values of
asynchronism, but these differences do not affect the key results reached here and
so the vacuum case can be used.

The averaged dissipation torque, given by (4.79), can be written as

57(Bp)3 RS RS sin®
T, =¥ 6 flol/m)k, (7.2)
oD

where the negative and positive signs apply to over-synchronous and under-
synchronous states, respectively. In the absence of other torques, this dissipation
torque would synchronize the primary in a characteristic time

kzM R2|w|
PP
— , 7.3
Isyc - |TD| ( )

where kg lies in the range 0.1 < kg < 0.2. In general 7y, is a function of the degree
of asynchronism.
The synodic average of the accretion torque is given by (5.81) as

T, = A’QM,k. (74)

If material becomes field-channelled far from L; some angular momentum is fed
back into the orbit and the magnitude of T, is reduced by >~ 6%. It was shown in
Sect. 4.4 that asynchronous motions can lower or raise the value of | M|, for over and
under-synchronous states respectively. However, the frequency independent form
will be used here to illustrate the essential features of the torque balances, and
modifications to allow for the dependence on @ can be made when needed.

For simplicity, the case in which the dipole moment lies in the orbital plane was
considered by Campbell (1986). The system DP Leo is believed to have its main
accretion column close to the orbital plane (e.g. Biermann et al. 1985). However,
the conclusions reached here regarding the attainment of synchronism should have
general validity. When the primary’s dipole moment lies in the orbital plane, it
follows from (6.24)—(6.26) and (6.77), with « = 7 /2 and 8 = wt, that the non-
dissipative magnetic and gravitational torques have zero synodic averages. The spin
evolution of the primary is therefore determined by the action of T;, and T,.

The magnitudes of 7, and 7, are plotted, on a logarithmic scale, in Fig.7.1 as
a function of the asynchronism w/€2,. Equations (7.2) and (7.4) show that only
in the over-synchronous case can the torques have the possibility of cancelling,
since in the under-synchronous case 7;, and 7, have the same sign. It is noted that
T, vanishes as w tends to zero, while T, remains finite. Hence in the absence of
a locking mechanism the primary cannot attain exact synchronism. The function
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27 1t
log |T,|
26 T
log | Ty | w=uwp W= wo
25
-5 -4 -3 -2 -1

log(w/)

Fig. 7.1 The dissipation torque and accretion torque versus degree of asynchronism (from
Campbell 1986)

f(w/n), shown in Fig. 4.2, has a single maximum so, in general, there will be two
finite values of w at which T}, + T, vanishes.

The parameters used to plot Fig.7.1 are M, = 0.14Mg, M, = 0.4Mp,
R, =1.08 x 107 m, and A = 0.6D. These values are consistent with a lobe-filling
secondary star, and employ (2.294) for A/D, the mass-radius relation (2.297) and
the period-mass relation (2.298) with ¢ = 1.1. The primary’s polar magnetic field
and the accretion rate are taken as (Bp)o = 1.4 X 103 T and Mp = 1071 Myyear~!
It is noted that the qualitative nature of the curves shown in Fig. 7.1 is independent
of the precise parameters used.

Figure 7.1 illustrates that a critical accretion rate, MC, exists at which the
accretion torque line is tangent to the dissipation torque curve. If Mp exceeds M,
then 7, exceeds |T;,| whatever the degree of asynchronism and the primary is spun
up. The frequency-dependent accretion torque, due to the dependence of M, on w,
derived in Sect. 4.4, has a minimum corresponding to the maximum in f (@/n). This
can be accounted for here by replacing M in (7.4) by the reduced form f M , with
f < 1. The critical accretion rate then arises when the minimum accretion torque
equals the maximum magnetic torque. The function f (Jw|/n) is given by (4.56) and
can be written as

flo/n) = fl(w/n)+< )fz(w/n) (7.5)
where

fi= i (C%(s’l)s Fi and fo= (c%sg)s . (1.6)
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It follows from (4.56)—(4.65) that f; and f> are pure functions of w/n. Their
maximum values are found to be 8.6 x 1072 and 0.242, respectively. The factor
(Rs/D)? is weakly dependent on the stellar mass ratio, for a lobe-filling secondary,
so the maximum value of f is essentially independent of the binary parameters.
Equating the maximum value of |7},| to the minimum value of the accretion torque

gives
v ((Boo Y °
. "\ 14MG ) \ 1.08 x 107 »
M. = . Moyear ', (7.7)
= 7 M 3 M 3
fa> (0.54M@> (0 14M®>
where
2
-10 R )
Ny =8.18x 10 [0.86 +2.42 ( D) :| sin” . (7.8)

It is noted that M, does not depend on 7, because f is a function of w/n and
changing n simply changes the value of w at which the maximum in this function
occurs.

It follows from Fig.7.1 that, for Mp < M., two synodic frequencies exist at
which T, cancels T,. This is still the case for the frequency-dependent form of
accretion torque. It is clear that the frequency w; is unstable, since a small change
in w about this state causes the primary to spin away from it. The smaller frequency
w1 corresponds to a stable state. Hence, in the absence of a locking mechanism,
if the initial asynchronism is < wj/ €2,, the primary will spin down to the slightly
asynchronous state with synodic period P; = 27 /w;.

An expression can be derived for wy/ €2,, the value of the initial asynchronism
above which the primary will be spun away from corotation, since then 7, exceeds
|T,). This is done by using the fact that, for Mp significantly less than M., the spin
rate w, lies in the regime of low field penetration in which the dissipation torque is
given by the asymptotic form (4.89). Equating this to (7.4) for T, gives

4 12
N> (Bp)o Ry n
w 14 MG 1.08 x 10’ m 5 x 108 m2s~!

. 2 16 11 (7.9)
2 15 M, M 3 M, 3
7\ 1010 M, year™! (0.54 M@) (0.14 M®>
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where

2
16 [ R,\>
N> =7.00 x 1072 [1 + 5 <D) } sin* a. (7.10)

In general, both the time-dependent induction effect and that due to motions induced
in the secondary will operate. The magnetic torque curve would then have a reduced
turn down at higher the values of w/€2,, or saturate at a constant value depending
on the relative strengths of the two effects. This would increase the value of w, or,
in the case of saturation, remove this restriction. Hence, for |MS| < MC, spin down
will occur for w/Q, < 0.1, with no restriction if the inductive magnetic torque
saturates.

The synodic period Py of the slightly asynchronous state can be found by
utilizing the fact that, for M significantly less than M., the spin rate w; corresponds
to the regime of high ﬁeld penetration in which the dissipation torque is given
by (4.92). Equating this to 7, gives

N3 < (Bp)o )2 < R, )6< M )§
14 MG 7 0.14 M
P = ' 1.08 x 10 ) year, 7.11)

3 M, 3 n
92\ 19-10 (054M ) 8 m2g—!
10710 Mg year™! o] 5 x 10°m~s

where

N3 =5.16 1+48 B gin? (7.12)
3 =15. 35\ p sin” a. .

The synchronization time in the high field penetration regime is given by (4.93), and
is independent of w.

The inequality (7.1) gives the condition for the validity of the synodic time
average. The synchronization time increases monotonically with w, and only values
of w 2 w1 are of interest here. Condition (7.1) is therefore equivalent to e/ P >>
1. Using the previously quoted orbital parameters, together with @« = 7 /2, (4.93)
and (7.11) give t4/P1 = 22, showing that the time averaging is just valid in
this case. However, it is noted that 74/ Py is proportional to n2 and the value of
n is uncertain by at least an order of magnitude. It follows that, for fixed orbital
parameters, there is a minimum value of 7 below which 7./ P; < 1 so invalidating
the synodic averaging process when w is close to w1, although it will still be valid
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for w > w;. Equations (4.93) and (7.11) give this minimum diffusivity value as

v, (B )’ R, 5( M, )
4\ 14MG 1.08 x 107 m ) \0.14 Mg 4

no = 1 . 1 m-s
: k2\? M, 20 M, \? ( M )Z
7" 102 10710 M year™! 04My ) \0.54 Mg
(7.13)
where
X 48 (R\*| .,
N4 =140 x 10 l—i-35 <D> sin” a. (7.14)

In the absence of a locking mechanism, the spin rate of the primary will evolve
towards w; irrespective of whether 5 is below or above 79, or whether its initial
spin is under or over-synchronous. For n > 5o the primary will settle at w;
in an essentially time-independent state. For n < ng the primary will reach a
state in which its angular velocity varies about w; since T, + T, will vary about
zero as the dissipation varies, and the star can respond to this. Without a stable
locking mechanism the white dwarf can never reach synchronism in the presence of
accretion.

7.2 The Effect of a Locking Mechanism

Mechanisms for locking the white dwarf in corotation were investigated in Chap. 6.
Assuming that a stable synchronous state exists, there are necessary conditions for
the primary to be able to reach this state while accretion is occurring. The locking
mechanism of Sect. 6.2 will be considered here and the conditions derived under
which the primary can attain corotation. These conditions have a general validity,
independent of the precise locking mechanism considered.

The sum of the accretion and non-dissipative magnetic torques on the primary is
given by (6.10) which, by using the synchronous condition 7" = 0, can be written as

T = A%QM, [1 _ sn(B=9) } k. (7.15)

sin(Bs — &)
where S is the stable synchronous orientation, and the angle 8 is shown in Fig. 6.1.

The work done in rotating the primary from some reference orientation Sy to a
general orientation S is

B
W) = — fﬁ T(8)dp. (7.16)

0
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so (7.15) gives
cos(B — 8) — cos(By — 8)} . (7.17)

— _A20MN _
W(B) = AQMP[(/? Bo) + sin(Bs — )

It is clear that the form of W () is independent of the orbital parameters. The first
term in the bracket arises from the work done against the accretion torque, while the
second term derives from the work done against the magnetic torque. It is seen that
for B = Bo & 2nm, where n is an integer, the work done against the accretion torque
is F2nw AzQMp, while no work is done against the magnetic torque for a complete
number of rotations of the primary.

Figure 7.2 is a plot of W(,B)/A2QMp for By = 76°, 8 = 50° and By = By — 2.
The synchronous orientation occurs at local minima in W () and adjacent minima
differ in height by 27 A2£2Mp due to the work done against 7,. Similarly, adjacent
maxima in W(g) differ in height by 27T, = 2x A2£2Mp and as a consequence of
this it is necessary to distinguish between the cases of an initially under-synchronous
and over-synchronous primary.

An Initially Under-Synchronous Primary In this case @ = f is negative and
both the dissipation and accretion torques act to reduce |w|. Since T, and T, are
both positive a state in which they cancel cannot occur as @ tends to zero. The
synodic rotational energy of the primary will decrease until it is just sufficient to
allow the star to pass through a maximum in W (8), such as point B in Fig.7.2. It is
then clear that after passing through B the primary cannot gain sufficient rotational
energy to allow it to reach the next maximum at A and hence B will oscillate in the
well, eventually settling at 8; due to the action of the dissipation torque.

o1 4 -
921
-3
4 4
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71
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-10 +
_11 EN

Fig. 7.2 The function W(8)/ AZQMP, showing the synchronous state B; (from Campbell 1986)
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An Initially Over-Synchronous Primary For an over-synchronous primary o =
B is positive and Tj, is negative. Figure 7.1 shows that for w1 < w < w», |T;| exceeds
T, and hence w decreases. However, synchronism at B can only result if a value
of w exists such that when the primary has passed through a maximum in W(g8)
(e.g. point A), at least its existing synodic rotational energy plus 27 T, is dissipated
before it can reach the next maximum (i.e. point B). The dissipation torque will then
vary significantly over a synodic rotation period, but the required synchronization
condition is approximately given by

Am(|Ty| — A’QMy) > ki MyRY o (7.18)

The value of w satisfying (7.18) will lie in the regime of high field penetration, in
which T, is given by (4.92). The equality in (7.18) then gives a quadratic equation
for w and, for given orbital parameters, the condition for its roots to be real places a
maximum value on the magnetic diffusivity of the secondary. To within a factor of
V/2, the expression so obtained for this limiting value of 7 is the same as that for 7
given by (7.13). This is a result of the fact that (7.18) is essentially equivalent to the
condition Ty < 27/ w1.

If n > no synchronism cannot be attained in the presence of accretion since the
primary will always have too much synodic rotational energy to be dissipated in one
synodic cycle. Then, despite the fact that a stable synchronous state exists at Sy, the
lowest value attained by @ will be wy, as in the case when no locking mechanism
is present. If n < ng then the primary will ultimately become trapped in the energy
well about S5 and settle to the locked state.

7.3 Summary and Discussion

The form of W(B), and hence the above conclusions, will be unchanged for any
torque 7;(B) balancing accretion which has a vanishing integral around one cycle. If
the balancing torque has a finite cyclic integral then the height difference of adjacent
maxima in W () would differ from that shown in Fig. 7.2. In the special case of the
cyclic integral of T} exactly cancelling that of T, there would be no height difference
in adjacent maxima of W. Synchronism would then ultimately result whether the
primary was initially under or over-synchronous, without a limit on the value of n.
However, apart from such a special coincidence, there would be a limiting value of
n necessary to ensure that the primary becomes trapped in the energy well about S;.

It was shown in Sect. 6.3 that the characteristic ratio of the accretion torque to the
magnetic torque, denoted by Q, is given by (6.74). For primary fields of (By)o 2
7 x 107 G it follows that, for typical parameters, Q < 1072, In such cases, 19, given
by (7.13), becomes sufficiently large that the condition < 5o for the attainment
of synchronism is likely to be satisfied. As pointed out by Campbell and Schwope
(1999), it is conceivable that some AM Her systems may satisfy the conditions for
attaining synchronism, whilst others may not. In the latter cases small degrees of
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asynchronism would result. Observations indicate that most AM Her systems are
close to corotation, but several systems have significant degrees of asynchronism
(e.g. Pavlenko 2006; Lipkin & Liebowitz 2008).

Although the two-dimensional case, with accretion in the orbital plane, was
considered here, the conditions for attaining synchronism should be similar in the
general three-dimensional case. In particular, a limiting value of n will generally
result.
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Chapter 8 )
Binaries with Partial Accretion Discs Check for

Abstract The intermediate polars have white dwarf primary stars with magnetic
moments strong enough to disrupt the inner region of their accretion discs. Matter
is channelled from the inner edge of the disc on to the star via an accretion curtain
flow. The vertical shear between the stellar magnetosphere and the disc leads to the
creation of toroidal magnetic field from the poloidal component, and the resulting
magnetic stresses cause angular momentum exchange to occur between the star and
the disc. Angular momentum is also transferred through the curtain flow. If the
magnetic field winding becomes sufficiently large, field lines can open and channel
wind flows from the disc and star. A range of spin behaviour can result for the
primary star. Some X-ray binary pulsars and the accreting millisecond pulsars have
magnetic neutron star primaries which disrupt the inner region of their discs, and so
these systems have similarities to the intermediate polars. The magnetic disruption
of the disc and channelling of the curtain flow pose MHD problems. The basic
properties of these systems are reviewed here

8.1 Introduction

The intermediate polars, some X-ray binary pulsars and the accreting millisecond
pulsars are believed to contain magnetic primary stars accreting from partially
disrupted discs. The primary magnetic moments are weaker than those occurring in
AM Her stars, so partial accretion discs can form. The accreting star has a stronger
magnetic interaction with the differentially rotating disc than with the synchronized
secondary. As a consequence, the spin behaviour of primary stars in these partial
disc systems is very different from that observed in the AM Her binaries, where the
absence of a disc enables orbital synchronism to be approached.
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8.2 The Intermediate Polars

8.2.1 Discovery and Classification

Charles et al. (1979) identified TV Col as an X-ray source with a spectrum like AM
Her, but lacking detectable polarization. There were several observed periodicities
and some uncertainty in their origin. This was resolved by the X-ray observations of
Schrijver et al. (1987) which showed the primary rotation period to be 31.8 min, and
eclipse observations by Hellier et al. (1991) giving the orbital period as 5 h 29.2 min.
Griffiths et al. (1980) discovered AO Psc. Photometry by Warner (1980) showed a
modulation of its spectrum with the orbital period of 3.6 h.

TV Col and AO Psc were the first two members of a class of cataclysmic variables
now designated the intermediate polars. Photometric and spectroscopic observations
led to a model in which a magnetic white dwarf accretes matter transferred from
the secondary star via a partially disrupted disc. An X-ray emitting region on the
white dwarf is carried around by its rotation, causing periodic illumination of some
region fixed in the binary frame (e.g. Hutchings et al. 1981; Warner et al. 1981;
Hassall et al. 1981; Patterson and Price 1981). In contrast to the polars, TV Col
and AO Psc showed no detectable polarization at optical wavelengths, indicating a
weaker magnetic field. A weaker field and the presence of a partial accretion disc
are consistent with the observed asynchronous rotation of the primary. Binaries
currently classified as definite intermediate polars are hard X-ray emitters and
multiperiodic. Table 8.1, shown in the Appendix below, lists the main systems in
this class.

The DQ Herculis binaries are a subset of the intermediate polars. They have short
primary rotation periods and lack hard X-ray emission. The main systems are listed
in Table 8.2, shown in the Appendix below. These binaries played an important part
in the early work on the nature of cataclysmic variables. AE Aqr was shown by Joy
(1954) to be a spectroscopic binary. It was subsequently used by Crawford and Kraft
(1956) towards deriving the basic model of a cataclysmic variable. DQ Her is the
remnant of Nova Herculis 1934, and was identified by Walker (1954) as an eclipsing
binary with an orbital period of 4 h 39 min.

8.2.2 Rotation Periods and Magnetic Fields

Tables 8.1 and 8.2 show the primary star rotation periods, Py, and their rates of
change, expressed as P,/ P,. Examples of systems in which rotation period changes
have been observed are GK Per (Patterson 1991), FO Aqr (e.g. Osborne and Mukai
1989; Kruszewski and Semeniuk 1993), AO Psc (Kaluzny and Semeniuk 1988),
V1223 Sgr (van Amerongen et al. 1987), BG CMi (Patterson and Thomas 1993),
V647 Aur (Kozhevnikov 2014) and EX Hya (Vogt et al. 1980; Bond and Freeth
1988). The magnitude of typical errors in the quoted values of Py/ Py is ~ 10%. The
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DQ Her period change observations are: AE Aqr (de Jager et al. 1994), V533 Her
(Lamb and Patterson 1983), and DQ Her (Balachandran et al. 1983). Negative and
positive values of P, occur.

The white dwarf surface magnetic field values quoted in Table 8.1 are based
on circular polarization measurements using broad band polarimetry (Cropper
1986; Stockman et al. 1992). The polarization of BG CMi can be modelled with
an accretion arc covering a fractional area of ~ 0.01 of the primary’s surface
and a polar field of (By)o ~ 3MG (Wickramasinghe et al. 1991). Polarization
measurements of PQ Gem (Rosen et al. 1993), and a similar accretion model, give
(Bp)o ~ 8MG. This suggests the intermediate polars have white dwarf surface
fields typically an order of magnitude lower than those in the AM Her binaries.

8.3 The X-Ray Binary Pulsars

8.3.1 Discovery and Classification

X-ray pulsations from a binary system were first discovered by Giacconi et al.
(1971) during observations of Centaurus X-3 with the Uhuru satellite. The binary
nature of Cen X-3 was revealed in a further analysis of the Uhuru data by Schreier
et al. (1972). This showed 2.1d periodic variations of X-ray intensity with an
eclipse, and a sinusoidal variation of the 4.8 s pulsation period, also with a period of
2.1d. Soon after, Tananbaum et al. (1972) discovered another X-ray pulsar, Hercules
X-1, which showed a periodic intensity variation with a 1.7 d binary period and an
associated sinusoidal modulation of the 1.24 s pulse period.

The large luminosities observed can be understood as resulting from the gravi-
tational energy released by matter transferred from a normal companion star on to
a neutron star. The radius of a neutron star is typically a factor of ~ 10™3 smaller
than that of a white dwarf, so the potential well into which accreting material falls
is far deeper in these systems than in the standard cataclysmic variables.

Orbital parameters have been determined for several systems from pulse timing
analyses, using the Doppler effect due to the binary motion of the compact star.
Optical observations of the companion star then lead to accurate values for the stellar
parameters, confirming neutron star primaries. The pulse period histories reveal a
general tendency for spin-up in the X-ray binary pulsars, contrary to the general
spin-down of radio pulsars. This is consistent with X-ray systems accreting matter
through the magnetosphere. However, more recent observations have shown a wide
variety of pulse period changes in the X-ray pulsars.

X-ray pulsars can be classified into three catagories; (I) binaries with early-type
massive companions, (II) binaries with Be star companions, and (III) low mass
binaries. Class (I) can be divided into two subclasses; (Ia) short pulse-period systems
with very large X-ray luminosity, and (Ib) long pulse-period systems with moderate
X-ray luminosity (e.g. Corbet 1986). Some of the low mass binaries lack pulse
periods.
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8.3.2 Systems with Accretion Discs

The short pulse-period systems with early-type massive companions and the low
mass binaries are thought to have accretion discs around their neutron stars.
Observations of Her X-1 in the X-ray and optical bands give direct evidence for an
accretion disc (e.g. Middleditch 1983). Observational evidence of the neutron star
magnetic field was given by Trumper et al. (1978). They interpreted a prominant
emission line feature at 58KeV in the energy spectrum of Her X-1 as cyclotron
emission at the magnetic poles of the neutron star. The estimated surface field was
5 x 10'? G. White et al. (1983) used cyclotron absorption features of 4U0115+63 to
obtain a surface magnetic field of 10'? G. Kii et al. (1986) proposed a magnetic field
8 x 10'2G for 4U1626—67 by simulating the observed energy dependence of the
pulse profile with a calculation of anisotropic radiative transfer in a strong magnetic
field. The nature of the pulse profiles indicates the presence of accretion columns
on the neutron star. Like the intermediate polars, partial discs are believed to be
present with material becoming field-channelled after disruption. Consequently, the
neutron star cannot become synchronized with the orbital motion, since its magnetic
interaction with the secondary star is much weaker than its coupling to the disc.

Table 8.3, shown in the Appendix below, gives a representative sample the X-
ray binary pulsars believed to contain strongly magnetic neutron stars (i.e. (Bp)o ~
10'2 G) accreting from partially disrupted discs. The systems listed are those most
extensively observed. Typical rates of change of the neutron star’s spin period are
given, where available. The associated time-scales are generally shorter than those
listed in Tables 8.1 and 8.2, since neutron stars have smaller moments of inertia than
white dwarfs. The values shown are averages over various periods of observation
and give an estimate of spin change time-scales. Many variations to these values,
and their signs, are observed.

8.3.3 Neutron Star Spin Evolution

Pulse period monitoring of X-ray binary pulsars has been performed by various
satellites, which reveal a wide variety of changes. Schreier and Fabbiano (1976)
noted a secular trend of spin-up for Her X-1 and Cen X-3, from early observations.
These systems were subsequently observed to exhibit wavy fluctuations in their spin
rates, with time-scales of years. Also, short-term fluctuations of the pulse period on
a time-scale of days to months, including evidence of spin-down episodes, were
found in Her X-1 (Giacconi 1974) and Cen X-3 (Fabbiano and Schreier 1977) from
Uhuru satellite observations. Between 1971 and 1980 a spin-up rate of P/Py =
—2.6 x 1072 year~! was observed for GX 1+4. A short time-scale spin-up episode
in this system, superposed on the constant decrease in P, was noted by Doty et al.
(1981).
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From 1979 to 1988 the systems SMC X-1 and 4U1626—67 exhibited secular
spin-up at almost constant rates of P,/P; = —6.0 x 10 *year—! and Py/P, =
—2.0x10™*year™!, respectively. Subsequently, Makishima et al. (1988) used Ginga
satellite observations to show that the spin-up rate of SMC X-1 was no longer
constant, but decreasing. Makishima et al. (1988) found a spin-down in GX 1+4.

Bildsten et al. (1997) analysed the data obtained from 5 years of continuous
monitoring of accretion powered pulsars. Because of the continuity and uniformity
over such a long baseline, shorter time-scale variations in spin behaviour can be
detected. This showed that Cen X-3 exhibits 10 to 100 day intervals at steady spin-
up and spin-down at a higher rate than the previously observed values, in which
the faster variations tended to cancel to give a smaller average. Rapid changes in
spin behaviour were found to be common. The system 4U1626-67 underwent a
torque reversal in 1991, changing from spin-up to spin-down (Chakrabarty et al.
1997), with the two rates being nearly equal. The system OAO1657-415 showed
a spin behaviour similar to that of Cen X-3 (Chakrabarty et al. 1993). A possible
explanation for these torque reversals is discussed in Chap. 10.

8.4 The Accreting Millisecond Pulsars

The accreting millisecond pulsars are short period binaries believed to contain a
magnetic neutron star accreting from a disrupted disc. The surface magnetic field of
the neutron star is estimated to be typically ~ 10° G. The first of these systems to be
discovered was J1808, which exhibits outbursts lasting a few weeks during which
coherent pulsations are observed (e.g. Wijnands and van der Klis 1998). Three of the
known systems have ultra short orbital periods, implying very low mass secondary
stars which may be brown dwarfs (see Poutanen 2006 for a review). Table 8.4,
shown in the Appendix below, lists these systems with their orbital and spin periods.

The outbursts occur every few years. Ibragimov and Poutanen (2009) analysed
data obtained during the 2002 outburst of J1808. This indicated that the area covered
by the accretion hotspot on the neutron star surface changed during the outburst.
This is consistent with the accretion curtain width changing due to a movement of
the disruption radius in response to the varying accretion rate. Kajava et al. (2011)
investigated data taken during the 2008 outburst of J1808. A major pulse profile
change was accompanied by a large variation of the disc luminosity, and this may
be related to changes in the accretion geometry.

8.5 MHD Problems

The nature of the interaction of the primary star’s magnetic field and its associated
magnetosphere with the accretion disc, together with the curtain flow, pose MHD
problems. The stellar magnetic field is believed to penetrate the highly diffusive disc
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and vertical shears generate toroidal magnetic field from the poloidal component.
The resulting magnetic stresses modify the structure of the disc and the magneto-
sphere. In the outer parts of the disc, where the stellar field is weak, the magnetic
force is small and the disc structure will be essentially unperturbed. Closer to the
primary star the magnetic perturbation becomes significant and ultimately disrupts
the disc. The physical mechanism causing disruption needs detailed investigation.
After disruption material will be channelled by the magnetic field to form an
accretion curtain through which mass and angular momentum are transferred to
the star. Figure 8.1 is a simplified schematic picture of such a system. The observed
systems have the primary star magnetic axis tilted to its spin axis.

Chapter 9 investigates the inner disruption of the disc, which requires consider-
ation of a full MHD problem, including the thermal equations. The thin nature of
the disc, and its high magnetic diffusivity can enable the equations to be simplified,
aiding analytic progress. Numerical simulations have also increased our understand-
ing of the star-disc interaction, allowing cases of lower disc magnetic diffusivity to
be investigated. In these cases magnetic field line opening can occur, with stellar
and disc winds developing. For sufficiently low 5 values, episodic behaviour results
with an oscillating disruption radius. The disruption radius depends on the stellar
spin rate, since this affects the radial distribution of vertical shear in the disc. Any
disrupted disc solution must match to the inner curtain flow.

Chapter 10 considers the magnetic interaction of the primary star with the
undisrupted part of the disc. Magnetic stresses enable the disc and star to exchange
angular momentum, and disc solutions can be used to calculate the torque on the star.
Angular momentum is also transferred due to the magnetic channelling of material
accreting on to the star via the curtain flow. The combined effect of these processes
can be compared to spin behaviour observed in the intermediate polars and the X-ray
binary pulsars, previously outlined. In particular, a stable equilibrium state can be

Stream

Fig. 8.1 Schematic model of a compact magnetic primary star accreting material via a curtain
flow connected to a truncated disc. The disc is fed by a stream generated by Roche lobe overflow
from the secondary star. The idealized case with m parallel to €, is shown. The closed field line
configuration is valid for sufficiently large values of magnetic diffusivity in the disc
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found in which the disc torque balances the accretion torque. Perturbations about
this state can lead to spin-up and spin-down behaviour due to torque reversals. In
the cases in which field channelled stellar winds occur significant braking of the star

can result.

Appendix: Confirmed Systems

Table 8.1 Intermediate polars

Name

GK Per
V2731 Oph
KO Vel
V1062 Tau
NY Lup
V902 Mon
V2069 Cyg
J2133

EI UMa
J0457

XY Ari
J1509

TX Col
V667 Pup
WX Pyx
TV Col
J1830
V709 Cas
PQ Gem
FO Aqr
MU Cam
HY Leo
V1323 Her
V2306 Cyg
SL Peg
V405 Aur
V1033 Cas
J1719

DO Dra
JO153
J1654
J1649

P (h)
47.92
15.42
10.13
9.98
9.86
8.16
7.48
7.19
6.43
6.19
6.06
5.89
5.72
5.61
5.54
5.49
5.37
5.33
5.19
4.85
4.72
4.42
4.40
4.35
4.19
4.14
4.03
4.01
3.97
3.94
3.72
3.62

Py (min)
5.86
2.13

68.00

61.73

11.55

36.83

12.38
9.52

12.4

20.38
3.43

13.50
8.72
8.54

26.00

31.82

30.33
5.20

13.88

20.91

19.79

69.17

25.34

12.00

29.60
9.08
9.40

18.99
8.82

32.90
9.15
9.97

Py/ Py (year™))
—22x107°

8.6 x 1077

(Bp)o MG)

32

10

References
58

18, 21

51

26, 35

16

6

38

5,29

44, 46

1,39,
12,43
37

11

53

45

56

14
20, 25
59

34, 54
50

4

60
44, 48
23,42, 55
5,8
22,43
3,24
40

36, 52
43

(continued)
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Table 8.1 (continued)

Name P (h) Py (min) PR / Pr (year‘l) (Bp)o MG) References
AO Psc 3.59 13.42 —2.6x107° 28
UU Col 3.46 14.38 10, 17
V2400 Oph 3.41 15.45 9,47
V1223 Sgr 3.37 12.42 9.7 x 1077 57
BG CMi 3.23 14.12 2.0 x 107° 3 31,41
V515 And 2.73 7.75 32
V647 Aur 2.73 15.53 2.8 x 10~ 33
J1740 2.08 12.15 30
EX Hya 1.64 67.03 —3.0 x 1077 2
J1817 1.53 27.72 56
J1853 1.45 7.96 56
DW Cnc 1.44 38.60 13,49
HT Cam 1.43 8.58 15,19
V1025 Cen 1.41 35.78 27

Table 8.1 Reference Number Key: 1. Allan et al. 1996; 2. Andronov and Breus
2013; 3. Andronov et al. 2008; 4. Anzolin et al. 2008; 5. Anzolin et al. 2009; 6.
Aungwerojwit et al. 2012; 7. Bernardini et al. 2015; 8. Bonnet-Bidaud et al. 2007;
9. Buckley et al. 1995; 10. Burwitz et al. 1996; 11. Butters et al. 2007; 12. Butters
etal. 2009; 13. Crawford et al. 2008; 14. de Martino et al. 2001; 15. de Martino et al.
2005; 16. de Martino et al. 2006a; 17. de Martino et al. 2006b; 18. de Martino et al.
2008; 19. Evans and Hellier 2005; 20. Evans et al. 2006; 21. Gansicke et al. 2005;
22. Girish and Singh 2012; 23. Harlaftis and Horne 1999; 24. Haswell et al. 1997;
25. Hellier 1997, 26. Hellier et al. 2002a; 27. Hellier et al. 2002b; 28. Johnson
et al. 2006; 29. Katajainen et al. 2007; 30. Kaur et al. 2010; 31. Kim et al. 2005;
32. Kozhevnikov 2012; 33. Kozhevnikov 2014; 34. Kozhevnikov et al. 2006; 35.
Lipkin et al. 2004; 36. Lutovinov et al. 2010; 37. Mhlahlo et al. 2007; 38. Nasiroglu
et al. 2012; 39. Norton and Mukai 2007; 40. Norton and Tanner 2006; 41. Norton
et al. 1992; 42. Piirola et al. 2008; 43. Pretorius 2009; 44. Ramsay et al. 2008; 45.
Rana et al. 2004; 46. Reimer et al. 2008; 47. Revnivtsev et al. 2004; 48. Rodriguez-
Gil et al. 2001; 49. Rodriguez-Gil et al. 2004; 50. Rodriguez-Gil et al. 2005; 51.
Sambruna et al. 1992; 52. Scaringi et al. 2011; 53. Schlegel 2005; 54. Staude et al.
2008; 55. Still et al. 1998; 56. Thorstensen and Halpern 2013; 57. van Amerongen
et al. 1987; 58. Vrielmann et al. 2005; 59. Williams 2003; 60. Zharikov et al. 2002.



8.5 MHD Problems

Table 8.2 DQ Herculis binaries

Name P (h)
AE Aqr 9.88
V533 Her 5.04
DQ Her 4.65

Py (min)

Pr/ Py (year™")
5.4 %1078
1.5 x 1077

—3.6 x 1077

235

References
2,3
4,6
1,5

Table 8.2 Reference Number Key: 1. Bloemen et al. 2010; 2. Hill et al. 2014; 3.
Mauche 2009; 4. Patterson 1979; 5. Saito and Baptista 2009; 6. Thorstensen and

Taylor 2000.

Table 8.3 Disc accreting X-ray binary pulsars

System

GX 1+4
4U0115+63
OAO 1657-415
SMC X-1

Cen X-3

Her X-1

LMC X4

GX 109.1-1.0
4U1626—67

P (days)
304
2431
10.44
3.892
2.087
1.700
1.408
0.080
0.023

Py (s)
114
3.61
38.0
0.72
4.84
1.24
13.5
6.98
7.68

PR/PR (year’l)

—2.1x1072
—32x%x107
-1.0x 1073
—6.0 x 10~*
—2.8x107*
—29x%x10°°

—2.0 x 1074

References
4,12

1,11

6,13

5,14

10, 14
7,15

8,9

3

2

Table 8.3 Reference Number Key: 1. Baushev 2009; 2. Bildsten et al. 1997; 3.
Downes 1983; 4. Gonzalez-Galan et al. 2012; 5. Hickox and Vrtilek 2005; 6. Jenke
et al. 2012; 7. Leahy and Igna 2013; 8. Molkov et al. 2017; 9. Naik and Paul 2003;
10. Naik et al. 2011; 11. Nakajima et al. 2006; 12. Paul et al. 2005; 13. Pradhan
et al. 2014; 14. Raichur and Paul 2010; 15. Simon 2015.

Table 8.4 Accreting
millisecond pulsars

System P (h)

J1814  4.28
J00291 2.45
J1808  2.02
J1900  1.39
J0929  0.73
J1751  0.71
J1807  0.67

Py (ms)

3.18
1.67
2.49
2.65
5.41
2.30
5.24

References
9

4,10

1,13

5,11

3,12

7,8

2,6

Table 8.4 Reference Number Key: 1. Chakrabarty and Morgan 1998; 2. Falanga
et al. 2005; 3. Galloway et al. 2002; 4. Galloway et al. 2005; 5. Kaaret et al. 2005;
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6. Kirsch et al. 2004; 7. Markwardt and Swank 2002; 8. Markwardt et al. 2002;
9. Markwardt et al. 2003; 10. Markwardt et al. 2004; 11. Morgan et al. 2005; 12.
Remillard et al. 2002; 13. Wijnands and van der Klis 1998.
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Chapter 9 )
Disc Disruption and Accretion Curtains Shethie

Abstract The intermediate polars, some X-ray binary pulsars and the accreting
millisecond pulsars have magnetic primary stars accreting from a partially disrupted
disc via an inner magnetically channelled curtain flow. The stellar magnetic field and
the associated magnetosphere interact with the disc in a way which is affected by
the strength of its magnetic diffusivity. For sufficiently large n values, the stellar
poloidal field lines remain closed and linked to the disc. For smaller values of n
field line opening can occur and wind flows can result from the disc and the primary
star. Angular momentum can be transported in a variety of ways.

Field lines inside the corotation radius tend to remain closed and the disc
becomes disrupted as a result of vertical expansion due to magnetic heating.
Expanding material can be accelerated through a sonic point and then flow through
a magnetically channelled curtain region to accrete on to the star through a narrow
shock region. A detailed study of disc disruption and the curtain flow is presented
here.

9.1 Introduction

The discovery of X-ray pulsations from Cen X-3 (Giacconi et al. 1971) and Her
X-1 (Tananbaum et al. 1972) led to theoretical work to investigate the nature of
these systems. Pringle and Rees (1972) proposed a model for Cen X-3 in which a
strongly magnetic neutron star, rotating with the observed pulsation period of 4.8 s
and having a magnetic moment misaligned with its rotation axis, accretes matter
from a differentially rotating disc. They suggested that the magnetic field causes
disruption of the inner part of the disc and that accretion on to the star occurs
via a magnetically controlled flow connecting the inner edge of the disc to radially
localized columns surrounding the stellar magnetic poles. The hot compressed gas
in these accretion columns would emit radiation with an intensity modulated by the
stellar rotation, giving rise to the observed X-ray pulsations. A corotation radius was
defined at which the Keplerian angular velocity of the disc equals the stellar angular
velocity. They noted that, for accretion to take place, the inner radius of the disc
should lie inside the corotation radius. A similar oblique magnetic rotator model
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was proposed for DQ Her by Bath et al. (1974), but with the accretor being a white
dwarf rather than a neutron star. The inner radius of the disrupted disc was estimated
to be where the magnetic torque on the disc, due to its interaction with the stellar
field, becomes equal to the viscous torque.

The magnetic accretor model was developed further by Ghosh and Lamb
(1979a,b). They argued that the stellar magnetic field is likely to penetrate the thin
turbulent disc via instabilities and reconnection processes. An extended stellar mag-
netosphere was assumed to corotate with the star, so the vertical shear between the
surrounding gas and the differentially rotating disc material leads to the generation
of toroidal magnetic field from the poloidal component. A cylindrical coordinate
system (@, ¢, z) can be used centred on the star. The disc surface magnetic stress
Bys By leads to torques which result in angular momentum exchange between the
disc and the star. Outside the corotation radius @, the star adds angular momentum
to the disc, while inside this radius angular momentum is extracted from the disc
and transferred to the star. Hence inside @, magnetic torques contribute to driving
the disc inflow. As in Bath et al. (1974), it was suggested that disc disruption occurs
where the magnetic torque becomes equal to the viscous torque. The disc flow was
taken to join the magnetically channelled flow through a narrow radial boundary
layer.

Some models took the stellar magnetic field to be completely excluded from
the disc and calculated the resulting external field structure (e.g. Aly 1980; Kundt
and Robnik 1980). However, it is generally believed that such configurations,
especially in the inner regions of the disc, are unlikely to be stable and numerical
simulations support this view (e.g. Goodson et al. 1997; Zanni and Ferreira 2013).
The simulations show that diffusion and reconnection cause penetration of the field
into the disc, as suggested by Ghosh and Lamb (1979a).

Much work has focused on calculating the torque on the star (e.g. Ghosh
and Lamb 1979b; Campbell 1987; Wang 1987; Campbell 1992; Armitage and
Clarke 1996; Matt and Pudritz 2005), making various assumptions to determine
the disruption radius. Other work has investigated the effect of the magnetic field
on the disc structure and perturbations to the magnetosphere due to its interaction
with the disc. The nature of the inner accretion flow has also been considered.
The spin evolution of the star is investigated in Chap. 10, after the disc structure,
magnetosphere and curtain flow have been considered here.

Beyond @, the magnetospheric field is significantly perturbed by its interaction
with the disc, but most of this region has a weak effect on the disc. Closer to @,
and inside this radius, magnetic perturbation of the disc becomes significant.

Campbell (1992) investigated the effect of the ratio of magnetic to viscous torque
on the disc structure. A solution can be found in which the magnetic torque is
large compared to the viscous torque in the inner part of the disc if the magnetic
diffusivity, n, is taken as a physically unspecified function of @ . However, if
parametrized turbulent or buoyancy forms are taken, so 1 depends on p and T,
the vertical equilibrium cannot be satisfied. More general solutions were found by
Campbell and Heptinstall (1998a,b), using turbulent and buoyancy forms for 7. If
no inner boundary condition is imposed, viscous heating causes the disc to expand
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vertically inside the corotation radius due to growing thermal and radiation pressures
which cannot be balanced by the vertical component of the stellar gravity or the
vertical magnetic force. The expansion occurs over a narrow region and this would
allow material to enter a magnetically controlled accretion flow and pass through a
sonic point. These investigations have the consequence that, for n dependent on p
and 7, the disc ends where the magnetic torque starts to exceed the viscous torque
and they indicate that disc disruption may be thermally related.

Shu et al. (1994) proposed a model in which the main interaction of the stellar
magnetic field with the disc occurs in a small region centred on the corotation radius.
Disruption and subsequent field channelled flow on to the star were taken to occur
just inside @, but just beyond @, the field lines become open and a significant
fraction of the accretion flow is lost via a magnetically influenced wind. Such a
large mass loss in the wind results in a much reduced accretion torque on the star.
The model was developed for application to T Tauri systems, in which the accreting
protostar has a relatively low spin rate, rather than for the compact white dwarfs
and neutron stars occurring in binary systems. However, the idea of some wind flow
occurring beyond @,,, but having lower mass loss rates, has been investigated in the
context of magnetic accretors in binary stars.

Lovelace et al. (1995) suggested that if the field winding ratio | Bgs/Bys| at the
disc surface exceeds a critical value then the poloidal magnetic field lines will inflate
and become open. Bardou and Heyvaerts (1996) showed that, if the magnetosphere
adopts a nearly force-free state, field winding can cause significant field inflation.
This was further confirmed by Agapitou and Papaloizou (2000), who considered the
effects of larger values of the winding ratio.

Matthews et al. (2005) applied the condition that the vertically integrated
dynamical viscosity, and its radial derivative, vanish at the inner edge of the disc.
This enables a disruption radius to be found which depends on the stellar rotation
rate, and these conditions are consistent with magnetic stresses becoming dominant
over a narrow radial region. An analytic model was developed by Campbell (2010)
in which a modified form of the boundary conditions of Matthews et al. (2005) was
used, to allow for a small viscosity at inner edge, and magnetic heating was included.
Allowance was also made for electron scattering opacity and radiation pressure. The
disc was found to end over a narrow radial region in which magnetic heating causes
increases in the vertical pressure gradient which cannot be balanced by the vertical
component of stellar gravity or the vertical magnetic force. This model allows self
consistent fitting of the disc flow to a magnetically channelled accretion curtain flow.

Numerical simulations have been developed to an increasing extent. Goodson
et al. (1997) and Goodson and Winglee (1999) showed how the magnetic diffusivity
in the disc can affect its interaction with the magnetosphere. Their numerical
simulations showed that, for values of n less than those characteristic of turbulence,
time-dependent fast collimated outflows can develop near the central axis of
the system. Numerical simulations by Romanova et al. (2002) and Romanova
et al. (2003) found that funnel flows develop inside @, and that these flows are
driven by vertical pressure gradients. Time-dependent, global numerical simulations
performed by Zanni and Ferreira (2009, 2013) resulted in disc disruption and curtain
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flow inside @, and a variety of outflows from the system which depend on the
magnitude of 5 in the disc. These simulations were applied to T Tauri systems,
but they should have relevance to the discs surrounding magnetic stars in binary
systems.

Detailed aspects of the magnetosphere and disc structures are discussed below.
Then the accretion curtain structure is considered, together with the consequences
for angular momentum transfer to the star. The non-axisymmetric case, of a tilted
magnetic axis, is reviewed. Finally, the propeller regime is discussed. This leads
naturally to the consideration of the stellar spin evolution in Chap. 10. The theory
described here has application to the disc accreting X-ray binary pulsars, the
intermediate polars and the accreting millisecond pulsars. [Sections 9.8.8 and 9.8.9
are derived in part from Campbell (2014), copyright Taylor and Francis, available
online at https://doi.org/10.1080/03091929.2013.830719].

9.2 The Magnetosphere

9.2.1 The Angular Velocity

The magnetosphere surrounding the disc consists of low density ionized material.
Most calculations take the central star to have a centred magnetic dipole moment
m aligned with its rotation axis, which is parallel to the orbital angular momentum
vector. Hence the system is axisymmetric, and is often taken to be time-independent.
The validity of the assumption of time-independence will be shown to be related to
the nature of the magnetic diffusion processes operating in the disc.

A cylindrical coordinate system (@, ¢, z) can be used, centred on the star.
Motions of material in the magnetosphere obey the induction equation

Vx(vxB)=0. ©.1)

The toroidal and poloidal components of this yield

v, = kB, 9.2)
B

Q- "7 =a, 9.3)
w

where « is a function of position and « is a constant on a field-streamline,
corresponding to its angular velocity. It follows that, for field lines frozen to the
star, @ = Q2 the stellar rotation rate and hence

v B¢
Q=Q,|1 P , 94
*[ +wQ*Bp} 9.4)
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with B, > 0 and 2, > 0. A steady corotating magnetosphere therefore requires

lupl [Byl

1. 9.5
o9, B, < 9.5

9.2.2 Poloidal Field Bending

The components of the unperturbed dipole magnetic field can be written as

3 3 w?z
B = . BoR . (9.6)
(w2 + z2)2
1 2272
B, = prd @ 72 9.7)

2 (wz_Hz)i ’

where By and R are the primary star’s polar surface magnetic field and radius.
For convenience, the previously adopted subscript p used to denote primary star
quantities is dropped here.

The stellar magnetic field is modified due to its interaction with the disc. The
poloidal field is distorted by the inflow through the disc and via inflation due to
twisting caused by the vertical shear. The inflow leads to poloidal field bending,
with an associated current density given by

uonJ =E+ v x B. 9.8)

For a steady, axisymmetric flow E4 = 0 and hence
nondy = v By — vy B 9.9)
This shows that the poloidal flow in the disc generates Jg. This acts as a source of

B, which modifies the current-free stellar dipole field. The toroidal current density
can be written, to a good approximation, as

1 9B
Jyp = “, (9.10)
Mo 0z
where B, is the perturbation in B . Since |v; By | < |vg B;|, it follows that
9B, v
o _ | w'BZ. 9.11)
0z n

This represents a balance between the outward slippage of B, due to diffusion and its
inward advection due to the radial flow. Integrating from z = 0 to z = h, assuming
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the inflow to be mainly viscously driven, then yields

:|Uw|hNVh

B/
‘ @s . 9.12)
n nw

B

If the condition v/n < 1 is satisfied, then moderate values of | B, ./ B;| result and
poloidal field bending due to the inflow is small.

The conclusion of small field bending, derived from the above simple analysis,
is consistent with the more detailed calculation of Lubow et al. (1994). They
considered a disc threaded by an externally imposed vertical magnetic field, with
an inflow driven by viscosity. The time-dependent induction equation was solved
for the poloidal flux function by numerical methods. A steady state is reached in
which the field bending is essentially determined by the ratio (v/n)(h/@ ). Hence
for v/n < 1 field bending due to the inflow was found to be small, consistent
with (9.12).

9.2.3 Poloidal Field Inflation

The other source of distortion of B, is field line inflation. For a magnetically
dominated magnetosphere,

2uoP

o <1 9.13)

will apply and the field will then be essentially force-free, with
(VxB)xB=0. 9.14)
This condition, together with significant values of |By/B;| at the disc surface,

leads to a modification of B, from its current-free state. The poloidal field can be
expressed as

B, =V x (wm&;), 9.15)
w

where Y (o, z) is a magnetic flux function, being proportional to the poloidal flux
through a ring of radius @ at height z. The use of this expression for B, in the
force-free field condition (9.14) leads to the Grad-Shafranov equation

9 (1 0Ym %Y 1 d /,
= %), 9.16
? e (w 8w>+ 972 2d¢m< ) ©.16)
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where I (¥,) = @ By. Solving this equation, subject to boundary conditions, gives
the force-free field structure. The solution depends on the disc surface field winding
ratio | Bys/ Bzs|. If this ratio is small then B, is nearly dipolar and By is small. Hence
the field structure of the magnetosphere will be related to the structure of B in the
disc.

The significance of field inflation was investigated by Bardou and Heyvaerts
(1996). In order to consider numerical as well as analytic solutions for v, they
employed spherical polar coordinates (r, 8, ¢). Equation (9.16) then becomes

ad 1 0Ym ad 1 0Ym 1 d 5
= - 1 9.17
or (sin@ or )+ a0 <rzsin9 a0 ) 2sinf dyry, ( ) ©-17)

and the poloidal field components are

L 9Ym

— , 9.18
" 124in0 00 ©.182)

1 0Ym
By = — . 9.18b
o rsinf or ( )

Equation (9.17) was solved numerically, and analytically via a similarity solution.
The flux function v, was taken to vanish on the central axis @ = 0 and as r — oo.
The poloidal field was also constrained to be vertical at 6 = /2.

The analytic solution gives good agreement with the numerical results for a range
of values of | Bys/Bzs|. A self-similar flux function can be written as

Ym(r, 0) =" f (1), (9.19)
where p is a constant and u = cos@. Substitution of this in (9.17) gives the
separated equations

(=D f"+p(p+ Df =—Crr21r, (9.20)
11 = CyPt2/p, 9.21)

where C is a constant. The function f (1) obeys the boundary conditions

fO) =1, (9.22a)
f1) =0, (9.22b)
f'(0) =0. (9.22¢)

The first of these conditions is a normalisation, while the second and third
correspond to Y, (r, 0) = 0 and B, (r, w/2) = O respectively. Integration of (9.21)
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yields
Cp \2
w By = ( P ) Y/, (9.23)
p+1
For moderate values of p, Bardou and Heyvaerts showed that

p= ! (9.24)

B [1 + (qus/st)z]é ,

and hence p < 1 results. The poloidal field components are

1
B, = Singr*@”) 1, (9.25a)
By= P ;=12 9.25b

o= sin@r f (9.25b)

An analytic solution was found for small values of p, corresponding to | Bgs/Bzs| >
1. When (Bgs/ B)? <« 1 the poloidal magnetic field is nearly current-free and
inflation is small, with (9.24) yielding p ~ 1. The term involving I = @w By
on the right hand side of (9.16) or (9.17) can then be ignored, corresponding to
|Jp] < |Jpl, and C = 0 can be applied to (9.20). The ignored Jy component is the
source of perturbations to B,,, and hence these are small for small winding ratios.
However, a small but finite By component exists so C cannot be ignored in (9.21).
This corresponds to the nearly force-free condition B, - V(w By) = 0. For an exact
dipole field p = 1 and C = 0, so it is seen from (9.24) that inflation causes B, to
fall more slowly with increasing r than for a dipole field.

The poloidal field inflation effect was considered further by Agapitou and
Papaloizou (2000). The Grad-Shafranov equation, expressed in polar coordinates,
was transformed into a parabolic equation by including a term proportional to
0vyn/0t, which tends to zero as a steady state is reached. Larger values of | Bgs/ B.|
can then be considered than previously. The computational domain had inner
and outer radii of rj, and ryy, and the boundary conditions ¥, (rin, #) = 0 and
Y (r, 0) = 0 were employed. Two outer boundary conditions were also introduced;
a Dirichlet condition ¥y, (Fout, @) = 0 and a Neumann condition (9, /97)out = O.

The disruption radius was taken to be at the corotation radius, so cases with r <
reo Were not considered. For moderate values of | Bys/B;s| > 1 field line inflation
occurs similar to that found by Bardou and Heyvaerts (1996). For |Bgs/B;s| 2 30
a deflation of field lines occurs, which is not sensitive to the location of the outer
boundary. In these larger field winding cases, B, has a larger radial component near
the disc surface than that of the unperturbed dipole field. This gives a reduction of
the ratio | By /B, |, where B, = (B,2 + Bg)l/z.

The Neumann boundary condition case requires B, to be radial at the outer
boundary, as might occur if a wind existed there. In this case |By/B,| < 1 was
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found near the disc surface, and this ratio was small beyond it. Generally, the force-
free condition kept | By /Bp| ~ 1, by an increase in B, accompanying an increase in
|Bg/B:|.

The work of Bardou and Heyvaerts (1996) showed that field line inflation is
usually small inside the corotation radius, and the field lines are closed there.
Large values of field winding can result in significant magnetic compression of
the disc. Large, oppositely directed values of By above and below a thin turbulent
disc are generally believed to be unstable, leading to reconnection and associated
dissipation across the disc and hence to a reduction in the winding value. This can
be considered to be effectively equivalent to an enhanced magnetic diffusivity in
the disc, as described below. The results of the foregoing analytic and semi-analytic
studies of field line inflation are consistent with the field inflation effects seen in
numerical simulations of the interaction between the disc and the magnetosphere
(e.g. Goodson et al. 1997; Goodson and Winglee 1999; Zanni and Ferreira 2009,
2013). These simulations are described later.

9.3 Magnetic Diffusion in the Disc

Several processes are believed to contribute to the diffusion of the stellar magnetic
field in the disc. As in other astrophysical situations, turbulence can greatly
enhance diffusion compared to Ohmic processes. Magnetic buoyancy and small-
scale reconnection may also play a significant role. Because there is no rigorous
formulation of these complex processes, simplified representations are usually
employed to account for their effects. Due to the difference in the radial and
vertical length-scales in thin discs, an anisotropic representation may be applicable.
However, a simple scalar form is often used, consisting of the product of a mean
transport speed, a mixing length and a dimensionless adjustable parameter. For
turbulence, the form

N = €xcsh (9.26)

is used, with €; < 1. Magnetic buoyancy is represented by

_ |B¢s|
Ne = € L h (9.27)
(mope)?
with €5 < 1 (see Sect.2.2.11). This approach is similar to that adopted for the

kinematic turbulent viscosity coefficient.

Another possible contribution to the magnetic diffusivity of the disc arises here,
due to the large values that may occur for the field winding ratio |Bgs/B.| as the
result of vertical shearing of B,,. If this ratio reaches a critical value then instabilities
are likely to occur. These, together with the reconnection of oppositely directed By
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field across the disc, may effectively reduce the growth rate of | Bys/ B;s|. This can
be represented by an enhanced diffusion coefficient containing a dynamical mean
speed characteristic of Keplerian values, these being considerably larger than the
sound speed or the Alfvén speed used in the turbulent and buoyancy forms of 1. The
dynamical diffusivity can be expressed as

ndyn = 6mvdynhs (928)

with €, ~ 1 and v,, typically taken as the Keplerian speed vy.

9.4 The Disc Equations

9.4.1 The Momentum Equation

The disc equations describe the dynamical, magnetic and thermal problems. The
thin nature of the disc allows some simplifications to be made. Because the disc
poloidal velocity is well subsonic, the poloidal inertial terms can be ignored in the
momentum equation. In cylindrical coordinates (z, ¢, z), the three components of
the momentum equation can then be written as

2 2 p2
Vs _ oy n 10P 1 9 w B¢ _ B;Jy (9.29)
w  dw  pdw  wlpdw \ 2o o '

ad ) 0 2 1 9 308 1 0 2
Ve (@ Q) +v, (@°Q) = pvo + (o By By)
ow 0z wp 0w

ow Lowp 0w
1 9
(@?ByB,), (9.30)
Lo p 97
w19 B Bu J
vy Pt P )47 2, (9.31)
9z  poz 2u0 P
where Q = vy /o and
1 (9B 9B
Jp = 7). (9.32)
Mo \ 0z ow

Since the disc mass is negligible compared to the stellar mass, M, the gravitational
potential has the stellar monopole form

V= oM (9.33)

(@2 +2)2
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The continuity equation is

1

d d
(@pve) + ,, (pvz) =0. (9.34)
w 0w 0z

Some simplifications can be made by using the fact that many of the intrinsic
disc quantities have a radial length-scale much longer than their vertical length-
scale. Consider first the @ -component of the momentum equation, given by (9.29).
It will be shown that B%/2u < P holds in the disc. As in the non-magnetic disc,
the radial pressure gradient is ~ C32 /o and hence is ignorable relative to the gravity
term vf /@ . Since By varies on a radial length-scale of ~ @, and Bq% /2o < P,
the first magnetic term in (9.29) is ignorable. It follows from (9.32) for J, that the
second magnetic term in (9.29) is

B.Jy _Bllvy| _ BZ v

~ (9.35)
o monpe  jo@p N

and, for v/n < 1, this magnetic term is also ignorable relative to the gravitational
term. Hence (9.29) reduces to

GM\>
w=u=() =% (9.36)

This holds in the bulk of the disc. Deviations of €2 from Q2 occur as the disc surfaces
are approached, since €2 tends to the magnetospheric value of 2., and near the
disruption radius at the inner edge where the disc joins the curtain flow. Since p
falls most sharply near the disc surface, the magnetic terms in (9.29) will only be
significant in a thin surface layer through which 2 tends to Q.. Except inside @y,
the disc angular velocity and diffusivity can be expressed as

Q. = (GM/w?)2, h—A,
Q. z) = | S = (OGM/@?)2, 2] < (9.37)
— Qu, h—A<|z| <h,
) h_Av
= 1@ < (9.38)
-0, h—A<]|z| <h,

where A is a boundary layer width over which € changes to 2, as n becomes
small. This gives a vertical step function idealization for €2, with the vertical shear
concentrated near the disc surface. However, By results throughout the disc since it
is a solution of the induction equation involving an integral over the disc sources.
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The ¢-component of the momentum equation is given by (9.30). Multiplying this
be @wp and combining it with the continuity equation (9.34) yields

0

Rl 2 ] ) Rl 308 1 9 2
(@pveroRQ)+ . (Dpv, Q) = PV + (w* By By)
w 0z 0w w Lo 0

+ (w” By Bz). (9.39)
Mo 9z

This relates the divergence of the angular momentum flux to the viscous and
magnetic torques. Since |By| ~ (h/@)|B;| and |0By/dw| ~ (h/w)|0By/0z],
the By By radial transport term is ignorable, leaving

] ] 9 aQ 19
( @V Q) + . (wpv.w2Q) = v + (w’ByB;)
ow 0z ow ow Ho 02
(9.40)

as the disc angular momentum equation.
This leaves the vertical component of the disc momentum equation, given
by (9.31). The last magnetic term is

2 2
hv BZ B¢

, (9.41)
@ n pohp — pohp

By Jy _ (Bw> B, Jy N ‘Bw
p B; o | B

using (9.35) for B;Js/p and | B5 /B;| ~ h/w . Hence, employing (9.33) for v, the
vertical equation becomes

Qoo+ P+B£ =0 (9.42)
k%P 0z 210 - ’

giving equilibrium between the stellar gravity and a total pressure gradient. The

vertical gradient of the magnetic pressure acts to compress the disc, since quj
increases with increasing |z|.

9.4.2 The Induction Equation

The poloidal and toroidal components of the steady induction equation are

vy Bz — v:Boy + ptonJy = 0, (9.43)

n 5 By 1 dn o By
V°By — By) =—-B,-VQ+V. . 9.44
w( ? w2>+w2dw8w(w 2 P * @ P ©44)
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The poloidal component relates Jy to its source (v x B)y, and this leads to
modifications of B, from its current-free form. It was previously shown that
such modification, due to the subsonic poloidal flow, is small. The toroidal
equation (9.44) can be simplified. Since By varies on a vertical length-scale of ~ &,
its vertical derivatives dominate in the diffusion operator. The vertical derivative
term in B, - VQ exceeds the radial derivative by a factor of ~ (o / h)?. Finally, the
advection and compression term is

By Bps vy nvByps  hPvny By n |9%By
V. vp ) ~ ~ ~ 9.45
(w p) o w wnw? wlnw h? < 072 ©43)
Hence this term is ignorable and the toroidal induction equation becomes
PBy % (9.46)
=—w , .
1522 ‘oz

representing a balance between the vertical diffusion of By and its creation due to
the vertical shearing of B;.

9.4.3 The Thermal Equations

The thermal equilibrium equation relates the divergence of the heat flux to the
energy generated per unit volume, since the heat advection term is ignorable, as
in the standard viscous disc. This gives

JF,
a; = pu(@ Q) + puonJ?, (9.47)

having viscous and magnetic contributions. The poloidal components of the current
density are

1 0B
Joy = — ¢ (9.482)
Ho 02
ad
J; = (w By). (9.48b)
How d

It follows that |J5| ~ (@ /h)|J;| > |J;|. Then using (9.10) and (9.11) for Jy
together with (9.48a) gives

h

< 1. (9.49)
(2

B;
By

gl v
PA
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Hence the radial component of J dominates and (9.47) becomes

OFe 9 5 1 (0Bs\*
= Q . .
9z 4PV + o \ 9z ©-50)

The main body of the disc is optically thick in the vertical direction and hence
the radiative diffusion approximation holds to give the heat flux as

4 0
Fo=—_0" %1%, 9.51)
3kp 0z

where the Rosseland mean opacity is taken as
K= KpT ™2 + Kes, (9.52)
with K a constant in the Kramers opacity, and the electron scattering opacity is
Kes =2 x 1072(1 + X)m?kg™", (9.53)

where X is the fraction by mass of hydrogen.
Allowing for radiation pressure, the equation of state is

R 4oy
P = pT +

p 2 T, (9.54)

9.4.4 The Reduced Disc Equations

It is useful to gather the foregoing reduced dynamical, magnetic and thermal
equations together as;

1
Q= (GM/w3)2, h—A,
Qw7 = | B = (OM/@7)2, 2l < (9.55)
— Qu, h—A <|z] <h,
9 9 9 aQ 1 a
(@pVy Q) + . (wpv.w2Q) = pve> + (@’ ByBy),
ow 0z ow ow Ho 02
(9.56)
9 B2
Q? P =0, 9.57
sz+3z( +2M0> (9.57)

1 0 d
(@pvy) + . (pv) =0, (9.58)
w 0w 0z
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Vo By — v; By + nonJy =0, (9.59)
3B, 3 A ©0.60)
=—-w , .
7 072 “ 9z
IF 9 n (0B’
= Q? , 9.61
9z 4"’ K+Mo(82) ©-el)
4oy D
Fo=—." % (1%, (9.62)
3kp 0z
K= KpT ™2 + Kes, (9.63)
R 4
P=""pT+ 1% (9.64)
7 3c

Parametrized forms of v and 5 are usually employed. These simplified equations
enable analytic progress to be made.

9.5 The Toroidal Magnetic Field

The solution of the toroidal induction equation gives the field By, and its form
will depend on the nature of the magnetic diffusivity. Although the approximate
equation (9.60) gives good accuracy, it is of interest to note that in special cases
exact solutions of the full equation can be found which allow for the effects of the
radial derivative terms. It was shown in Campbell (1987) that, for some cases of 7,
such solutions are possible. The last term in the full equation (9.44), representing
advection and compression effects, makes the smallest contribution and so can be
dropped.
For constant 7 the toroidal equation then becomes

By

V2By— ? =_PB .vQ (9.65)
47 2=, B VR :

This equation can be transformed into a Poisson equation by multiplying by an
integrating factor exp(i¢), giving

V2(Bye'®) = — 7 B, - VQe'®. (9.66)
n
The Poisson integral solution then leads to

1 h wp
By = / wg (B, - V)G (w, 2, 0, 20)dwodzo, (9.67)
47”7 —h Jom
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with

[ZaF (Zk) —(@+b)E (Zk)

G(w, z, o, 20) =

b(a + b)é
T2

—(a— T (2 k k)] . (9.68)

where
a=w’+ wg +(z — z())z, (9.69a)
b = 2wy, (9.69b)

and
4 >
w Wy

k= , 9.70
[(w+WO)2+(z—zo)2} G710

with F, E and IT being elliptic integrals of the first, second and third kinds (see
Appendix). The integral in (9.67) is over the disc, which is taken to be the major
source of the electric currents.

Another exact solution is possible if a quadratic dependence is taken for 7. The
toroidal induction equation can then be expressed as

2
ViwBy) =—" B, V. 9.71)
n

This has a Poisson integral solution which can be written

1 hroo g3
By = / / 0 B, - VQ)oW(w, z, wo, z0)dwodzo, (9.72)
drnw Jp S 1(@0)

where

W(w, z, o, 20) = Flx/2.k) L 9.73)

[(@ + @0)? + (z — 20)?]?

where F is an elliptic integral of the first kind and k is defined by (9.70).

These exact solutions illustrate that, in general, the By field has sources
distributed through the disc, including a source due to the radial shearing of B . Itis
noted that By does not vanish at the corotation point in this solution, which accounts
for the effects of the radial derivatives. The radial shearing term By d<2¢/dw leads
to a small but finite value of By at w,.
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For thin discs, the approximate toroidal equation (9.60) can be used to good
accuracy. For sustainable field winding, corresponding to a dynamical form of
1, |Bgs/Bzs| < 1 applies and poloidal field line inflation will be small. This is
particularly the case for @ < @,,, which is the region of interest for disc disruption.
The toroidal current density Jy is then ignorable in the disc and, to lowest order in
z/@, the poloidal field components (9.6) and (9.7) become

3 R\’ z
By = _ By ; (9.74a)
2 w w
1 R\
B, = — B()( ) ) (9.74b)
2 w

The toroidal induction equation (9.60) must be solved subject to suitable
boundary conditions. For a force-free magnetosphere By obeys the equation

B, V(wBy) =0 (9.75)
and this becomes the surface condition at z = h. Since the vertical derivative
dominates, the condition reduces to

0B,
< ‘b) =0, (9.76)
9z z=h

Because By is antisymmetric about z = 0, it follows that
By(w,0) =0, 9.77)

applies in the central plane.
Integration of the toroidal equation (9.60) from z up to £, using (9.55) for €2, the
z-independence of B; and the surface condition (9.76), yields

0By w B;
= (Q2« — QH(z —h), (9.78)
0z n

where the Heaviside step function is

1.z <h,
Hz—hy=1]"°" (9.79)
0,z>h.

Then integrating (9.78) from O to z, using the central plane condition (9.77), gives

w B;

By = (Q— Q). (9.80)
n
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This solutions is valid down to the outer edge of the disruption region, through
which 2 changes from 2 to €2,. A parametrized form is usually chosen for 7.

9.6 Disc and Magnetosphere Models

9.6.1 Analytic and Semi-Analytic Models

A range of models have been presented for the magnetically modified structure of
the disc and of the magnetosphere. These investigations make, by necessity, various
assumptions about the disc magnetic diffusivity, , and specify an initial structure
for the magnetosphere. It will be seen that 7 is of central importance to the outcomes
of these studies.

The model of Ghosh and Lamb (1979a) gave a detailed consideration of the
star-disc interaction. A dipolar stellar field was taken with its moment aligned
with the rotation axis. It was argued that the stellar magnetic field will penetrate
the disc via Kelvin-Helmholtz instabilities and turbulent diffusion, with magnetic
reconnection occurring. The surrounding magnetosphere was taken to be magnet-
ically dominated, without extensive poloidal flows, and corotating with the star.
The vertical shear between the magnetosphere and the differentially rotating disc
generates By field from B, leading to a growth in the winding ratio |Bgy/Bs|.
This growth was limited by mixing, diffusion and reconnection processes operating
across the disc.

The magnetic field lines were assumed to stay closed, and hence connect the
disc to the star. The magnetic torque felt by the disc, which is related to the By, B
stress, results in angular momentum exchange between the disc and the star. The
disc was assumed to end in a radial boundary layer, over which its angular velocity
changes to the stellar value Q2,. The disc flow becomes vertically diverted through
this layer into a magnetically influenced curtain flow, with accretion occurring in
narrow circular regions near the magnetic poles. Angular momentum is transferred
to the star via magnetic stresses operating along the curtain flow. The boundary layer
was modelled by assuming a radial dependence for the vertical mass transfer rate,
and that the magnetic diffusion can adjust in a suitable way.

Beyond the corotation radius the disc magnetic torque reverses sign and angular
momentum is transferred from the star to the disc. However, provided that the
viscous torque exceeds the magnetic torque, an inflow still results. For plausible
parameters, the positive and negative torques on the star can balance and this defines
an equilibrium period.

Wang (1987) reassessed the Ghosh and Lamb (1979a) model and found an
inconsistency in their expression for the winding ratio | Bgs/Bzs|. This arose from
their expression for the growth rate d By, /9, due to the vertical shear, being taken to
be proportional to By. However, the induction equation shows that this rate should
be proportional to B; due to winding of the poloidal field. Wang showed that the
Ghosh and Lamb expression for | Bys/ B;| leads to an increase in the ratio Bé /2o P
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with increasing distance beyond @, and that this is inconsistent with their picture
of weak magnetic perturbation of the disc in this outer region. The stellar magnetic
torque expression derived in Ghosh and Lamb (1979b) is also affected by this error.
Nevertheless, the key features of the Ghosh and Lamb picture of a penetrated stellar
magnetic field being perturbed by differential rotation between the disc and the
magnetosphere, with disruption inside the corotation radius and angular momentum
exchange via magnetic stresses, remain a valid possibility for the case of a disc with
sufficiently high magnetic diffusivity.

In order to investigate the cause of magnetic disruption, Campbell (1992)
considered whether an inner region of the disc could exist in which the magnetic
torque dominated the viscous torque. With a dominant magnetic torque, and a
turbulent magnetic Prandtl number of v/n ~ 1, the stellar gravity term makes a
small contribution to the vertical equilibrium so the vertical gradients of P and
Bq% /20 balance. If the disc magnetic diffusivity is taken as an unspecified function
n(w@), then a solution can be found for the radial structure of the inner magnetically
dominated region. The central density p. decreases inwards and, for a moderate
dependence of n on @, the inflow speed rapidly increases inwards compared to the
unperturbed viscously driven form of vy .

Since 7 is expected to depend on disc quantities such as p. and /4, a buoyancy
related magnetic diffusivity of the form (9.27) was then used in the ¢-component
of the induction equation. Because the vertical equilibrium yields P, = Bés /210,
this form of n has the same dependence on disc quantities as the turbulent form
given by (9.26). Matching of the resulting solution for By to that obtained from the
magnetically dominated angular momentum equation gives a solution for p. which
decreases rapidly with decreasing @ . The vertical equilibrium and the gas equation
of state then yield P, and 7. The central temperature was found to increase rapidly
inwards.

Thermal equilibrium, with magnetic dissipation and radiative transfer with a
Kramers opacity, must then be satisfied with these forms for P., p. and T;. This
leads to a disc height h(zo) which diverges inwards and strongly violates the thin
disc condition. Electron scattering opacity rapidly exceeds the Kramers contribution
with decreasing @ . Employing a dominant k. still leads to a strong divergence of
h(z) and the radiation pressure exceeds the gas pressure. The slow increase of
B;S /2o with decreasing @ cannot balance the rapid increase of P, and vertical
equilibrium is impossible.

This analysis indicated that the disc will become rapidly thermally disrupted
inside @, where the magnetic torque starts to exceed the viscous torque. The
vertical expansion would enable material to surmount the potential barrier imposed
by the vertical component of the stellar gravity, and pass through a sonic point before
being accelerated through the curtain flow and accreted.

The disc disruption mechanism was investigated further by Campbell and
Heptinstall (1998a). The vertically integrated disc equations were considered,
using a turbulent form for 5, allowing for magnetic and viscous terms, electron
scattering opacity and radiation pressure. The equations were numerically integrated
inwards from a starting point @y, satisfying @, > @, where the disc has its
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unperturbed standard viscous structure. Magnetic effects become significant as @y,
is approached.

Inside @, the magnetic torque grows and the dynamical viscosity vX increases
to give a viscous torque which allows steady angular momentum balance, with the
sign of d(vY)/dw changing from that of its unperturbed form. Dissipation heats the
disc and, as the radiation pressure starts to exceed the gas pressure, i () rapidly
increases with decreasing @ . The magnetic torque approaches the viscous torque as
the disc expands. It was shown that the increase in v, due to the increase in the
magnetic torque, results in the disc becoming viscously unstable to short wavelength
perturbations.

Similar results were obtained by Campbell and Heptinstall (1998b), in which
a buoyancy form was used for 1. Brandenburg and Campbell (1998) considered a
dynamical form for 5, with v as the mean transport speed. This results in more
moderate values of the winding ratio | Bgs/B| and of vX inside w.,. Again, rapid
vertical disruption occurs accompanied by viscous instability. Campbell (1998)
derived an analytic solution for the inner part of the disc, including an expression
for the disruption radius, using a dynamical form for 7.

These investigations indicated that disc disruption is due to magnetic modifica-
tion of the thermal balance in the disc. Without imposed inner boundary conditions
vX can grow inside @, leading to expansion and viscous instability. However,
vX must subsequently decrease inwards so the magnetic stresses can dominate the
viscous stresses and a curtain flow can form.

Matthews et al. (2005) found a solution for the radial structure of the disc for
various mononomial power law opacities, but not including radiation pressure,
magnetic pressure or magnetic heating. A dynamical form was adopted for n. They
determined the inner radius of the disc by imposing the boundary conditions

W) am =0, (9.81a)

[d‘; (vZ):| =0, (9.81b)

on the integral for the total angular momentum flux. These conditions correspond to
the viscous torque per unit radial length vanishing, so the magnetic torque accounts
for all the local angular momentum transport at the inner edge of the disc. The disc
remains thin as this inner radius is approached, so a disruption mechanism does
not arise. However, the conditions (9.81a) and (9.81b) enable an expression to be
derived for @y, as a function of the stellar rotation rate.

Campbell (2010) found a solution for the radial structure of the disc which
includes the effects of electron scattering opacity, magnetic heating, magnetic
pressure and radiation pressure. A modified form of the inner boundary condition
(9.81a) was used, allowing for a small but finite value of vX at the inner edge of the
disc. The disc expands due to magnetic heating and this allows material to make the
transition from a disc flow to a magnetically channelled accretion curtain flow. In
Campbell (2014) it was shown that matching the flows determines the width of the
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radial transition region and the position of the slow magnetosonic point. The details
of this are given in Sect. 9.8.

All the above studies assumed that the stellar poloidal magnetic field threading
the disc remains closed. Lovelace et al. (1995) noted that for 5 values characteristic
of turbulence, typically given by (9.26) with €; < 0.1, the winding ratio |Bg/B|
can become large if no other process limits its growth. They suggested that poloidal
field lines will inflate and at a critical value of the winding ratio they will become
open. This is most likely to occur in the outer regions of the disc, and wind outflows
may result if the slow magnetosonic surface is not too far above the disc surface. It
was also suggested that field lines originating near the stellar magnetic poles may
also open. However, no disruption of the inner disc was considered. A similar disc
and stellar wind model was proposed by Paatz and Camenzind (1996). Poloidal field
line inflation was confirmed by the work of Bardou and Heyvaerts (1996), and with
larger winding ratios by Agapitou and Papaloizou (2000), as previously described.

9.6.2 Numerical Simulations

Time-dependent numerical simulations of the star-disc interaction have allowed the
possibility of wind flows to be investigated. They show that this is particularly
related to the values of 7 in the disc. These simulations have been performed using
T Tauri parameters, rather than for those of the magnetic white dwarfs and neutron
stars occurring in binary systems. Nevertheless, the results should have relevance to
the binary star cases.

Goodson et al. (1997) solved the time-dependent resistive MHD equations for
the case of a rotationally aligned stellar dipolar magnetic field. The disc magnetic
diffusivity was taken as a constant, with a value significantly smaller than those
characteristic of turbulence. An initial structure was assumed for the magnetosphere,
with a density p(r) o 1/r* and values giving an Alfvén speed of typically a
few times free-fall values. An o disc model was used and an initial value was
assumed for the disruption radius @,. The By field grows, due to vertical shearing
and the growing magnetic pressure of Bé /2o causes B, to become inflated.
Magnetospheric material moves with the inflating field lines and hence an outflow
results, separated from the ambient medium by a fast MHD shock. A strong vertical
flow develops near the rotation axis, with the density increasing in this region
and near the disc surfaces. Stellar field lines originating nearer the equator remain
closed, while those nearer the poles open. Hence, as suggested by Lovelace et al.
(1995) and by Paatz and Camenzind (1996), a configuration results with regions of
open stellar and disc field lines separated nearer the star by closed lines connecting
it to the inner part of the disc.

The inner part of the disc spirals in towards the star. Reconnection then results
in the inner field lines reverting to a nearly dipolar configuration, and the disc
unloads material on to the star via a curtain flow. Reconnection near the disc surface
mixes plasma from the disc with the magnetosphere. A second phase of expansion
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then occurs. A central highly collimated and hot jet, driven by material converging
towards the axis, is established. A weakly collimated, but magnetically channelled
and centrifugally launched, disc wind develops in the open field region of the disc.
The central jet narrows and the wind region expands with time. The jet and wind
regions are separated by denser regions of gas (plasmoids), formed during the rapid
inflation process, which flow outwards. There is episodic behaviour, with multiple
expansion phases. Each phase drives plasma into the jet and wind, with the jet
becoming fed by disc material. The inner edge of the disc oscillates with these
phases.

Goodson and Winglee (1999) proposed three types of disc-magnetosphere
configurations, based on their numerical simulation results. It was suggested that for
sufficiently large 5, corresponding to the diffusion velocity exceeding the Keplerian
velocity, a steady, closed field configuration with no outflow results. Figure 8.1
shows this configuration, which is often adopted and corresponds to the original
configuration of the Ghosh and Lamb (1979a) model. For intermediate values of n
the diffusion velocity is less than vy but exceeds the inflow speed. This results in
larger values of |Bys/B;s| and a current sheet separates the stellar and disc regions
of open field lines. This configuration is subject to tearing mode instabilities, leading
to reconnection and some time-dependent behaviour. Figure 9.1 is a schematic
representation of this case. Finally, for a diffusion speed less than the inflow speed,
the periodic behaviour found in the simulations of Goodson et al. (1997) results.
The stellar and disc outflows remove angular momentum from the system. The inner
edge of the disc oscillates between maximum and minimum values, with accretion
occurring on to the star via a curtain flow when reconnection occurs as @y, reaches
its minimum value. Figure 9.2 represents this case, with a typical configuration
shown at some time in the cycle. The closed field lines tend to be inflated from

Fig. 9.1 Structure of the magnetospheric magnetic field for intermediate values of . Wind flows
occur along the open stellar poloidal field lines (not to scale)
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Fig. 9.2 Structure of the magnetospheric magnetic field for lower values of 7. Stellar and disc
wind flows occur along open poloidal field lines, and plasma ejections occur in the regions
connecting oppositely directed open field lines (not to scale)

a dipole state, but return to the nearly dipolar form when @, reaches its minimum
value.

Romanova et al. (2002) performed numerical simulations of the aligned dipole
case. The time-dependent equations were solved, using an adiabatic equation to
replace the thermal problem, and a standard parametrized form was used for the
disc viscosity. Only numerical magnetic diffusivity was included. A large spherical
region was adopted, to minimize the effects of external boundaries, but only the
inner parts of this are relevant. The radial derivatives of P, p, T, (v — 24 X 1)
and r By were taken to vanish at the stellar surface. A low temperature disc was
embedded in a high temperature corona, with an inner edge initially located where
P+ ,ovdz) = B?/210. To avoid rapid collapse of the disc, the corona was initially
taken to rotate with the same angular velocity distribution as the disc, and with an
angular velocity of €2, inside the inner radius. The condition By (r,0) = 0 was
employed and B, (r, 0) was taken as dipolar. The initial magnetospheric pressure
was taken to have a baratropic distribution P(p). Spherical polar coordinates were
used.

Two sets of simulations were run; the first taking the initial inner disc radius rp,
to lie inside r¢,, and the second set with ry, = r¢,. In the first cases By increases and
B, inflates, with field lines in the outer parts of the disc becoming open. The inner
field lines remained closed, and the magnetically affected part of the disc is thinner
than the outer disc. Magnetic braking occurs inside r,, but the disc inflow speed
becomes reduced when B2 /21y ~ pvé and vertical funnel flow occurs.

In the second case, the simulations were run for more than 80 rotation periods of
the inner edge of the disc. The disc edge moved inwards, due to viscous transport of
angular momentum, and when B?/2uq ~ pvdz) funnel flow developed, typically
after 10 rotations. The disc angular velocity became sub-Keplerian inside rc,.



264 9 Disc Disruption and Accretion Curtains

The lines of B, were dragged in due to the low values of n adopted. Periodic opening
and reconnection of field lines was observed, with an accompanying oscillation in
rm. Field loops were stretched and then released by reconnection allowing accretion
to occur via funnel flow on to the star. This behaviour is similar to that found by
Goodson et al. (1997), when lower values of n were used.

A high magnetospheric density was taken, with a slower fall off with increasing r
than in the simulations of Goodson et al. (1997). Consequently, the magnetosphere
never completely corotates with the star, and there is differential rotation near
the stellar surface. Vertical thermal pressure gradients accelerate material into the
funnel/curtain flow.

Zanni and Ferreira (2009) investigated the time-dependence of the aligned dipole
case. They calculated the initial disc structure using a standard parametrization for
the viscosity. A self-similar disc solution was found, using a polytropic equation,
with a constant aspect ratio of i/ = 0.1. A cooling term was included in
the energy equation, which balanced the heating due to the viscous and magnetic
dissipations. The initial magnetospheric structure was polytropic and spherically
symmetric. The specific entropy of the disc was taken to exceed that of the
magnetosphere, and the initial magnetospheric density was a factor 10~ of the disc
central density.

The B, field was assumed to be frozen to the star, so B x (v — £, xr) = 0,
and the initial dipolar structure of B, was assumed to be maintained at the stellar
surface. The value of the magnetic torque, consistent with corotation at r = R, was
determined from the angular momentum equation which gives a value for d By /0r.
The lines of B, linked to the disc were initially set into corotation with the ()
distribution. The value of Q2 (R, #) was taken to match this, but was reduced to 2,
after two stellar rotation periods. Field lines which cross the central plane inside
the disruption radius were taken to have 2 = .. An extended magnetosphere
was used with R, < r < 30R,, with conditions set at the outer boundary so that
no artificial torques were exerted on the star. The inner edge of the disc was set
where P = B?/210. The viscosity and magnetic diffusivity parameters taken were
equivalentto €, = v/csh = 1.0 and €; = n/csh = 1.5. These relatively large values
were chosen so a quasi-steady state could be reached.

The winding ratio |Bgys/B;s| grows and reaches a maximum. Some field line
inflation occurs, with lines nearer the magnetic poles opening and a stellar wind
flow develops. The outer field lines threading the disc become open, but there is
an extensive inner region of closed lines. Curtain flow occurs near the truncation
radius, where 2 tends to €2.. There are similar time dependences in the accretion
rate and stellar wind flow, with the wind being initiated by pressure gradients. The
system reaches a steady state after about 15 stellar rotations. This case corresponds
to the magnetospheric configuration shown in Fig. 9.1.

Zanni and Ferreira (2013) performed further numerical simulations using a
smaller value of n, corresponding to €; = 0.1, and a range of viscosity parameters
ey = 0.07, 0.20, 0.67. As before, open field lines occur near the magnetic poles, and
well beyond @, in the disc. The disc truncates in an inner region of closed field lines
and a curtain flow forms. However, the outer region of the disc now develops a wind
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flow channelled along the open field lines. Also, episodic ejections of plasma occur
in the region between the open field lines, with this material being supplied mainly
by the disc, and being related to reconnection events. The enthalpy flux needed to
supply the initial stellar wind is a small fraction of the accretion power. Centrifugal
force subsequently drives the wind. A cyclic time dependence is observed, with a
typical recurrence time of two stellar rotation periods. This is a similar evolution
to that found by Goodson et al. (1997), for smaller values of 5. This behaviour is
represented by the magnetospheric configuration shown in Fig. 9.2.

9.7 The Disc Disruption Mechanism

9.7.1 The Magnetic Field

A model which explains disc disruption, and fits to a curtain flow region, was
developed in Campbell (2010). A dynamical diffusivity is taken for the disc as

1 = €mVx(Dm) ((:_ ) h, (9.82)

with the dimensionless parameter €,, ~ 1, n is a constant and @, is the outer radius
of the disruption region. Taking n > 0 ensures that the surface ratio |Bgys/ Bl
remains moderate. Poloidal field line inflation is then small, especially for @ < @,
and the components of B, are given by (9.74a) and (9.74b). Equation (9.80) gives
the surface toroidal magnetic field as

@ B
Bp= “y(Qu — QR (9.83)

where the dimensionless parameter y < 1 has been introduced to allow for a vertical
shear which is not entirely concentrated near the disc surface. The corotation radius
is related to the stellar rotation period by

1
GMP?%\3
wco=< s ) , (9.84)

and a rotation fastness parameter £ is defined by

_mn () 9.85
()

with Qm = Q (). Since disruption occurs inside @, it follows that £ < 1.
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9.7.2 Angular Momentum Transport

The disc angular momentum equation is given by (9.56). Assuming that there is no
significant mass loss from the surfaces for @ > @, vertical integration yields the
angular momentum transport equation

d . 4
(MwQ + 213QvE) + " 2By By = 0, (9.86)
do Mo
with the mass inflow rate given by
) h
M = —471/ WPV dZ (9.87)
0
and
h
= 2/ pdz. (9.88)
0

The standard parametrization is employed for v, so
Vv = &y¢sh, (9.89)

with €, < 1 and the isothermal sound speed

1
Cs = (RTC> ’ . (990)
7

The viscous torque per unit radial length is

d

T, =
YT dw

(2nw3§2/v2) , 9.91)

contributing an outward radial transport of angular momentum through the disc.
Using (9.55), (9.74b) and (9.82) for €2, B; and n, the magnetic torque per unit
radial length becomes

1

4 2 3/2

Tn= " @ BpBy= " | BIRS™ < @ ) 1. (9.92)
1220] MO €m o't Weo

[SRv=}

For @ < @, this torque acts to remove angular momentum from the disc and
transfer it to the star. For @ > @,,, angular momentum is transferred from the star
to the disc. Well beyond @, magnetic perturbation of the disc becomes small and
it has its unperturbed structure.
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The angular momentum equation (9.86) can be integrated to obtain v X, subject
to an inner boundary condition. It is anticipated that inside @, the disc flow will be
diverted vertically into a magnetically channelled curtain flow, over a narrow radial
region. As this region is entered the magnetic torque rapidly exceeds the viscous
torque so an appropriate boundary condition on vX is

WX)om =4, (9.93)
with the dimensionless factor ¢ < 1. This small but finite value of q will allow for
a finite density at @y,, consistent with mass loading on to the field lines just inside
@n. The factor ¢ can be determined as a function of the stellar rotation parameter
&, by consideration of the angular momentum balance across the boundary layer
connecting the disc to the accretion curtain (see Sect. 9.8.5).

Integrating the disc angular momentum equation (9.86), using (9.92) for the
magnetic torque and applying condition (9.93), yields

M
VY = fx), (9.94)
3
with x = @ /oy,

f)=1—(1—qu

o [x<"+4> _Ont D ap ) { @n+7),.3 1}x5} ,

2(n+2) 2(n+2)
(9.95)
where
_ 2 vy (wA : 0.96
Q_(2n+7)€m ©Om 96)
and
2
nBIR® |7
@, = o 9.97)
nwo(GM)2 M

The radius @,, which arises naturally from the angular momentum transport
equation, is equivalent to an Alfvén radius. Its full significance will become apparent
later.
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9.7.3 Vertical Equilibrium and the Thermal Problem

The vertical equilibrium condition is given by (9.57). Integrating this from z = 0 to
Z = h, using (9.64) for P together with P(w, h) < P(w,0) and Bys(w, 0) = 0,
yields

h Bzg R 40,
Q2 / 2pdz + 2“" = VpTo+ - °TH, (9.98)
0 Ho M 3c

where the subscript ‘c’ denotes central plane values.
Expressing the density as

p(w,2) = pe(@) fp(£), (9.99)

where ¢ = z/h, it follows that

h
Y = 2/ pdz =211 p.h (9.100a)
0
with
1
I =f0 fp()dg (9.100b)
and
h
/ zpdz = Lpch?® (9.101a)
0
with
1
12=/0 ¢fp(0)ds. (9.101b)

Using (9.89) for v, together with (9.100a) for X, gives

VY = 21 1eycspeh?. (9.102)
Employing this and the integral (9.101a) in the vertical equilibrium (9.98) yields the
disc height as

1

Q2 v 2B5 18 Ve 1] 2
h=|nt 4 € (“) N “B(“)2€ 2| . (9.103)
R T. no \R vy T2 3c \R vy
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The last two terms in the square bracket give the effects due to magnetic force and
radiation pressure. Since By, is a known function of & via (9.82) and (9.83), while
vX is given by (9.94) and (9.95), the expression (9.103) yields % as a function of @
and T.

Another expression relating 7. to & and @ and can be found from the thermal
equations. Vertical integration of the thermal equilibrium equation (9.61) gives

1 h 3By \ >
F, = (wQ;)2u2+/ 7 ( "’) dz, 9.104)
2 0o Mo \ 0z

relating the surface heat flux Fy = F;(w, h) to the sum of the viscous and magnetic
dissipation rates per unit area. Using (9.55) for 2, and (9.80) for By then yields

2
n B¢s

o (9.105)

9 2
Fy = SQKVE +

Vertical integration of the radiative diffusion equation (9.62), employing the
vertical average (kp F), =~ k.p.Fs, leads to

4
3

1
0T = o1 K2 F, (9.106)

with the opacity taken as the sum of a Kramers form and that due to electron
scattering, so

_7
ke = KpeTe * + Kes, (9.107)

with ke given by (9.53). Using (9.105) to eliminate Fy in (9.106), together
with (9.82) for n and (9.83) for By, gives

342
8 9 2 B? n+l1 2
T = k= | QS+ 7 v (w“‘) 1—( 7 ,
3 8 €m no N w Weo
(9.108)
where k.2 can be expressed as
1 K %) ; VX
S = W BT ey (“)2 v (9.109)
21 63 R ey \R

9 -
h3T2 hT?

The disc height equation (9.103) can be used with (9.108) and (9.109) to solve for
T.(w).
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9.7.4 Solution of the Equations and Disc Structure

Before solving the equations, it is convenient to express them in a dimensionless
form. Dimensionless variables can be defined as

=2, (9.110a)
Om
_ Tc
T , 9.110b
c= 1 ( )
I
h=", (9.110¢)
ho
where
K 0/ uG\ 4 MMt
4 10
T():( ) (“ ) A ©.111)
64\/27'[30‘3 R Evmwtﬁ
and
R 3 é
T
ho= (" @m0 9.112)
w LGM

are the values that 7. and 7 would have in the absence of the stellar magnetic field
at the radius @ = wy,. Equations (9.108) and (9.103) then give

T} — kX [cl;; + o (1 —éixi)z} =0, (9.113)
with
KX = 3 fzg +ea fl, (9.114)
U
and
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(9.115)

where f(x) is given by (9.95) and the coefficients ¢; are dimensionless constants
depending on the system parameters.
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Equations (9.113)—(9.115) can be combined to give an implicit equation con-
necting x and T, which can be solved numerically for a suitable range of system
parameters. The numerical results show that, for the cases of interest, the last two
terms in the square bracket in (9.115) make a modest contribution relative to the
first term in determining 4. The last two terms, which are related to magnetic
compression and expansion due to radiation pressure, respectively, can then be
ignored to a first approximation to give

_ 3 _1
B~ T2, (9.116)

Using this to eliminate / in (9.114) and substituting the resulting expression for x.
in (9.113) leads to

_ F_ ’F
Tclo—C4f3 s —C3f , =0, (9.117)
X2 X2
where
f 2 3 03\2
F=ali+ 0 (1—gzxz> . (9.118)

Equation (9.117) is a quadratic in TCS for which the positive root yields

1
175
_ F o1 F\2
Cz[c;f3 +2f3<c§F2+4C3 3) } : (9.119)

X2 X2 X2

This expression_ for T, can then be used in (9.115) to obtain a more accurate
expression for k. The dimensionless central density follows by eliminating vZ
between (9.94) and (9.102) to give

pe=" = f s (9.120)
£0 72 ‘Cz
where
TR M
p= (R)z , (9.121)
ey 13T}

A condition, related to the power n occurring in (9.82) for 7, can be derived for
disc disruption to occur at @ = @y,. An inwardly expanding disc requires

dh
< ) < 0. (9.122)
dx x=1
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The second term in the expression (9.115) for & represents the effect of the vertical
gradient in magnetic pressure, and this is always small. The last term contributes
to expansion of the disc due to radiation pressure and hence inward expansion will
occur if the first term decreases with decreasing x, giving the condition that x37,
increases inwards. Noting that the viscous dissipation and Kramers opacity make
small contributions to the disc structure near x = 1, and so the corresponding terms
involving the constants ¢ and c¢3 can be dropped from (9.118) for F and (9.119) for
T., the condition of d(x3T,)/dx < 0 at x = 1 then yields

3
13 3
ns 2 382 (9.123)

2 a-g

This is satisfied, for all relevant values of &, forn > —6.8. Since n > 0 is consistent
with moderate field winding, the disruption condition is always satisfied.

The disruption radius of the disc is given in terms of the corotation radius
via (9.85) as

O = EDeo. 9.124)

An expression can be found for the rotation parameter £ by considering boundary
conditions at @y,. The form (9.94) gives the condition (9.93) on vX as

S =q. (9.125)

Following the arguments of Matthews et al. (2005), the gradient of v¥ should
essentially vanish at the inner edge of the disc where the viscous torque per unit
radial length becomes small, so

|: d (vZ):| =0 (9.126)
dw —

should apply. They also took the condition v¥ = 0 at @ = w,, while here v is
small but finite at zy,. Since they did not include magnetic heating, their analysis

gave a truncated disc due to the inner boundary conditions used, but did not lead to
a disruption mechanism. Using (9.94) for vX, the condition (9.126) becomes

f'(1) = 0. 9.127)

Applying this to (9.95) for f(x) leads to

3 7
2”(1_52)<w">2=1—q. (9.128)

€m %‘ % Weo
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To a good approximation, this yields the solution

2
C?+4(1—g)C}2 —C |’
gz[{ ;(1 _q;)}z ] , (9.129)
where
;
c=2" <w> . (9.130)
Em w_CO

This relates £ to the rotation period of the star. Eliminating @, between (9.124)
and (9.128) gives

2 2
W = (2’/)7 (1—53)7@\. 9.131)
€m

The Alfvén radius can be expressed in the form

12

() (k)
@, =2.61 x 10° 10°T/ A0'm m. (9.132)

2
(280 Coont et
1.4 Mg 107° Mg year™!

To illustrate the disc solution, the example of an accreting neutron star in an X-
ray binary is considered, taking M = 1.4 Mg, R = 10* m, By =2 x 103 T, M =
4 x 107" Mg year~! and P = 2. The parameters and vertical integrals are taken
asy =€ =0.5,¢y =0.1,g =0.1,n =3, I} = 0.7 and I, = 0.4. Figure 9.3 shows
that the ratio of magnetic to viscous dissipation rapidly increases inside @, while
Fig. 9.4 shows there is a corresponding increase in the temperature. The magnetic
dissipation, given by 17B2S /koh, rapidly increases with decreasing & mainly due to
the increase in |B;| which acts as the source of By. Figure 9.5 illustrates that the
disc expands due to the increased heating which leads to increases in the vertical
gradients of the gas and radiation pressures which cannot be balanced by the slower
increases in the vertical gravity and magnetic pressure gradient. Figure 9.6 shows
there is a sharp increase in the ratio of the magnetic to viscous torque, consistent
with the magnetic force becoming dominant in controlling the accretion flow as the
disc ends.

Figure 9.7 illustrates that the field winding ratio |Bgs/B;s| remains moderate
everywhere, with (Bgys/ B.)? < 1, so justifying the assumption of small poloidal
field inflation. For @ > @, perturbation of the disc is usually small, but a special
case arises which will be discussed in Chap. 10.
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Fig. 9.4 The dimensionless central temperature (from Campbell 2010)
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Fig. 9.7 The surface field winding ratio (from Campbell 2010)

9.8 The Accretion Curtain Flow

9.8.1 Background

Material at the inner edge of the disrupted disc still has significant angular
momentum which must be lost if accretion on to the star is to occur. The accretion
curtain flow allows angular momentum to be transferred to the star continuously
via magnetic stresses. Thermal expansion at disruption allows matter to make the
transition from the disc to the curtain flow and to pass through a sonic point. Inside
this point the stellar gravitational force tangential to the constraining field lines
accelerates the flow to nearly free-fall speeds. The highly supersonic flow must pass
through a standing slow magnetosonic shock before settling on to the stellar surface.
Strong compression and heating will occur.

A model for the structure of the curtain flow was presented by Koldoba et al.
(2002). It was assumed that the curtain flow is well sub-Alfvénic everywhere, so
the stellar magnetic field structure remains nearly dipolar. A polytropic equation
P = Kp? was adopted, with y # 1. The ideal MHD equations were solved and it
was found that, for y < 7/5, the Mach number |vp|/c, increases monotonically as
the cylindrical coordinate & decreases. The density p decreases initially, reaching a
minimum beyond the sonic point, and then increases monotonically. The angular
velocity was sub-stellar and nearly constant throughout the curtain flow. The
fastness parameter ¢ = @y, /w. was found to have a minimum value &ni, =
(2/3)'/3 at which the sonic point coincides with the disc surface at the curtain base.
Hence & must lie in the range &nin < & < 1 for a trans-sonic curtain flow to occur
inside w,.
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The numerical simulations of Romanova et al. (2002) found that magnetically
channelled funnel/curtain flows developed at disruption. These flows were initially
driven by vertical pressure gradients, and matter passed through a sonic point. The
flow reached speeds of >~ 70% of the free-fall speed near the stellar surface. The
flow speed was well sub-Alfvénic throughout the curtain region. The simulations
of Zanni and Ferreira (2009) also found sub-Alfvénic curtain flows with a similar
structure.

An analytic model is presented below which describes the fundamental features
of the curtain flow, and allows the width of the disc transition region to be calculated
and related to the position of the sonic point. A strong magnetic regime, related to
the rotation period of the star, can be identified, in which matter can be transferred
from the disc to the curtain flow at a steady rate.

9.8.2 The Governing Equations

The structure of the curtain flow and the resulting accretion torque were considered
in Campbell (2012, 2014). Just inside @y, the disc expands over a narrow radial
region which acts as the base of the field controlled curtain flow. The magnetic
diffusivity becomes small as the curtain flow is entered and the steady induction
equation is then given by (9.1). This gives

vp = By, (9.133)

Kk By

Q- = Q.. (9.134)

w

A slow magnetosonic shock front will exist just above the stellar surface, leading
to v,, and hence «, essentially vanishing as the flow ends. The poloidal field is
assumed to be frozen to the stellar material, and hence the field lines rotate with
angular velocity €2,. Conservation of mass and magnetic flux lead to the quantity

e=pk="07", (9.135)

being conserved along poloidal field-streamlines. The steady, high magnetic
Reynolds number equations describing the curtain flow are similar to those
occurring in steady, axisymmetric wind theory (see Chap.13). However, some
important differences arise here since the curtain flow will be shown to be sub-
Alfvénic as opposed to the trans-Alfvénic outflow of a magnetic wind. Since v, and
B, are anti-parallel here for z > 0, k and € are negative.
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The total rate of transport of angular momentum, carried jointly by the gas and
magnetic stresses, is given by

?D'B¢ _
o

ew?Q — —B, (9.136)

which is conserved along poloidal field-streamlines. Equations (9.134)—(9.136) give

Q. — wolelp/m?p

Q= , (9.137)
1 — po€?/p
— Q
By = wnop/@ u02|€I 0 (9.138)
I — poe=/p
It follows from (9.135) for € that
2 v? v2
Hoe™ _ P _ Y (9.139)

o B2/ 1o -2

where v, is the poloidal field Alfvén speed. Hence vg / vf gives the ratio of the
poloidal kinetic energy density to the poloidal magnetic energy density. This ratio
will be shown to be of fundamental importance to the properties of the curtain flow.
The vertical optical depth of material sharply decreases from the disc to the
curtain region, so it is reasonable to take the curtain flow as isothermal with sound
speed a. Consideration of the rate of work done by the forces acting on the gas
yields the energy integral
L + Vo2 M L +a*inp - Qa’Q=E. (9.140)
2P 2 (@2 + 72)2

This is the sum of the kinetic energy, the gravitational energy and the work done by
the pressure gradient and magnetic torque, per unit mass. The specific energy E is
conserved along poloidal field streamlines on which z = z(@).

9.8.3 The Poloidal Flow Speed

Firstly, the poloidal flow speed of material in the accretion curtain can be investi-
gated. Inside @, the disc inflow is vertically diverted, over a region of width §, into
the field channelled curtain flow. It enters at a subsonic speed and is accelerated
by vertical pressure gradients until v, reaches the sound speed at a point above
the curtain base. The sonic point will be shown to be essentially the same as the
slow magnetosonic point. Figure 9.8 shows a schematic picture of the system.
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sonic point

Wsn 8 W Weo

Fig. 9.8 A vertical cross-section of the curtain flow region connecting to the inner part of the disc.
The corotation radius, w¢o, the outer edge of the transition region, @y, its width § and the sonic
point coordinate @y, are shown (from Campbell 2014)

At disruption the flow divides evenly between the upper and lower halves of the
disc, so only z > 0 needs to be considered. Matter is fed into the upper curtain
through its base at a rate

M
5 = 2T @u(pvo)od. (9.141)

where the subscript zero refers to the base point (wwy, hg) at which the flow is
essentially vertical. The disruption region is wy, — § < @ < wy, with § ~ hy K
.

The amount of poloidal field distortion caused by the curtain flow will depend on
the ratio of the kinetic and magnetic energy densities, given by (9.139). Evaluating
this ratio at the curtain base gives

2 2 7
v ) 2 h
Pl = 2% ) = (w > (wo ¢ ) 0 b0, (9.142)
Vs 0 BZ /1o 0 (N ho vum/) 8 a
where the last expression follows by using (9.74b) for B, and eliminating M

between (9.97) for @, and (9.141) in order to express (pv;)o in terms of @,.
Equations (9.82) and (9.83) yield the field winding ratio at the curtain base as

Bps\ _ v g3
<|Bz|>0_ €m (1 %-2)’ (9.143)

then substituting for (1 — £3/2) from (9.131) for wp, gives

]
m 2 B S

(w ) =2< ¢ ) . (9.144)
Wy | Bzs| 0



280 9 Disc Disruption and Accretion Curtains

It follows from the previous definitions that

Y
€m

<1 (9.145)

holds and it will be shown that a minimum value exists for &. This ensures that
(Bgs/|Bzsl)o S 0.2 and hence (9.144) shows that
Tm

<1 (9.146)

Wy

is satisfied. Then, since (woa/hovko) (ho/8) < 1 and v9/a K 1, (9.142) gives

v2
b <1 (9.147)
UA 0

Hence the initial curtain flow is well sub-Alfvénic, so the poloidal magnetic field
will only be slightly distorted from its current-free state and (9.6) and (9.7) can be
used for the components of Bj,.

The density decreases from the curtain base to the sonic point and hence it
follows from (9.139) that the ratio vg / vf increases. The conservation of pv,/B,
gives

Vz0 | B;(@0)| osn

— . (9.148)
a Bp(wsn) Lo
The equation describing poloidal field lines is
d B
Lo P (9.149)
dw B,

then using (9.6) and (9.7) for By and B;, integration subject to z(wg) = ho gives
the field line equation

2 h2 4
Z=wi (1+ ) )os - (9.150)

Evaluating the field strength B, = (va + Bz?)l/ 2 along a field line yields

2 272
B =2B.o 0 [1-3(7) 9.151)
P w2 4 \ @y ’ ’
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This shows that B, increases monotonically as @ decreases from the curtain base
to the stellar surface. Equation (9.139) gives the sonic point ratio

o (v
= g (9.152)
5 Psn \ Vy 0

and then using (9.142) for (vg /v2)g together with (9.148) for v;0/a yields

;
(”fz) _ (wm>z (Gfo a ) ho | Bz (@o)| ©.153)
Uy - Wy ho vo ) & Bp(wsn)
This is significantly less than unity and hence the curtain flow is well sub-Alfvénic
between the curtain base and the sonic point, justifying using the current-free stellar
field for B,,.

Using (9.151) to eliminate B, in (9.135) for pv,/B, gives v, in terms of @
and p. Then employing this to eliminate vy, and (9.137) to eliminate €2, in the
energy integral (9.140) yields an equation implicitly relating zo and p. This can
be solved numerically, for calculated values of the Lagrangian invariants € and p,
to obtain p(w) along poloidal field-streamlines in the accretion curtain. Initially
p () decreases with decreasing @, attains a minimum value inside the sonic point,
and then increases monotonically down to the boundary layer edge just above the
stellar surface. This is consistent with the density distribution found by Koldoba
et al. (2002), in which a non-isothermal equation was used relating P and p. The
poloidal flow speed is well sub-Alfvénic throughout the curtain region.

9.8.4 The Curtain Base Angular Velocity

The poloidal and toroidal equations (9.133) and (9.134) give the angular velocity in
the curtain flow as

B
Q=gq,_ vl B (9.154)
@ |B]
At the curtain base Q = Qq with
By
Qo = Q(wo, ho) = Qe — 0 ( o ) . (9.155)
w( |Bz| 0

Using (9.143) for the disc surface field winding ratio | Bys/B;| at the curtain base
ensures that the fields are matched and gives

Y UO(I_ég)
Qo= |1- ¢ , (9.156)

€m Ukm & g
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using Q, = 53/ 2QKm. This shows that ¢ is slightly below 2., It follows that matter
entering the transition region must change its angular velocity fromits value atz = 0
to the value ¢ at z = hg. This will be shown to have consequences for the angular
momentum transfer via the curtain flow. Sub-stellar values for 2 were observed in
the curtain flows arising in the numerical simulations of Romanova et al. (2002) and
of Zanni and Ferreira (2009).

9.8.5 Angular Momentum Transfer

The angular momentum transfer due to the curtain flow can now be considered. The
total angular momentum flux per unit poloidal magnetic field is given by (9.136).
Since this is conserved along field-streamlines, it can be evaluated at the curtain
base to give

(20}
B = lelmdQ + o By (w9). (9.157)

Since € = pv;/B,, the ratio of the magnetic term to the material term at the curtain
base can be expressed as

7
@0 Bys (00) _ 1 U/% vy By _ 1 6 <B¢S> (wA>2
/L()|6|ZD(%QO %‘% U%UK|Bz| 0 g%wo |Bz1 /o \®m
1 6

= <1, (9.158)
2&2 WO

using (9.142) for (vg /v3) and (9.144) for @, /. It follows that

) 18
B=lelod |1+ . (9.159)

2&2 @O

Using the mass conservation equation (9.141) to express (pv; ) in terms of M gives

ngQO

. 9.160
41w @mS| Bl ( )

€|y Q0 =

It is noted that 8 is positive.

It was seen that at @ = @y, the angular velocity 2 must change from Qy, =
Qy () at z = 0 to Qq at the curtain base z = h(wyp). Since Qy < Qm, the
transition from z = 0 to z = ho involves a loss of angular momentum per unit
mass of wI%(QKm — Qo). To account for this, consider the disc angular momentum
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equation

a 5 a 5 a 3 082 1 0 2
(@pvpm Q)+ . (mpv,m Q) = pvw + (w” By By).
ow 0z ow o 02

ow
(9.161)

Integrating this over 0 < z < ho, noting that By and v, vanish at z = 0, yields

w? d o 9Q o
wo(,ovz)owon — By By = w3/ pv dz — w3/ PURdZ ).
Mo dw 0 o 0
(9.162)
The transition region of the disc has a radial extent of @, — 6 < @ < wy,. Since

the flow is truncated and magnetically dominated at the inner edge, appropriate
boundary conditions there are

p(n—6,2)=0 (9.163a)
and
o
( ) =0. (9.163b)
ow wm—94
At the outer edge
Q2 3Q
= Q! =—_ " 9.164
(a‘w)wm @w =—5 (9.164)

Integrating (9.162) over this region, applying these boundary conditions, gives

2 w{%l 3 5 M,
wm(pvz)()wmQO - B(/)sBzO 6 =— wmQKm(VE)mm + wmQKma
o 4 4
(9.165)
where
ho
Y= 2/ pdz (9.166a)
0
and
. h()
M = —4x WPV A2, (9.166b)
0

Mass is transferred at the rate M into the outer surface at & = @n. Equation (9.93)
gives the vertically integrated dynamical viscosity condition

V) = ¢ 9.167)

37’
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with ¢ < 1. Using this, together with (9.141) for M to eliminate (pvz)o, and the
result (9.158) in (9.165) yields

Mo 2(Qum — Q0) = M D2 Q. (9.168)

Then noting that ¢ = €2, can be used to high accuracy, and 2, = 53/29,@, (9.168)
gives the angular momentum balance condition

g=1-¢3, (9.169)

This shows that the angular momentum change as material flows from z = 0 to
Z = ho is accounted for by viscous transport, and relates the factor g to the stellar
rotation parameter . It will be shown that a minimum value of £ is set by steady
flow conditions and this is consistent with (9.169), giving small values of g for the
valid range of §.

Having calculated the rate of angular momentum transfer through the curtain
flow, the accretion torque can be evaluated.

9.8.6 The Accretion Torque

The accretion torque on the star can be evaluated from
T, = / BB, - dS, (9.170)
N

where the area S consists of the regions where the upper and lower curtain flows
meet the stellar surface as ring accretion columns, and g is the angular momentum
flux per unit poloidal field. By symmetry, there will be equal contributions to the
torque from the columns above and below the equatorial plane z = 0. The surface
field ratio Bys/ B;s, evaluated where the centre of the thin accretion column meets
the stellar surface, is

Bo, 1 1 [ /R\
= _tanf, = _tan | sin , 9.171)
B, 2 2 Wm

where 6, is the angle the unit vector ﬁps makes to the vertical. For white dwarfs and
neutron stars, R /@y, < 150 0, is small andABrS > By,. Hence the accretion column
is nearly normal to the stellar surface and By, is nearly parallel to Z. The magnetic
flux through the accretion column base is then

Ym = 27 @484 Bz, (9.172)



9.8 The Accretion Curtain Flow 285

where § is the width of the circular band of cylindrical radius @y, forming the
column base. Hence evaluation of the integral (9.170) gives

Ty = 2BYm = 47,85 BB (9.173)

Conservation of magnetic flux through the accretion curtain gives @,84«Bz« =
@md|Bzo| and so

Ty = 4w wnd|Bo|p = Mg Q, (9.174)

using (9.159) and (9.160) for g, with the additional small term dropped since it
would only generate a second order term in (9.174). Noting that (9.156) gives ¢ =
Q. to high accuracy, and using Qo = £3/?Qyn, (9.174) yields

T, = &2 Mw2Q (o) &. (9.175)

The reduction factor of £3/> < 1 is due to the specific angular momentum
wnz](QKm — Qo) that is transferred back to the disc via the viscous stress as material
flows from z = 0 to z = ho in the transition region over which €2 changes from
Qg (om) to Q.

9.8.7 The Slow Magnetosonic and Sonic Points

Material enters the accretion curtain with a subsonic poloidal speed. The gas is
accelerated by pressure gradients along B, until it reaches the slow magnetosonic
point. The poloidal speed is always significantly sub-Alfvénic and it will be shown
that this results in the slow magnetosonic and the sonic points essentially merging.
The energy integral, given by (9.140), is conserved along poloidal field-streamlines.
The curtain flow will be shown to have a thin cross sectional area, so the central
field line with equation z = z(z) can be considered. On this line (9.140) can be
written as

H(w,p)=E. (9.176)
Since d H = 0, this gives

dp _ _H[dw 9.177)
do oH /dp

The condition d H/dp = 0 generally yields the slow and fast magnetosonic critical
points for v,. However, since v, < v, holds in the curtain flow, only the slow
speed v, = v will result. Equation (9.177) shows that, to avoid a singularity at
this critical point, d H/dw = 0 is a necessary condition. This determines the sonic
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point coordinates. The Bernoulli integral H can be expressed as

2n2
€°B 1 Q Q GM
H(w, p) = Py inz -2 - . +a21n,0.
2072 2 [ + 2(@)?]2
(9.178)

Because vg / vf « 1, distortions of B, will be small and the unperturbed, current-
free form can be used. It follows from (9.139) for € and (9.159) for B, together
with (9.137) for €2, that the angular velocity can be expressed as

1o\ (12 w2 2\
Q=Q,|1- 1+2§§m 2 ) o2 1— 2 ) (9.179)

The toroidal magnetic field is given by (9.138), (9.139) and (9.159) for By, € and B

as
-1
1 § \ o w Ug
By = polelmofe [ [ 1+ — 1-— A . (9.180)
25’2 wo | @ w( Ul

The first square bracket term in this expression is always positive and hence, to avoid
a singularity in By, the denominator cannot vanish, so ensuring that vg / vf < land
By > 0.

Using (9.150) for z() and (9.179) for 2 in (9.178) for H leads to the derivatives

!
OH  LIBl 20y <w0)§ n\ 2
=—v + 1+
ow P B, 3wy \w woz

2 2\2 4 2\ 772
v v v
- Q2w 1—2( g) +< g) wﬂ [1—( g)} , (9.181)
vZ Vi) @ V4
2 2 -3
0H _a® vy Qe (v AR . = ||, v2
w  p P p o \v2 263 @0 ) @2 v? '
(9.182)
Using vg/vf <« 1 and expanding (9.181) and (9.182) to second order in vg/vf yields

1

0H _ 2|Bé| 2v§0 (w0)§ h% 2
=—v + 1+

ow P B, 3wy \ @ wg

2 vg : @
~e | ) (1) ] (9.183)
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2 2
oH 2 v2 Q22 v2 2
A R I O B (9.184)
o o P p \v? w?

A

The conditions d H /dp = 0 and 0 H/dw = 0 apply at the slow magnetosonic point.
Using d H/dp = 01n (9.184) and solving for vg gives

2
1.3 v2 a’> w? (w?
vg=al|l— &2 X0 Sl | (9.185)
27 (ha g o \ @3

This gives the slow magnetosonic speed and, since the last term is small, it follows
that vy = a to high accuracy. Hence, because v, is well sub-Alfvénic, the slow
magnetosonic point and the sonic point essentially merge. The density reaches a
minimum value shortly after the flow has become supersonic.

9.8.8 The Sonic Point Coordinates

The condition d H/dw = 0 determines the curtain flow sonic point coordinate @y,
from (9.183). This equation can be expressed as

2

dH LB dy o, (v (o
=— - Q -1], 9.186
dw Y B, + dw ad v2 w ( )

where
GM 1, 5
v =— - Qw (9.187)
[@? +2(@)2]2 2

is the effective potential along the field line z = z(w). The first and last

terms in (9.186) are small compared to the middle term and hence the condition
0H /9w = 0 reduces to dy/dw = 0 which is equivalent to

B, - Vy =0. (9.188)

This corresponds to the components of the gravitational force and the centrifugal
force tangential to the poloidal field line cancelling at the sonic point.

Since the curtain flow cross section is thin, the flow close to a central poloidal
field in a meridional plane can be considered. Most of the mass will flow close to
this central line, with the density decreasing rapidly normal to the central line in this
plane. The field line given by (9.150) passes through the curtain base point (e, h9).
The condition for this line to pass through the central plane point (wy, — 6/2, 0) in
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the middle of the radial boundary layer is

8 h2\ 2
zUo:(wm— ) 1+ %) . (9.189)
2 w2

First order expansion gives

Wm 1)
=1+ . (9.190)
()] 2w

Using the field line equation (9.150) and Q, = SSQKm in (9.187) yields

GM B2\ 1 1
V(w, 2(@) =— | <1+w"2> ) —253Q§mw2. 9.191)
w_S 0 w 3
0

The condition dyy/dw = 0, together with (9.190), leads to the sonic point

coordinates
3 9

= 2)° 1 1+ 8 ' 9.192)

wsn— 3 Eg zw_m wOa .

1 3 1 3 é
2411+341+h3 2\ 1L )

— — wy.

=A3) g 2 we \3) & 2 0
(9.193)

The condition @y, < @) must be satisfied for the sonic point to lie above the
disc. Equation (9.192) gives this condition as

3 9
(2)8 ! <1+ ) )8 < 1. (9.194)
3 é‘; 20
The quantity §/w,, will depend on & and a function can be defined as
1
b() = <§)3 <1 + Zjvm)' (9.195)

This leads to a critical value for &, given by (9.194) as b(&.) = &, corresponding to
@ = o and zg, = ho. The sonic point coordinates can then be expressed as

b\ s
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b\ 2\
zsn=<$) [1+w%—<g> ] 0. (9.197)
The condition (9.194) then becomes
b() <&, (9.198)

ensuring that the sonic point lies above the disc surface.

9.8.9 Determination of the Curtain Base Width

The transition region between the disc and the curtain flow has radial and vertical
extents of oy, —§ < @w < @y and 0 < z < hg. Material enters the outer vertical
face of this region at @ = @, and leaves it at the upper surface at z = hg. The
density is maximum in the central plane of the disc, and most material entering
the vertical face will have a nearly horizontal velocity. The mass flow rate into the
transition region is therefore

M hm
) =2x D0V Nomdz = 278 @11 (Pc| Varc|) wim i (9.199)
0
where h,, = h(wy), the subscript ‘c’ denotes central plane values and [ is a

dimensionless factor incorporating the vertical integral of the mass flux, with I < 1.
An equal mass flow rate occurs through the upper horizontal surface at z = hy, given
by

M o
) = 271/ wPoV0d = 2mwm 2 p0(@m) V06, (9.200)

wm—3

where I incorporates the horizontal integral, with I, < 1. Equating (9.199)
to (9.200), using the fact that (Vgc)wy, 1S mainly viscously driven, § >~ h and
I) ~ I, yields

V0 36 hm (Cspc> hm. (9.201)
Wm

a _2Vwm apo )

It follows from this expression that the value of the curtain base flow speed v,
derived by mass conservation through the transition region, is well subsonic. This
must match the value calculated by consideration of the curtain flow just above
z = hy.
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The energy integral for a poloidal field line is, to a good approximation,

1
zvg +¢ +a’lnp =E, (9.202)

with the potential given by (9.187). Evaluating this at the curtain base and at the
sonic point, then equating these expressions leads to

sn 1 1
P = exp [_ ( + 2 (vfsn - 1//‘0))} , (9.203)
P0 2 a
with
4(EVE 1 (g
2
1»”sn_wO:vK()|:l_3<b> +3<b>:| (9.204)
The conservation of mass and magnetic flux give
v:0 _ Bzl psn 9.205)
a (Bp)sn 00 '

where

1

9 39—>
|Bool _ 1 <b>4 3 (b>4 . (9.206)
(Bp)sn 2 \& 4\§

Equations (9.201)—(9.206) then yield

vzo_lb3 3(b\i | ° 1 v -
. _2<$> [1—4(5)] exp|:—<2+a2f(€)>:| (9.207)

with

~—14§i1"33 9.208
f) = —3<b) +3<b>. (9.208)

Equating (9.201) to (9.207) gives the condition for the continuity of v,y across
the curtain base. Equation (9.201) can be written as

1
3 h T2 h
Uz0 = "¢ m [ Pc cl m (9.209)
a 2 @n 2 1)
£0 T()

w0



9.8 The Accretion Curtain Flow 291

This typically gives v,0/a ~ 1072 and hence (9.207) must match this value. The
most sensitive dependence in (9.207) arises from the term (vfo/az) f (&) in the
exponential. Since vgo/a2 ~ wn%/h% > 1, values of v,0/a ~ 1072 can only be
obtained for f ~ a?/ Ugo <« 1. Then expression (9.208) for f (&) shows that b(&)
must have a value close to £ to ensure that f is small. Writing

b)) =& —€é), (9.210)

with 0 < €(§) < &, satisfies this and b < & holds. Using

b_ 1 € 9.211)
§ § .
in (9.207) and (9.208) and expanding in € /£ leads to
V20 1 9 UI%O é2
= — . 9.212
a exp|: (2 + 8 a2 g2 ( )

Equating this to (9.209) and solving for € gives

1
2 21wy, [ poT? 5
eer)=""|2m @m | 050
hm

—1 . 9.213
3 k0 3€y hy 5 ( )
@Om

1
peTe

Eliminating b between (9.195) and (9.210) yields

5 3N
=2 ( ) [E—€@®)]—-1]. 9.214)
Wm 2

The é-dependence contained in the logarithmic function in (9.213) is weak, and
since 6/hy =~ 1, it is a good approximation to use §/hy = 1 to give an explicit
solution for § from (9.213) and (9.214). Employing (9.131) for @y, in (9.214) leads
to the boundary layer expression

2 1 )
5(6) =2 <2V>7 [<3> & — ()] — 1] (1-€2)" @, 9215
€m 2

where € () is given by (9.213) with §/ hy,, = 1. Hence matching flows at the curtain
base has determined the transition region width as a function of &.
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Using (9.211) for /£ in (9.196) and (9.197) for the sonic point coordinates and
expanding to first order gives

2
3wy
Zen = ( + 4 h2 g) ho. 9.217)
Since € /& ~ a /v ~ ho/@0, (9.217) yields
3
sn = h 21
Zs ) <h0) 0- (9.218)

This shows that the sonic point lies just inside @y, but is well above the disc surface.
It is noted that in the formal limit of § — 0, the condition (9.194) gives a
minimum value for & of

1
2\ 3

For & — &nin the sonic point would approach the curtain base and there would
be no potential barrier to the flow. The resulting high mass loss rate would not be
consistent with the steady rate M supplied by the disc. Conversely, for § — 0 and &
well above &y, the mass loss rate would be insufficient to match M. The foregoing
analysis shows that the finite width §, and the sonic point position, can adjust to
accommodate the steady mass transfer rate imposed by the disc. The minimum value
of &, given by (9.219), was also found by Koldoba et al. (2002) for sub-Alfvénic flow
along dipolar field lines. They concluded that transonic flow required & > &y, so a
sonic point exists above the disc surface.

9.8.10 The Strong Magnetic Regime

The condition (9.146) of w,, < @, was shown to be consistent with small values
of By /|Byl, corresponding to strong magnetic channelling in the curtain flow. Since
Dm < Weo holds, then wy, < @, will be satisfied if w, > @.,. Using (9.84) for w,
and (9.97) for w,, the condition @w, = @, then gives an upper limit to the stellar
rotation period of

(s" ) £
8 4
Pag = 6.4 sx10m) gt (9.220)

3 S,
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with the normalization corresponding to a typical X-ray binary pulsar. Then
P < Ppag (9.221)

defines a strong magnetic regime consistent with a thin, sub-Alfvénic curtain flow.
Equation (9.219) gives the minimum value of £ consistent with steady flow and the
corresponding period can be expressed as

3

3 3

2v\7 (1 — &2 )7

P = ( ”) ( ;m“) Prnae. (9.222)
€m 2

gmin

Since y /em < 1, it follows that Ppax < Prag, S0 steady mass transfer is consistent

with the system lying in the strong magnetic regime having £ in the range

Emn < & < 1. (9.223)

9.9 The Effects of Magnetic Tilt

9.9.1 The Tilted Dipole

Most investigations of the star-disc interaction have considered the case in which
the stellar dipole moment and angular velocity are aligned with the orbital angular
momentum vector. This idealization has enabled progress to be made in understand-
ing the nature of the interaction, but the observed systems have m tilted to 2.

For a tilted dipole, with m inclined at an angle « to 2., the unperturbed poloidal
magnetic field is given by

B, =-V¥, (9.224)
where
pom
v, = r- 9.225
4mr3 ( )
with
m = sin o cos Q7 i + sina sin Q,7 j + cos a k. (9.226)

It follows that Wy, can be expressed as

Wy =wl 4wl (9.227)
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where
Hom  zcosa
\ylﬂl = R (9.228)
4 (@2 + 72)>
and
lyil_ _ nom  w SIno 3 cos(d — 1), (9.229)

47 (ZU2 + Z2)2

Hence B, splits into two parts, corresponding to the components of m parallel and
perpendicular to 2, = Qk.

In and near a thin disc, |z|/@ < 1 holds and first order expansion of W, leads
to

8l = 3 gycosa (X)) 7 (9.230)
@ = 0 o) @’ ’
I 1 R\?
B} = —_Bpcosa , (9.231)
2 w
R\3
1 .
B, = Bpsina <w> cos(¢p — Qut), (9.232)
B = _Bysina cos(¢p — Qut). (9.233)
2 w w

When these fields diffuse into the disc they are sheared to create By at a rate

194 19
oB, - VQ = o By + @B, . (9.234)
ow 0z

Since 02/0z ~ (w/h)d2/dw, it follows from (9.230)—(9.234) that the dominant
source of By is BJ. Hence the major contribution to By is axisymmetric and time-
independent, and only differs by a factor of cosa from the By field of the aligned
case with ¢ = 0. In the extreme case of « close to 90°, the time-dependent part
of B, can become a main source of By in the disc. Apart from this case, the disc
disruption mechanism should be essentially the same as that found for the aligned
case.

9.9.2 The Non-axisymmetric Curtain Region Equations

For a tilted magnetic axis the time dependence can be removed by using a frame
corotating with the star. The equations are then steady, but non-axisymmetric.



9.9 The Effects of Magnetic Tilt 295

The momentum and continuity equations are

1 1 1
(V-V)v=— VP-V <w — Qﬁwz)—m*xw
P 2 2

(VxB)xB, (9.235)
0P

V. (pv) =0. (9.236)
The steady induction equation in the curtain flow is
V x(vxB)=0, (9.237)
and for an isothermal gas
P =d’p. (9.238)
Equation (9.237) is satisfied by
v=1«()B (9.239)

and then the continuity equation (9.236), together with V - B = 0, gives

pU
=Kkp = 9.240
e=Kkp= g ( )
as a conserved quantity along field-streamlines.
The momentum equation (9.235) can be expressed as

(va)xv:—V(1

2 L o 2, 2 1
2V —l—l/f—zQ*w +a“lnp | —2R x v+ (VxB)xB.

Hop
(9.241)

Then taking the scalar product with v leads to the energy integral

1 GM 1
V2 — = Qo +atnp=E (9.242)
2 (@?+72)2

giving the energy per unit mass, which is conserved along field-streamlines. It is
noted that the expressions (9.239) and (9.240) are similar to those occurring in the
aligned, axisymmetric case, given by (9.133) and (9.135), but with the total fields v
and B replacing the poloidal components v, and B,.

The ¢-component of the angular momentum equation can be written as

w 0 B2
B.-V(en2(Q -9, — B): P+ ). 9.243
< ( ) o ¢ 3¢( 210 ¢ )
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This shows that angular momentum is exchanged between field lines due to an
azimuthal gradient of the sum of the gas and magnetic pressures.

9.9.3 Numerical Simulations for a Tilted Magnetic Axis

Romanova et al. (2003) considered the case of an inclined dipole field. The MHD
equations were solved using similar numerical techniques to those described in
Sect.9.6.2 for the aligned case of Romanova et al. (2002). For an inclination
a < 30° matter flows to the star from the inner disrupted region of the disc mainly
in two streams, which follow paths to the closest magnetic pole. For 30° < o < 60°
several streams can develop. For ¢ 2 60° two streams occur again, but flowing to
the star near the equatorial plane. The inner parts of the disc often become warped.
The vertical component of the accretion torque is weakly dependent on ¢, and is
positive. The horizontal components of the torque can lead to a slow precession of
the stellar symmetry axis.

Long et al. (2007) allowed for the star to have aligned dipole and quadrupole
moments, but tilted at an angle « to the stellar angular momentum vector. The MHD
equations were solved numerically for inclinations o = 0°, 30°, 60°. The effect of a
quadrupolar field is to cause some material to accrete via a magnetic equatorial belt,
which is displaced into the southern hemisphere if a dipole component is present.
The pure quadrupole case leads to a smaller accretion torque than in the pure dipole
case, since the material can accrete directly through the quadrupolar magnetic belt.
For large inclinations most material accretes on to the magnetic poles. The accretion
torque is always positive.

Romanova et al. (2012) performed MHD simulations which allowed for turbu-
lence to be generated in the disc via the magnetorotational instability. A tilted stellar
dipole was considered. Interchange instabilities were observed, as well as spiral
waves. The disc became truncated and a curtain flow developed, transferring matter
to the magnetic poles. A positive accretion torque results.

9.10 The Propeller Regime

If the central star is rapidly rotating, with fastness parameter £ > 1, then there is
a strong centrifugal effect and matter will be ejected from the system. This was
suggested as a spin down mechanism for neutron stars in X-ray binary pulsars
(e.g Illarionov and Sunyaev 1975). Wynn et al. (1997) suggested that a propeller
mechanism may be operating in the low accretion rate DQ Her binary AE Aqr.
Bult and van der Klis (2014) discussed the possibility that the accreting millisecond
pulsar J1808 may sometimes operate in the propeller regime during low accretion
states. Various estimates of the effectiveness of the mechanism have been made
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(e.g. Davies and Pringle 1981; Wang and Robertson 1985). More recently, numerical
simulations have enabled more progress to be made.

Ustyugova et al. (2006) performed MHD simulations in this regime, allowing
for parametrized turbulent viscosity and magnetic diffusivity in the disc. They
considered strong and weak propeller regimes. In the strong regime, intense wide
angle conical outflows develop from the disc in the vicinity of the neutral line of
the poloidal magnetic field. Magnetic jets emanate from the star, and these become
well collimated parallel to its spin axis. In the weak regime no disc outflows occur,
but there are weak flows parallel to the vertical axis. In all cases there is non-
stationary, quasi-periodic behaviour, and a spin-down torque is exerted on the star.
This behaviour is similar to that described above for the cases with lower disc n
values, but which have & < 1.

Larger values of m, €., and v lead to enhanced wind and jet mass flow rates,
with reduced accretion rates. Expressions were derived for the mass flow rates as
power laws in m, v and 5. There is an optimal value for 5, which maximises the
mass loss rates. Lower values of n lead to less mixing of the disc matter with the
magnetospheric magnetic field, with a consequent reduction in angular momentum
exchange between the disc and star. Higher values of n reduce the coupling between
the disc and magnetosphere. Both these effects reduce the wind and jet mass loss
rates.

Lii et al. (2014) performed numerical simulations for a disc having turbulence
driven by the magnetorotational instability. Their results were consistent with those
of Ustyugova et al. (2006).

9.11 Summary and Discussion

Investigations have made it clear that the nature of the magnetic diffusivity in
the disc is of central importance to the star-disc interaction. Various forms of n
have been considered, related to turbulence, magnetic buoyancy, reconnection and
instabilities. Another major aspect is the structure of the magnetosphere, which
is related to the coupling of the stellar magnetic field to the disc and hence
to diffusion mechanisms. It is often assumed that the magnetosphere has low
density material and is magnetically dominated and corotating with the star. Time-
dependent simulations assume an initial structure for the magnetosphere and can
follow how this evolves. Despite these uncertainties, analytic and semi-analytic
models, together with numerical simulations, have led to an improved understanding
of the types of interactions that may occur between the star and the disc.

The highest values of n correspond to the effects of dynamical instabilities and
reconnection processes, represented by n >~ v¢h, and are considerably larger than
standard turbulent values. These cases lead to a picture of closed field lines threading
the disc being moderately wound by the vertical shear, and resulting in angular
momentum exchange between the disc and star via magnetic stresses. The disc
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becomes disrupted inside the corotation radius and a field channelled curtain flow
transfers material to the star.

For moderate values of n, typically with n >~ csh, which allow larger values of
the winding ratio | Bgs/B.| to be attained, inflation of the poloidal field can result
in opening of field lines near the stellar magnetic poles and in the outer parts of the
disc. A stellar wind flow can occur along the open field lines and the system may
reach a quasi-steady state. Again, disruption occurs inside @, and a curtain flow
results.

For smaller values of n, typically with n < 0.1¢h, inflation and field line opening
occur but an outer disc wind flow now develops as well as a stellar wind. The
system remains time-dependent, with oscillations of the disruption radius between
minimum and maximum values. Reconnection occurs at the minimum values of
@, with transfer of material to the star via a curtain flow before the cycle repeats.
Episodic ejections of plasma occur in the region between the stellar and disc open
field lines.

In all the diffusivity cases, the inner region of the disc has closed field lines and,
at least for some time intervals, curtain flows occur which transfer material from
the disrupted area of the disc to the star. The numerical simulations have used a
simple polytropic equation as an alternative to solving the thermal problem. These
simulations tend to lead to compressional heating and increased vertical pressure
gradients as the disc ends, allowing material to pass into the curtain flow. The
analytic model presented here can account for radiative transfer and dissipation, and
this also leads to vertical expansion caused by heating. This expansion takes place
over a narrow radial region which results from the rapid increase in the strength the
imposed magnetic field with decreasing distance from the star, and an associated
increase of the magnetic dissipation.

The analytic and numerical investigations give a consistent picture for the
structure of the curtain flow region. The work done by pressure gradients enables
material to surmount the potential barrier associated with reaching the sonic point,
which is essentially coincident with the slow magnetosonic critical point. Inside this
radius, the gravitational force tangential to the poloidal magnetic field exceeds the
tangential component of the centrifugal force and matter is accelerated up towards
free-fall speeds as the star is approached. The flow is slowed to subsonic values
by passing through a standing slow magnetosonic shock front close to the stellar
surface.

The steady analytic model shows that the condition of continuity of the azimuthal
magnetic field at the curtain base is consistent with a slightly sub-stellar angular
velocity of material in this region, as is observed in the numerical simulations. This
can result in some angular momentum being fed back into the disc via viscous
stresses, and hence the accretion torque is reduced from its conservative form.
Expressions can be found for the disruption radius and the width of the transition
region as functions of the stellar rotation rate. The width of the transition region
is connected to the position of the sonic point and this can adjust to allow the
mass transfer rate into the curtain region to match that supplied by the disc, for
a given stellar rotation rate. A minimum value results for the stellar angular velocity
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consistent with the condition of steady flow. The model of a thermally disrupted
disc feeding a narrow magnetically channelled accretion curtain is consistent
provided that the stellar rotation period does not exceed a maximum value which
is determined by the system parameters.

The effects of a tilted dipole, and an additional quadrupolar magnetic component,
have been investigated. The mechanism of disc disruption is essentially the same as
in the aligned dipole case, but accretion on to the equatorial regions can occur for
larger tilt angles.

The propeller mechanism may operate in some systems that have a sufficiently
rapidly spinning accretor. Matter ejected via wind and jet flows can lead to
significant braking torques on the central star.
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Chapter 10 )
Disrupted Discs: Stellar Spin Evolution s

Abstract The torques exerted on the magnetic primary star due to its interaction
with the accretion disc and curtain flow are considered. For sufficiently large values
of the disc magnetic diffusivity, n, the stellar field lines remain closed and connected
to the disc. A spin-up torque is exerted through the accretion curtain flow and
through magnetic stresses due to interaction with the region of the disc inside the
corotation radius, w.,. The magnetic torque from the region of the disc outside @,
spins the star down. In the cases of closed field lines, an equilibrium spin period can
be found at which the torques on the primary cancel. The approach to this state is
analysed and a mechanism is found that generates torque reversals, as are observed
in the neutron star cases.

For smaller values of 7, field line opening can occur and wind flows from the
star and disc can lead to spin-down torques on the primary. However, even in these
lower n cases, field lines tend to remain closed in the region of the disc inside @,
but can become inflated.

10.1 Introduction

Torques are exerted on the magnetic star due to the interaction of its field
and magnetosphere with the differentially rotating disc. As previously discussed,
investigations indicate that there are three regimes arising for the star-disc system
depending on the disc magnetic diffusivity, . The relation of these regimes to the
stellar torque is considered here.

If n is sufficiently high then the disc surface winding ratio | Bys/ B;s| only attains
moderate values and the stellar field remains closed and connected to the disc.
Magnetic disc torques of opposite sign arise from the regions inside and outside
the corotation radius, @,,. The curtain flow results in a spin-up torque on the star
transmitted via magnetic stresses operating through the flow. The total torque can
be positive, negative or zero, depending on the spin rate of the star.

For intermediate values of n the winding ratio can become sufficiently large for
the toroidal field magnetic pressure to cause poloidal field line inflation. Open stellar
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and disc field lines can result, with wind flows from the star contributing a negative
torque. A quasi-steady state may be reached.

When 7 has lower values field line opening occurs, but with outer disc winds as
well as stellar winds. In addition, plasma ejections result from the region connecting
the stellar and disc open field lines. These ejections can transport significant
amounts of angular momentum from the system and lead to a spin down torque
on the star. Episodic time dependence results, with the disc disruption radius @y,
oscillating between minimum and maximum values. Accretion curtain flow occurs
when @y, reaches its minimum value. The cyclic time dependence remains in these
cases.

Various models have been considered which calculate the stellar torques, with a
range of assumptions about 1. The numerical simulations have tended to focus on
T Tauri systems, which contain magnetic protostars accreting from a disc. These
systems have significant differences from the binary star cases of magnetic white
dwarfs and neutron stars. The inner disc in T Tauri stars experiences a weaker
gravitational field than that felt by the inner disc regions around compact accretors.
The corotation radius in a T Tauri system is a much smaller multiple of the stellar
radius than in the binary star discs. Also, protostellar discs are partially ionized and
have ambipolar diffusion mechanisms. Nevertheless, the simulation results should
have relevance to binary systems.

10.2 Stellar Torque Models

Most calculations of the stellar torque have been made with the assumption of closed
field lines. Campbell (1987) used the solutions for By given by (9.67) and (9.72) to
calculate the stellar magnetic torque, including the use of a modified form of €2
which incorporates a turn-down towards €2, as @y, is approached. The disruption
radius was taken as @, = 0.5m,. Using an accretion torque of w[%Q*M , an
equilibrium state can be found at which the torques balance. This has a significant
dependence on the form adopted for the disc magnetic diffusivity 7.

Wang (1987) used a magnetic buoyancy form for 7 and defined @, to be where
the magnetic torque dominates the viscous torque. Campbell (1992) employed
buoyancy and turbulent forms for 7, and determined @y, from the condition 7, =
2T,. A dipole field was used in both investigations and equilibrium states result
with a fastness parameter, defined by § = @y, /@, typically lying in the interval
0.8 < &4 < 1. A balance cannot be attained at lower values of & since the
negative contribution of the magnetic stellar torque is too weak to balance the
positive magnetic torque plus the accretion torque. The negative magnetic torque
derives from the disc region with @w > @, and, for lower values of &, the values of
w2B¢SBZS in this region are insufficient to supply the required negative torque.

Wang (1997) considered the case of a dipole field having its magnetic moment
tilted to the stellar angular velocity vector. The stellar frame was used, so the time-
independent equations apply. The ¢-component of B is the sum of an azimuthal
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component, due to the tilt of the magnetic axis, and a toroidal component generated
by interaction with the disc. The induction equation yields the toroidal component.
The angular momentum equation was azimuthally and vertically integrated through
the disc, and the stellar torques were found. An equilibrium balance can be found
provided that the tilt angle, «, does not exceed a maximum value of apax >~ 67°.

Torkelsson (1998) pointed out that a dynamo may be operating in the disc, and
that this could significantly affect the stellar torque. The ratio By/B; was taken
to be approximately constant for the stellar field interaction, and the ratio By /By
was also assumed to be constant for the dynamo field. For a quadrupolar symmetry
dynamo field, the By By stress contributes to driving the disc inflow. Assuming that
this effect dominates the viscosity, gives By @ ~>/* for the dynamo field, which
is a significantly slower decrease with distance than for the stellar source generated
By field.

This idea was developed further by Tessema and Torkelsson (2010). They showed
that with such a dynamo operating the disc surface stress By B, is made up of
several contributions, containing the two field source components. This stress can
be significant at larger distances from @, than in the absence of the dynamo,
and hence the spin-down contribution to the stellar magnetic torque may be larger.
Power law solutions were found for the radial structure of the disc, with magnetic
heating, radiation pressure and electron scattering opacity excluded. Inner boundary
conditions were applied, corresponding to the viscous stress or the viscous torque
per unit radial length vanishing at the outer edge of an inner boundary layer. It was
pointed out that a time-dependent dynamo could lead to variations in the stellar
torque, and that these might cause torque reversals on the star.

Agapitou and Papaloizou (2000) considered the effects of field line inflation on
the stellar magnetic torque. It was found that larger values of |Bys/B;| greatly
reduce the magnetic torque due to a reduction of B, caused by field line inflation,
and the loss of flux connection to the disc where the field lines open. Matt and
Pudritz (2005) also found significant torque reductions due to the loss of field
linkage with the disc. Both these studies assumed that large amounts of field winding
can be sustained.

The numerical simulations of Romanova et al. (2002) took small values of 7, but
had a higher density magnetosphere that did not corotate with the star. The vertical
shears are then reduced and the resulting moderate values of |Bgs/B;s| allow the
maintenance of field line connection to the inner parts of the disc where the magnetic
torques largely determine the disc contribution to the stellar torque. An equilibrium
spin state can be reached with &4 >~ 0.7.

In the simulations of Zanni and Ferreira (2009) a quasi-steady state is reached
after about 55 stellar rotation periods. There are inner closed field lines, but the
stellar magnetic torque is only >~ 10% of the accretion torque. The stellar wind can
contribute >~ 20% of T,. Some time dependence remains and a torque balance is
never reached. In the lower n value case considered by Zanni and Ferreira (2013)
periodic time dependence occurs. Plasma ejections in the volume between the
stellar and disc open field line regions can advect a significant amount of angular
momentum from the system. This process can extract angular momentum from the
star, and the stellar wind can account for >~ 20 — 30% of T,. The spin-down effects
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of plasma ejections and the stellar wind can balance the accretion torque during
the time intervals in which curtain flow occurs, when @y, is minimum. Typically
&eq = 0.6 in these intervals.

In the cases with lower n values, that lead to field line opening and wind flows,
a usable analytic theory has not yet been developed to calculate the torques and
stellar spin evolution. For the cases of higher and intermediate values of 1, a closed
field line model gives a reasonable description of the stellar torque. Since the model
considered in Sect. 9.8 describes the disc structure, determines wy,, fits to a curtain
flow and determines the accretion torque, it will be used below to calculate the stellar
torque. This is based on the analysis of Campbell (2011) and it leads to a mechanism
which may explain the torque reversals observed in X-ray binary pulsars.

10.3 Stellar Torques and Spin Evolution

10.3.1 The Stellar Torque

The magnetic torque exerted on the star due to its interaction with the disc is

4 [P0,
T = — w2 By, Boyd, (10.1)
Mo Jom

where @y, is the outer radius of the disc. Using (9.92) for ZU23¢SBZS in (10.1) and
evaluating the integral, employing (9.97) to eliminate By R> in terms of o, leads to

Toe = —Mar2Q( )"(a"*)Zl ¢ 2 (10.2)
me T TR e \ww) gl @+ T @ | '

Adding this to the accretion torque, given by (9.175), and employing (9.131) for
@, Using oy, = §w,, to eliminate @, /w., in (10.2), gives the total stellar torque
as

T, = Mo Q) |63 — | & 2 (10.3)
* = m>éx(Om 2(1_%_%) n+2) @n +7) s .

where

1 1
D2 () = <i7/>7 (GMw,)? (1 —g3)7. (10.4)

m
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10.3.2 The Spin Evolution Rate

The angular velocity of the star obeys the spin evolution equation
IQ, =T, (10.5)

where the moment of inertia can be expressed as I = k*R>M, with kR being the
radius of gyration. The evolution equation for the period is then

P Q. T, (10.6)
P Q.  K2R2MQ, ’

Using (9.84), (9.85) and (9.131) for @w.,, & and @y, to relate P, and hence €2, to &

yields
T (GM\? &
€ 2
Q. = (2m> ( 3 ) s 3- (10.7)
14 w; (1—£&2)7

Substituting this, together with (10.3) and (10.4) for T, in (10.6) gives

8 3
O Gln) () (e gear)
P €m 2x108T 10*m 4 x 107 Mg year™!

=— Fp(§)year ',

P k2 ?

1.37 x 103 <0'4) (1.4%0)
(10.8)

where
3 4 3
Ca-enifs g 2

O [Sz 2(1—53):0”2) (2"”)”’ o

with the normalization values being characteristic of a typical X-ray binary pulsar.
Equation (9.129) gives the spin parameter as £ = £(C), with

5

. 1 [47%\?3 B2 RS

C(P, M) = (”) vy (10.10)
mo \ G €m M3MP3

The star will be spun up or spun down depending on the values of P and M. The
spin evolution time-scales are much longer than the adjustment time-scales in the
disc, so its structure can evolve through quasi-steady states as the stellar spin period
changes.
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10.3.3 The Equilibrium State

The equilibrium period occurs when P = 0, corresponding to Fp(§) = 0.
Equation (10.9) then yields
) 1
2n+3 2n+3 1
= . 10.11
eq 4n~|—8+|:<4n+8> +2n+7] ( )

It is noted that &4 depends purely on the parameter n, this being related to the
length-scale ¢ of the magnetic diffusivity via £ = n/(dn/dw) = @ /n. This length-
scale affects the distribution of the magnetic torque in the disc, and hence &.q. The
equilibrium period follows from (10.7) for 2, as

6

18
tameht (i) Gaf)
7 (1 — 7
Peq=4.2<y) ( feq) 2x10°T/ A107m LS.
e & (,M )3 M 7
L4 Mo 4 % 107° Mg year™!
(10.12)
Perturbations about the equilibrium state obey the linearized equation
. 3M(w2Q 1
10, =M@ i‘“)eq £2 4 £. (10.13)
2 2 d (2n + 7)§eq
(1 - geq)

The perturbation &1 can be related to €2, by (10.7) which yields

3
14 1-&2 .
£ = e Seq Qa1 (10.14)

3
3 7 _ 4%-6%] (Q*)eq

Equations (10.13) and (10.14) show that perturbations about the equilibrium state
of 2, decay exponentially on the time-scale

1 3
K (em>‘7‘ EL(T — 4E2)

= [52 + ! }_1 ( R )2 M, (10.15)
T\ 1 - é;-egq)é “ (2n + 7)§eq Wy M

and hence the state is stable.
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10.3.4 The Approach to Equilibrium

As P evolves, £&(P, M) changes and the disc structure evolves through quasi-
steady states. The disc temperature distribution is given by (9.119) and the height
by (9.115). The magnetic dissipation rate, given by the second term in (9.118),
vanishes at w,,, increases outwards to reach a maximum and then decreases to
negligible values for @ 2 5w,. The maximum occurs at

n+7 3
Xmax = n4+4 Xcos (10.16)

and the temperature reaches a maximum close to this radius. The temperature
maximum increases as & approaches &4 and this causes a local vertical expansion of
the disc close to xyax. Figure 10.1 shows the temperature distribution for values of
& approaching &4, while Fig. 10.2 shows the corresponding variations of the aspect
ratio. The system parameters used are those shown in (10.12), for a typical X-ray
binary system.

The temperature and aspect ratio are also calculated for a typical intermediate
polar system, having M = 0.6 Mo, R = 7 x 10°m, By = 4 x 10T and M =
10710 Mgyear—!. The results are shown in Figs. 10.3 and 10.4 respectively. There
is a significant increase in the temperature maximum as & approaches &4, but no
sharp increase in the aspect ratio. This difference arises because the value of @,
in the neutron star case is typically a factor of < 1072 smaller than in the white
dwarf case, with the neutron star magnetic field being a factor of > 5 x 103 larger

034 15 2 25
w /tm

Fig. 10.1 The disc central temperature for a neutron star accretor (from Campbell 2011)
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Fig. 10.2 The disc aspect ratio for a neutron star accretor (from Campbell 2011)
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Fig. 10.3 The disc central temperature for a white dwarf star accretor (from Campbell 2011)

in the region of @w,,. The density and temperature are larger in this region of the
disc for the neutron star case, and the central plane gas and radiation pressures are
larger. Although the vertical component of the stellar gravity is also larger, it is not
sufficient to prevent local expansion of the disc. In the white case, the stellar gravity
can prevent such expansion in this region.
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Fig. 10.4 The disc aspect ratio for a white dwarf star accretor (from Campbell 2011)

The local heating and expansion of the disc beyond @,, occurring in the neutron
star case, may result in some surface mass loss. The consequences of such an
outflow, developing as & approaches &4, can be investigated. The outflow will
have an associated small mass loss rate § M occurring from a narrow region near
Dmax = Xmax@m, With xmax given by (10.16). The sharp increase in h/w as
& — &4, shown in Fig. 10.2, indicates that M would be generated on a time-scale
significantly shorter than that for reaching equilibrium, given by (10.15). Hence the
stellar spin period P would be essentially constant over the development time of
8M, but the disc would still have time to adjust its structure quasi-steadily over
this time interval. A perturbation in & (P, M) at essentially constant P is related to
SM by

9§

sE= . 8M, 10.17
& oM ( )

and (9.129) for € yields

o6 _ 2 Cc(l— &) 10.18)
M 3 p(C2+40)2

Hence 9 /0M < 0 and since 8M < 0 it follows from (10.17) that 8 > 0.

It is noted that &4, given by (10.11), is independent of M. Before the mass loss
occurs & will be slightly below &4, with a deviation of

£ =&(P, M) — &q (10.19)
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and hence &1 < 0. As £ increases towards &4 the perturbation § M will be generated
over a time interval < 7, where 7 is the spin evolution time given by (10.15). The
change in M causes a short time-scale change of & to occur and & becomes

1 = E(P, M) + 8¢ — &eq. (10.20)
Since §¢ > 0, then &; will become positive if
8 > &eq — E(P, M). (10.21)

The stellar torque, given by (10.3), will then become negative and the star will
change from a spin-up state to a spin-down state. This is consistent with (10.12)
for P4, which shows that a reduction in M will cause an increase in the equilibrium
period, so the star will then spin down to this new state of torque balance. The period
difference 6 P corresponding to the difference (§.q — &) is given by

858

P 10.22
oP ( )

éj-eq - é(Pv M) =
and then (10.10), (10.17) and (10.21) lead to the torque reversal condition

|sM| 7 |8P]
.> . (10.23)
M 3 Py
For periods close to the equilibrium state, only a small reduction in M due to mass
loss near @ in needed to cause a torque reversal.

10.4 Summary and Discussion

There are various possibilities for the torques that can be exerted on the magnetic
star. If n is large enough for the stellar magnetic field lines to remain closed,
interaction with the disc leads to positive and negative torques. The accretion curtain
flow results in a positive torque. Equilibrium states of zero stellar torque tend to
occur with the fastness parameter in the interval 0.8 < &4 < 1, with @y, = Ewe,.
As & approaches &4 a local expansion of the disc can occur beyond @, for the
case of an accreting neutron star. A small mass loss rate from this region can lead
to torque reversals. Chakrabarty et al. (1997) found that the X-ray binary pulsar
4U1626-67 showed an abrupt torque reversal in 1990, switching to steady spin-
down after 13 years of spin-up. Bildsten et al. (1997), using frequently sampled
data, found spin-up and spin-down behaviour over short time-scales in Cen X-3
and other systems. Since the time-scale for reaching the equilibrium state is much
shorter than the mass transfer time, it is likely that many of the observed systems are
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close to equilibrium. Hence the spin periods will lie in the strong magnetic regime,
defined by (9.220) and (9.221).

If the winding ratio | Bys/B;s| can become large, due to low n values, then field
line opening can occur and reduce the flux linkage to the disc. However, stellar
winds flowing along the open field lines can carry angular momentum away and
lead to a significant braking torque on the star. Episodic mass ejections from the
volume between the stellar and disc regions of open field lines can also result in an
effective braking torque on the star. Simulations suggest that torques due to stellar
winds and mass ejections may be able to balance the accretion torque. The time
dependence of such disc-star states may be related to the observed torque reversals.

The minimum value derived for £, given by (9.219), indicates that slower rotation
states will not be steady, even in the cases of higher n values, since the mass transfer
rates in the disc and curtain flows cannot be balanced for & < &..
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Chapter 11 )
Intrinsic Magnetism in Accretion Discs Shethie

Abstract The generation of magnetic fields in accretion discs is addressed, together
with the effects of large-scale magnetic fields on the disc structure. Standard mean-
field dynamos are considered, which can generate large-scale magnetic fields in
discs. Toroidal magnetic field is generated by the shearing of the radial field, while
turbulence with Coriolis force and vertical stratification lead to the «-effect which
converts toroidal field to poloidal field. The magnetorotational instability can act
as a source of turbulence, since sub-thermal magnetic fields de-stabilize Keplerian
disc flows, drawing energy from the differential rotation via the magnetic coupling
of fluid elements. The validity of standard dynamo theory is discussed, in the
context of this powerful instability. MHD dynamos are considered in connection
with disc turbulence generated by the magnetorotational instability. An accretion
disc model is then presented, with a large-scale, dynamo generated magnetic field
of quadrupolar symmetry, including the determination of the radial and vertical disc
structures. Turbulence plays a dual role of contributing to the a-effect in the dynamo
and in partly driving the disc inflow via the outward viscous transport of angular
momentum.

11.1 Introduction

In a standard cataclysmic binary an accretion disc forms around a non-magnetic
white dwarf, and extends down to the stellar surface. The disc is fed by the stream
originating from the L region of the secondary star. In a steady state, matter will be
transported through the disc at the rate it is supplied by the stream and angular
momentum must be transferred outwards. Angular momentum transfer requires
coupling between rings of material and, as shown in Sect. 2.4.3, ordinary molecular
viscosity is far too weak to provide this. Hence some form of anomalous viscosity
must be invoked to explain mass inflow through the disc. The standard accretion disc
model of Shakura and Sunyaev (1973) employs a parametrized form of turbulent
viscosity to supply the necessary coupling. However, no instability has been found
which leads to turbulence in a non-magnetic Keplerian disc.
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The foregoing situation led to a search for an alternative coupling mechanism to
generate the anomalous viscosity in accretion discs. Magnetic fields present the most
plausible means of angular momentum transport, through the stresses they exert on
material. The possibility of magnetic angular momentum transport was suggested
early in the development of accretion disc theory (e.g. Lynden-Bell 1969; Shakura
and Sunyaev 1973; Eardley and Lightman 1975; Ichimaru 1977; Coroniti 1981).
These models are based on the notion that the disc contains small-scale magnetic
cells which are sheared by the differential rotation, resulting in reconnection of
oppositely directed fields and a magnetic torque. Such topological dissipation
produced by reconnection was discussed by Parker (1972). The associated magnetic
field has a turbulent configuration. However, Galeev et al. (1979) and Stella and
Rosner (1984) showed that magnetic buoyancy effects should transport the strong
toroidal magnetic field vertically through the disc in less than the radial inflow time
of material. Hence a dynamo mechanism is required to regenerate the magnetic
field. As seen in Sect. 2.3.1, differential rotation creates toroidal magnetic field from
poloidal field (the Q2-effect), but an -effect is required to generate the poloidal field
from the toroidal component and give a self-sustaining dynamo. The «-effect might
be generated from the magnetic turbulence, but at the time of these early models
no mechanism had been found to create such turbulence. Hence such models were
subject to the same fundamental dilemma that existed in the non-magnetic turbulent
disc model.

Blandford and Payne (1982) developed a model of a hydromagnetic wind from
an accretion disc, as a means of removing angular momentum and driving the inflow.
This idea has been investigated by subsequent authors and is discussed in Chap. 14.
However, the mechanism relies on a source of poloidal field and hence, for binary
star discs, is likely to require a dynamo.

A major step towards explaining angular momentum transport in accretion discs
was taken by Balbus and Hawley (1991). They showed that a local magnetoro-
tational instability occurs in discs, which have an angular velocity decreasing
outwards, in the presence of a sub-thermal magnetic field. The global form of
this hydromagnetic instability was discovered by Velikhov (1959) in the context
of Couette flow and generalized by Chandrasekhar (1960, 1961). The instability
derives its energy from the strong radial shear in the disc. Balbus and Hawley
(1991) suggested that this may be a major source of turbulence in accretion discs.
Subsequent work confirmed such turbulent generation (e.g. Hawley and Balbus
1991, 1992; Brandenburg et al. 1995; Hawley et al. 1995; Fromang et al. 2007;
Davis et al. 2010).

Most studies of the consequences of the magnetorotational instability in accretion
discs employ a local box Cartesian model. While all these investigations confirm
that turbulence results from the instability, a reliable set of mean field equations to
describe the large-scale magnetic field and its sources has yet to be formulated. Tout
and Pringle (1992) developed a simple local model of an accretion disc dynamo,
incorporating the Balbus-Hawley instability, together with the Parker instability
and reconnection. The model gives rise to finite, but non-stationary, magnetic field
configurations.
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Having established a large-scale, mean magnetic field in the disc by a dynamo
mechanism, its effect on angular momentum transport and the large-scale structure
of the disc must be investigated. Campbell (1992) constructed a dynamical model
of a magnetic accretion disc, incorporating a turbulent «$2 dynamo. For a buoyancy
diffusivity, the magnetic stress dominates the viscous stress in the transport of
angular momentum, and only weak turbulence is required for the necessary dynamo
a-effect. More general solutions were found by Campbell and Caunt (1999),
allowing for a sum of buoyancy and turbulent diffusivities, and a model including
vertical structure was presented by Campbell (2003).

Section 11.2 reviews standard «€2 dynamo theory in thin discs, as a source
of large-scale magnetic fields. In Sect. 11.3 the magnetorotational instability is
described, in relation to disc turbulence, and hydromagnetic dynamos are discussed.
A magnetic disc model is presented in Sect. 11.4, with a field generated by an o2
dynamo, including the resulting radial and vertical disc structure.

11.2 Standard Mean-Field Dynamos in Discs

11.2.1 Turbulent a2 Dynamos in Thin Discs

This section discusses the properties of thin disc, mean-field 2 dynamos. It is
assumed that some form of turbulence generates the «-effect. It will be shown that
the standard mean-field dynamo equations have some consistency issues, related
to the nature of the magnetorotational instability. However, in the absence of an
alternative set of mean-field equations, the standard equations are still used to derive
possible large-scale magnetic fields in accretion discs. These dynamo models have
the merit that they can produce magnetic fields with associated stresses which can
lead to the angular momentum transport consistent with various disc models. It is
possible to compare the simple «-effect with turbulence simulation data, allowing
estimates of the associated parameters.

The toroidal and poloidal mean field equations appropriate to an «$2 dynamo
follow from (2.246) and (2.247) as

9By 2 By By
0 =pr-VQ+n<V By— 5)-wV( %), (11.1)
A By +1n [ VA A ! V(w A) (11.2)
=« — — Vp - wA), .
ot o0 w? o ¥

where

B, = V x (A¢), (11.3)
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and the « terms have been dropped in (11.1) since they are negligible in this regime.
In thin disc dynamo models the poloidal advection and compression terms are
usually excluded, so the field equations to be solved in the disc are

9B B
[ :pr,VQ+n(V2B¢_ ¢2>, (11.4)
w
aA:aB¢+n VZA — A . (11.5)
at w?

It is often reasonable to treat the surrounding medium as a vacuum, giving

By =0, (11.6)
V2A — =0, (11.7)

where (11.6) follows from axisymmetry. Equation (11.3) gives the poloidal field
components in terms of the vector potential as

0A
By = — 5z’ (11.8a)
1 0
B, = (w A). (11.8b)
w 0w

These are continuous across the disc surfaces z = £h(zw), while the continuity of
By is satisfied by its vanishing on the boundaries.

The basic properties of dynamos in thin galactic discs, formulated by Parker
(1971), are relevant to binary star accretion discs. The key idea is that in a thin disc,
for which h(w)/@ <« 1, solutions of the toroidal and poloidal equations (11.4)
and (11.5) should exist which have a radial length-scale long compared to the char-
acteristic disc height. The vertical derivatives therefore dominate in the diffusion
terms, and local magnetic Reynolds numbers can be defined as

ha
Ry = (11.92)
n
hnr dQ
Ro= o (11.9b)
n do

where €2 is taken as independent of z, and the «-effect is described by the separable
form

a=a(@)f(&), (11.10)
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with
=, (11.11)
and f(¢) antisymmetric. The local dynamo number is given by
D = Ry Rq, (11.12)
which principally determines the field generation at a given radius.
Parker (1971) considered a thin disc of constant height & and sought local
solutions with the separable forms
By = BoRaB(¢) expli (ko — wt)], (11.13)
A = BohA(¢) expli (ko — wt)], (11.14)
where By is a constant, and ¢ is the scaled z-coordinate defined by _( 1 1.11)_.
Substitution in (11.4) and (11.5) shows that the dimensionless functions B and A
must satisfy the coupled vertical dependence equations
B" — (k> —iw")B = A/, (11.15)
A" — (k> —io*)A = —DfB, (11.16)

where the primes denote differentiation, while the dimensionless wavenumber and
frequency are

k = hk, (11.17a)
o = o, (11.17b)
with the vertical diffusion time being
h2
Ty= . (11.18)
n

The function f(¢) occurring in (11.16) is the vertical dependence of «, in
accordance with (11.10). Matching the solutions (11.13) and (11.14) to an exterior
vacuum field leads to the boundary conditions

B =0, A £1k|JA=0, on ¢==l. (11.19)
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The foregoing derivations assume that the modes have radial wavelengths satisfying
h <« ) < w. Such modes will therefore have k < 1. The radial derivatives of
Rgq and k are dropped in obtaining (11.15) and (11.16), the radial diffusion being
represented by the k2 terms.

Since f(¢) is antisymmetric the modes are of two types. The quadrupole modes
of even parity have

B(=¢)=B(), and A(-¢)=-A@), (11.20)
which imply that
B'(0)=0 and A(0)=0. (11.21)
The dipole modes of odd parity have
B(=¢)=—B(), and A(-¢)=A@), (11.22)
giving
B(0)=0 and A’(0)=0. (11.23)

The most readily excited modes of a given class are usually of long wavelength,
satisfying k < 1. For this reason, Moffatt (1978) proposed the approximation of
setting k = 0in (11.15), (11.16) and (11.19). For steady modes, these equations
then give

B” + DfB =0, (11.24)
A=K+ B, (11.25)

where K is a constant. Since (11.24) is a third order equation, the possibility
arises that the four boundary conditions on the original fourth order system may
be inconsistent. The boundary conditions on the steady quadrupole modes reduce
consistently to

B'(0)=0, B(1)=0 and B"(1)=0, (11.26)

with K = 0. An inconsistency arises for steady dipole modes because four
independent boundary conditions emerge for B. This is overcome by considering
a small but finite £ and using the expansions

A=k "A_ | + Ao+ O(k), (11.27)
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and
B = By + O(k), (11.28)

where A_1 is independent of ¢. At zeroth order B is again governed by (11.24). The
symmetry conditions (11.23) on ¢ = 0 and the vanishing of B on { = 1 imply that

B(0)=0, B’(0)=0, and B(1) =0, (11.29)

while the remaining boundary condition at { = 1, given by the second condition in
(11.19), yields

Ay =-Bj). (11.30)
The dynamo numbers for steady modes with k < 1 can be expanded in the form
D = Dy + Dik + Dk*> + 0 k), (11.31)

where Dy, D1 and D; all have the same sign. The quadrupole and dipole modes have
eigenvalues of opposite signs, being negative and positive respectively. At lowest
order (11.24) is solved subject to either (11.26), or (11.29), and the eigenvalue
problem yields Dg. At first order the radial structure influences the solution via
(11.19), which expresses the match of the poloidal disc field to an external potential
field. At this order the external field links different parts of the disc. Radial diffusion
only becomes effective at second order through the k% terms in (11.15) and (11.16).

Account can be taken of a slowly varying disc height h(w) and WKBIJ
approximations have been used to allow for the effect of radial disc structure (see
Soward 1992a, and references therein). For most dynamo modes in a thin disc the
foregoing asymptotic analysis gives reasonable results. It should be noted that the
most readily excited oscillatory dipole mode has a radial length-scale comparable
to h, so k is of order unity for this mode and a different analysis is required (see
Soward 1992b).

Simple forms for a turbulent n and the separable radial dependence of «,
occurring in (11.10), can be defined as

N = €rcsh, (11.32)
a = €:Cs, (11.33)
with €, = v;/cs, where v; is the rms turbulent speed, so €; < 1 for subsonic

turbulence. For a Keplerian disc, with a vertical equilibrium weakly affected by
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B, disc theory gives ¢ = h€2 so substitution of (11.32) and (11.33) in (11.9a),
(11.9b), and (11.12) yields

Ry| 2 & 2

= = en (11.34)
Ro| 3hQc 3
_ 3ma 3 (11.35)
N 22 2e '

Taking the turbulent Mach number €, as independent of & therefore gives a spatially
uniform dynamo number in this case. If the turbulent viscosity is v =~ 5, then a
viscously driven inflow has |v4| ~ n/@. The poloidal advection terms in (11.1)
and (11.2) are then of the same order as the radial diffusion terms, and hence are
ignorable to a good approximation. This is a consequence of the vertical diffusion
time being much shorter than the radial inflow time.

Pudritz (1981) considered dynamo action in a turbulent Keplerian disc. Forms
for n and & similar to (11.32) and (11.33) were used, so yielding a uniform D. The
total o function was taken as

o =&(w)2, (11.36)

with a constant height /. Separable, steady state solutions of the toroidal and
poloidal equations (11.4) and (11.5) were found and matched to the solutions of
the vacuum equations, using the properties €; < 1 and 7/ < 1. The quadrupole
solution, for z > 0, is

343 2
By = BB(c)A I/ 4e=34/8 gy ( ;s/ (Ao —A) + ;T) Ti(k2s), (11.37)

33
By = B(c) A~ 1+K2/4,=34/8 iy ( ;3/ (o — )\)) Ji(k2s), (11.38)
33 2
B, = —BB()» "< 4e=3/8 cos ( ;s/ (Ao — A) — ;T) Jokc2s), (11.39)
where
1
B = R |2 (11.40a)
=lpal ,
w
s=IDl+ (11.40b)
112 b
r=IDI | ) (11.40c)
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' is a dimensionless radial wavenumber, being equivalent to k defined by (11.17a),
B(«x) is the field amplitude and Jy and J; are Bessel functions. These are the most
readily excited modes, the critical dynamo number being D, = 13.8. Consistency
of the model requires k'* < €.

Stepinski and Levy (1990) considered a Keplerian disc in which

o = KQuz, (11.41)

where K is a constant. The magnetic diffusivity was taken as uniform, giving a local
dynamo number

3
sz)(h) , (11.42)

with D constant. The fields were expressed in the forms

o0
w
By=¢""S B )
p=e"y k<z>11(akRD), (11.43)
k=1
s w
— oyt
A=e I;Ak(z)h <“kRD)’ (11.44)

where R, is the disc radius, Jj is a Bessel function and, in general, y is complex.
Solutions were sought for which 39i(y) = 0, resulting in oscillatory or steady
behaviour. Substitution of (11.41)-(11.44) in (11.4) and (11.5), radial integration
over the disc using the orthogonality property of J; given by (A30), and truncation
of the summations at N gives a set of 2N ordinary differential equations containing
2N z-dependent functions. The problem can then be expressed in matrix form with
eigenvalues y, and eigenvectors containing A, and B,. The critical values of the
global dynamo number, corresponding to $i(y) = 0, yield quadrupole and dipole
solutions when the appropriate boundary conditions are applied. Two types of disc
surface boundary conditions were used, by considering the surrounding medium to
have high or low conductivity.

In the very high conductivity case the field is unable to diffuse beyond the disc,
so B is contained in |z| < A. This assumes that no wind flows occur from the disc
surfaces, which could allow poloidal magnetic field to extend into the surrounding
medium. The steady dipole modes are then the most easily excited. With a contained
field, the dipole and quadrupole modes both have a strong component of B, across
the Keplerian shear surfaces, leading to the generation of By in (11.4). However,
the dipole mode has its poloidal field lines crossing the central plane, while the
quadrupole mode does not. Hence the vertical spatial scale of B, in the basic dipole
mode is larger than the corresponding scale in the quadrupole mode. The dipole
mode is therefore dissipated less rapidly and is the more easily generated mode
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in this case. The fields are localized to the inner parts of the disc, this being a
consequence of D, given by (11.42), having its largest values in this region. The
lowest order mode consists of a single structure centred in the innermost part of the
disc. The higher order modes have several structures with the field spreading out
further radially.

In the case of a vacuum exterior the steady quadrupole modes are the most easily
excited. The field structures are radially localized in a similar way to the dipole
modes that were generated with highly conducting surroundings. The result that the
quadrupole modes are the most easily excited when the exterior has low conductivity
agrees with all the foregoing calculations, which made a variety of assumptions
about the spatial variation of the dynamo number D. The reason for this is that with
a vacuum exterior the poloidal field lines extend beyond the disc. In a dipole mode
B,, is therefore nearly vertical through the disc, and so nearly parallel to the surfaces
of Keplerian shear. The shear term @ By Q;, which creates toroidal field in (11.4),
is consequently small and a relatively high dynamo number is required to sustain the
field. Conversely, in a quadrupole mode the lines of B, do not cross the central plane
and hence there is a relatively large B, component crossing the Keplerian shear
surfaces, leading to generation of By via radial shear at lower dynamo numbers.

The magnetic fields generated in this model differ in radial structure to those
found in Pudritz (1981), given by (11.37)—(11.39). The difference arises from
assumptions made about the spatial variation of the local dynamo number D(w ).
Pudritz used forms for n and @ similar to (11.32) and (11.33) and hence found a
uniform D. Stepinski and Levy (1990) assumed the form (11.41) for «, together
with constant 77, so obtaining D o @ 3. A uniform D produces a field of a global
nature, extending radially through the disc. A form D(ezr) with maximum values
produces a field with localized structures. Stepinski and Levy took the inner five
percent by radius of their disc to have uniform rotation. D(z') therefore has one
maximum near the disc centre, and most of the field is generated in this region.

Stepinski and Levy (1990) did not consider the effects of the disc inflow or the
possibility of wind mass loss from the disc surfaces in their dynamo equations and
boundary conditions. The inflow will affect the dipole modes and a wind flow is
consistent with field lines extending into the surrounding region even when it has
high conductivity relative to material in the disc. This changes the nature of the
dipole mode field structure. Such a situation will be considered in Chap. 14.

Dynamo action in Keplerian viscous discs was also considered by Rudiger
et al. (1995). They took a uniform D and solved the dynamo equations (11.4)
and (11.5) numerically. For a vacuum exterior their results agree with those of
Pudritz (1981), the steady quadrupole being the most easily excited mode with the
field structure extending radially. The case in which the exterior has a magnetic
diffusivity satisfying 0 < n*™ < n®° was also considered. For n*™ = 0.01n%* the
quadrupole modes are still the most readily generated, in fact occurring at lower
dynamo numbers than in the vacuum case. The condition n** < 0.01n%* is required
to produce the dipole modes found by Stepinski and Levy (1990) to be the most
easily excited in the case n** — 0.



11.3 Magnetohydrodynamic Dynamos 323

Rudiger et al. (1995) also solved the dynamo equations, for the case with a
vacuum exterior, but using an «-quenching term

oo

=y BBy (11.45)

where Beq = (1o ,osz)”2 is an equilibrium magnetic field obtained by equating the
turbulent kinetic energy density to the magnetic energy density. The field solution
has approximately quadrupolar symmetry, but with a radial structure differing from
that of the corresponding normal mode. The magnetic field strength has a radial
profile similar to that of Beg, having a maximum in the innermost part of the disc.
Typically B >~ 9B, through the disc.

After the discovery of the local magnetorotational instability in Keplerian discs,
and investigations of its consequences, more recent work has focused on the nature
of magnetohydrodynamic dynamos and the effects of large-scale magnetic fields on
the disc structure.

11.3 Magnetohydrodynamic Dynamos

11.3.1 Weak Field Shearing Instabilities

Nearly two decades passed from the presentation of the classic disc model of
Shakura and Sunyaev (1973) without a satisfactory explanation for the source
of the turbulence required to give the enhanced viscosity employed in accretion
discs. A mechanism for generating this turbulence was presented by Balbus and
Hawley (1991) as the destabilization of the disc flow due to the presence of a sub-
thermal magnetic field. For an angular velocity which decreases outwards, the slow
magnetosonic mode becomes unstable, with free rotational energy being transferred
to magnetic energy and to turbulence. The instability is local and evanescent.
The global form of this magnetorotational instability was discovered by Velikhov
(1959) for Couette flow in the presence of a vertical magnetic field and generalized
by Chandrasekhar (1960, 1961). However, the relevance of a local form of the
instability to turbulent generation in accretion discs was not realized until the
work of Balbus and Hawley (1991) showed how it occurs in Keplerian discs and
elucidated its basically simple origin.

The basic nature of the instability can be understood by considering a differen-
tially rotating disc containing a vertical magnetic field. In a highly conducting disc
a fluid element will be essentially tethered by the magnetic field. If the element is
displaced radially outwards the magnetic field will try to keep it rotating with the
angular velocity of its ring of origin. Consequently, in its new position the element
will not be in centrifugal balance with the radial component of the accretor’s gravity.
For outwardly decreasing €2 the force imbalance will accelerate the element away
from its equilibrium position. There is a restoring force due to the elastic nature of
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the magnetic field, but at wavelengths longer than a critical value this is weak and
destabilization wins.

Balbus and Hawley (1998) pointed out that the destabilization mechanism is most
easily illustrated by considering two fluid elements orbiting in an axisymmetric
disc which is threaded by a vertical weak magnetic field. Incompressible linear
perturbations are taken having a spatial dependence of exp(ikz). The components
of the displacement & then have the coupled equations of motion

£ —2Qfy = [ d? (k )2} (11.46)
b — StIJ—_ dlnw+ *Va éw, .
Ep + 296, = —(k - v,)’%, (11.47)
where
By .
Vi = | Z. (11.48)
(mop)2

As well as being the leading order WKB equations for the local fluid displacement
in a magnetic disc, these also describe two orbiting mass elements connected by a
light spring with a stiffness constant of (k - v,)2. The two particles are displaced
to neighbouring orbits, one to an outer orbit and the other to an inner orbit. The
consequent difference in angular velocities stretches the spring and a tension pulls
backwards on the inner mass and forwards on the outer mass. Hence the inner mass
loses angular momentum while the outer mass gains it. This causes the inner particle
to drop to a lower orbit and the outer particle to move to a higher orbit. The widening
separation leads to an increased tension and the process runs away. If the spring
constant is sufficiently large that the natural oscillation frequency is well above 2
then stability will occur. A sufficiently strong spring constant suggests, from (11.46),
the stability condition

d$?

k-v)?> — .
&-v)"> = e

(11.49)
The equations of motion (11.46) and (11.47) lead to the dispersion relation
4 2 27,2 2 2 sz
o — [k +2(k-v) Mo+ Kk-v) [ (K-vy) + =0, (11.50)
dinw

where

1 d
K2 = (@*Q?). (11.51)
w3dw
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The condition (11.49) arises formally from the dispersion relation (11.50) as a
requirement for the two roots of the quadratic for w? to satisfy w?> > 0, so  is
real. For small enough k there will always be instability unless d2/dw > 0.

A more formal derivation of the instability was given by Balbus and Hawley
(1991) The disc was taken to contain an initially weak poloidal magnetic field,
so its dynamical effect on the unperturbed state is negligible. Axisymmetric,
large wavenumber linear perturbations were considered which take the form
expli (kg @ + k;z — wt)], where the local spatial variations of the components of k
can be ignored since the z and z length-scales of the unperturbed disc structure are
long relative to the wavelengths of the perturbations in these directions. Adiabatic
perturbations were taken and the Boussinesq approximation was used, which
consists of ignoring pressure perturbations in all equations except the momentum
equation. The special case of vanishing radial field, B, was addressed first.

The linearized equations of momentum, continuity, induction and heat lead to the
dispersion relation

K2 k 2
k304 — |:K2 + ( kf N, — Nm> } o —4Q% 22, =0, (11.52)
where
o’ = o® — kv, (11.53)
B2
v, = ¢ (11.54)
Hop
2Q d
K? = (@2Q), (11.55)
w dw
2 2 3 _5
Ng + N7 = —Sp(VP) -[VIn(Pp~3)], (11.56)
with B;, P and p denoting unperturbed disc quantities. In a Keplerian accretion
disc,
1
GM,)\ 2
Q:QK=< 3") ) (11.57)
w

Then K, given by (11.55), is real. A non-magnetized disc is stable to inviscid adia-
batic perturbations if Ny and N, given by (11.56), are also real. By solving (11.52)
for o2, it follows that o2 (and hence a)2) is real. Disc stability can therefore be
investigated by considering conditions in the neighbourhood of w? = 0, at which

0?2 = —k2v2,. In this limit (11.52) becomes

2.2 22 o [ A
(K202, + N2, — 2Ny Nokkgy + K2

2 2.2
2 gy T NG R ):0. (11.58)

T TAZ
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Regarded as a quadratic for kg, this equation does not allow real solutions,
so assuring stability since w? could then not pass through zero, provided the
discriminant is negative. This stability condition can be expressed as

dQ? dQ?
kKot + k202 (N2 + ) + N? > 0. (11.59)

oA s dlnw “dinw

Since N, Zz > 0, the inequality can only be satisfied for all non-vanishing &, if

> 0. (11.60)

This is clearly violated in a Keplerian disc, so giving instability for values of & less
than the critical value yielded from the equality in (11.59) as

1

1 2

(kZ)cril =

Uaz

dQ?

Q
P =3, (11.61)

Uaz

using NZ2 > NLZU for a thin disc. The inclusion of a radial field, By, in the
unperturbed disc does not affect the stability criterion, given by (11.60).

In a thin Keplerian disc K> = Q2 and this term dominates in the coefficient of
o2 in the dispersion relation (11.52). The unstable root of this equation, together
with (11.53) for o, leads to a time dependence exp(y¢) in which the growth rate is

1
Q2 k2 1 K ko,\?
y=|- kz2 — k22, + 5 (Q‘K‘kg + 169§k;vfz : (11.62)

For k;v,, <« € first order expansion yields y =~ V/3k.v,.. Differentiation
of (11.62) with respect to k;, using k; >> ko, gives a maximum growth rate

Q¢ Q¢
~ at k, = , (11.63)
Ymax «/2 z Vaz

SO Ymax 1S independent of the magnetic field. Balbus and Hawley (1998) showed
that the magnetorotational instability corresponds to the slow magnetosonic mode
becoming unstable. The instability is local and evanescent.

The foregoing analysis ignored dissipative effects. However, for sufficiently
small | B, | the value of (k;)., given by (11.61) will become so large that there will be
wavenumbers at which dissipation is important. This value of | B;| can be estimated
for ordinary Ohmic dissipation, with the associated diffusivity

T = 5.2 % 10" In AT ™2 m%~!, (11.64)



11.3 Magnetohydrodynamic Dynamos 327

as discussed in Sect. 2.2.11. The dissipation and growth time-scales are

472 2

T, = 5 Tg= . (11.65)
nohmkz 7/

Using typical values of y ~ € and k; ~ /v, the condition 7, > 7, for

negligible dissipation becomes

Q
2 K
Vie > Mom (11.66)
which can be expressed as
B? Q
Z nohm K , (1 1.67)
2uoP 7 4wc?

where cs2 = (R/w)T. Taking In A = 10, (11.64) and (11.67) give

1 5
B? oM \2( T 2/ @ \>
3.5x 10 , 11.68
T e (M@ 104K <108m) (11.68)

where M, is the mass of the accreting primary star. This indicates that quite weak
initial fields can be considered for which the dissipation associated with the linear
instability is ignorable. For p ~ 10-° kg m3, (11.68) yields | B;| ~ 10~° T for the
field below which Ohmic dissipation becomes effective. Similar field values apply
to the case of thermal conductivity.

The maximum value of k, for instability is given by (11.61). A minimum value
for k; is set by the wavelength condition A; < 2k, where £ is the disc scale height,
s0 (kz)mn ~ 7/h. The validity of the local analysis requires A, < 2h and hence
k; > 7/ h. For a thin Keplerian disc with a weak magnetic field, 1 ~ cs/ 2, so the
range of k, for which the local instability is operable is

Q Q
TNk <3 (11.69)

Cs Uaz

This leads to BZ2 /2o P < 1 which can be consistent with the negligible dissipation
condition (11.66).

The foregoing derivation of the magnetic shear instability is a local analysis,
and used the Boussinesq approximation. Papaloizou and Szuszkiewicz (1992) con-
sidered an axisymmetric, compressible, differentially rotating, non self-gravitating
fluid containing a poloidal magnetic field. They performed a global stability analysis
of axisymmetric, adiabatic modes by formulating a variational principle. The modes
have a time dependence exp(ot) and the self-adjoint nature of the operators leads
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to real values for 2. Stability therefore requires o> < 0 and, for a weak magnetic
field, this gives the condition

() ()
we- -Vo)e - VQH) —(e- e- — >0, (11.70)
Iy e p

where e is an arbitrary vector and the adiabatic exponent I'; is defined by (2.128a).
It follows that for e tangent to surfaces of constant pressure, or of constant entropy,
stability requires

(e-V)(e- V) > 0. (11.71)

For a thin disc this condition is essentially the same as (11.60), confirming the
Balbus-Hawley result that a Keplerian disc is unstable. Gammie and Balbus (1994)
showed that the field magnitude required for stabilization in a global problem may
depend on the detailed boundary conditions.

Dubrulle and Knoblock (1993) considered incompressible motions in a thin disc,
but allowed the basic state to have azimuthal as well as vertical magnetic field. With
the unperturbed velocities v, = v, = 0, together with B, = 0, the unperturbed
Alfvén speeds v,y and v,, are necessarily independent of z. Axisymmetric pertur-
bations were considered with the separable form f (ww)expli(k;z + ot)], leading
to a second order radial eigenvalue problem. When v,; is constant the sufficient
condition for stability becomes

2 d 1 d (@B
w2 ¢ @) - >0, (11.72)
do w2do \ pop

and this was found not to be sensitive to the boundary conditions imposed. In the
weak field limit, this result reduces to (11.60).

11.3.2 Non-linear Development of the Shearing Instability

Balbus and Hawley (1991) pointed out that there are two possible outcomes of
the magnetic shearing instability. Firstly, in the absence of sufficient dissipation,
the magnetic field will grow to the point where the minimum critical wavelength
exceeds the disc scale height. This occurs when the Alfvén and sound speeds are
comparable, the magnetic field being left in a dynamically important state but no
longer prone to shearing instability. The second, and more likely, possibility is that
reconnection dissipates the growing field and a state is reached in which the growth
rate of the instability is counterbalanced by dissipation at the smallest scales. Hence
classical turbulence results.
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Subsequent work strongly supported a turbulent outcome for the hydromagnetic
instability. Hawley and Balbus (1991, 1992) performed non-linear simulations in
both two and three dimensions. Their local analysis considered unstratified fluid in a
box with periodic shearing boundary conditions. For initial conditions appropriate to
axisymmetric modes, the three-dimensional case has a period of exponential growth
after which the solutions break up into a turbulent state.

Hawley et al. (1995) showed that the magnetic shearing instability also operates
in the presence of an irregular magnetic field. This field can sustain self-excited
turbulence, even in the absence of vertical stratification. In the fully turbulent state,
they found that the B, By magnetic stress dominates the viscous stress so angular
momentum transport is largely magnetic. Stone et al. (1996) included density
stratification and found similar turbulence. They showed that the saturated state
is essentially independent of the initial magnetic field geometry. Fromang et al.
(2007) performed local box simulations with zero net magnetic flux. The net angular
momentum transfer increases with magnetic Prandtl number, and the turbulence
vanishes at a minimum value of v/7.

Numerical simulations of the magnetorotational instability by Brandenburg et al.
(1995) gave rise to turbulence with a finite mean helicity. A self-sustaining o2
dynamo generates mean magnetic fields, leading to radial angular momentum
transport. The turbulence generated in simulations is highly anisotropic, and the
microscopic magnetic Prandtl number affects the saturation level of B. This and
more recent dynamo simulations are discussed below.

11.3.3 Validity of Standard Mean-Field Dynamos

The discovery of the significance of the magnetorotational instability to accretion
disc turbulence has brought into question the validity of the existing theory of mean-
field electrodynamics for dynamos. This theory was outlined in Sect. 2.3. The mean
field (with the subscript zero now dropped) obeys the equation

IB
5 = VX XB)+VXE—Vx@VxB), (11.73)

where the electric field
E = (v; x By). (11.74)

A key assumption made in the standard theory is that the turbulent velocity field can
be prescribed independently of the magnetic field, corresponding to a kinematic
dynamo in which the magnetic field has a negligible effect on the turbulence.
However, as pointed out by Balbus and Hawley (1998), in a fluid the pressure P is
the only non-magnetic stress that sets a scale. In the weak field limit of B?/2uo <
P, the Alfvén and slow magnetosonic modes become degenerate, and have no
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hydrodynamic analog (see Sect.2.2.6). The dynamical effects of these purely
magnetic modes can never be ignored. The weak magnetic field enters the dynamics
only via the combination k - v, and this defines a characteristic wavenumber scale
of k ~ /v, at which magnetic effects become important. Provided that this scale
is not small enough for micro resistivity to become dominant, the magnetic tension
force is significant. The key assumption that v, can be specified independently of B
is then not satisfied.

Blackman (2010) noted that the effects of magnetic helicity should be incorpo-
rated in dynamo theory. Large-scale dynamos always involve some helical growth
of the large-scale field which is coupled to the helical growth of small-scale fields of
opposite sign and/or a compensating helical flux. The large and small-scale helicities
obey the evolution equations

9 IA
at(A~B)=2£~B—2nJ-B—V~(ZII/B—i—Ax at>’ (11.75)

(:?t ((a-b)) =-2-B—-2n(j-b)y—V- (2(1/fb) + <a X g?>) , (11.76)

where a and A are the small and large-scale vector potentials, while v and W are the
small and large-scale electric potentials. The growth of the large-scale field involves
a finite £ - B, which provides an equal and opposite source term for the large and
small-scale magnetic helicities as shown by (11.75) and (11.76). Standard mean-
field theory has focused on the large-scale equation (11.75), but does not use the
coupled equation (11.76) for the small-scale helicity.

More recent dynamo theory takes an -function as

1
a:akin‘i‘amag:_:if[(v'r‘vxVT>_(b'VXb”v (11.77)

where Alfvén unit scalings are used to make the equation dimensionless (see
Blackman and Field 2004). The time evolution of « is directly coupled to the
evolution of the magnetic helicity. If A - B grows initially from oy, then (a - b)
grows with an opposite sign which quenches «.

The formulation of a set of mean-field equations which incorporate the mag-
netorotational instability is a formidable and, as yet, unsolved problem. Most
information regarding the consequences of magnetically driven turbulence in
accretion discs has been derived from local box simulations, using various boundary
conditions. These can provide data which can be used to estimate «.
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11.3.4 Magnetohydrodynamic Dynamos

Studies of magnetohydrodynamic dynamos in accretion discs, which incorporate
the magnetorotational instability, have made been developed using semi-analytic
and numerical methods.

Tout and Pringle (1992) developed a model for a magnetic accretion disc
dynamo. The dynamo mechanism depends on the Balbus-Hawley instability,
together with the Parker buoyancy instability and reconnection. The authors
concentrate on a local description of the physical mechanisms involved, rather
than on detailed spatial dependences. Their toroidal induction equation is

dB, 3 B
¢ — QKBW_ ¢

. 11.78
dt 2 Tp ( )

This is the standard form for this equation, the toroidal field being created by the
radial shearing of poloidal field and diffused, in this case by the Parker instability.
The origin of this instability was discussed in Sect.2.2.11, and the corresponding
magnetic diffusivity is given by (2.242). The Parker diffusion time is therefore

h

= , 11.79
furg ( )

Tp

where h is the vertical scale height, v,y = |Bg|/(1op)"*, and & < 1.

The Balbus-Hawley instability creates radial field from vertical and Parker
magnetic buoyancy diffuses the radial field. The radial equation, averaged over
wavenumbers, was taken to be

d By

dt = Ymax$2%B; — Bw /To,  Unz/Cs < \/2/7'[, (11.80a)
dBy  _
dt = VeuS2B; — Bw /T, \/2/7'[ < Upz/Cs < \/6/7'[, (11.80b)
dB
dtw = —Buw /T, az/cs > V6/T, (11.80c)

where

1
_ (1 ﬂUAz/\/ZCS) :| , (1181)

_BH= _max 1
Von = [ (1—+/3)2
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and Ymax ~ 0.71. Equation (11.80a) arises when the wavelength of the fastest
growing mode of the Balbus-Hawley instability is < 2k. From (11.63) this mode
has a vertical wavelength

27TV,
AT = , 11.82
z o ( )
where v,; = |B;|/(top)". It then follows from (11.61) that
AT = /30 (11.83)

where the instability is cut off when A, < A$*. Hence in this first case the range

of unstable wavelengths is AJ™ /\/ 3 < Az < A, with A2 < 2h. The unstable
modes therefore all have growth rates near the maximum value of ~ y,,, €, this
being taken as the average value in equation (11.80a). The associated inequality
Ve < /2/m arises from AT < 2h, together with the assumption of an

isothermal vertical structure which yields 22, = +/2¢,. Equation (11.80b) gives the
intermediate regime, while (11.80c) arises when A" < 2h, so there are no unstable
wavelengths in the disc and the generation of B, ceases. Equation (11.81) is an
analytic fit to the results of Balbus and Hawley (1991).

The vertical equation was taken as

dB, _ By B (1184
dt TP Trcc‘ '

The Parker instability creates B, from By, while reconnection dissipates B;. The
reconnection time-scale is

)\'ICC
(11.85)

Tree = ,
[y,

rec

where 1. is the mean distance between patches of B, of opposite sign and I'~! ~
In Ry, with Ry, the magnetic Reynolds number.

The authors first investigated the linear stability of the trivial solution B = 0.
They found this solution to be unstable with a growth time of order (2/3)2 . An
equilibrium solution with finite B was then sought. The growth terms for By and
By involve the time-scale €2 1 whereas the loss terms involve the larger time-
scales 7, and t,.. Equilibrium can therefore only occur when the growth of By
via the Balbus-Hawley instability is inhibited by the presence of strong B;. The
equilibrium solution has Bé /2o ~ P and is shown to be overstable.

The non-linear evolution of the dynamo was investigated using numerical
integration. In all cases the magnetic field remains finite, but oscillates about the
equilibrium state. The cycle is largely controlled by how far B; is from equilibrium.
For weaker B, the Balbus-Hawley instability leads to a rapid growth of B, and a
slower growth of By. These lead to growth in B, towards equilibrium and then By,
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and By decay, followed by B,. Although B, and By escape from the disc on the
time-scale 7, ~ 4Q !, By, is converted to By on the shear time-scale of ~ 0.7Q .
Hence in equilibrium By ~ 6By .

Brandenburg et al. (1995) used numerical methods to simulate the non-linear
evolution of magnetized Keplerian shear flows in a local, three-dimensional model,
including compressibility and stratification. The Balbus-Hawley instability was
found to generate motions which regenerate a turbulent magnetic field which, in
turn, reinforces the turbulence.

Local Cartesian coordinates (x, y, z) were used, with origin at a cylindrical
radius @y and unit vectors X = @, ¥ = ¢. The origin was taken to have the angular
velocity ¢ = Q (@) so, to linear order, the Keplerian shear flow in this frame is

3
W) (x) = —, Qox. (11.86)

The equations of momentum, induction, continuity and heat were solved in a local
box to obtain the deviations, v, from this flow. Equation (11.86) is consistent with
no systematic variation of quantities with x, since only d vg (x)/dx occurs in the
governing equations. A standard form was adopted for the viscous force, and the
perfect gas equation was used. A simple form for the cooling rate was taken as

0 = —Qo(E — Ep), (11.87)

where

P

E = 11.88
(y —Dp ( )

is the thermal energy per unit mass, with Ej its initial value. An initial isothermal
stratification was assumed and the insulating boundary condition dE/dz = 0 at
z = £h was employed.

The velocity was taken to obey stress-free conditions at the upper and lower
boundaries, so

d d
O 0 at 7= 4h (11.89)
0z 9z

The magnetic field was taken to be purely vertical at these boundaries. Using B =
V x A, then gives the surface conditions By = By, = 0 in terms of the vector
potential as

dA,  BA,
= =0 and A;=0 at z==h. (11.90)
0z 0z
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Periodic boundary conditions were adopted in the y-direction. The quasi-periodic
condition

3
F(Ax,y.2)=FO.y+  Q1Ax.2) (11.91)

was used for any quantity on the radial boundaries, where Ax is the radial extent
of the box. This sliding condition accounts for the effect of the Keplerian shear in
the y-direction. The horizontal boundary conditions lead to vanishing vertical flux,

since
Ay A Ax A
//Bzdxdy = /0 [Ay]oxdy —/0 [Ax]oydx =0. (11.92)

This enables the field to decay to zero if the motions become too weak to sustain it.

The governing equations were solved using sixth-order compact derivatives, and
a third-order Hyman scheme for the time-stepping (Nordlund and Stein 1990).
Random velocity perturbations are taken, with an initial Mach number of vyys/cs =
0.002. The initial field was taken to be B = By sin(2wx/Ax)z with By satisfying
2uo0P /B2 = 100.

The Balbus-Hawley magnetic shear instability generates turbulence. Energy
flows from the Keplerian motion into both magnetic and turbulent kinetic energies
in the ratio of ~ 6 to 1. However, the energy transfer rates (=energy flux/energy
content) into these two reservoirs are approximately equal at ~ 0.3Q. The
Lorentz force pumps half this magnetic energy into turbulent kinetic energy. Hence
three-quarters of the energy going from the Keplerian motion into turbulence first
passes through a phase of magnetic energy. The magnetic and turbulent energies are
subsequently dissipated and heat the disc. Poloidal magnetic field is regenerated at
arate of ~ 0.6, comparable to the growth rate of the magnetic shear instability.

The large-scale toroidal magnetic field is mainly of quadrupolar parity, and
exhibits cyclic behaviour. The ratio of the mean magnetic energy density to the
thermal energy density is B>/2uoP < 0.1. The dynamo a-function was found to be
negative for 0 < z < h, contrary to standard theory which uses the Parker instability
and Coriolis force to generate «. As discussed in Brandenburg and Donner (1997),
the reason for this sign difference appears to be the strong effect of the magnetic
shear instability. Oscillatory quadrupole modes are then favoured, but the average
value of By By is still negative, as required for outward radial transport of angular
momentum.

The standard inner boundary condition of vanishing torque, described in
Sect. 2.4.4, leads to the stress equation

1 dQ
/ / / / K
<pvmv¢ " BmB¢> =—po (11.93)
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where primes denote turbulent components and the radial integration constant can
be ignored for @ > R, with R, the radius of the accretor. In the Shakura-Sunyaev
model the turbulent viscosity coefficient is expressed as

v = €ch, (11.94)

with €; < 1. The value of ¢; found here fluctuates in time, with a mean value of
€; ~ 1072, Brandenburg et al. (1996) derived a parabolic fit for €, of the form

32

e~etep 3, (11.95)
B,

where Beq = (140 ,ocsz)”2 is the equipartition field with respect to the thermal energy
density and ep >~ 0.5.

The numerical simulations are consistent with a dynamo «-function above the
central plane of

o~ —5x 1073Qh. (11.96)
The turbulent magnetic diffusivity is
ne >~ 8 x 1073Qh. (11.97)

The ratio of field components is typically |By /Byl ~ 1072, characteristic of an
a2-type dynamo.

Ogilvie (2003) constructed covariant evolution equations for the mean Reynolds
and Maxwell tensors, including a linear interaction with the mean flow. Non-
linear and dissipation effects were modelled. The model explains the development
of statistically steady anisotropic turbulent stresses, using a local representation
of a differentially rotating disc. This agrees with the main results of local box
simulations.

Gressel (2010) also considered a local box model with zero net flux, but
with vertical stratification. A direct dynamo results from the magnetorotational
instability, but an indirect dynamo effect also appears related to the Parker instability
and buoyancy. The current helicity appears to play an important role in the
dynamo process. Davis et al. (2010) showed that vertical stratification leads to the
convergence of the turbulent energy density and stresses with increasing resolution.
The horizontal magnetic field has cyclic behaviour, with a period of about 10 orbits.
Including vertical stratification extends the range of the magnetic Prandtl number
for which turbulent generation occurs.

Beckwith et al. (2011) performed global simulations for a thin disc, using
an initially strong toroidal magnetic field. The fastest growing magnetorotational
modes are well resolved and the system loses memory of the initial conditions. The
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largest scales within the turbulence are controlled by the density and the effective
turbulent viscosity parameter was found to be €, ~ 2.5 x 1072

Gressel and Pessah (2015) performed vertically stratified shearing box simula-
tions and found a dynamo scaling separation of ~ 10. The « and n functions were
found to scale linearly with the shear rate, and the model gives support to the o2
mechanism in discs.

Improved numerical techniques should allow further progress to be made in
our understanding of the nature of magnetohydrodynamic dynamos operating in
accretion discs. The development of global models is particularly important.

11.4 Disc Structure with Large-Scale Magnetic Fields

11.4.1 Background

Having established that magnetohydrodynamic dynamos can generate large-scale
magnetic fields in discs, the effects of such fields needs to be investigated. Large-
scale magnetic stresses can transport angular momentum in discs and hence provide
a means of driving the inflow. Dipolar symmetry fields can only exert torques on
disc rings if the By B, stress is finite at the disc surface. For an axisymmetric, steady
disc surrounded by a vacuum By, vanishes at the surface and hence there will be zero
net torque with a dipole symmetry field. However, if a wind emanates from the disc
surface the conducting surroundings will give a finite By, and there will be a net
torque with angular momentum carried away from the disc by the wind, so driving
an inflow. This case is considered in detail in Chap. 14.

With a quadrupole magnetic field the B, By stress can cause an outward radial
transport of angular momentum, even for vacuum surroundings. Since a self-
sustaining dynamo requires turbulence, there will also be a viscous torque on disc
rings. The relative contributions of the magnetic and viscous torques is of central
interest, as is the effect of the magnetic field on the disc structure. Because a
mean field induction equation that self consistently incorporates the effects of the
magnetorotational instability does not at present exist, the standard mean field
dynamo equations are used to find field solutions. It will be seen that an a2
dynamo can generate large-scale magnetic fields leading to stresses which play
a major part in driving the inflow. The Q2-effect, described by the B, - VQ term
in the induction equation, has a rigorous basis but, as discussed previously, the
a-effect due to turbulence has yet to have a completely consistent formulation.
Nevertheless, parametrized forms for « allow solutions to the found for the magnetic
field which can be used with the magnetohydrodynamic equations to find disc
solutions corresponding to physically consistent structures. It will be shown that the
magnetic fields generated by an «<2 dynamo naturally lead to the required angular
momentum transport and energy dissipation in the disc.
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The o function is required to be antisymmetric about the disc mid-plane, but its
sign above and below this plane is still not rigorously established. The case of @ > 0
for z > 0 will be considered here since this leads to steady quadrupolar symmetry
magnetic field solutions. The case of @ < 0 for z > 0 tends to facilitate oscillatory
quadrupolar and steady dipolar solutions. The period of oscillatory solutions is much
shorter than the inflow time through the disc, so the inflow in this case will be
essentially driven by the time average over an oscillation period of the By By stress.
Hence, quadrupolar solutions are of relevance to both cases for the sign of «, but the
simplest solutions result for the case of « > 0 for z > 0 and these will be considered
here.

Most studies of the effects of an intrinsic magnetic field on the disc have
either taken vertical averages and focused on the radial structure (e.g. Campbell
1992; Rudiger et al. 1995; Campbell and Caunt 1999) or ignored the radial
structure and calculated local vertical dependences (e.g. Rudiger and Shalybkov
2002). Parametric forms of turbulent and magnetic buoyancy diffusivities have been
considered. In Campbell (2003) a solution was found for the radial and vertical
structures of the disc, with a quadrupolar magnetic field generated by an o2
dynamo. The formulation below is based on this work.

11.4.2 Magnetic Disc Equations

A steady axisymmetric disc is considered around an accretor of mass M and radius
R. For a thin disc self-gravity is ignorable, and the star is assumed to have a
negligible magnetic field. The surroundings are taken to be a vacuum. Cylindrical
coordinates (e, ¢, z) are used, centred on the star. For a thin disc the ratio h/w is
small and here the frequently occurring ratio of (B / B¢)2 is also small. These two
small ratios can be used to simplify the equations.

Firstly, the @ -component of the momentum equation can be considered. As in
the standard viscous disc, the subsonic poloidal velocity component terms are small
relative to the stellar gravity term and the radial thermal pressure gradient is also
ignorable. The radial magnetic force terms are small and hence the stellar gravity
balances the centrifugal force to give a Keplerian angular velocity distribution of

1
M)\ 2
Q=Q = (G 3> , (11.98)
w

where Q2 = vy /@ . This is applicable down to the outer edge of a boundary layer at
@ = R + 4, of width § <« R, through which 2 decreases to the stellar value of 2.
SO accretion can occur.

The continuity equation can be written as

0 0
(wpvy) + . (wpv;) =0. (11.99)
ow 0z
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Vertically integrating this equation between —z and z, using the antisymmetry of v,
gives

a Zz
(w/ ,ovwdz> = 2wpv;. (11.100)
o

—Z

Since v; K |vg| and p decreases vertically, the vertical mass flux is ignorable
relative to the radial mass flow. The radial derivative is then zero and a w-
independent mass flow rate is given by

. Z
M(z) = 2@ WPVxdZ. (11.101)

—Z

Combining the continuity equation, with the pv, term being ignorable, with the
¢-component of the momentum equation yields the angular momentum equation

9 90 3 (1
(wpvwwzﬂ):aw (,ovw3 )+ (Moszqu;), (11.102)

0w 0w o

relating the divergence of the radial angular momentum flux to the viscous and
magnetic torques. The term involving By B, has been dropped, since it is small
relative to the By By term for a quadrupolar field.

The poloidal velocity terms and the magnetic force term involving B?Z, are small
in the vertical component of the momentum equation, which therefore reduces to

> B
Qizp + P+ =0. (11.103)
0z 2/,L0

The magnetic pressure gradient reinforces the thermal pressure gradient, since Bé
decreases with increasing |z|, giving forces that balance the vertical component of
the stellar gravity.

The induction equation, with a standard « term, describes the generation of
magnetic field in the disc. The toroidal and poloidal components of this equation
are given by (11.1) and (11.2), together with (11.3) which relates B, to A. Noting
that the poloidal advection terms and the radial derivatives in the diffusion terms are
small, and that 0€2/dz = 0, the poloidal and toroidal components reduce to

9By
— By, 11.104
n . a By ( )
and
9%B,
n’ 7’ = —wByQl. (11.105)

072
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noting that the vector potential A has been eliminated here in terms of B . The
poloidal equation (11.104) gives the balance between the creation of B, from By
via the & process, and its vertical diffusion. The toroidal equation (11.105) expresses
the balance between the creation of By by the winding of B, due to radial shearing,
and its vertical diffusion.

The advection of heat in the disc is small, so the steady thermal energy equation
relates the divergence of the radiative flux to the energy generation rate per unit
volume. The vertical derivative term dominates in the divergence, and the radial
component of the current density gives the main contribution to the magnetic
dissipation. Hence the thermal balance is

OF

3By \>
)Y+ " 2 . 11.106
LA (11.106)

0z

For an optically thick disc the radiative heat flux is

4o, 0 4
F,=— "), 11.107
: 3kp 0z ( ) ( )

with the Rosseland mean opacity taken to have a Kramers form
K =KpT™2, (11.108)

where K is a constant.
Accretion discs are considered in which the radiation pressure is small and the
gas equation of state is

R
P=""pT, (11.109)
w

with u the mean molecular weight.

11.4.3 Magnetic Field Generation

Taking 1 to be independent of z and combining the induction equation compo-
nents (11.104) and (11.105) to eliminate B, yields the dynamo equation

¥By wQa

+ “ By =0. 11.110
az3 2 7 ( )
The function «(w, z) must be antisymmetric in z and local box simulations of
magnetorotational instability induced turbulence suggest that « < O for z > 0 may
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apply (e.g. Brandenburg and Campbell 1997; Brandenburg and Donner 1997). This
can lead to an oscillatory quadrupole magnetic field with a period of

Q)2 27
Py >~ ol Q.- (11.111)
K
This typically gives
o [(h)* h\?
Pm:|v| > = > Ty, (11.112)
w

where 7, is the inflow time-scale. Hence P, < 7, so the magnetic field will oscillate
many times as matter flows through the disc. It follows that it will be the average
over a period Py, of the magnetic stress By, By that effectively drives the inflow. For
simplicity, « > 0 for z > 0 is taken and steady quadrupolar fields result. This will
represent the situation with ¢ < 0 for z > 0 with a time averaged magnetic stress
for an oscillatory quadrupolar field.

The o function is taken to have the separable form

a(w,z) = a(w)l = ecs, (11.113)
where
z
.= b (11.114)

and € < 1 is a rms turbulent Mach number with

1 1
P.\?2 2
Cs = ( ) = (RTC> (11.115)
Pc 128

being the isothermal sound speed in the mid-plane.
A turbulent magnetic Reynolds number can be defined as

Ny = (11.116)

and is taken as constant. This is consistent with defining a turbulent magnetic Prandtl
number as

N, = (11.117)

n= . ¢h (11.118)
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and

V= csh, (11.119)

corresponding to the turbulent viscosity having a standard parametrized form for N,
constant.
The toroidal magnetic field can be expressed in the separated form

By (w, 2) = Bye(m) f(£), (11.120)
with Bge(w) = By(w,0),0 < ¢ < 1and
fp(0) = 1. (11.121)

Using (11.113), (11.114) and (11.120) for o, ¢ and By in the toroidal field
equation (11.110) yields

1y = 1KPefp=0 (11.122)
with
3 3 N2 Quh
K == 0. (11.123)
S

being the dynamo number. The dimensionless quantity | K| can be written as |K | =
h/€., where £ is the vertical length-scale of B in the disc. Self-consistent, steady
disc solutions result for K constant, corresponding to 24/ /cs being independent
of & as in the standard viscous disc. Equation (11.122) must be solved for f(¢)
subject to appropriate boundary conditions.

A quadrupolar symmetry field has B;(z,0) = 0 and so V - B = 0 yields

1 0 <
B, (w,z) = — (w/ dez> . (11.124)
o 0w 0
Since the radial and vertical length-scales of By, are ~ @ and ~ h, it follows that
Bye. (11.125)

Matching to a vacuum field at the surface, in which the potential function must have
comparable length-scales in the @ and z directions in order to satisfy Laplace’s
equation, requires By ~ B, and hence

B (11.126)
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Hence, to leading order in /@, B; is ignorable through the disc and B becomes
ignorable at the surface. The boundary conditions for a quadrupolar field in a thin
disc surrounded by a vacuum are therefore

By(w, h) = 0, (11.127a)
9By
—0, (11.127b)
0z 7=0
Boy (@, h) = 0. (11.127¢)

The first condition is necessary since a steady axisymmetric field in a vacuum
has By = 0, while the second condition is a symmetry requirement and the last
condition is the leading order result derived above.

Using (11.98), (11.118) and (11.120) for €2, n and By in the toroidal induction
equation (11.105) yields

Ny

By (w,z) = KP3 B¢C(w)f¢/)’(§), (11.128)
which can be expressed as
f6 @)
By (w,2) = Byc(@) £10) = By (@) for (£). (11.129)

Using (11.120) for By and (11.129) for B4 in (11.127a), (11.127b), and (11.127c)
gives the boundary conditions

fe(1) =0, (11.130a)
f40) =0, (11.130b)
£y =0. (11.130c)

The differential equation (11.122), together with the boundary conditions, con-
stitutes a homogeneous boundary value problem with eigenfunctions f,(¢) and
eigenvalues K°.

Power series solutions can be found of the form

fo@) = art®. (11.131)
k=0
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Only even solutions are relevant for a quadrupolar field, and the two even linearly
independent solutions are

kPN cH
_ , 11.132
Je1(0) ;}( 64 ) [‘(k+1)I‘(k+Z)F(k+é) ( )
and
oo |K|3>k g2
_ , 11.133
Je2(&) kg(:)( 64 Ik + ;)F(k—i_ Z)F(k-i-l) ( )

where I is the gamma function. The required solution is

Jo(8) = c1f31(5) + 2 f42(8), (11.134)

where ¢; and ¢, are constants. Because the solutions are even, it follows that
fq;(O) = 0 is satisfied. The application of f3(0) = 1 and f,(1) = O determines
c1 and ¢y, leading to

Jor(1)
Jo2(1)

Then applying f,/(1) = 0 gives the condition

3
Jo(©) =715F<4) |:f¢l(§)_ f¢2(§)] (11.135)

Tt e (D) = fo1 (D) fgo(1) =0, (11.136)

which determines K3 as a set of eigenvalues for the quadrupole modes. Taking
the first 40 terms in the power series solutions gives high accuracy. Using these
in (11.136) and solving numerically gives the first eigenvalue, corresponding to
K| = 2.324, with f5(¢) and f4(¢) monotonically decreasing between ¢ = 0
and ¢ = 1. These dynamo field solutions are shown in Figs.11.1 and 11.2.
The quadrupole magnetic field solution leads to consistent solutions for the disc
structure.

11.4.4 Angular Momentum Transport

Integrating the angular momentum equation (11.102) from —z to z yields

0

1. 2 2
MQ@Q)w’Q+ o3QvE + w2/ By Bgdz ) =0, (11.137)
ow \ 27 o 0
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Fig. 11.1 Vertical variation of the radial magnetic field (from Campbell 2003)
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Fig. 11.2 Vertical variation of the toroidal magnetic field (from Campbell 2003)

where M(z) is given by (11.101) and

Y(w,z) = /Z pdz. (11.138)

—Z

Equation (11.137) states that the term in brackets is independent of @, and so is
a pure function of z. This quantity represents the total rate of angular momentum
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transport through an annular area of the disc between —z and z. This rate is the
sum of the rate of material angular momentum transport due to the inflow which
is balanced by the outward radial transport of angular momentum carried by the
viscous and magnetic stresses. The total f(z) function is determined by applying
boundary conditions at the outer edge of the boundary layer above the stellar surface.
These conditions are taken as

Q' =0 and BnBy=0 at @ =R+, (11.139)

with 6 <« R. Integrating (11.137) and applying these conditions, taking a sharp
turn-over so €2 is nearly Keplerian as @ = R + § is approached, yields

M(2)

[wzsz—(GMR)i]+w3sz’uz+ 2 w2 [* B, Bydz =0
wBsdz =0.  (11.140)
2 o 0

The density and inflow speeds can be expressed in the separable forms

p(w,2) = pe(@) fp(£), (11.141)

Vo (7, 2) = V(@) fo (), (11.142)

where p.(w) = p(w,0) and vy (@) = vy (w,0). Both f,(¢) and f,(¢) have
even symmetry so

@ =1, f,0)=0, (11.143)
fo(0) =1, f,(0) =0. (11.144)

Using these forms in (11.101) and (11.138) gives

) M (¢
M(z) = /fpfvdz, (11.145)
I Jo
and
(@) [¢
Y(w,z) = ffpdg, (11.146)
L Jy
where
M=M®h) and Z(w)= (w,h), (11.147)
while

1
I = / fofodl (11.148a)
0
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and

1
I5) :/ fodc¢. (11.148b)
0
The toroidal induction equation gives

By = B¢ch;’(§) (11.149)

3Qh2

Using (11.120) and (11.149) to form By By, together with (11.145) for M(z)
and (11.146) for X (=, z) in the angular momentum equation (11.140) yields

3 20 E/Cfd M [ 2 (GMR)é]/fod
w "8V 2 = W dag — v
212 0 p ; 27‘[1 0 p C

4w nBZC
11.150
+, Lo / T 1 ( )
A separable solution arises by taking
4B, cM [ 2Q (GMR)i] (11.151)
= w — , .
3 poSkh 27 £

where C is a constant. This satisfies the second boundary condition (11.139) and
leads to self consistent disc solutions. Using (11.151) in (11.150) gives the radial
and vertical angular momentum equations as

. 1
M R\2
VY, = kg |:1 — ( ) :| (11.152)
3 w

ki
4]

and

1
Jo= I Tofo+Cly 14, (11.153)

where k1 is a separation constant. It will be shown that k; < 1, so the radial equation
gives the standard viscous form for v, but reduced by a factor k1 due to the
By By magnetic stress accounting for a fraction of the outward angular momentum
transport, so less viscous transport is required.
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11.4.5 Vertical Equilibrium

347

The thermal pressure and the temperature can be written as the separable forms

P(w,2) = P(@) fp(£)

and

T(w,2) = To(@) fr(0)
with

fr@ =1, f1(0)=0.

The gas equation of state then yields

fe=folr
The vertical equilibrium equation (11.103) then becomes

/ BZC !
Qo+ Pe(fofr) + (12) =o.

Separability requires

BZ
Po=A_",
210
with A constant. The radial and vertical equations are then
B2
% = kQ2h2pe
20

and

’ / 1
AUfi) + (1) + il =0,

where kj is a separation constant. Integrating this from O to ¢ leads to

_ | 2 ‘
5O s [Ak2+k2(1—f¢)—/0 ;fpdz]

(11.154)

(11.155)

(11.156)

(11.157)

(11.158)

(11.159)

(11.160)

(11.161)

(11.162)
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The product Ak can be expressed in terms of €, N, and |K|. Eliminating Béc
between (11.159) and (11.160), noting that P, = cf,oc, gives

2

Aky = _° . 11.163
2= oo ( )

The use of (11.123) for ¢/ Q2¢h then yields

9 Ny

Aky = . 11.164
> 7 42K ( )

11.4.6 Thermal Equilibrium and Radiative Transfer

It can now be shown that the thermal equations become separable. Integrating the
thermal equilibrium equation (11.106) from O to z, using Fi(w,0) = 0, then
integrating the magnetic dissipation term by parts and using the toroidal induction
equation (11.105) to eliminate 0 By /0z, gives

2

9 Q z
Fu(w,z) = ZZo ) (B£)+2a’; <w3sz;uz +2?ZO /0 BwB¢dz>. (11.165)

Employing (11.120), (11.145) and (11.151) for By, M(z) and By leads to the
separable form

1
_3M2_R2Cd21/5 ]
F@.2) = 87 2 [1 (w) :||:2d§ (f¢)+11 0 Jo vt |-
(11.166)

Another separable equation for F; follows from the radiative transfer equa-
tion (11.107). Using (11.108) for the opacity, together with the separable forms for
pand T, gives

15

Fia.z_ 20T 1 d (L 1L167)

w,7) = — _ . .
DT 45 g ek f2de 7

Equating these two expressions for Fy, using (11.153) to eliminate f, f;, leads to

the radial and vertical thermal equations

15

2ol Mealy(RY (11.168)
A5 K p2h 87 K ’ ‘
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and

_k3 d 15 _k1/c /; >
2dg (fT )‘ B Jy A8 TC ) Jorde (11.169)

11.4.7 Radial Structure

The radial structure of the disc can be found by solving the foregoing separated -
dependent algebraic equations. Firstly, 7. can be found by deriving two equations
for p. in terms of cy. Equations (11.119), (11.138) and (11.141) for v, ¥ and p yield

N,
VY = ZIZGNPIOCI/ZZCS- (11.170)

o

Eliminating Ak, between (11.163) and (11.164) relates & to ¢s by

_ 2€lKP ¢

= . 11.171
3 N2 Q (L1170

Using this in (11.170) and equating the resulting expression for vX to the angular
momentum relation expression (11.152) for vE gives

_3Mk N @

= < f 11.172
P = g NS 3 (L172)
where
R\ 2
f:l—( ) . (11.173)
w

A second expression for p. is found by using (11.115) for ¢ and (11.171) to
eliminate 7, and % in terms of ¢ in the thermal equilibrium equation (11.168),
leading to

! 1
160,\2 ;un\% (87\2 1 N, N
p0:<151§> (R)4 <3M> L . (11.174)
k3 €21K12 Qp £

Equating this to (11.172), solving for ¢y and using (11.115) fixes 7.(z). Then h
and p. follow by using this expression for ¢ in (11.171) and (11.172). Forming
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,och2 in the vertical equilibrium equation (11.160) gives By, and By then follows
from (11.149) for By, evaluated at { = 0. Finally, the inflow speed in the mid-plane
is found by using (11.101) for M (z) evaluated at z = h, which gives
M ! (11.175)
Ve = — .
e dn 1) wpch

with the solutions for p. and & substituted in.

The foregoing solutions for the radial structure can be normalized using typical
system parameters together with & = 0.6 and K = 10" m? K’/ kg~2. The results
are

05€4|K|20 k10k20 Mzo 3

h=84x 20 x3 m, (11.176)
1
NaNIO IlO M18
AS‘ S 10
N k‘k 1
T.=15x10* %, M} M118f3 K, (11.177)
eZNp5 |K|1015 x4
159 kl70 11
_ N, 5 .11 f20 B
pe=33x107 ¢ L MEMPT kgm™, (11.178)
€4Np10 k}?() 1210 X 8
: g 110 y 130
NS Lk M 1
Ve = —1.8 x 1027 F 253 g0 10 T et (11.179)
Nof I kIS M14 f10x4
N0 k”’kz FAO AN
Byc=88x1072 ¢ 20 MM fﬂ T, (11.180)
€8N20 k40120 | K| 40 X 16
" 290 2
NG*  kik; 40
Bpe =88 x 1072 % "1 72 |K|40M1°M1“8 fﬂ T, (11.181)
€8N20 k40120 X 16

where M| = M/Mg, Mg = M/10~'0 Mg year—! and x = & /10 m. This radial
structure solution has the same @w dependences as that for the standard viscous
disc. However, a dynamo generated magnetic field is now incorporated so angular
momentum is transported by magnetic stresses as well as by viscous stresses.



11.4 Disc Structure with Large-Scale Magnetic Fields 351
11.4.8 Vertical Structure

The vertical structure of the disc can now be calculated. An equation for f,(¢) can
be found by using the vertical equilibrium equation (11.161), then employing the
thermal equilibrium equation (11.169) to eliminate f, /;' This gives

f=- (2Kato 1y + f>+2 ] <k1/§fd +C/§f/2d>
P Akafy \THO o 15k3lez5 I Jo bt 0 ¢ ‘)

(11.182)
with

1 ) ¢
fr= Ao, [Akz Yk (1 - f¢) —/O ;f,,d;] (11.183)

This yields a non-linear, integro-differential equation which can be solved numeri-
cally for f,,(¢) once the constants k1, k2 and k3 are determined.

The disc surface conditions on f,,(¢) and f7(¢) must be formulated first. The
disc surface z = & is taken to be the photospheric base, where the density scale
height equals the photon mean free path, so

—< P ): b (11.184)
ap/oz )  (kp)s

It will be shown that this leads to p having a small but finite value at z = h, and
falling rapidly beyond this. Hence all the significant electric currents are contained
in the main body of the disc and the surrounding region is a vacuum. Substituting
fork, pand T in (11.184) gives

fo M _ _RpZh fp(1)°

= . (11.185)
fo(D) 72 fr(D3

The flux expression (11.166) gives the surface value as

3M_, R\?
F(m, h) =g 2 1—(w) : (11.186)

Taking the surface temperature as the effective temperature gives

Fo(w, h) = o, fr(DT. (11.187)
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Using the thermal equation (11.168) in (11.186), equating the resulting expression
for Fy(w, h) to (11.187) and using this to simplify (11.185) yields

32 f,(1)3

- . (11.188)
45 ks fr(1) 2

£y =

Integrating the vertical angular momentum equation (11.153) from ¢ = 0 to
¢ =1 gives

ki+CI=1, (11.189)
where
b
1 =/ fq; de. (11.190)
0
Then putting ¢ = 1 in (11.182) for f;(;) and using (11.189) yields

1 fp(l)+ 2 fo(1)?

1) =— . (11.191)
? Aky fr(1) 153,15
Equating this to (11.188) gives
fo() = B éf (D4 (11.192)
P8 Ak T ‘
Evaluating the vertical equilibrium equation (11.183) at ¢ = 1 gives
Aky +ky — 1
fry = et =) (11.193)
Ak fp (1)
where
1
I3=/ Sfodt. (11.194)
0
Finally, (11.192) and (11.193) lead to the surface equations
45 \ 17 (Akr + ko — I3) 12
fo(D) =< k3) prme s (11.195)
32 (Ak2) 7
and
38 1\ 7 (Aky +ky — I3) 11
fT(l)z( ) 2RI (11.196)
45 k3 (Aka) 17
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The separation constants can now be determined. Evaluating the angular momen-

tum equation (11.153) at ¢ = 0 gives

ki =1
1 2[1

by Cf(;)’(O)} . (11.197)
1

Using this with (11.189) to solve for ky and C yields

LIl fO)] - 1]

' LI ff O =11 (11.198)
L—1
- Il[Iz(Ijz‘q;’(O)l|)— 1 (11.199)
Equations (11.151) and (11.173) give
ﬂBéc _ 3MC92f- (11200
poh 8w ¢

Using p.h = ¥g/21 in the radial part of the vertical equilibrium equation (11.160)
leads to

nBZC _ k2

= = Q- f, 11.201
oh Ny I A Nyl 37 «f ( )

where the last expression follows from using (11.152) to eliminate vX,. Equat-
ing (11.200) to (11.201), then using (11.198) and (11.199) for k1 and C gives

9 Ny(b— 1)

= . 11.202
8 L1 1fJ(O)] 11 (11:202)

2

The thermal separation constant k3 can be found by eliminating F(w, h)
between (11.186) and (11.187), then solving for T, and equating this to the disc
solution for 7; and using (11.196) for f7(1). This leads to

34 m
PR CY R ROk

3 L (11.203)
013 (Aky) 3
where
g5 34
3 N 3 K 51
0=392x10-2¢ M Kl (11.204)

136 17

N M
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The integro-differential equation for f,(¢), given by (11.182) and (11.183) can
be solved numerically by an improved Euler method. The solution is started at { = 0
by using the Taylor expansions

1 2 Kk
~1-— 1 =217/ 0) ks } — 2, 11.205
fo Z[Ah{ TAOIS 15&@}4 (11.205)
fr~1 Lk (11.206)
’ 15 12k3§ ’ ’

The series solution (11.135) is used for f(¢). The turbulence parameters €, N, and
N, are chosen and initial guesses made for the integrals /1, I> and /3. Assuming a
Gaussian profile for f,(¢) and using f;, = 1 gives reasonable initial values for these
integrals. The angular momentum equation (11.153), together with (11.198) for kg
and (11.199) for C, gives

[1— fo(D] fo g

v = vl - . 11.207
fo(&) = fu(D) |fg;/(0)| £ ( )
with
LI -1
foD) 1175 O) (11.208)

T LIfjo) -1

This yields f,(¢) once f,(¢) is known, and the vertical equilibrium equa-
tion (11.183) gives fr(¢). The integrals are then evaluated numerically and
compared with the initial values used. Improved values are then employed and the
process is repeated until good agreement is found. Typically, only a few iterations
are needed.

Figures 11.3, 11.4, and 11.5 show the results for the vertical structure functions
fo, fr and f, using € = 1072, N, = 0.1 and N, = 0.15. As expected, all these
functions decrease monotonically with increasing ¢ . It is noted that the surface value
fo(1) is small, this being consistent with vacuum surroundings just beyond z = h.

11.4.9 The Nature of the Solutions

Table 11.1 shows the values of the main disc quantities, for the turbulent parameters
used above, while Table 11.2 gives these quantities for ¢ = 0.1, N, = 0.32 and
N, = 0.57. A key quantity is the ratio of the magnetic to the viscous torque.
Equation (11.137) shows that the total transport rate of angular momentum through
a circular area of between —z and z, is radially conserved. At each radius the rate of
material transport of angular momentum due to the inflow is balanced by an outward
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Fig. 11.3 Vertical variation of the density (from Campbell 2003)

fr

0.9 +
0.8 -
0.7 +
0.6 -
0.5+

0.4 -

Fig. 11.4 Vertical variation of the temperature (from Campbell 2003)

transport rate carried by the viscous and magnetic stresses which have associated
torques. Taking z = & in (11.137), gives the viscous and magnetic torques over the
whole circular area as

T, = o QLI (11.209)
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Fig. 11.5 Vertical variation of the inflow speed (from Campbell 2003)

Table 11.1 Disc quantities for € = 0.01, Np = 0.1, Ny, = 0.15 (from Campbell 2003)

o fr(D Su() Iy I I3 ky ka
0.03 0.37 0.20 0.47 063 024 027 0.16
ks Tm/Tv  Bje/2uoPe |Boc/Bpel Aky (h/@)s

0.11 2.76 2.12 0.03 239 0.07 0.5

Table 11.2 Disc quantities for € = 0.1, Np = 0.32, Ny, = 0.57 (from Campbell 2003)

So (D) Sfr(1) Su(D) I I I ky ko
0.06 0.41 0.63 0.55 0.62 0.22 0.71 0.08
k3 Tm/Tv B(IZ)C/ZILOPC [Bore/Bpel o Ak (h/@)s
0.15 0.41 0.52 0.12 117 0.15 0.03
and

a)_2 h

T =2 By Bpdz. (11.210)
no Jo

The ratio of these torques can be expressed as

Tn _ I [1-fu(D] (11.211)

T, LIfjO) (D)

The ratio of magnetic pressure to thermal pressure in the mid-plane can be
written as

Bj. 1 ENK® [1— fy(D)]

=_° (11.212)
2uoPe  21f5OINg  fu(D)
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The ratio of the magnetic field components, | B5 / By |, has a maximum in the orbital
plane given by

‘ B
Bye

NC( 1
- |Kl3|fqj 0)]. (11.213)

Tables 11.1 and 11.2 show that the magnetic and viscous torques are comparable
in both cases, so the By By stress plays a major part in driving the inflow. The two
key ratios of 1/ and (Bgc/ B¢C)2 are small, as required in the analysis. The optical
depth through the disc is

h
rD=/ kpdz, (11.214)
0

and satisfies 7, >> 1, so justifying the use of the diffusive radiative transfer equation.

11.5 Summary and Discussion

The angular momentum transport needed to explain the mass transfer rates occur-
ring in accretion discs requires a greatly enhanced form of viscosity, characteristic
of the values expected to result from turbulence. A suitable instability to drive the
turbulence has never been found in a non-magnetic disc. However, the presence
of a sub-thermal magnetic field leads to a coupling between fluid elements which
destabilises the slow magnetosonic mode, drawing energy from the Keplerian
rotation. This strong local magnetorotational instability leads to turbulence.

Local box simulations have been used to investigate the effects of the turbulent
motions. Initial conditions with and without a net magnetic field have been
employed, and turbulence results in both cases. Vertical stratification appears to
enhance the field creation process. Self-sustaining dynamos can occur, including
oscillatory solutions. Large-scale fields with a quadrupolar symmetry can lead
to outward radial angular momentum transport which can make a substantial
contribution to driving the inflow, at least comparable to that supplied by viscous
stresses. An effective viscous transport coefficient can be calculated and compared
with the standard theory. More global calculations are needed to assess the nature
of the transport coefficients.

A mean field dynamo theory which includes the effects of the magnetorotational
instability has yet to be formulated.
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Chapter 12 )
Stellar Magnetic Fields s

Abstract The origins of the stellar magnetic fields in accreting binary systems are
considered. Observations and theoretical models suggest that the M and K dwarf
secondary stars should have dynamo generated magnetic fields, with surface values
up to several kG, including large-scale structures. Significant magnetic fields can be
generated in the fully convective secondaries, corresponding to the lower mass M
dwarfs, even though these stars do not have a tachocline region. Rapid rotation of
the tidally synchronized secondary together with strong convective motions leads
to effective > dynamo action. The higher mass M dwarfs and the K dwarfs have
radiative cores and hence will possess an over-shoot tachocline region connecting
the core to the convective envelope. This may affect the nature of the dynamo,
particularly if some differential rotation remains across this transition layer.

The magnetic fields of the white dwarf and neutron star primaries are believed to
be of fossil origin, but the binary formation process may have played a major role
in their determination. Also, accretion of material can cause the degenerate primary
to contract as it gains mass. This can lead to significant modification of the surface
field due to advection, within the lifetime of the system, depending on the efficiency
of magnetic buoyancy.

12.1 Introduction

Apart from accretion discs, the sources of magnetic fields in interacting binary
systems are the secondary and primary stars. The majority of accreting binary stars
are cataclysmic variables having orbital periods in the range 1.3h < P < 8.0h,
containing white dwarf primaries (e.g. Warner 1995). The lobe filling secondaries
in these systems have masses in the range 0.13 < M;/Mg < 0.80 and hence
consist of M and K dwarfs. Accreting neutron stars occur in the X-ray binary pulsars
and in the accreting millisecond pulsars, with some of the former systems having
higher mass secondaries. The secondary stars in cataclysmic variables either have a
significant convective envelope or are fully convective for My < 0.35 M. Tidal
friction is believed to have synchronized the secondary so it is rapidly rotating
(e.g. Zahn 1977; Campbell and Papaloizou 1983). Convection and rapid rotation are
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known to promote dynamo action and hence it is likely that the secondary stars have
significant magnetic fields generated by some form of dynamo. There are expected
to be similarities between the dynamos operating in single lower main sequence
stars and those in binary systems. However, the binary candidates have particularly
rapid rotation and may have little or no differential rotation, due to tidal effects.

In relation to AM Her systems, it was seen in Chap. 6 that surface magnetic fields
on the secondary of > 10? G can result in a significant torque on the magnetic white
dwarf primary that can lead to synchronous states. A secondary magnetic field is
also relevant to all cataclysmic variables above the period gap, which are believed
to have mass transfer driven by a combination of magnetic wind braking of the
secondary together with tidal coupling to the orbit. Suitable large-scale magnetic
fields are required for this.

The intermediate polars and the AM Her binaries contain white dwarf primaries
with polar surface magnetic fields of (B,)o > 10° G. Their large magnetic moments
result in fields which significantly modify the mass transfer process compared to
that occurring in CVs containing essentially non-magnetic accreting white dwarfs.
Magnetic modification either partially or totally disrupts the accretion disc and
material is channelled on to the white dwarf surface via a curtain flow or a confined
accretion stream.

The X-ray binary pulsars and the accreting millisecond pulsars contain magnetic
neutron stars with surface magnetic fields in the range 10°G < (Bp)o S 1012 G.
Magnetically disrupted discs with inner accretion curtains form in these systems
and a range of spin behaviour of the neutron star is observed which is believed to be
related to this accretion process.

The subjects of stellar dynamos, and of magnetic field sources in white dwarfs
and neutron stars, cover a very extensive area of research. However, there are areas
of specific relevance to accreting binary stars which can be outlined here. More
recent studies have focused on magnetic field generation in fully convective M
dwarfs by dynamo action, and direct magnetic field measurements have been made
in a double M dwarf binary containing rapidly rotating fully convective stars. The
effects of accretion on the magnetic fields of white dwarfs and neutron stars have
been investigated for several decades. The accumulation of mass over periods less
than the lifetime of the system can cause contraction of the degenerate primary star
and significantly modify the structure of its surface magnetic field. The possible
magnetic effects of common envelope evolution have recently been investigated.
Dynamo action in a differentially rotating and convective envelope can generate
magnetic fields which can diffuse into the degenerate core of the giant star. The
resulting white dwarf can have its magnetic field enhanced by this process. These
areas are discussed below.
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12.2 The Secondary Star Magnetic Field

12.2.1 Observations and Background

Most secondary stars of interest here lie in the mass range 0.13 < M;/Ms < 0.80
and hence consist of M and K dwarf stars. Observations of the secondary star are
difficult since its luminosity is greatly exceeded by that of the accretion disc and/or
the accretion column (see Warner 1995, for a detailed account). Observations of
single stars of the same spectral range give indications of the magnetic activity that is
likely to occur in the binary cases. The observations of Hx equivalent widths and of
X-ray emissions from M dwarfs are viewed as evidence of chromospheric magnetic
fields. FeH molecular line ratios (e.g. Reiners and Basri 2007) and Zeeman Doppler
imaging (e.g. Morin et al. 2008) are used to estimate magnetic field strengths and
field topology in rapidly rotating M dwarfs. Magnetic activity is believed to be
strongly correlated with rotation rate (e.g. Mohanty and Basri 2003; Browning et al.
2010).

Strong observational evidence related to magnetism in close binary secondary
stars was given by Kochukhov and Lavail (2017). An analysis was made of the
observations of the wide binary GJ65 AB which contains M dwarf components with
the rapid rotation periods of P, = 5.84h and P; = 5.45 h, corresponding to the A-
component BL Cet and the B-component UV Cet. High spectral resolution circular
polarization measurements were taken, and Zeeman Doppler imaging inversion
techniques reveal the magnetic field topology. BL Cet has a large-scale surface
magnetic field with a maximum value of 0.84 kG and a mean value of 0.34 kG, while
UV Cet yields values of 2.34kG and 1.34kG for its maximum and mean fields.
The field of BL Cet has a dipolar component containing >~ 70% of the magnetic
energy, while the dipolar component of UV Cet contains >~ 92% of the field energy.
However, >~ 95% of the magnetic energy is in small-scale fields, with the stars
having similar total magnetic fluxes corresponding to average fields of 5.2kG for
BL Cet and 6.7 kG for UV Cet. Both stars are near spectral type M5, and hence are
fully convective. This illustrates that fully convective, rapidly rotating M dwarf stars
can have large-scale surface poloidal magnetic fields of kG strengths.

M dwarfs with masses of My < 0.35 M, will be fully convective, while stars with
M > 0.35 M will have a radiative core. A formula for the size of the radiative core
is given by Hurley et al. (2002), covering the range from a fully convective star of
mass Mg = 0.35 Mg to a fully radiative star of mass My = 1.25 M. This can be
combined with the approximate lower main sequence mass-radius relation (2.297)
to give a formula to estimate the fractional depth of the convective envelope which
spans the stellar mass range 0.35 < M;/Mg < 0.80. The result is

1
R—R. 035 [1.25 - (MS/MQ)} : (12.1)

R, (M/Mp) 0.9
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where R and R, are the radii of the secondary and its radiative core. For tidally
distorted stars in binaries these become the mean radii. The upper end of the mass
range corresponds to a K dwarf with My = 0.8 M for which (12.1) yields (Rs —
R.)/Rs = 0.30, so there is a large radiative core. For an M dwarf with My = 0.4 M,
the formula (12.1) gives (R — R.)/Rs = 0.85 and hence there is a small radiative
core. It follows that lower main sequence stars with and without radiative cores are
relevant to the consideration of secondary stars in interacting binaries. It is usually
assumed that tidal dissipation leads to the orbital synchronization of the secondary’s
spin well within the lifetime of the system, which is measured by the mass transfer
time-scale 1, = MS/|MS|.

Secondaries having a radiative core are expected to have a magnetic field, as in
the solar case. The magnetic decay time of the longest lived mode in a spherical
conductor, with constant magnetic diffusivity », is given by (2.224) as

R?

. 12.2
oy (12.2)

T, =
Allowing for spatial variations of n gives similar results. This can be used to estimate
the decay time of a magnetic field in a typical convective envelope, yielding t, ~
30year. A radiative core of significant size has 7, ~ 2 x 107 year. These times
are much less than the binary lifetime and hence magnetic fields in the secondary
must be generated and maintained by a dynamo process. Dynamo theory has been
largely developed for single main sequence stars, for which the magnetic decay time
is much shorter than the nuclear time. However, the main features of the single star
cases should be of relevance to binary secondary stars, especially for the cases with
high rotation rates.

12.2.2 Stars with Radiative Cores

The solar dynamo gives the classic case of a star with a radiative core and a
significant convective envelope, and has been extensively studied (see Ossendrijver
2003, for a review). In the standard model of the solar dynamo the over-shoot
region connecting the convective envelope to the radiative core is believed to be
of fundamental importance. This narrow region, of width § ~ 0.04 R, and having
large radial shears, is referred to as the tachocline (Spiegel and Zahn 1992). The
shearing of poloidal magnetic field, described by the By, - V2 term in the induction
equation, generates By, field in the tachocline. This field accumulates until buoyancy
forces cause it to rise into the main convective envelope. The «-effect, described in
Sect.2.3.1, converts By to B, and hence an «€2 dynamo is operating. Rotation and
convection are fundamental to the a-effect, and hence to magnetic activity. The
Rossby number is defined as

Ur [(Vr - V)V - Py

RT - )
£ [2€20 X vy T

(12.3)
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where the turbulent velocity v, is measured in a frame rotating with the stellar
angular velocity 2, £ and 7, are characteristic length and time-scales and Py =
27/ Q0. This number measures the importance of the Coriolis force to the dynamics
of the turbulent motions and is of fundamental relevance to all stellar dynamo
models.

Rudiger and Brandenburg (1995) noted that the basic model of the solar dynamo
has a magnetic diffusion time in the tachocline which is too short to allow for the
storage of By, for periods as long as the 22 year solar cycle. However, the inclusion
of poloidal flows connecting the tachocline to the main convective envelope can
alleviate this problem, with the dynamo cycle periods being determined by the flow
time-scale (e.g. Rempel 2006). Browning et al. (2006) modelled an o2 dynamo
with simulations which included penetration by turbulent convection into the stable
core, with an imposed tachocline shear. This gives a large-scale By consistent with
the parity observations of sunspots.

Secondary stars in interacting binaries that have a radiative core, and hence
an over-shoot region, may be expected to have dynamo action with similarities
to the solar case. However, the action of tides in the binary case may largely or
completely remove differential rotation. This can occur if a standard stress tensor is
used in the calculation of the turbulent viscous force, with orbital synchronization
being achieved well within the binary lifetime. However, if the radiative core
retained some asynchronism there would still be some shear in the tachocline region
connecting it to the synchronous convective envelope. This would depend on the
effectiveness of the coupling between the core and the envelope. Also, non-standard
forms of the stress tensor can lead to states of differential rotation (see Campbell
and Papaloizou 1983, and references therein). Even in the absence of shears, an o?
dynamo may operate to generate significant magnetic fields.

12.2.3 Fully Convective Stars

Secondary stars with masses M < 0.35 M will be fully convective and hence lack
a tachocline region. Again, single star dynamo models are available and these can
have relevance to the binary cases. Chabrier and Kuker (2006) considered a rotating,
fully convective star with no differential rotation. They employed 3D numerical
methods to solve the induction equation, retaining the o terms appropriate to an o
dynamo. An «-quenching form given by

o= *0 1 (12.4)

[1+ (B/Bg)?]?
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was used, where B is the equipartition field defined by

By 1,
= , 12.5
2o 2 PY; (12.5)

Vacuum surface conditions were employed. A local mixing length approximation
was adopted to allow for stratification in the computations of o and 7. For rapid
rotation o becomes independent of the Rossby number, but 7 retains a dependence.
The computations were begun with a small-scale magnetic field of mixed parity,
containing non-axisymmetric parts.

The o?> dynamo generates a large-scale, non-axisymmetric B field which is
symmetric in z (i.e. quadrupolar). Dynamo action occurs for a Rossby number of
R; < 25. Field growth is limited by a-quenching to give B >~ By with values
of a few kG, consistent with surface fields observed in M dwarfs (e.g. Kochukhov
and Lavail 2017). Higher order multipoles can occur. The rotation rates used were
considerably slower than those occurring in interacting binary stars, and hence fields
of at least kG magnitudes may be expected for secondary stars.

Browning (2008) considered a 0.3 M, fully convective star, rotating at the solar
rate. The 3D MHD equations were solved numerically using an anelastic spherical
harmonic code. The anelastic approximation filters out sound waves and fast
magnetosonic modes. Vacuum conditions were used at the stellar surface. Firstly,
the hydrodynamic equations were solved, with an initially uniform 2. Convection
develops and differential rotation becomes established. The convective motions
consist of small-scale intermittent motions near the surface and weaker large-scale
flows in the interior.

A seed magnetic field was then introduced and the established flows act as
a dynamo, sustaining B against decay. The resulting B field has structures on a
range of spatial scales. Typically the magnetic field has larger length-scales in
the deep interior and smaller scales near the surface. The mean field has a strong
axisymmetric component and B2 =~ 0.2B2, so most energy is in the poloidal
component. The field polarity is stable on time-scales of 2> 20 year and strengths
of up to 10kG can be attained. When equipartition is approached, the J x B forces
can reduce | V2| to small values. The mean field is still sustained as |[VQ| — 0,
so an a> dynamo is operating. Lowering the Rossby number gives higher values of
B?/uopv? and a B field with larger length-scales.

These studies indicate that dynamo action in fully convective secondary stars
should still be possible even if tides have removed differential rotation. The fast
rotation rates are particularly favourable for the «-effect and large-scale magnetic
fields could be generated in the secondary having at least kG values. The presence
of large-scale poloidal magnetic fields, which extend into the surrounding region,
is of particular relevance to binary systems. Reviews of stellar dynamo theory are
given in Mestel (2012) and Priest (2014).
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12.3 White Dwarf Magnetic Fields

12.3.1 Observations and Background

The magnetic cataclysmic variables consist of the intermediate polars and the
AM Hercules binaries. These are believed to account for >~ 25% of all CVs.
The white dwarf primary stars in these systems have surface magnetic fields with
polar strengths of (By)o 2 10% G, which places them in the strong magnetic field
class. White dwarfs in other CVs are likely to have magnetic fields, but they
must be significantly weaker since only the AM Her stars and the intermediate
polars exhibit detectable magnetic effects. The white dwarf fields in the AM Her
systems are measured via cyclotron harmonic observations or via photospheric
Zeeman splitting. These methods give information on the strength and the structure
of the field (e.g. Harrison and Campbell 2015). Because the intermediate polar
white dwarfs have weaker magnetic fields than those in the AM Her systems,
estimates of the field have only been made in a few cases, using circular polarization
measurements. The resulting fields are typically an order of magnitude lower
than those observed in the AM Her stars (see Warner 1995, for a review of
observational techniques). Indirect estimates of the magnetic field can be made
in intermediate polars by comparing theoretical predictions of the spin behaviour
of the white dwarf due to its interaction with the accretion disc with spin period
observations.

The main body of a white dwarf consists of non-degenerate ions and degenerate
electrons. A temperature can be associated with the ions, with typical values of ~
107 K, while the electrons can be considered to be effectively at zero degrees Kelvin.
There is a thin, non-degenerate surface layer at a much lower temperature than
that of the ions in the core. The degenerate core has a high electrical conductivity
due to the long mean free paths of the electrons. The decay time of a magnetic
field in the core is typically 7, > 10'%year (e.g. Wendell et al. 1987). Hence a
fossil field origin is generally believed to account for the strong fields observed in
white dwarfs, without the need for dynamo action. However, evolutionary processes
associated with the formation of interacting binaries may play a part in determining
the magnetic field.

Tout et al. (2004) considered the standard assumption that magnetic Ap and Bp
stars are the progenitors of strongly magnetic white dwarfs. The assumption of a
magnetic flux, estimated by

w =47 R’B, (12.6)

being conserved during evolutionary contraction to the white dwarf state, with an
initial field in the range 102G < B < 10* G, leads to fields in the observed strong
class range. Wickramasinghe and Ferrario (2005) pointed out that the magnetic field
decay time in a white dwarf exceeds the cooling time, which is consistent with a
fossil origin for B. Some contribution to B might be made by a dynamo operating
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during post main sequence evolution, before flux freezing occurs. They suggested
that white dwarf progenitors may not just be Ap and Bp stars, but also stars of mass
2 4.5 Mg containing magnetic fields not yet observed.

12.3.2 Field Enhancement Due to Common Envelope
Evolution

Wickramasinghe et al. (2008) considered data obtained from the Sloan Digital Sky
Survey. This consists of spectral observations of 1253 detached binaries, mainly
containing a white dwarf and an M dwarf star, identified and catalogued by Silvestri
et al. (2007). No magnetic white dwarf fields significantly above 10°G were
detected in this large number survey of non-interacting binary systems. From this,
the authors suggest that the origin of the strong magnetic field white dwarfs is linked
to the formation processes of interacting binary systems.

It is argued that the white dwarfs in cataclysmic variables must have been the
cores of giant star components. The orbital separation would decrease from a value
of ~ 100R, which accommodated the giant star, to ~ R, for the M dwarf to fill
its Roche lobe. Such evolution is believed to be facilitated by the interaction of the
stars with a common envelope (Paczynski 1976). The giant star fills its Roche lobe
and unstable mass transfer occurs on a dynamical time-scale. Accretion on to the
companion cannot occur on such a short time-scale, and instead transferred material
forms a common envelope surrounding the two dense cores. Angular momentum
and energy are transferred from the orbit to the common envelope, which is
gradually ejected. As the cores approach each other the orbital period decreases
and differential rotation is generated in the envelope. The envelope is expected to
be convective, since it consists of material from the giant star, and this together
with the differential rotation could lead to dynamo action. The resulting magnetic
interaction may enhance the processes that cause the ejection of the envelope. The
result of such evolution would be a strong B field surrounding the hot degenerate
core. Penetrated field would become frozen as the core cools and contracts. Closer
stellar cores could result in higher B fields, while wider separations may result in
much lower field white dwarfs.

These ideas for the enhancement of white dwarf magnetic fields were inves-
tigated further by Potter and Tout (2010). They pointed out that fossil fields
originating in Ap and Bp stars may not survive the convective phases of evolution.
Developing further the model of Wickramasinghe et al. (2008), the degenerate core
of the giant star was taken to be embedded in a simple, time-dependent common
envelope field, assumed to be of dynamo origin, having the form

B = B.(1)z, (12.7)
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with Z parallel to the orbital angular momentum vector. This induces a field inside
a spherical degenerate core of radius r., having a magnetic diffusivity n(r, t) which
was taken to be separable. The diffusive induction equation was solved inside
the core, with the poloidal magnetic field scalar expanded in basis functions of
the form S (r, ) P;(cos 0), where P; are Legendre polynomials. A degenerate core
conductivity due to Wendell et al. (1987) was adopted. The continuity of Batr = r,
couples the core field to the inducing B;(¢) field. Values of r. = 0.01Ry and
M. = 0.06 M were taken, with an n = 1.5 polytropic model.

The extent to which the magnetic field is able to penetrate the degenerate core
depends on the lifetime of the common envelope. As the density increases towards
the centre of the core the conductivity rises rapidly, inhibiting further penetration of
the field. Typically, the field is confined to the outer 10% of the core by radius. An
envelope magnetic field maintained in a single direction produces a much stronger
white dwarf field than one that has rapid variations in its orientation. A constant field
By was applied for a range of time intervals. There is an initial growth phase, then
when the external field is removed the core field peaks and decays. The strength of
B that remains is proportional to the application time of the envelope field. Cooling
causes 7 to significantly decrease and this lengthens the field decay time, effectively
freezing B. An oscillatory B, (¢) gives smaller field penetration and a less effective
transfer of B from the envelope to the core compared to the constant applied field
cases. For energy transferred via orbital decay, over a time interval of 3.6 x 10* year
with a constant applied B, white dwarf surface fields of ~ 10’ G can result.

12.3.3 Field Modification Due to Accretion

A typical decay time for a dipole mode magnetic field in a white dwarf is 7, ~
10'9year. With a stellar mass of M, = 0.5M¢ and an accretion rate of Mp =
107 10M year™!, the total mass transfer time is 7, = Mp/Mp = 5 x 10° year.
Hence 7, and t), are comparable. This has led to investigations of the effects of
accretion on the evolution of the white dwarf magnetic field. Assuming that accreted
matter is not lost, and that material is incorporated into the degenerate core, the star
will contract as its mass increases. Hence a slow radial inflow will occur, and this
may affect the magnetic field if its diffusion time-scale is not significantly shorter
than the inflow time-scale.

Cumming (2002) constructed a model for the global evolution of an axisym-
metric poloidal magnetic field, assuming spherical accretion of matter having the
same composition as the core. Magnetically confined accretion columns will be
much more localized, but it is assumed that accumulated material can gradually
flow around the surface. The induction equation was solved, incorporating a radial
velocity which was calculated from a series of stellar models with increasing masses
to simulate the contraction due to accretion. Two different surface conditions were
tested, one with an exterior vacuum and the other assuming that screening currents
effectively reduce the surface field to zero. The interior field solution is shown not
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to be sensitive to the choice of surface condition, so a vacuum surface condition can
be used.

The evolution of the magnetic field was followed during the accretion of 0.1 M,
of material on to a 0.6M white dwarf at a range of rates. For accretion rates
above a critical value of Mc ~ 3 x IO’IOM@ year’l, the surface field values are
reduced as the field is advected into the interior. Reductions by factors of >~ 0.1 are
possible for higher accretion rates. It was noted that a typical accretion rate in an
AM Her binary is Mp ~ 5 x 107""Mg year—! < M., while a typical rate in an
intermediate polar is M, ~ 10~°Mgyear ! > M., and the intermediate polars
have surface fields smaller than those of AM Her primaries by a factor of < 0.1.
Hence it was suggested that intermediate polars may have white dwarfs with surface
magnetic fields that have been reduced by their higher accretion rates. There are,
however, significant uncertainties in such calculations due to the complex nature of
the problem. In particular, magnetic buoyancy can play a significant role in the field
evolution process.

12.4 Neutron Star Magnetic Fields

12.4.1 Background

The X-ray binary pulsars and the accreting millisecond pulsars have neutron star
primaries with surface magnetic field strengths believed to be in the range 10°G <
(Bp)o S 10'2G. Neutron stars are believed to have an outer solid crust, with metallic
transport properties, and an inner fluid core. The core has a complex multi-fluid
structure, involving protons, neutrons and electrons. It is not known how the electric
current sources of the magnetic field are distributed in the star, but the decay times
of the regions are long so a fossil field origin for B is most likely. Like the cases of
binary white dwarfs, the possible effects of accretion on the topology and evolution
of neutron star magnetic fields have been investigated.

12.4.2 The Crustal Region

Konar and Bhattacharya (1997) explored the effects of accretion on magnetic field
decay in neutron stars. They assumed that the current sources of B are initially
confined to the outer crust. The crustal magnetic field undergoes Ohmic diffusion
due to the electrical conductivity of the lattice, with a long decay time in the absence
of accretion. When accretion is turned on, heating of the crust reduces o by several
orders of magnitude and hence 7, is reduced. However, as its mass increases the
neutron star contracts and newly accreted material adds to the crust while original
crustal material becomes assimilated into the superconducting core. The original
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current carrying layers are pushed into denser regions, with higher o. This effect
slows down the magnetic field decay rate.

The evolution of the crustal field due to Ohmic diffusion and material motions
was investigated by solving the induction equation, incorporating an inward radial
velocity of

My

)’ (12.8)

v (r) =

The conductivity o is a steeply increasing function of p, with a large increase
occurring in p inwards through the crust. The mass of the crust is determined by
the total mass of the star, and remains effectively constant for accreted masses of
AM =~ 0.1Mg. Hence accretion causes the continuous assimilation of material
from the base of the crust into the core. The contraction of material shortens
the length-scales in the crust. A surface boundary condition matched the internal
magnetic field to an external dipole configuration, while a lower crustal boundary
condition ensured that the field which becomes frozen here moves inside the core.
The temperature of the crust was assumed to be uniform and constant during the
accretion phase. The induction equation was solved numerically, for a range of
accretion rates.

The magnetic field undergoes a phase of decay, first as a power law and then
exponentially, subsequently becoming stabilized as its current distribution becomes
assimilated into the highly conducting core. The duration of the exponential phase of
decay, and hence the value of B at which freezing occurs, are strongly dependent on
Mp. The higher the value of Mp the sooner freezing sets in, giving a higher residual
field. The decay proceeds faster at higher crustal temperatures. Higher accretion
rates ensure quicker material transport to higher densities, causing B to level off at a
higher value. Reductions in surface magnetic field strength by factors of ~ 0.1-0.01
can occur due to the effects of accretion.

Cumming et al. (2001) found that magnetic buoyancy instabilities can prevent the
burial of the surface magnetic field by accretion. Payne and Melatos (2007) showed
that accretion columns that are strongly magnetically confined on the surface of a
neutron star can be stable at least for accreted masses of AM ~ 1073 M. This may
affect the results of models that make the assumption of spherical accretion.

12.4.3 The Core Region

Passamonti et al. (2007) considered aspects of magnetic field evolution in the
superconducting core of neutron stars. The authors noted that it is usually assumed
that the core structure evolves through quasi-static states, with the magnetic field
evolving through Hall drift and Ohmic dissipation. However, they pointed out that
only a restricted range of magnetic field configurations are consistent with this
assumption and hence dynamical flows, having time-scales much shorter than the
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field decay time, are more likely to occur. A complex, multiple fluid problem arises
with associated equations describing the motions of the proton, electron and neutron
components. For core temperatures of < 10!°K the proton fluid adopts a type II
superconducting state, and the magnetic field then penetrates the core as a dense
array of thin flux tubes. Advection effects are likely to have a significant influence
on the evolution time-scales of core magnetic fields.

A recent review of magnetic field evolution in neutron stars, with a particular
emphasis on accreting binary systems, is given by Konar (2017).

12.5 Summary and Discussion

Although direct measurements of magnetic fields on the secondary stars of interact-
ing binaries have not been possible so far, observations of similar single stars and of
the wide double M dwarf binary GJ65 AB strongly suggest that significant magnetic
fields will exist on secondary stars. The fields measured on the rapidly rotating, fully
convective components in GJ65 AB imply that secondary surface fields could have
values 2 several kG. The dynamo models support this conclusion and illustrate that
fully convective stars can have significant magnetic fields, even though a tachocline
region is absent. Dynamos of an o nature can be just as effective as €2 dynamos
in rapidly rotating lower main sequence stars.

The large-scale poloidal magnetic fields found in investigations of stars with
significant convective regions are of the type suitable for producing locked syn-
chronous states in AM Her binaries, and for channelling magnetic winds which can
cause braking in cataclysmic variables above the period gap.

The strong white dwarf fields occurring in magnetic CVs are likely to be of
fossil origin, but the evolutionary stage at which flux freezing occurs is uncertain.
The absence of strongly magnetic white dwarfs in the large number of non-
interacting binaries in the Sloan Digital Sky Survey, containing white dwarf and M
dwarf components, may suggest a connection between the formation of interacting
binaries and strongly magnetic white dwarfs. The penetration of a strong magnetic
field, generated by a dynamo in the common envelope, into the degenerate core of
the giant star can result in a strongly magnetic white dwarf.

The higher accretion rates occurring in the intermediate polars may lead to some
reduction of the white dwarf surface magnetic field strength. Accreted material
increases the mass of the star and, provided that it becomes incorporated into the
degenerate core, contraction will occur. The radial motions can affect the magnetic
field structure and lead to a reduction in its surface values. Some models of this
effect can lead to a reduction by a factor of ~ 0.1. The models usually assume
spherical accretion, while the magnetic field channels material to localized regions
on the stellar surface. However, material may spread horizontally when a sufficient
amount has accreted on to the star.

The magnetic fields of neutron stars are believed to be of fossil origin, since they
have very long decay times. As with the case of binary white dwarfs, accretion may
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significantly affect the field topology and surface strength over the lifetime of the
binary. The core structure is complex and shorter time-scale motions could affect
the field.
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Chapter 13 )
Stellar Magnetic Winds s

Abstract The tidally influenced secondary stars in interacting binaries are rapidly
rotating and possess convective envelopes or are fully convective. This makes the
generation of large-scale magnetic fields in such stars very likely, and magnetically
influenced wind flows from the stellar surface would then lead to magnetic braking.
The secondary would be spun down to an under-synchronous state and tides would
then operate to spin the star up at the expense of the orbital angular momentum.
This mechanism can account for the higher mass transfer rates occurring in binaries
above the period gap, and hence the theory of magnetic braking has important
application to interacting binaries.

The essentials of stellar magnetic braking theory are presented here, with
particular emphasis on the fast rotator regime. This is applied to derive mass transfer
rates in binaries with periods 2 3.0h, for a range of laws relating the secondary’s
surface magnetic field to its rotation rate. Explanations for the period gap, and why
AM Herculis binaries appear not to be affected by the gap, are discussed.

13.1 Introduction

The lobe-filling secondary stars in binaries with orbital periods < 10 h have masses
< 1Mg and so will possess significant convective envelopes, becoming fully
convective for M < 0.35 M. Tidal synchronization means that these stars will be
rapidly rotating. As seen in Sect. 2.3, turbulence and rapid rotation favour dynamo
action, so such secondaries are likely to have a magnetic field. The observations and
theory related to magnetic fields in secondary stars were discussed in Chap. 12.

A hot expanding corona will lead to some mass loss, driven by thermal pressure
gradients and centrifugal acceleration. A small coronal mass flux, and a moderate
magnetic field, result in highly conducting material being channelled along field
lines which are only slightly distorted by the flow. Field distortion becomes large
when the kinetic energy density of the outflowing material becomes comparable to
the poloidal magnetic energy density, equality occurring at the Alfvén speed given
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BZ %
ve=[ "] . (13.1)
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If this speed is reached before a magnetic coronal loop starts to close, then the field
is dragged out with the flow. The Alfvénic points, defined by (13.1), constitute the
Alfvén surface S,.

Within S, the stellar magnetic field tries to bring the gas into corotation with
the star. The magnetic torque imparts angular momentum to the flowing material,
at the expense of the stellar angular momentum, causing a braking torque on the
star. The open field lines constitute the wind zone, which accounts for the loss
of stellar angular momentum. Magnetic wind braking of a lobe-filling secondary
star in a binary system drives the star towards an under-synchronous state and the
resulting tidal torque then leads to a loss of orbital angular momentum. This process
is invoked to explain mass transfer in systems with orbital periods = 3h, since
gravitational radiation losses are not sufficient to account for the larger accretion
rates believed to occur at these periods.

In Sect. 13.2 stellar magnetic wind theory is formulated. A simple field model is
presented and results are derived for the fast rotator regime. Section 13.3 applies this
wind theory to secondary stars as a means of driving mass transfer, and a range of
dynamo laws are considered, relating the stellar rotation rate to the surface magnetic
field. The origin of the period gap, and winds from AM Herculis stars are then
addressed.

13.2 Stellar Magnetic Wind Theory

13.2.1 Background

The basic wind theory for a rotating, magnetic star is formulated here. Parker
(1963) showed that a hot stellar corona cannot be contained by the pressure of the
surrounding interstellar medium, and so expands to generate a wind. Schatzman
(1962) pointed out that if a strong stellar magnetic field keeps the wind corotating
with the star by magnetic torques out to large distances, then far more angular
momentum per unit mass will be carried off than in a non-magnetic wind, in which
the gas conserves its angular momentum. The theory of a steady, axisymmetric
magnetic wind was formulated by Mestel (1967, 1968) and Weber and Davis (1967).
Further work was done by many authors, including Pneuman and Kopp (1971),
Okamoto (1974) and Sakurai (1985). The braking of late-type stars was considered
by Mestel and Spruit (1987), including the fast rotator regime which is of particular
relevance to corotating secondary stars in binaries. While fundamental results are
common to these papers, specific models vary. The formulation presented here is
based on that of Mestel (1968) and Mestel and Spruit (1987).
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13.2.2 Angular Momentum Transport

Consider a star rotating with angular velocity €2, about the z-axis in a cylindrical
coordinate system (@, ¢, z), with its origin at the stellar centre. The unperturbed
magnetic field is taken to be dipolar with its moment along the z-axis, so the poloidal
field B, is axisymmetric. The dead zone will consist of field lines emanating from
the stellar surface nearer to the equator than to the poles. The associated flux tubes
form closed loops trapping hot gas within them. These loops close sufficiently near
to the star so the magnetic pressure exceeds the gas pressure. The wind zone consists
of field lines emerging nearer the poles which extend further and are unable to trap
the hot gas. These flux tubes are pulled open by the flowing gas before it reaches the
Alfvén surface S,, so the outer poloidal field adopts a more radial structure. Angular
momentum transport occurs in the wind zone. The star is taken to be a spherically
symmetric gravity source, so in the absence of magnetic torques the wind material
would conserve its specific angular momentum @ 2.
The steady state momentum, induction and continuity equations are

(V-V)V=—1VP—V1ﬁ+ ! (VxB) xB, (13.2)
Y Hop

Vx(vxB)=0, (13.3)

V.- (pv) =0, (13.4)

where perfect conductivity is assumed, and ¢ is the stellar gravitational potential
given by
GM;
Yo=— ", (13.5)

r

The poloidal and toroidal components of the induction equation (13.3) yield

v, = «B,, (13.6)
B

Q- P —q, (13.7)
()

where « is a scalar function of position and « is a constant on each field-streamline,
corresponding to the angular velocity of the field line. These equations combine to
give

V=/<B+woeq3. (13.8)
Since V - B, =0, (13.4) and (13.6) lead to

B, - V(pk) =0, (13.9)
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SO

oK = EX3 (13.10)

where € is constant on a field line, being the mass flow rate per unit poloidal flux.

The wind angular momentum transport equation can be found by considering
the azimuthal component of the momentum equation (13.2), together with the
continuity equation (13.4), which yields

1
V. (wzﬂpvp) -7 [(VxB)xBly= B, V(zBy), (13.11)
Ko Mo

relating the divergence of angular momentum flux to the magnetic torque. The use
of (13.6) for v, and (13.10) for € in (13.11) gives

ew’Q — = —B, (13.12)
Mo

where B is constant on a field line. This represents the total rate of transport
of angular momentum per unit poloidal flux tube, carried jointly by the gas and
magnetic stresses.

Equations (13.7), (13.10) and (13.12) combine to yield

_ KoB/@ + poeam

B (13.13)
¢ 1 — po€?/p
and
2
=" +“°Eﬂ/2w P (13.14)
I — poe=/p
It follows from (13.10) that
2 2 2
Hopv v
o T (13.15)
Jo BJ Ve

where v, is the Alfvén speed. For the expected wind mass loss rates and surface
magnetic fields, v, < v, holds near the star. The density decreases outwards so
wo€?/ p increases until it reaches unity at the Alfvén point P, where

B
P (13.16)

Up = VU, = 1
(op)2
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and

P = pr = o€ (13.17)

Equations (13.13) and (13.14) then show that By and €2 will only be non-singular at
P, if

2

U

—B= “Zg:’A — caw? = <‘;p> aw?. (13.18)
P

This shows that the angular momentum transport per unit flux tube, carried jointly
by the gas and field, is equivalent to that which would be carried by the gas if it were
kept corotating with angular velocity « out to the Alfvén point P,.

The use of (13.17) for € and (13.18) for B in (13.13) and (13.14) gives

2,2
2, 1 —@%/@) (13.19)

and

_ U=wlpym?p) _ (1= (@B /@ By)(wp/v)]

o= , (13.20)
(I = pa/p) (I = pa/p)

where B, is the value of B, at @w,. For any realistic poloidal field, the quantity
szp is slowly varying along a field-streamline, while v, /v, and p,/p decrease
rapidly towards the coronal base. It therefore follows from (13.20) that well inside
the Alfvénic point the rotational shear is small, since 2 ~ «. At the cornal base,
r =rg,and Q = Qg so

o= (1 — pa/p0) (13.21)
[1 — (@?2B./wj Bo)(vo/v.)]
showing that the constant « is very close to €25. Hence, near to the star, 2 >~ ¢ and
then (13.18) for B and (13.19) for By show that the magnetic term in the angular
momentum transport equation (13.12) dominates the material term by a factor
(w,/@)?. A nearly force-free field occurs in this region, with @ By approximately
conserved along poloidal field lines. Well beyond P,, where p,/p > 1 and
vp/va > 1, (13.20) gives wiQ ~ ZUAZQS, and material angular momentum
transport dominates, corresponding to the approximate conservation of material
angular momentum.
Outward angular momentum transport requires — B B;, > 0 so, from (13.18),

pvpam? > 0 (13.22)
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must hold. For outflows this implies « > 0 and hence 2, > 0. Equations (13.20)
and (13.21) show that beyond the coronal base €2 lags ;. The consequent shear
generates By and the resulting B, By stress gives a torque which acts to increase
2. The reaction to this torque causes a decrease in the angular velocity of the star.
The star spins down on the braking time-scale which far exceeds the wind flow
time-scale of ~ @ /v,. The flow can therefore be treated as evolving on the braking
time-scale through quasi-steady states, in which the magnetic torque acting on the
matter in a volume element at a fixed point is balanced by a divergence of the angular
momentum flux, as described by (13.11).

13.2.3 The Wind Flow

The wind speed is analysed by considering the component of the equation of motion
along the flow. The wind zone is taken to be isothermal with sound speed ay, so
P=da’p. (13.23)

Using this and the vector identity (A2), the momentum equation (13.2) can be
written as

(V><V)><V=—V(1

5 5 G M; 1
v:+aglnp — + (V xB) xB. (13.24)
2 r Hop

Taking the scalar product of this with v gives

1 GM. 1
v-V| v4aimp— " )= v-[(V x B) x BJ. (13.25)
2 r Hop

The use of (13.8) for v then yields

V- (VxB) xB)l=" " [(VxB)xB)ly=av-V(@2Q), (13.26)
Hop Hop

which is the rate of work done by the magnetic torque, with the last equality follow-
ing from the angular momentum equation (13.11). Equations (13.25) and (13.26)
show that

S

1 1 G
v+ o’ +aiinp — —aw’Q=E (13.27)

2P 2

is constant on a field-streamline, where E is the total energy per unit mass. This
is a generalized Bernoulli integral for an isothermal flow. The continuity equation
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enables (13.27) to be written as

1 1 G M,
V- |:,0V <2v§+ 2w292+a§1np— ‘ —aw29>i| =0, (13.28)
r

where the quantity in square brackets is the total energy flux. Equation (13.11),
together with v, - Vo = 0 and B, - Va = 0, gives the last term as

) o
- V. (pvpaw Q) =-V. ( wB¢Bp>
Mo
=— -<1(VXB)XB)=V-(EXH), (13.29)
Mo

where H = B/ and the second and last equalities follow from (13.8) for v and
Ohm’s law with perfect conductivity, respectively. Hence (13.28) becomes

1 1 G M
v-[pv(2v§+2w292+a§v1np— ‘)~|—EXH}=O, (13.30)
r

where E x H is the Poynting flux of electromagnetic energy.
If the structure of B, is supposed known, the use of (13.10) and (13.20) to
eliminate v, and €2 in (13.27) gives a relation of the form

H(w,p)=E (13.31)

between p and @ on a field-streamline. The condition (13.18) on 8 ensures that By
and 2 are non-singular, and it then follows that all non-singular solutions for p pass
through the Alfvénic point P,. The function H (ww, p,) is only finite at o = w,.
Equation (13.31) yields

dp  0H/iw

= . (13.32)
do IH /dp

The use of (13.7) and (13.10) to eliminate £2 and v, in the Bernoulli integral (13.27)
gives

By, GM, 1 €By\’ €By
H = +aylnp — ~|—2 aw + —aw |aw + .
r P

2p? P
(13.33)
Taking 0 H/dp, and employing (13.19) for By/p, yields
2p2
IH 2, 2 € B,
0 =—v +a; — . (13.34)
ap P p*(1— p/ps)
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Then noting, from (13.17), that

2 2 2
€ HOPY, v
Pa — o — 5 P ( P) , (1335)
P P B; Vs
gives
OH vy —(ag + vl + vf¢)v§ + agvi,
P = 5 5 , (13.36)
ap (v — )

where v,y = Bg/(1op)"”. The condition dH/dp = 0 gives v, equal to vy or v,
the slow and fast magnetosonic wave speeds (see Sect.2.2.6). At these values of
vp it follows from (13.32) that 0 H /9w = 0 is necessary for smoothly varying p,
defining the slow and fast critical points @y and zy. Then (13.31) gives

H(wy, pa) = H(wy, pr) = E. (13.37)

These conditions suffice to fix the solution along each field-streamline in terms of
a non-dimensionalized coronal temperature, stellar rotation rate and magnetic flux.
These are, respectively,

GM,
be= 3, (13.38a)
rody,

2.3
o ry

= , 13.38b
v GM, ( )

B;

~ 2u0(p0)wal’ (13.38¢)

Sw

evaluated at the coronal base » = ry. Usually, the wind speed at the slow point is
close to the sound speed. The fast speed is approximately the local Alfvén speed
determined by the total magnetic field.

13.2.4 The Braking Torque

A magnetic braking torque is exerted on the star due to the outward transport
of angular momentum resulting from the wind flow. The total rate of angular
momentum transport is found by integrating —B B, over the coronal base surface
r = rg, from the poles to the limiting field lines that define the extent of the wind
region. Near the stellar surface By will be close to its unperturbed dipole structure,
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having the components

3
B, =Bo(rr°) cos 6, (13.392)
By (ro\3 .
By=" (r) sin 6, (13.39b)

with the poles at 8 = 0 and 8 = 7. The poloidal field strength is therefore
3 3 >
_ o 22
B, = By ( ! ) (1 , sin 9) . (13.40)

The rate of angular momentum transport is

—J=—[ BB, tdS, (13.41)
So

where J is the stellar torque, and S is the coronal base surface. Hence

: b (B
—J=—47 / ( ) B By (ro, 6o)r§ sin Bodb, (13.42)
0 By /g

where the limiting field line cuts the stellar surface at (rg, 9_0), and the symmetry of
—B B, about the equatorial plane has been used. Equations (13.10) for € and (13.18)
for B give

2
— B =cam? = O (13.43)
By, (ro, 6p)

where vo = v, (ro, 6p), so (13.39a)-(13.41) yield

: fo 2 $in 6y cos Hyd0
_Jj :4n95rg/ Sovo ( * ) (w) S0 CORTOEH0 (13.44)
0 2/ \r0 /) (1 - 3sin?6p)2

The factor (ww, / ro)z, which increases with field strength By, represents the enhanced
braking due to the magnetic torque. The magnetic field also plays a part in
determining the upper limit 6y which reflects the extent of the dead zone.

The associated mass loss rate from the stellar surface is given by

) o B
M, = —47mr} / povo( r) sin Hpd b, (13.45)
0 By /g
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and hence

1

(1 — 3 sin® 90> :

It follows from (13.44) for J and (13.46) for M, that

. fo in 6y cos o d b,
M, = —4m§/ opg PO C0SE0E%0 (13.46)
0

J I
rem vy = =T, (13.47)
roQusMy, K
where
5 2 _1
$ w, 3 2
I = 00V0 1— s ds, (13.48)
0 ro 4
and

K 3 *é
K :/ £0V0 (1 — s) ds, (13.49)
0 4

with s = sin? 6o, and o = € has been used. The quantity I' measures the effect of
the magnetic field in increasing the angular momentum loss rate for a given mass
loss rate. For an unconstrained spherically symmetric wind, I' = 2/3. Magnetic
channelling can increase I" by factors of up to ~ 103.

13.2.5 A Simple Field Model

Well within the Alfvénic surface S, the magnetic energy density dominates the
kinetic energy density of the wind. The poloidal field B, will therefore remain close
to its unperturbed structure, and channel the wind flow. Well beyond S, the kinetic
energy density of the flow dominates the energy density of the magnetic field. In this
region the field will be passive, being pulled out to follow the nearly radial wind.
The detailed construction of B, requires solution of the poloidal trans-B,
component of the equation of motion. This poses a formidable problem (e.g. Sakurai
1990; Mestel 2012). A simple field model was used by Mestel and Spruit (1987) in
considering the braking of late-type stars. The field structure, shown in Fig. 13.1,
represents the basic properties of the distortion in the flow regions. The poloidal
field is taken to be dipolar, with components given by (13.39a) and (13.39b), out to
a radius 7 which corresponds to the equatorial boundary of the dead zone. Beyond
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\
\\ S

Fig. 13.1 The simplified wind magnetic field (from Mestel and Spruit 1987)

r, By, is taken as radial, so

2
B, = B (’) . (13.50)

r

The field has a cusp on the equator at 7 and B,(r, w/2) = 0 for r > r. Close to
0 = m /2, B, varies rapidly with 6 and changes sign across the equator. Away from
the equator B, is expected to vary slowly with 6.

Material in the dead zone is in hydrostatic balance and is taken to be isothermal,
with sound speed aq. Hence

P =a2p, (13.51)
and the force balance is
GM, 1 . 1
v Y4 _a?r?sin0 —allnp | + (VxB)xB=0. (13.52)
r 2 Hop

Taking the scalar product with B then gives

GM, 1 .
- S+ 2a2r2 sin? 6 — agl Inp =U, (13.53)
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where U is a constant along the field. It follows that the density along a field line is

(o) GM (| R\ . o®R? (r?sin’0 24 (13.54)
= exp| — — — sin s .
P £0)d €Xp Rsag r 261& Rg 0

with the coronal base ryp = Rj, being the stellar surface. Since the wind is an energy
sink, a latitude-independent heat input at the coronal base should give a significantly
lower temperature for the wind zone than for the dead zone. When the cusp C is well
within §,, then | By| < | By, so the vertical continuity of the total pressure at C is

BZ
P = Py, (13.55)
20 w

using Pq >> P, Taking B = (Bo/2)(R,/F)3, except at the equator § = /2 where
B =0, (13.50) becomes

Rs 3 F 2"
B,={ 2 () ()& 6#7/2 (13.56)
0, 0=m/2,

with the positive sign applying above the equatorial plane. Using (13.51), (13.54)
and (13.56) for P, p and Bj, in the cusp condition (13.55) gives

7\° B2 G M, R, a®R2 (7 R,
= 5 eXp (1= exp|— _ 2T - )
Rs SMO(IOO)dad Rsad r zad Rs r
(13.57)

which determines 7, the extent of the dead zone region.

As previously seen, the wind solution is fixed by applying energy conservation
at the slow and fast magnetosonic points on a given field-streamline, as described
by (13.37). The fast magnetosonic point is beyond S, and so lies in the radial
field domain, with 2B, = constant on a given field-streamline. The Bernoulli
integral (13.27) can then be written as

2p2.4

B 1 Q/Q GM

Hp) =" A% 4 o 2sin%0 2} =" 12w P, (13.58)
2p%r4 2 a \«a r Oa

and (13.20) gives

Q _ 1= puri/pr? (13.59)
o L—pa/p
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The critical point conditions 0 H/dr = 0, 0 H /dp = 0 at (r¢, pr) yield

,(V2—-2VX2+1)

2V2 = —yX , 13.60
Y (VX2 —1)2 ( )
and
2 2
2 g (X521
Ve—-6=yV-X VX213 (13.61)
with dimensionless quantities,
re
X= (13.62a)
a
yoo b o (13.62b)
o X2 v ’
0‘2r3 -2
y= _, sin 0, (13.62¢)
UA
a2
§ = ‘;’ (13.62d)
v

The gravitational term has been dropped in (13.60) since it is small compared with
vf2 term.

In the case of rapid rotation, which is appropriate to the secondary stars in
close binaries, centrifugal driving forces v, to well above ay, so that § < 1.
Dividing (13.60) by (13.61) gives a quadratic equation for X? containing the small
quantity § in its coefficients. To leading order, this yields the finite root

1
1 2
X ~ |:28 ViVv-1)Q3-— V):| , (13.63)
which substituted in (13.60) gives V =~ y; and hence, from (13.62b),
v~ oo, (13.64)

Equation (13.63) shows that V = v¢/v, lies between 1 and 3 and, since § < 1, then
X > 1. It therefore follows from (13.62b) that

Pr_yx2s 1. (13.65)
Pf
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Along a radial field-streamline the continuity equation gives

2
R (wf> . (13.66)

(%3 Pa \ Wa

The use of these results in (13.19) and (13.20) yields

Di(By)s ~ —dmeaw? (”) , (13.67)
v
2 2 Ua
o Qf > aw) <1 ~ ) . (13.68)
f

In the rapid rotation regime, the gravitational and thermal terms can be dropped in
the Bernoulli integral (13.27). Noting that w, /¢ < 1, (13.27), (13.64) and (13.68)

give
2 3
H (wy, pr) = v7 [; <:f) - <Zf> } . (13.69)

To determine the solution for rapid rotators, the flow must be made to pass
through the slow magnetosonic point. Except for very rapid rotators, the 2-terms
can be dropped in (13.27) in the region closer to the axis in which the slow point
wy will occur. Hence

2p2
€“B G M,
_ p 2 s
H = 22 +aylnp — . (13.70)

In this region By, is the dipole field (13.39a) and (13.39b), and on a field-streamline

sin? 6§ = 12 sin? 6p. (13.71)

N

The conditions d H/dp = 0, d H/9r = 0 then yield

Vp = aw, (13.72a)
G M;
rSl = 3a2 ’ (13.72b)

w

and so from (13.70)

5
H(wy, py) = al [—2 +1n (f:l)} . (13.73)
A
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Equation (13.72a) shows that the slow magnetosonic point coincides with the sonic
point, within the accuracy of the approximations made.
Finally, the condition

H (wy, pr) = H (w3, ps1) (13.74)

must be applied. Since a2 = §v2, (13.69) and (13.73) yield

3 2 3 5 ’
Y () =s| =2 4m ()], (13.75)
2 LN LUN 2 Pa
Noting that V. = wv¢/v,, for § « 1 it follows that V = 3/2 which, together
with (13.63) for X = r/r,, gives

= 13.76
vy 2 ( 2)
3

00 (13.76b)

rn 4day

Then (13.64) and (13.68) give
vy = 0.54aw,, (13.77a)
o (o, 2

Qf = < ) . (13.77b)

3 wt

Hence, for a fast rotator, centrifugal force drives the wind speed at the Alfvénic
point up to about one half of the corotation speed.

This leaves the rate of braking to be found. The Alfvén speed is given to a
reasonable approximation, applicable to slow and fast rotators, by

1
2 2.2 2
v, Vih T'a o't ,
= 0l , 13.78
Ay |:<aw RS) + 3a2 st :| ( )

where vy, is Parker’s thermally driven wind. Then noting from (13.10), (13.17)
and (13.56) for €, p, and By, that

o€ = 110 = (13.79)

povo _ B. _ By Ry (&)2
(Bp)() Ua 2v, r ’

I'a
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(13.78) gives the Alfvén radius expression

i
Ta ’ Cw Ry Uth 2 Olst 9 o2
<R> - (vo/aw)<F> (aw> g SO (13.80)

where typically vo/ay ~ 0.15, and ¢, is the wind zone parameter defined
by (13.38c).

From (13.18) for B, the flux of angular momentum along a field-streamline can
be expressed as

— BB, = pvyaw?. (13.81)

The cylindrical Alfvén coordinate @, = r,sin6 will vary between field lines.
However, a lower limit to the braking torque can be found by taking the flow beyond
r to be spherically symmetric, with vy (r) having its equatorial variation. The Alfvén
surface S, is therefore approximated as a sphere of radius r, = w, at 6 = m/2.
Equation (13.80) shows that r, varies slowly with 6, its most rapid variation being
near & = 0 where the contribution to angular momentum transport is least. The
integral of (13.81) over S, is then

T

_J _4 2 2 29 2 . 9
=4na PAUAT, SIN“ 61y sinfdo, (13.82)
0
giving
. 87w 2 2
—-J= 3 (pavar)ary. (13.83)

Since p v, = Bf/,uovA, then —J can also be written as

2
_j= Y (13.84)
67 Vs
where ® = 47'rr/%BA is the magnitude of the flux of open magnetic field lines that
form the wind zone.

It follows from (13.21) that « is very close to the stellar rotation rate 25 and so,
for most purposes, @ = €25 can be used. Mestel and Spruit considered rotation rates
Q = kQgp with 1 < k < 80, where Q¢ = 2.5 x 107s~! corresponds to a period
of Py = 29 days. The magnetic field is assumed to be dynamo generated, with pole
strength By related to €2 by the rotation law

0\
Bo = (Bo)o <Q®> . (13.85)
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The simplest model has (pg)q and aq both independent of €2,. However, the
authors point out that it is difficult to see how this could be consistent with X-ray
observations of late-type stars, which show a luminosity Ly Qg (e.g. Pallavicini
et al. 1981). The variation of coronal emission is determined mostly by the variation
in density, with Ly & ,og s0 pp o 2. The X-ray luminosity is expected to depend
on By, since this is a measure of the degree of activity of the star. The consistency
of using (13.85) with Ly 932 requires Ly Bg/". The choice n = 1 is made,
leading to

[Bo/(Bo)ol? < Q )
= = , 13.86
ta = o (00)a/ (Po)a Do Q0 ( )
where
Bj

= 13.87
‘ 2u0(po)aal ( )

occurs in (13.57), which determines the dead zone radius 7.

The cases {q o 5 and &g Qg are considered, corresponding to (pp)q x By,
and (pg)q independent of By, respectively. The rotation rate €2 is varied from the
solar value (P = 29 day) to a value of 802 (P = 9h), for the cases ({q)o = 4, 60,
taking stars of solar mass. The results are summarized in Table 13.1. In all cases the
value Q5 ~ 15Q¢ marks a turn-over in the behaviour of 7/ Ry. For Qg < 15Q¢ the
centrifugal effect on the pressure in the dead zone, described by (13.51) and (13.54),
is weak, so 7 increases with €25 because the stronger field traps more gas. This effect
occurs in (13.57) for 7 through the Bg /(po)a term, which increases with €. For
Qs > 15Q the centrifugal effect, described by the second exponential in (13.57),
dominates and 7 begins to shrink.

Table 13.1 The dead zone extent (from Mestel and Spruit 1987)

(o =4 (a)o = 60

Q/Qo  F/Ry(Eqa x Q)  F/Rg(Eg x Q) F/Rs(Eq x Q) F/Rs(Eq x Q)
1 2.5 2.5 5.0 5.0
2 3.1 3.5 5.8 6.6
3 3.4 4.1 6.2 7.8
5 3.9 5.5 6.8 9.2
7 4.1 6.2 7.2 10.0

10 4.4 6.9 7.4 10.7

20 4.6 7.2 6.9 9.6

30 4.4 6.5 6.1 8.2

60 3.4 4.7 4.3 5.4

80 3.0 39 3.6 4.5
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Table 13.2 Equatorial = Q/Q0  (ra/Roeq Ew X Q) (ra/Ro)eq (Ew < 22)
values of the ratio r, / Rs, with | 12 12
(o = 60, (Ew)o = 120
(from Mestel and Spruit 2 15 19
1987) 5 20 36
10 25 52
20 29 72
30 31 88
60 35 127
80 37 149

The Alfvén radius r, is found from (13.80), using vp >~ 0.15a,, and the previously
determined value of 7/Rs, for each . The wind zone parameter ¢ is defined
by (13.38c), where Bg /(po)w is taken to have the same 2 dependences as Bg /(00)d
occurring in the dead zone parameter ¢4. Since the wind zone has a lower density
and temperature that the dead zone, &, > {4 is expected. The authors take ¢, = 120
for the sun so that (13.80) yields r, ~ 12R;, in agreement with observation (Pizzo
et al. 1983). The wind zone temperature is taken to be one half that of the dead zone.
The results are shown in Table 13.2.

The angular momentum loss rate is given by (13.83). The continuity equation
for radial flow gives pAvArf = pvir2, while the constancy of pvp/ By along a field-
streamline yields

o5 B 1 (R’ (13.88)
(oo)wvo By 2\ 7 /)’ ’

where the last equality follows from (13.56) for B,. The use of these results allows
—J to be expressed as

_47‘[
T3

RN\ (r\* [ 9 \!
K(szs/sz@>=(;)(;) (QQ) , (13.90)

with ¢ = 1 or 2. The case ¢ = 2 corresponds to (pp)w o 25 o By, while
q = 1 occurs for (pp) independent of 5. Table 13.3 shows values of K (25/ Q).
Braking is more efficient when (pg)w o By, primarily due to the increase in mass
loss which more than compensates for the reduction in the Alfvén radius. The
smaller extent of the dead zone in this case, illustrated in Table 13.1, also enhances
the braking.

—J =" [nowr?| e R2K @/ 20), (13.89)

where
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Table 13.3 The function K (2s/ Q) (from Mestel and Spruit 1987)

q =2, (po)w x By q =1, (po)w independent of By

Qs/ Qo K(Qs/Q0) K(Qs/Q0)

1 30.5 30.5

2 1.6 x 102 1.1 x 10?

5 1.5 x 10° 7.0 x 102
10 8.4 x 10° 2.5 % 103
20 4.8 x 10* 1.1 x 10*
30 1.4 x 10° 2.8 x 10*
60 1.0 x 10° 1.8 x 10°
80 2.4 x 10° 4.0 x 107

The braking laws predicted by (13.89) will be discussed in the next section, in
the context of the secondary stars in binaries. The fast rotator theory will be relevant
here, since for orbital periods of P < 9h synchronized secondaries have Q3 2>
80Q2c.

13.3 Stellar Magnetic Winds in Close Binaries

13.3.1 Orbital Angular Momentum Loss and Mass Transfer

A lobe-filling secondary star in a close binary system is expected to be kept near to
orbital corotation, by the tidal field of the primary star. Asynchronous motions result
in internal dissipations which cause the tidal bulge to lag the motion of the line of
stellar centres. The resulting gravitational torque spins the star towards synchronism
(see Sect.2.4.2 for an outline of tidal theory). It follows from the period-mass
relation (2.298) that for orbital periods of P < 8 h a main sequence secondary will
have a mass M, < 0.80M, and hence possess a deep convective envelope. The star
is fully convective for My < 0.35M, corresponding to P < 3.5h.

A rapidly rotating star with a convective envelope is likely to have a dynamo-
generated magnetic field. As seen in Sect. 2.3, an a2-dynamo requires differential
rotation, as well as turbulence, to operate. The secondary may retain some rotational
shearing motions if a small radiative core is not completely synchronized, while the
convective envelope is. Some differential rotation may remain in the convective
region if the turbulent stress tensor has a non-standard form, allowing turbulent
motions to generate non-uniform rotation (Campbell and Papaloizou 1983). Alter-
natively, an a>-dynamo may operate. The generation of magnetic fields in secondary
stars was considered in Chap. 12, where it was shown that observations and
simulations indicate that rapidly rotating, lower main sequence stars are expected
to have large-scale magnetic fields generated by dynamo action.
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A magnetic secondary with a wind, generated by an expanding corona, would
be subject to the braking effect formulated in the previous section. There will, of
course, be some differences from the case of a single star. The presence of the
primary means that, even if the secondary had a magnetic field symmetric about its
rotation axis, the wind would not be axisymmetric due to the ¢-dependence of the
total gravitational field. Most of the tidal and rotational perturbation to the spherical
structure occurs in the outer layers of the star where only a small fraction of the
mass is contained. Hence, deviations of the external gravity field from spherical
symmetry due to tidal distortion of the secondary will be small, but the gravity field
of the primary could still be significant. The presence of a strongly magnetic primary
can introduce a further complication, this being discussed in the Sect. 13.3.7.

The fundamental effect of a magnetically influenced wind from the secondary
in a binary system will be the same as it is for a single star, namely the removal
of stellar angular momentum. However, the spin evolution of the secondary star
is affected by its tidal interaction with the primary. The synchronization process
involves the exchange of angular momentum between the secondary and the orbital
motion, via the tidal torque. The wind causes a spin down of the secondary, so
driving €2, towards an under-synchronous state. However, tidal torques then become
operable and act to increase €25 back to the orbital rate. The net effect is the
continuous removal of orbital angular momentum from the binary system.

The orbital angular momentum can be expressed as

1
GD\?
L, = MsMp ( M > , (1391)

where M = M, + M, and D is the stellar separation. For a mass ratio range of
0.1 < M/M, < 0.8, the mean radius of the secondary’s Roche lobe obeys

M (R’
~0.1, (13.92)
M, \ D

(Paczynski 1967). Taking M as constant, (13.91) and (13.92) give an evolution
equation for R as

R L 2MS<5 MS>

R, L, “M,\6 M,

(13.93)
where M is the mass loss rate from the secondary due to Roche lobe overflow.
The orbital evolution time-scale is L,/L,, which is comparable to the mass transfer
time-scale

M;

= 75 (13.94)
| M|

Tu
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Validity of the condition of constant M over the binary lifetime therefore requires
|My| < M, (13.95)

where MW is the wind mass loss rate.
A lower main sequence secondary star, in thermal equilibrium, has a mean radius
given approximately by

L (13.96)
Re I\ M) '

with ¢ ~ 1.1 (Kippenhahn and Weigert 1990). For the secondary to continuously
transfer mass to the primary, R, must shrink at least as fast as R to keep matter
in contact with the L; region. Equation (13.93) shows that for M, > (6/5)M; a
continuous decrease in R, requires LO < 0, since the last term is positive. Also,
[Lo| /L, must be sufficiently large to yield R, < Oand |R,| > |R|. The secondary
will remain in thermal equilibrium provided that Ty, > 1, where t,, is the time-scale
for thermal adjustment.

A loss of orbital angular momentum is caused by magnetic braking in conjunc-
tion with strong tidal coupling, as outlined above, and by gravitational radiation
losses. Gravitational radiation orbital torques lead to the mass transfer rate

2
M= —19x 1010 T=H , Mg year™, (13.97)
4 ="Twps

where u = M,/M and Ry = R, is taken (see Sect.2.4.3). Over the range
of mass ratios of interest (13.97) gives |M,| ~ 10~'9Mgyear~!. Observations
of optical and X-ray luminosities imply mass transfer rates of this magnitude
for systems with periods P < 3h. However, longer period close binaries are
believed to have | M| ~ 10~° Myear—! which cannot be explained by gravitational
radiation losses. The foregoing magnetic braking mechanism can provide a way of
removing orbital angular momentum fast enough to explain the higher values of
| M. Verbunt and Zwaan (1981) estimated the magnetic braking torque by using the
Skumanich (1972) spin-down law for single stars, assumed to be due to magnetic
braking. By taking this law to apply to a binary secondary star, they derived the
expression (2.337) for M. This yields sufficiently high values of |M;| for P > 3h
but, since its derivation makes no direct use of braking theory, the expression cannot
be related to the field structure of the secondary or to the details of the wind flow.
Campbell (1997) applied magnetic braking theory to find expressions for M.
The foregoing fast rotator theory is relevant here, since for P < 7 h it follows that
Qs 2 100Q2. Firstly, the effect of orbital evolution on the magnetic braking rate
must be considered. If the secondary is kept close to orbital corotation by tidal forces
then LO = J can be used, where J is the loss rate of stellar angular momentum via
magnetic braking. The tidal torque is dissipative and so will only be finite when there
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is some asynchronism. For a turbulent viscosity the tidal torque can be comparable
to the braking torque at small degrees of asynchronism, so €25 can be taken to be
essentially the same as the orbital angular velocity €2,. Hence

GM
2 2
Q =Q) = D3 (13.98)
The stellar angular momentum loss rate is given by (13.84) as
. P2Q
J=— . (13.99)
67 ova
where
25 2 (Rs
® =47r°B =2nR; | _ ) Bo, (13.100)
r

with the last equality following from (13.56) for B,. Since the Alfvénic points occur
in the radial field region, the magnitude of the wind mass loss rate can be written as
[My| = 4nr§pAvA. The use of this in (13.83) yields

. 2 .
J= —3|Mw|r§szs. (13.101)

Equating this to (13.99) gives

2
2 ¢

ro = . . 13.102
* 41 o | My v, ( )

The fast rotator theory result (13.77a) gives v, =~ 0.5r,2, so (13.101) and (13.102)
lead to

. 2 o1 o4 )
J=— , [My|3®3 Q3. (13.103)

327 o) 3

Using (13.100) to substitute for ® in (13.103) then yields

2 4 4 . 1
. . 2 (2 3 4 .1 /RN\3 /B 3 /M 38 1
fo=1J=— <”) B(?)Mé(_s) < 0) <W> RIQ:,  (13.104)
3 jZn) r B@ M®

where Bg is the coronal base polar value of the sun’s magnetic field, and M, is
the solar wind mass loss rate. For a more complicated field than dipolar, Bs and
Bo would be essentially the mean surface values. As the orbit evolves, with a nearly
synchronous secondary having 2, = €, the stellar quantities Rs, By, Mw and 7 will
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change as M and €2, evolve. The total mass M can be taken as constant provided
that |My| < | Ms].

The dead zone extent ratio 7/ R is determined by the solution of (13.57). This
equation can be written in the implicit form

Fooo(t) GM, R, R2Q2 (7 R,
= exp N E expl— 5= - ,
R 4 6Rsaj r 12a; \RZ 7
(13.105)
where
2
BO

ta= . (13.106)
2u0(po)aas

Eliminating D between the lobe-filling condition (13.92), with R, = Ry, and the
orbital equation (13.98) gives

262 M;
R2Q2=0.1G (R ) . (13.107)

S

The mass-radius relation (13.96) shows that M/ R; is constant and hence R €2 is
also constant as the orbit evolves. The virial theorem gives approximate scalings for
characteristic temperatures and densities in a star as T o« M/ Rs and p o< M/ Rf
Taking the corona to follow these scalings yields

M
a3 o RS, (13.108a)
(p0)q o R;. (13.108b)

S

For Ty independent of 2, (13.96) and (13.108a) lead to a4 being constant during
evolution. The exponentiated coefficients G M/ Rsag and (R,S2)? /ag in (13.105)
for /R, are therefore also constant. This leaves the factor ¢, to be considered in
the determination of 7/ R,. Using the dynamo law (13.85), with 1 < n < 2, together
with (pg)g o< 2 and o MS/RS, (13.106) and (13.108a) give

1

. R.Q)202n—3 76

. [( EMS)/R ; } o Q136 (13.109)
S S

where the last proportionality follows from the constancy of R 25 and M/ R;. For
the above range of n, ¢;° is therefore weakly dependent on 2. Since this factor
occurs outside the exponentials in (13.105), and the exponentiated coefficients are
constant, the solution 7/ R will be very slowly varying as mass transfer occurs and

can therefore be taken as constant in (13.104) for Lo.
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Consider, now, the variation of the wind mass loss rate. Since the radial field
region begins at r = r, this can be written as

My = —477% po. (13.110)

The conservation of mass and flux along a poloidal flux tube yield

5D B ! R\’ (13.111)
v = 0oV = v s .
1Y LPOVO Bo 2,00 0 ;
and hence
. R\ .,
My = =21 ) R? povo. (13.112)
r

The coronal base flow speed in the wind zone can be taken as
vo = 0.15ay,. (13.113)

Then, since R, /7 is constant,

: L (M, MN\? [ M\?
il o R (s )2 () o () @ (13.114)

using the foregoing scalings. Because M/ R; is constant, M,, evolves with the orbit
as

My Q
=0 (13.115)
M@ Q@
The wind zone equivalent of &g is
2
Cw = Bo . (13.116)
2p10(po)wag,

giving the ratio of the magnetic energy density to the thermal pressure at the coronal
base. The use of (13.113) and (13.116) to eliminate povg in (13.112) gives the solar
mass loss rate

. 0.157 RZB% (R

My = — > oo (S) (13.117)

©
no aw((w)@ r



13.3  Stellar Magnetic Winds in Close Binaries 397

Using the lobe-filling condition (13.92), with R, = R, together with (13.96) for
R;, enables the expression (13.91) for the orbital angular momentum to be written as

4
3

1
GRo\? MM
Lo = 106 ( ®> P (13.118)
MO M3

Using R, = Ry and (13.96) in the Roche lobe evolution equation (13.93), leads to
the orbital evolution equation

Lo 4 M\ M
=(. - . (13.119)
Lo \3 M,) M,

Equation (13.104) for LO, together with (13.118) and (13.119), enables express1ons
to be derived for Mj, for various dynamo laws. Consistency requires |M | € |M |
and thermal equilibrium holds for 7, < M/ |M‘ |. Hence it is necessary to derive
expressions for MW and 1.

13.3.2 The Wind Mass Loss Rate and the Thermal Time-Scale

The Wingl mass loss rate follows from using (13.96), (13.107) and (13.117) for R,
Qs and Mg in (13.115) as

) 1.9 x 10711 / Bo\? [ R\ (Mg 1
M, = — ;Z; ) (é) ( f) ( M®) Mo year !, (13.120)
q2Cw)o

where © = Mg/M. There is some suggestion that stellar dynamos may saturate
above a critical rotation rate €2.. Assuming pg, and hence My, also saturates at €2,

gives
. 24x 10713 /Bo\? (R [ ©
My=—""7% © A <) Mg year™!, (13.121)
(gw)O 1G r Q@

applicable for Qg > Q..

The Kelvin time-scale for thermal adjustment of the secondary is given by t,, ~
E,/Ls, where E, and L are the star’s thermal energy and surface luminosity. The
virial theorem can be used to find E,,, where, since the contributions of rotational
and magnetic energies are negligible,

1 3 GM?
E,=— E;=~ 13.122
X 2Ee=y R ( )
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Taking the approximate main sequence mass-luminosity relation

L, M \>
=< ) , (13.123)
Lo Mo

together with (13.96) for R, yields the thermal time-scale

23 %107 [ Mo\* 1
=" ( ®> , year. (13.124)
q M) n

The self-consistency condition [My| < |M|, and the thermal equilibrium
condition 7, < Ty, can be investigated for each dynamo law.

13.3.3 A Linear Dynamo Law

In the case of a linear dynamo rotation law By (€2;) is given by

B Q
0 _ 0% (13.125)

Using (13.115) to eliminate M,,/ M in (13.104) leads to

2 ‘31 . :l; 4
. 2 (2m\3 BAMS (R\3 ¢

Lo=—2(7") "0 (™) Rrex (13.126)

3 \ o 3 r ‘

Q@

The mass transfer rate fo}lows from using (13.96), (13.107), (13.117), (13.118)
and (13.126) to eliminate L,/L, in (13.119), giving

5 1 1
. 77 x 10710 1 Bo\? [ R\ 3 [ Mo\ ? 3
M, = — x X © _ © H M@year_l,
1G r M 4 —-"Tn

a6 ()3
(13.127)

where u = M/M, and the values Qg = 2.5 x 107%s~ ! and ay = 1.2x 10°ms!
are used. Since the gas can expand freely in the wind zone, its temperature should
be lower than that of gas in the dead zone. Taking ag = Za‘%, (13.106) and (13.116)
give

Sw = 24, (13.128)

for uniform pg. For ({4)o = 8, the solution of (13.105) is 7/ Ry = 1.5. Then, using
q=1.1,Bg = 10747, M, = 1My and My = 0.4M¢, (13.127) and (13.128) yield
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M| = 4.2 x 10~ "' Mgyear~!. Using the same masses in (13.97) gives |MS|gr =
1.1 x 10719Mgyear™!, so the effect of gravitational radiation is stronger than that
of magnetic braking in this case. Field saturation reduces | M).

Equations (13.120) and (13.127) give

. 2 2
My 25x1072 [ F\3 (Mx\3 4—7
Myl _ 2.5 x <r> ( ®> =T (13.129)

M, 2, .2 \R, M i
| sl q3(§w)g) s n3

Above the period gap, the range 3h < P < 6h is of interest for close binaries
and the period-mass relation (2.298) yields the corresponding secondary mass range
0.3 Mg < M < 0.6 M. Over this range of M, with M = 1.4M, (13.129) gives
9 x 1073 < |My|/IM;| < 8 x 1072, so justifying treating M as constant.

The ratio of the mass transfer time-scale to the thermal time-scale follows

from (13.94), (13.124) and (13.127) for 7y, 7, and My as

1

5 6
Ty 11 ' (' Bg 2UFENI M\ 14
=55qg¢6 3 4 -7 3. 13.130
o =550 (G (m) ) () @700 (13.130)

For (¢w)e = 16 and the above mass range, this gives 4 < 1, /7, < 38, with 7y ~
31, corresponding to Mg ~ 0.3M. Hence, for a linear dynamo law, the secondary
is in marginal thermal equilibrium close to the top of the period gap. However,
explanations of the gap require the secondary to be out of thermal equilibrium at
M, ~ 0.4Mg, while (13.130) yields t)y, ~ t, at this mass. Also, (13.127) gives
values of | M| that are at most comparable to | M| or» and hence cannot explain the
higher mass transfer rates believed to occur above the period gap. It is noted that
| M| scales with Bé and By = 1G (= 107*T) has been used. There is some
uncertainty in B, but values significantly higher than 2 G are unlikely. A value
of r/R;, = 1.5 has been taken here. An essentially synchronized secondary in a
close binary has €, 2 1002, and observations of rapidly rotating stars indicate
that matter can escape from the dead zone (Collier Cameron and Robinson 1989).
Presumably the high centrifugal force allows matter near r to escape from the
magnetic constraint. This suggests that for the secondary star values of 7/ Rs nearer
to 1 than to 10 are likely, supporting the value of 1.5 used here. With the presently
available braking theory, it is therefore necessary to consider stronger dependences
of By on €2 than linear if magnetic winds are to explain mass transfer rates above
the period gap.

13.3.4 An Inverse Rossby Number Dynamo Law

As the secondary star transfers mass to the primary its spectral type will change as
M decreases. The depth of the convective envelope will increase as M, decreases
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towards 0.35 M, the mass at which the star becomes fully convective. This change
may affect the value of By, in addition to the effect of a change in 2. There is some
observational evidence to suggest that By scales as the inverse turbulent Rossby
number R I« 7,8, where 7, is the convective turnover time-scale (Saar 1991).

The rms convective speed in a region with no energy sources is given by simple
mixing length theory as

1
AL )3
vT=< 1812+ ‘T) , (13.131)

2nrpcp

where A, is the mixing length, and Ly is the surface luminosity. Taking A as a
pressure scale height gives

2

Ar=Ap= ° (13.132)
y1gl
where ¢y is the adiabatic sound speed. Using P = (R/u)pT, with p the mean
molecular weight and 7, ~ A;/vy, (13.131) and (13.132) yield the time-scale

1
2T (r?p\3
Ty X , (13.133)
M) \ Ly

where M (r) is the mass within a radius r (noting tidal distortion will be small deep
in the convective envelope). Expression (13.133) gives the radial variation of t;
s0, to compare characteristic values between stars of different masses, the simple
homologous scalings % /M (r) o RSZ/MS, T o Ms/Rs and p MS/RS can be used
at a given point. This gives

R2M,\
rTo<< ) ) (13.134)
Ly

Using the mass-luminosity relation (13.123) then leads to

1 1
B Q MEN® (R2\3
0 _  Tris o _ o ( 54) s (13.135)
Bo (el R} M}) Qg

The rate of loss of orbital angular momentum follows from using (13.115) for
My, /Mg and (13.135) for By/Bg in (13.104), as

2 ! 4 8 4
: 2 (2m\> 16 MEBIRS (Ry\* 16
L0=_3< ”) go om0 ®<;‘) RS Q2. (13.136)
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The resulting mass transfer rate is

1 2 5 11
. 18 B R\3 (M 9 1
M, =—7.7x%10"1° 1 ) <1 8) ( ;7‘> ( MQ) 5 M@year_1
() 4 =T

(13.137)

The foregoing parameters give M| = 10~'9Myear~! for this case, which is
comparable to | M ler, at an orbital period of 4 h. Field saturation reduces | M.
Hence the inverse Rossby number scaling produces higher mass transfer rates then
a simple linear scaling of By with €, but still not high enough to explain values of
|M| ~ 10~ Mpyear!.

Equations (13.120) and (13.137) give

. 2 2
IMy| 25x1072 /F\3 [/ M\° 4—"Tn
MW SRR Iy . (13.138)
| M| qg(Cw)é s © no

For M = 1.4M¢ and 0‘.3M@‘§ M, < 0.6Mg, together with (¢w)e = 16, (13.138)
yields 6.6 x 1073 < |M,,|/|M;| < 2.2 x 1072, so justifying the constancy of M.
The time-scale ratio follows from (13.124) and (13.137) as

W™ _ 550l [ B0 TPV (M 596(4 T (13.139)
. q%(&wo G R, Mo MO . .

The above mass range gives 1 < 1y/7, < 22, so at My = 0.3M, the secondary
is marginally in thermal equilibrium. For By = 2 G this case is close to having the
required properties, but only without field saturation.

13.3.5 A Non-linear Dynamo Law

Consider the dynamo rotation law

BO Qs 4
— . (13.140)
Bo

Equation (13.104) then gives

2 .1 4

.. 2(27m\3 M2BZ2 [R.)\3 8

fo=d=—"(T" ©70 ()" p3g3, (13.141)
3 \ o 3 r )
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For a single star, of essentially constant mass, this corresponds to the braking
equation

19, =—KQ3, (13.142)

where [ is the moment of inertia and K is a positive constant. The solution is

1
o= LK) (13.143)
s — Q% I ’ .
and for Qg < Qo,
a=(1)1! (13.144)
2K (2 ’

which is the Skumanich (1972) law. This case can therefore be compared with the
work of Verbunt and Zwaan (1981), which employed such a braking law and gave
the mass transfer rate (2.337).

Eliminating L, between (13.119) and (13.141) leads to the mass transfer rate

5 4
. 6.2x 1078 [ Bo\> (R\? (Mo 3 1 _
M, = — . <1G) (_) (M) , Mg year L
4 (4 —Tups

7
q3 (é‘w)g)
(13.145)

At a period of 4h, corresponding to My = 0.4Mg, this gives |M;| = 7.5 x
10~°Mgyear—!. This is an order of magnitude higher than that derived from
the Verbunt and Zwaan formula (2.337). The dependences on u differ in these
expressions, since (2.337) was derived using the observational fit (2.335) for R €2,
which is independent of stellar parameters.

The forms for |MW|/ |MS| and 1)/1, corresponding to the mass transfer
rate (13.145) are

5

. 2 1
M, o (FNS M\ (4—7
|.|=3x10_4q2<r) < ) ( 1“), (13.146)
|MS| ({W)é RS M@ w3

and

™ 074" (60 (BQ)_2<F)§<M)I; 4=Tn” (13.147)
=Y. w — TR .
. 17 %wo\ 1 g rR) My

For the mass range 0.3_M@ < M; < 0.6 My these expressions yield the ratios
1.1 x 107% < |My|/IM] < 3.5 % 107*and 1.6 x 1072 < 7y,/7, < 04,50 M
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Table 13.4 The ratio vy /7y, M/My i/t | MS‘ /Mo year‘l
0.3 027 42x10710
0.4 051  9.5x10710
0.5 074  2.0x107°
0.6 0.86 4.2 x107°

is conserved to high accuracy, and the secondary is well out of thermal equilibrium
over the lower part of this mass range.

The values of |M| given by (13.145) are rather large, so the case of field
saturation at €2, can be considered. The resulting mass transfer rate is

5 2 5 8 4 2
M — — 53 g3 Bg R\3 [ Q:\3 ([ M \3 % M 1
=713 1t \ig) \F Q M oyear -
r o) o) G-=Tw

(E
(13.148)
This, together with (13.121) for MW, gives
. 2 4 5
My, 0.46 r\3 (Mo\3 (Q\3 4-7
|M|: ) 2(};) <M®> (QG’) ( 2“), (13.149)
M g3 B o) m

which yields 5 x 1074 < |MW|/|MS| < 3.6 x 1073. The time-scale ratio is

1 5 1 8
W) (B 2/ ENI/  MN\3 /Q 3
T g3 1G R, Mg Q.
(13.150)

Table 13.4 shows values of | M| /Mgyear™! and t,,/7, above the period gap,
using the foregoing parameters and 2, = 802 in (13.148) and (13.150). The mass
transfer rates are in good agreement with those implied by observations of systems
with P 2 3h. The values of 7,/7, show that at My = 0.6Mg the secondary is
marginally in thermal equilibrium. As My, = 0.3M, is approached the star starts
to be driven out of thermal equilibrium, since it cannot fully adjust thermally as it
losses mass. This case therefore has the required properties for explanation of the
period gap.

13.3.6 The Period Gap

The cataclysmic variables are binaries containing a white dwarf primary and a
lobe-filling main sequence secondary. The majority of these systems have orbital
periods lying in the range 1.3h < P < 8.0h and their mass transfer rates span
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5x 1071 < |M|/Mpyear—' < 3 x 10~ (e.g. Warner 1995). There is an almost
complete absence of accreting systems with periods in the range 2 to 3 h. However,
the AM Herculis binaries appear to be the exception to this, and are discussed below.
As seen in the foregoing discussion, gravitational radiation losses can account for
the lower mass transfer rates occurring at periods < 3h, and hence for systems
below the period gap. The foregoing analysis showed that magnetic braking can
explain the larger values of |M;| observed at P > 3h, provided that the dynamo
law relating By to €25 is nearer to quadratic than linear. The gap is believed to
contain systems in which the secondary star is detached from its Roche lobe, so mass
transfer, which is the main source of luminosity via accretion on to the primary, is
absent. This poses the problem of why the secondary becomes detached.

The current explanation for the origin of the period gap involves magnetic
braking. It was seen in Sect. 13.3.5 that for 0.3 < M;/Mg < 0.7 the mass transfer
time-scale M,/ | M| can become < 10° year and hence be comparable to the thermal
time-scale t,,. The secondary will then not have time to fully adjust thermally as it
loses mass. This results in an over-luminous and over-sized star for its mass. If,
at around a period of 3 h, something happens to sharply reduce magnetic braking,
then the orbital angular momentum loss will become controlled by gravitational
radiation. The time-scale for Roche lobe shrinkage due to this weaker process is
> 1,, S0 the star contracts back to its thermal equilibrium radius faster than its
lobe shrinks and therefore becomes detached. The resulting low luminosity system
subsequently evolves through the period gap, driven by gravitational radiation
braking, until the secondary fills its lobe and resumes mass transfer at a period of
~ 2h.

Various mechanisms have been proposed to account for a sudden decrease in the
strength of magnetic braking at a period of ~ 3h. This period corresponds to a
secondary mass of ~ 0.3M, which is close to the mass at which a main sequence
star is expected to become fully convective. It has been suggested that when this
state is reached the stellar dynamo begins to operate in a different way, causing
a reduction in field strength and/or a change in field configuration, which results
in a lower magnetic torque (e.g. Spruit and Ritter 1983; Rappaport et al. 1983).
If the dynamo mainly operates at the interface between the radiative core and the
convective envelope (referred to as the tachocline), existing when My > 0.35M,
then the disappearance of this interface at My ~ 0.3M would cause a reduction
in field strength. However, there is no compelling theoretical reason that this should
be the case. Observational evidence in support of this hypothesis would require
magnetic activity to decline abruptly in stars later than spectral type M5. The most
favourable evidence for this is that X-ray emission from stars later than M5 has
maximum luminosities that are at least an order of magnitude less than those of M
stars of earlier spectral type (Golub 1983). However, present data are not extensive
enough to prove that a sharp decrease in magnetic activity occurs close to M5. The
observations and theory related to lower main sequence star magnetic fields were
discussed in Chap. 12. Both fully convective and partially convective stars can have
a large-scale magnetic field generated by a dynamo.
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It should be noted that a reduction by a factor of 10 in the angular momentum
loss rate is sufficient to produce a period gap of the observed width (e.g. Spruit and
Ritter 1983). Equation (13.104) has [J] o By’ | M| so, with a coronal base density
(po)w o Bp and ignoring the small change in 7/ R generated in (13.104), it follows
that | J| B®. This theory therefore only requires a decrease in By by a factor of 4
to cause |J| to drop by the required factor of 10.

Taam and Spruit (1989) argued that a sudden decline in magnetic braking when
the secondary becomes fully convective is more likely to be due to a change in
field configuration, rather than a sudden decrease in field strength. They pointed out
that the spectroscopic data, taken as a whole, indicate a steady decline in magnetic
activity through the M5 spectral type, rather than an abrupt decrease. They noted
that at high rotation rates the irregular variability that is observed may be evidence
for the dynamo operating in higher modes, generating fields with a smaller scale
structure than those occurring in more slowly rotating stars.

The authors hypothesise that when the secondary becomes fully convective
its dynamo process changes to produce fields of higher multipole structure. The
foregoing braking theory of Mestel and Spruit (1987) was employed, except with
the field inside 7 having a radial dependence of »~. Equation (13.89) is used to
calculate the angular momentum loss rate, for several values of m corresponding to
different multipoles. The function K (€2s/ ) is shown in Fig. 13.2. The angular
momentum loss rate declines by a factor of 2000 between a dipole field and an
asymptotically high order field at an orbital period of 3 h. This effect is mainly due
to a decrease in the fraction of the magnetic surface flux that extends out to the

log K

03 06 09 12 15 18 21 24 27 30
log(Pr/h)
Fig. 13.2 The dimensionless angular momentum loss rate, K (£2s/S2¢), as a function of stellar

rotation period for different multipole orders (reproduced from Taam and Spruit 1989, DOI:
10.1086/167966, with the permission of R.E. Taam and the AAS)
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Fig. 13.3 The fraction of open field lines, f, as a function of stellar rotation period for different
multipole orders (reproduced from Taam and Spruit 1989, DOI: 10.1086/167966, with the
permission of R.E. Taam and the AAS)

Alfvén radius. This fraction of open field lines is

= r ’ B 13.151
f‘(Rs) B(R)’ (13.151)

The variation of f with period is shown in Fig. 13.3. With increasing multipole
order, ¥ moves closer to the stellar surface because the field strength decreases more
rapidly with distance. At high rotation rates, the pressure and the density in the dead
zone are strongly influenced by the centrifugal acceleration, which increases rapidly
with distance from the star. For higher order multipoles, the effect of the centrifugal
acceleration on f is therefore smaller than at low order, and fewer field lines are
open. It should be noted, however that at high rotation rates the point where gravity
and centrifugal force cancel is inside the dead zone. Hence the density of gas in
hydrostatic equilibrium increases outwards in the outer part of this zone. Instabilities
could then lead to the gas escaping from the field in the outer regions, so contributing
to the wind and increasing |J| to some extent.

It should be noted that the mass transfer rates MS discussed in this section are
average rates. Short-time scale variations in M, can occur; for example AM Her
binaries have low states, lasting typically 2 to 3 months, during which | M| is well
below its average value.
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13.3.7 AM Herculis Systems

The tables of confirmed AM Her binaries shown in Chap. 3 suggest that the period
gap is not as significant for these systems as it is for binaries with essentially non-
magnetic accretors. These tables show that >~ 23% of the presently known AM Her
systems have periods in the 2-3 hr gap. Li et al. (1994) proposed an explanation for
this when, although fewer systems were known then, a significant fraction appeared
in the gap. They noted that at a distance of 2-3 stellar radii from the secondary
the primary’s magnetic field is likely to significantly affect the wind dynamics,
assuming typical binary parameters and a secondary polar surface field of 140 G.
Both stars were taken to have dipolar fields with moments perpendicular to the
orbital plane. For stellar masses of M, = 0.7M and M; = 0.4Mg, the wind and
dead zones were found using the criteria of Sect. 13.2.5, so a dead zone occurs when
Bg /210 > P and a wind zone of open fields lines when P > Bg /2uo. Figure 13.4
shows the wind and dead zones in the plane containing the dipole moments. This
illustrates that the wind zones of the secondary are greatly reduced by the presence
of the primary’s magnetic field.

By considering a simple ring model, in which the surface segment between 6y
and 6, is extended around the stellar surface, an estimate can be made for the
magnetic braking. The foregoing braking theory was applied, using a linear dynamo
law and a range of primary fields, to find —J. The results are shown in Table 13.5,
where (Bp)q is the primary star’s surface polar field and « is an estimate of the ratio
of the total open flux of the secondary to the flux of a ring of angular width A6 =
002 —6o1. It is noted that even for (Bp)g = 0 the effect of magnetic braking is weaker

Fig. 13.4 The wind and dead zones in the plane of the dipole moments. Large dead zones, D and
D, occur (based on Li et al. 1994)
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Table 13.5 R.edllctlon ln' (Bp)() (MG) K |jmb|/‘jg ‘
magnetic braking (from Li 0 10 82 x 10-2
et al. 1994) : e X
10 0.1 6.1 x 1073
30 32x1072 6.7 x 1074
50 1.0x 1072 45x107°
70 24%x107% 2.1 x10710

than that of gravitational radiation, as shown in Sect. 13.3.3 for a linear dynamo
law. Howeyver, the reduction in |jmb| for (Bp)o > 30 MG, illustrated in Table 13.5, is
sufficiently large that magnetic braking would still become negligible in this model
even for the stronger dynamo laws considered in Sect. 13.3. It follows that magnetic
braking would not be sufficient to drive the secondary out of thermal equilibrium
in the AM Her systems, which would therefore evolve via gravitational radiation
through the period gap with mass transfer continuing. This analysis assumes that
the dead zones remain effective at high rotation rates.

13.4 Summary and Discussion

Magnetic braking due to a wind from the secondary star, together with tidal coupling
to the orbit, provides a mechanism to explain the higher mass transfer rates believed
to occur in binaries above the period gap. If the nature of the dynamo generating
the secondary star magnetic field changes as a transition is made from partially
convective to fully convective stars, then a suitable change in magnetic braking may
be able to explain the existence of the period gap.

A better understanding of the nature of dynamos operating in lower main
sequence stars is needed, in order to relate the magnetic field to the rotation rate and
hence improve the calculation of the mass transfer rate due to magnetic braking.

The AM Her systems are particularly noteworthily, since they appear not to
be affected by the period gap. The effect of their strong magnetic fields on the
wind structure of the secondary star is a possible explanation for this, and further
investigation is needed.
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Chapter 14 )
Accretion Disc Magnetic Winds Shethie

Abstract There is observational evidence that accretion discs in interacting bina-
ries have wind flows emanating from their surfaces, and that the flow tends to
become collimated parallel to the disc rotation axis. It is known that a differentially
rotating, turbulent disc can have a large-scale magnetic field generated by dynamo
action. Magnetically channelled winds are effective at removing angular momentum
from accretion discs, provided that the initial flow is well sub-Alfvenic and the
poloidal magnetic field has a suitable geometry with a sufficient inclination to the
vertical at the disc surface.

Firstly, the wind launching and field source problems are considered, and wind
structure calculations are reviewed. A detailed analysis of the disc-wind system is
then presented, incorporating a dynamo generated magnetic field, with solutions
for the radial and vertical structures of the disc and for the sub-Alfvénic wind
region. The removal of angular momentum by the wind outflow can make a major
contribution to driving the disc inflow, together with viscosity. A significant amount
of mass can be lost from the inner region of the disc, due to enhanced wind mass
fluxes. Disc models having inflows driven purely by magnetic winds tend to be
subject to a field bending instability, but this can be quenched by allowing for a
temperature dependent turbulent viscosity.

14.1 Introduction

Wind outflows and collimated jets are associated with systems that accrete matter
via a disc. Winds were discovered in high state cataclysmic variables from the
presence of blueshifted absorption troughs and P Cygni profiles in the ultraviolet
resonance lines (Heap et al. 1978; Cordova and Mason 1982). Typical terminal
velocities in the wind lines are near the escape velocity of the primary. In eclipsing
systems the resonance lines that are seen in emission are only partially eclipsed, or
completely unocculted, indicating that the winds are vertically extended (Mauche
et al. 1994). Studies to interpret UV line profiles in high-state disc-dominated
cataclysmic variables indicate that the mass loss rates in the winds can be a
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significant fraction (= 10%) of the accretion rate, and that the winds are strongly
affected by the stellar rotation rate.

It has been suggested that a powerful disc wind may be responsible for the
observed behaviour of SW Sex stars (Honeycutt et al. 1986; Dhillon and Rutten
1995) and that the single-peaked emission line profiles seen in these systems, and
in other nova-like variables, are due to wind-induced velocity gradients in the line
emitting material (Murray and Chiang 1996). Knigge et al. (1997) suggested that
virtually all the lines in the UV spectrum of the typical high-state cataclysmic
variable Z Cam are formed either in the supersonic region of the wind or in the lower
velocity region near the wind interface with the disc photosphere. The extreme UV
spectrum of the dwarf nova U Gem in outburst appears to be dominated by strong
wind features (Long et al. 1996). Long and Knigge (2002) developed a method to
model observed UV wind features and hence relate these to the wind geometries
and mass loss rates. Froning et al. (2003) made a detailed analysis of the observed
wind features of the nova-like cataclysmic variable UX UMa.

Outflow features are also associated with accreting neutron stars in X-ray
binaries. Steady compact jets have been observed to emanate from the cores of these
systems, even at low accretion rates (Fender et al. 2003; Migliari and Fender 2006).

Given the foregoing observations of wind features in binary systems, together
with the association of winds and jets with young stellar objects (T Tauri stars) and
active galactic nuclei (AGN), extensive theoretical studies have been made of disc
associated winds. The high degree of collimation often observed in the outer wind
regions led to the suggestion that large-scale magnetic fields may be of fundamental
importance in the wind flow structure.

The pioneering model of Blandford and Payne (1982) showed that a magnetic
field of suitable geometry that threads the disc can play a vital role in the wind
launching process, and in determining the structure and properties of the wind.
Highly conducting plasma leaving the disc surface will be channelled by the
magnetic field, provided that its initial speed is well below the Alfvén speed. Gas
pressure gradients along the poloidal magnetic field will accelerate matter so that the
flow can reach the sound speed. The position of the sonic point affects the mass flux
flowing into the wind region, as does the temperature of matter at the wind base. As
will be shown below, the poloidal magnetic field inclination at the wind base affects
the position of the sonic point. Beyond this point material is accelerated up to the
Alfvén speed and then to the fast magnetosonic speed. Near and beyond the Alfvén
surface the field distortion due to the flow is increased, and magnetic stresses can
act to vertically collimate the wind. Hence such magnetically influenced winds can
explain the collimation frequently observed in disc outflows. The wind can remove
a significant amount of angular momentum per unit mass from the disc and so make
a major contribution to driving the inflow.

The theory of magnetic disc winds is considered in detail in this chapter,
including the launching process, the magnetic field source, the wind and disc
structures and the stability of the system. Accretion discs occurring in interacting
binary stars are of relevance here, rather than those occurring in T Tauri stars, which
are also believed to have wind flows. T Tauri discs are expected to have differences
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in their structure compared to those in binary systems, since they accrete on to
protostars having much larger radii than those of the compact white dwarfs and
neutron stars occurring in binaries. There are also expected to be differences in
magnetic diffusion mechanisms in the two types of discs. However, despite these
differences, many of the fundamental processes described here for binary star discs
should have relevance to magnetic winds in other disc systems. [Section 14.6.2 is
derived in part from Campbell (2014), copyright Taylor and Francis, available online
at https://doi.org/10.1080/03091929.2013.870167].

14.2 Magnetic Wind Launching

14.2.1 The Critical Launching Angle

The model of Blandford and Payne (1982) treated the disc as an infinitely thin
boundary. The initial wind flow from the disc is channelled by the poloidal magnetic
field, having an inclination angle of i to the horizontal. The initial flow is subsonic
and well sub-Alfvénic. Fluid elements can be considered to be threaded on the
magnetic field lines and are subject to the stellar gravitational force and centrifugal
force. A cylindrical coordinate system (@, ¢,z) can be used, centred on the
accretor. The footpoint of a poloidal magnetic field line is at w = @y, z = 0 and
rotates with the local Keplerian angular velocity of 29 = €. Blandford and Payne
showed numerically that there is a critical value of i, given by i, = 60°, such that
for i < i the centrifugal force exceeds the gravitational force along B, at the wind
base. Then fluid elements can freely leave the disc and be centrifugally accelerated
to form the wind flow. This simplified picture is shown in Fig. 14.1.
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Fig. 14.1 Idealized picture of poloidal field inclination, showing the gravitational and centrifugal
forces acting on a fluid element
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The critical launching angle can be derived analytically. The axisymmetric wind
equations are the same as those considered in Chap. 13, but with the disc as the wind
base. Using o = €29 in the energy integral (13.27), together with (13.10) for pv, /B,
to eliminate vy, in terms of B,/ p, gives the Bernoulli integral

2np2
e2B? Q Q GM
Hw,p)= Y + o -2) - +d*lnp,
202 2 '\ Q !
P 0 0 [w2_|_z(w)2]2

(14.1)

for an isothermal wind with sound speed a, along a field line with equation z =
z(w). For a well sub-Alfvénic flow 2 is close to ¢ and (14.1) can be written as

2p2
€ Bp )
H(w, p) = +v+a“lnp, (14.2)
2p2
where

GM 1,

V(o) =y, (@) = — ' Qyw”, (14.3)
[0 +z2@)]2 2

is the effective potential along a field streamline and B, = B, (z ). The slow and fast
magnetosonic critical points are given by the conditions 9 H /0w = 0 and 0 H /dp =
0 and, for v, < v,, the slow point merges with the sonic point to high accuracy.
Equation (14.2) and € = pv,/B,, yield

OH _ ,B,  dy
= . 14.4
o Y B, + dw ( )

Noting that Ungf,l /Bp ~ vg /@ < a?/w in the subsonic region, this term is small
compared to either term in dy//dw and hence the sonic point condition becomes

=B, - Vy =0, (14.5)

where s is the distance along a poloidal field line from its base.
The effective potential along a field line can be expressed as

GM w0 1 (o \>
Y(s) =— , + < ) ; (14.6)
w( (wz +22)2 2 w(

with
@ = wo+ (1 + tan® i) "2, (14.7)

2 =tani(l +tan?i)"2s. (14.8)
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The sonic point condition (14.5), and expansion to second order in s /@y, then yields

S 3 2 2
q(1+3g°) +49°—-1|=0, (14.9)
wo | 2 0

s
w
where ¢ = (1 + tan? i)~ !/2. This gives two roots for s /@y, and so for z/wy, as

=0 (14.10a)

(2
and

z 2 tani(tan®i — 3)

= 14.10b
wo 3 (tan?i +4) ( )

Hence there are two points at which the gravitational force and the centrifugal force
along B, cancel. The second solution is only valid for tani > V/3 and so for i >
ic with i, = 60°. This is the sonic point, which will be shown to be an unstable
equilibrium point. The solution z = 0 expresses the fact that the gravitational and
centrifugal forces balance in the disc, independently of i. For i — i, the sonic point
merges with the z = 0 solution.

The stability of the balance points is determined by the sign of d?/ds?.
Equations (14.6)—(14.8) give

d? GM 2
YO R B R
ds @, w(
where
s 52
0=1+4+2 + . (14.12)
w0 o
This gives
d? GM (tan*i — 3
( ‘é’) - 3(an2f ). (14.13)
ds* )= @y (tan“i+1)

It follows that for i > i, the mid-plane balance point is a minimum, since
dzl/f/ds2 > 0, and hence is stable. For i < i. this point becomes a maximum,
since then dzl/f/ds2 < 0, and hence is unstable. Using (14.8) and (14.10b) to obtain
s /@ at the sonic point in (14.11), and expanding to leading order in s /@y, yields

2 2: 2
(d 1#) =—GM (5tan“i — 8)(tan“ i — 3) (14.14)

ds? wg (tan?i + 1)(tan?i +4)

For i > i, the sonic point lies above the disc and is unstable, being a maximum

in .
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The foregoing results show that for i > i. there is a potential barrier that matter
must surmount in passing from the minimum in ¥ at z = 0 to the maximum at
Z = zgn. Gas pressure gradients can do the work necessary to allow matter to reach
the sonic point, and beyond this the centrifugal force accelerates it outwards. For
i — i, the sonic point merges with the mid-plane equilibrium point, so there is no
potential barrier to the flow. For i < i, there is only one balance point, at z = 0,
and this is unstable. In this case the magnetically channelled wind can flow from the
disc surface with minimal thermal assistance.

It will be shown later that allowing for the finite thickness of the disc leads
to two sonic points above the disc, one for i > i. and the other for i < i..
These correspond to two branches with different dependences on i and asymptotic
behaviourasi — i..

14.2.2 Magnetic Sources and Poloidal Field Bending

The generation of a magnetically channelled wind, that can effectively remove
angular momentum from the disc, requires the presence of a large-scale poloidal
magnetic field of suitable geometry. Such a field must be maintained against
dissipative processes in the disc, and this requires an effective source. There are
two main sources that can be considered for such a field.

Firstly, for a binary star disc, the accretion stream that feeds the disc may be
able to supply magnetic field, advected from the secondary star. It was seen in
Chap. 12 that it is very likely that the secondary star has a large-scale magnetic field,
generated by a dynamo, with surface values of several kG. Poloidal magnetic field,
with a significant vertical component, might be advected by the accretion stream
from the L region to the outer edge of the disc. If this occurred, then a suitable
field source would exist where the stream meets the disc. The question then arises
as to whether this field can be advected inwards through the disc without significant
decay due to dissipative processes.

For an axisymmetric situation, the source of the poloidal magnetic field in the
disc would be an azimuthal current density, Jy. This current source would dissipate,
due to the conductivity of the disc, at a rate per unit volume of ponJ, d% For a disc
of height A, and for significant field bending, the poloidal magnetic field varies with
a vertical length-scale of ~ & and hence it follows that Jy ~ B,/uoh. The energy
density of the field, given by Bg /210, decreases with a decay time-scale of 7, ~

h?* /7. This must be compared with the poloidal field advection time-scale needed
for the inflow to carry the field a distance { = @, — @ into the disc, where @,
is the cylindrical coordinate of its outer edge. This time-scale is 7, ~ £/|vg]|. If
the magnetic field is to reach the internal radius @ without significant decay, then
the condition 7, > 71, must be satisfied. Using the above expressions for 7, and
Ty, shows that this condition requires a typical disc inflow speed to satisfy |vg| >
(ww/ h)(n/v)eccs for the advected magnetic field to reach a point having o < @y
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This condition on |vg | employs a parametrized turbulent viscosity of v = €;csh,
with €; < 1 and ¢, the isothermal sound speed. A typical disc, with @w/h = 50,
n/v > 1and e; = 5 x 1072, gives the requirement that |v,, | > ¢;. It will be shown
that the extraction of angular momentum by a disc wind can lead to values of |vg |
significantly larger than those occurring in the viscously driven case of |v4 | >~ v/,
but still well subsonic. Also, the consistency of thin accretion disc theory requires
subsonic inflows.

This estimate indicates that, even if a suitable poloidal magnetic field could
be supplied via the accretion stream, it would not survive dissipative processes
in its passage through the disc, since its inward advection would not be fast
enough. However, it was suggested by Rothstein and Lovelace (2008) that effective
advection of poloidal magnetic field may be possible due to the action of the outer
layers of the disc. It was argued that in the outer lower pressure region of the disc
B?/2u0P > 1 could hold, so the magnetorotational instability would not operate
and hence this region would not be turbulent. The much lower values of n would
result in much longer magnetic decay times than those in the main body of the
disc. Assuming that most of the Jy source of B, is located in the non-turbulent
outer layers, then B, could be effectively advected inwards before significant decay
occurred.

Although a magnetized accretion stream, together with effective field advection
through the disc, cannot be excluded as a possible field source, dynamo action in
discs is very likely to occur. It was seen in Chap. 11 that «Q2-type dynamos can
operate in accretion discs to produce large-scale magnetic fields. The radial shear,
turbulence and vertical stratification favour dynamo action. With the antisymmetric
« function negative above the midplane, steady dipole symmetry magnetic fields
can be produced which have the geometry required for an effective magnetic wind.
Campbell (1999), Rekowski et al. (2000) and Reyes-Ruiz (2000) showed that an
a2 dynamo can produce steady dipole symmetry magnetic fields in accretion discs.
If a suitable poloidal magnetic field has been generated then it must be sufficiently
inclined to the vertical at the disc surface, directed away from the rotation axis, for a
significant wind mass flux to be produced. It was shown that inclination angles not
far from the critical value of i, = 60° are required.

If the disc is threaded by a nearly vertical magnetic field, then the inflow causes
this to bend outwards. The bending angle achieved depends on the balance between
inward field advection and outward slippage due to diffusion. Poloidal field bending
by the inflow was considered in Sect.9.2.2., in the context of a poloidal magnetic
field originating from the accretor threading the disc. The ratio v |h/n determines
the field bending and, for a typical viscously-driven disc, this is small. However,
Campbell et al. (1998) showed that, for the case of a disc magnetic field generated
by an @2 dynamo, poloidal field bending can be enhanced. The bending ratio
then becomes (|vg |h/n)g(K), where K3 is the dynamo number. If K 3 is close
to its critical value, then the factor g(K) can significantly enhance poloidal field
bending. It will be shown below that, even if K 3 is not close to its critical value, the
enhancement of |v | due to wind magnetic braking of the disc can lead to values
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Fig. 14.2 A dipole symmetry magnetic field, bent by the inflow through the disc (not to scale)

of |vy| significantly above those generated by viscosity. Figure 14.2 shows the
required geometry for the poloidal magnetic field to accommodate wind launching.

14.3 The Wind Structure

In the model of Blandford and Payne (1982) the disc was treated as a boundary of
ignorable thickness which is differentially rotating with a Keplerian angular velocity
distribution. Self-similar solutions were found for the wind structure, assuming a
polytropic relation between the pressure and density. The flow passes through a
sonic point and then through an Alfvén point. A similar approach was used by
Ferreira (1997), but with some consideration of the effect of the vertical equilibrium
in the disc in relation to mass loading into the wind.

Heyvaerts and Norman (1989) considered steady, axisymmetric winds from
accretion discs, with a poloidal field threading the disc of unspecified origin but
of the required geometry. They made a detailed study of the transfield equation,
which involves directions normal to the lines of By in meridional planes. They
concluded that axisymmetric MHD winds, with no closed field line topologies, tend
to collimate along the disc rotation axis. Non-singular solutions with a finite poloidal
current density lead to cylindrically collimated flows due to horizontal gradients
of Bé.

Pelletier and Pudritz (1992) analysed the wind structure for a disc containing
a poloidal magnetic field with a power law flux function ¥, o« @". The disc
viscosity and magnetic diffusivity were not included. Magnetic pinch forces tended
to collimate the wind flow parallel to the rotation axis.

Stone and Norman (1994) performed numerical simulations of wind flows from
a disc with v = 0 and n = O threaded by a vertical magnetic field, with an
adiabatic equation of state. Firstly, the case of an initially sub-Keplerian disc with



14.3 The Wind Structure 419

B?/210P > 1 was considered. A strong By field is generated and magnetic
pressure gradients result in highly collimated, jet-like outflows. The disc initially
collapses, due to magnetic braking, but this is halted due to the centrifugal barrier
that develops. With a Keplerian rotation profile and B?/2uoP > 1, rapid collapse
of the inner disc again occurs due to magnetic braking. This effect can be reduced if
a larger difference is adopted between the disc density and that of its surroundings.
Finally, simulations were performed with Q@ = €, and B?/2uoP < 1. The disc is
then subject to the magnetorotational instability. Radially channelled streams result
in the surface regions of the disc, with high angular momentum material moving
outwards and material of lower angular momentum moving inwards.

A self-similar solution for the disc and wind structure was found by Li (1995). A
poloidal magnetic field was assumed to be advected inwards through a diffusive
disc. Zero disc viscosity was assumed, so magnetic stresses drive the inflow.
A polytropic equation of state was employed. Wind solutions result which pass
through the critical points and become collimated. The magnetic field strength is
a free parameter and a sufficiently strong field must be assumed for the initial flow
to be sub-Alfvénic. In order to bend such a field, and launch the wind, the required
inflow speed becomes supersonic. It will be shown below that such problems can be
overcome by the consideration of a dynamo-generated magnetic field.

Ogilvie (1997) considered a thin differentially rotating disc threaded by a
poloidal magnetic field of unspecified source. The idealized case of no magnetic
diffusivity or viscosity was analysed. A polytropic relation was taken connecting
the pressure and density. The poloidal velocity was initially ignored and isorotation
was assumed, so no By field is produced. Because the source of B, was not
specified, fields of different strengths can be considered. An asymptotic analysis
was performed, using the thin disc aspect ratio as a small parameter.

Firstly, the case of a weakly magnetized disc was considered, defined by
B?/210P < 1. The angular velocity is then Keplerain to leading order, but is
altered to first order by the radial magnetic force. The magnetic field bends vertically
through the disc and joins to an external field which is straight for |z| /@ < 1. For
a field inclination to the horizontal of i < 60°, the sum of the gravitational and
centrifugal potentials reaches a maximum above the disc along a field line. This
maximum represents the slow magnetosonic point for the wind flow.

For strongly magnetized discs, having B?/2u.oP >> 1, the disc angular velocity
differs from a Keplerian form at leading order in i/w. The disc is strongly
compressed by the vertical magnetic force, which dominates the vertical component
of gravity, so the vertical equilibrium becomes a balance between the vertical
pressure gradient and the vertical magnetic force. A slow magnetosonic point may
exist in the wind region, but only at a height z > h. Hence significant wind mass
fluxes are unlikely to occur in this strong magnetic regime.

The case of weak magnetization can be adapted to allow for viscosity, magnetic
diffusivity and an inflow, but only with the transport coefficients being a factor of
h/z smaller than those used in standard accretion disc theory. The main problem
that arises for such a model is that nearly all the accretion energy released is carried
away by the wind. The rate of dissipation in the disc is too small by a factor of
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~ h/w to release the accretion energy, since v and n are smaller by this factor.
Hence a disc with essentially no radiative emission results. However, such idealized
models can illustrate some of the essentials of the required poloidal field geometry
which are related to wind launching.

Ouyed and Pudritz (1997a,b, 1999) performed numerical simulations of mag-
netic disc winds, allowing for different initial conditions and following the time
development of the flow. The wind becomes super-Alfvénic and reaches terminal
velocities of the order of the Keplerian velocity at the disc base. Most of the
energy in the outflow is shared between the poloidal kinetic energy and the toroidal
magnetic energy. Initially, torsional Alfvén waves build up a radial gradient of
toroidal magnetic pressure that adjusts the structure of the coronal magnetic field to
give favourable launching angles. The flow is centrifugally ejected beyond the sonic
point. Beyond the Alfvén surface the poloidal magnetic field becomes collimated
parallel to the vertical axis due to the generation of a strong By component. Some
time-dependence remains, with episodic jets and knot structures being generated.

Ogilvie and Livio (2001) presented a solution for the vertical structure of the disc,
incorporating the thermal problem with radiative transfer. This enables the wind
loading process to be considered in more detail. As in all the foregoing studies, an
unspecified source of poloidal magnetic field was assumed. A power law opacity
was taken and the local disc solution was matched to a simple atmospheric model.
Since the strength of the magnetic field is undetermined, strong and weak cases
can be considered. Sub-thermal magnetic fields are consistent with the generation
of turbulence via magnetorotational instabilities and wind launching is possible for
moderate values of B2/2uoP < 1. The mass loss rate increases with the poloidal
field inclination, but the solution branch terminates before excessive mass loss
results. For a well sub-Alfvénic initial flow, the poloidal field is locally straight
in the subsonic wind region, consistent with a nearly force-free structure.

Fendt and Cemeljic (2002) considered time-dependent winds, but allowing for
some magnetic diffusivity in the wind region. This has the effect of reducing the
degree of collimation and increasing the wind terminal velocities. Tzeferacos et al.
(2009) construct self-similar solutions for varying degrees of disc magnetisation,
measured by B2 /210 P. Steady collimated flow resulted for B2/2uoP < 1.

Casse and Keppers (2002) solved the magnetic wind equations numerically,
without the assumption of self-similarity. They incorporated some disc structure
features, including a vertically varying form for 5. The wind flow passes through
the critical points and becomes magnetically collimated. The numerical study of
Sheikhnezami et al. (2012) also considered a vertically varying 5, but allowed for
different poloidal and toroidal diffusivities. Lower values of diffusivity resulted in
higher mass loading into the wind.

Zanni et al. (2007) considered a disc with zero viscosity but with a magnetic
diffusivity of the form n = o (v,y),=0h exp(—2z2/ h?). A cooling term was
included in the heat equation and a polytropic equation of state was adopted. Self-
similar solutions were considered, with a slightly sub-Keplerian rotation profile. The
magnetic diffusivity was incorporated into the poloidal component of the induction
equation, and a poloidal field was taken to thread the disc with Bg /2pno >~ P in
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the mid-plane. The surrounding atmosphere was taken to have an initial polytropic,
spherically symmetric structure. The computational domain was defined by 0 < r <
40rp and 0 < z < 120rp, with rg being the stellar radius. Zero gradients were taken
for P, p and v, ar r = 40ry. The simulations were run for a time of >~ 63 P(ro).
The outer parts of the disc did not attain equilibrium, but the relevant region was
well inside this.

Firstly, simulations for the case of o, = 1 were run. A quasi-steady wind
flow developed with a well ordered poloidal magnetic field. The wind flow passed
through well separated critical points. Simulations were then run for o, = 0.1. A
highly unsteady wind flow resulted, with a poloidal magnetic field having a wavy
structure. This behaviour was related to the lower values of 7 resulting in disc inflow
advection effects having a stronger influence than diffusion. The incorporation of an
anisotropic magnetic diffusivity resulted in less erratic behaviour.

Stepanovs and Fendt (2014) investigated the outflows generated from an inviscid
disc which has separate magnetic diffusivities for the poloidal and toroidal field
components. Numerical simulations were performed using spherical coordinates.
An input magnetic field was imposed, so the magnetization ratio B%/2uP could
be varied. If this ratio was taken to be uniform, then a self-similar structure resulted.
The disc structure was resolved, and the wind flow became centrifugally launched
beyond the sonic point. The disc angular velocity maintained a Keplerian profile.
Wind flows became collimated parallel to the spin axis. Some poloidal field bending
instability was observed, but this became stabilized for higher n values. Such
instabilities will be discussed later.

A review of the numerical simulation techniques used in magnetic disc wind
calculations is included in the review of Pudritz et al. (2007).

All the above studies assumed that the required magnetic field is advected
inwards from a source at the outer edge of the disc. However, as seen in Chap. 11,
accretion discs are believed to possess some form of dynamo process which
generates and maintains large-scale magnetic fields. Dynamo models can generate
a magnetic field of dipolar symmetry, which is suitable for wind launching and
angular momentum transport. Such a model was employed by von Rekowski et al.
(2003) to study wind outflows. An &> dynamo model was used in the disc, with
a quenching term in « and a turbulent form for n. The « function was taken to
be negative above the disc mid-plane, so a dipole symmetry B field results. A
polytropic equation of state was used in the disc and wind regions, with a specific
entropy that is smaller in the disc. The equations were solved numerically, and the
outer boundaries did not have a significant effect on the computational domain.
When the dynamo generated magnetic field in the disc was sufficiently strong, a fast
magneto-centrifugal driven outflow developed in the inner parts of the disc, and a
slow pressure-driven outflow occurred in the outer parts.

A solution was found by Campbell (2003, 2005) for the radial and vertical
structures of the disc and the sub-Alfvénic region of the wind, incorporating a
dynamo to generate the magnetic field. The essential properties of the outer wind are
also considered. The possible development of inner jet solutions and the stability of
the disc-wind system can then be investigated. The analysis below is based on this
work.
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14.4 The Disc-Wind System

14.4.1 The Disc Magnetic Field

A dipole-symmetry magnetic field facilitates wind flows from the disc, with
an associated transport of angular momentum. An «$2 dynamo, with the anti-
symmetric « function negative for z > 0, leads to steady magnetic field solutions
that have dipole-symmetry. A simple step function form can be used for «, given by

—a(w), 0<z<h,
a(w,z) =10, z=0, (14.15)

a(w), —h <z<0,
with @ > 0 and parametrized by

a = €cs, (14.16a)

R 2
s = ( TC> , (14.16b)
"

where € is an rms turbulent Mach number having € < 1. A turbulent magnetic
Reynolds number can be defined as
ah
Ny = (14.17)
n

and hence the magnetic diffusivity can be expressed as

= . 14.18
n N, Cs ( )

The radial derivative diffusion terms and most of the advection terms can be
ignored in the mean-field induction equation, giving the poloidal and toroidal
components as

IB

Vo B: + 1 a;’ —aBy =0, (14.19)
3’B

1 8z2¢ = —wQBy. (14.20)

The poloidal component (14.19) represents a balance between field advection due to
the inflow, turbulent diffusion and the creation of poloidal field from toroidal field
due to the «-effect. The toroidal component (14.20) describes a balance between
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the vertical diffusion of By and its creation due to the radial shearing of B, . The
magnetic terms in the & -component of the momentum equation are small relative to
the radial gravity term so, apart from in a boundary layer close to the stellar surface,
the disc angular velocity has the Keplerian form

GM\?
Q=Qq(w) = 3 . (14.21)
w
The elimination of B, between (14.19) and (14.20) yields
3B Q QL
P By = T vy B, (14.22)

973 n n

To leading order in /1 /@y, B; is independent of z in the disc, so B, = B;s(w¢) with
a field line meeting the disc mid-plane at (e, 0). The forms of « and n, together
with the very slow variation of & /@y, facilitate the separable solutions

By (@, z) = Bys(@0) f¢(£) (14.23)

and
Vo (@0, 2) = Vare(@0) fu (), (14.24)
where the subscript c refers to the central plane z = 0 and { = z/h. It follows that
fo(1) = 1. (14.25a)
fr©0) =1. (14.25b)

The substitution of the separable forms (14.23) and (14.24) in the toroidal field
equation (14.22) leads to

f;” + Dfy = —DFf,, (14.26)
where the dynamo number
3Qah?
p="""% (14.27)
21?2
and
CB N
F="7eb (14.28)

OtB¢S ’
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Self consistent solutions can be found for D and F independent of . Suitable
boundary conditions for f(¢) are

f$(0) =0, f4(0) =0, (14.29a)
[ =0. (14.29b)

The first two conditions give the vertical anti-symmetry of By and By, while the
last condition arises from the matching of the disc field to the nearly force-free field
of the initial wind region. An axisymmetric force-free field satisfies

B, V(wBy) =0 (14.30)

and, since the vertical derivative term dominates, this gives

B
(3 “’) =0 (14.31)
9z z=h

so the use of (14.23) for By yields fd’)(l) =0.

Equation (14.26) relates f, to fs. These functions will also be related by the
angular momentum equation. It will be shown that most of the variation of f,(¢)
occurs near the disc surface. The approximation f,,(¢) =~ 1 can therefore be used
in (14.26) when solving for f(¢) and the solution can be employed in the relevant
equations to solve for f;,(¢). The slow variation of f(¢), apart from near ¢ = 1,
can then be confirmed. Accurate solutions for fy and f, result. With f;,(¢) =~ 1, the
solution of (14.26) can be written as

Jo=y—F, (14.32)

where y satisfies the homogeneous equation

Y+ K3y =0, (14.33)
with boundary conditions
y0)=F, y'(0)=0, (14.34a)
Y1) =0 (14.34b)
and
K=D5= h, (14.35)
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where £, is the vertical length-scale of By in the disc. The solution of (14.33),
satisfying the boundary conditions, is

_2F kp| ke V3w
)’(f)—\/3 Qe |:e cos ) K + 6

+eKG=D/2 {cos <\/3KC - 71) + %2 cos (é?’K({ -+ ﬂ)}]

2 6 6
(14.36)
with
3
0 =1+2%"?cos (é K) . (14.37)
The constant F' is determined by the boundary condition fy(1) = 1 as
1+2e3K/2 3K/2
F(K) = + 27K cos(V3K /2) (14.38)

2¢X[sinh K — 2 sinh(K /2) cos(\/3K/2)] )

Figure 14.3 shows the function f4(¢). Using (14.16a) for & and (14.18) for n
in (14.27) for D = K3 gives

Qh _ 2€K?

= . 14.39
Cs 3 N2 ( )

fo(Q) 4ol

08l _
07} _
06} _
05} _
041} .
03} _
02} _

0.1+ E

¢

Fig. 14.3 The vertical variation of the disc azimuthal magnetic field (from Campbell 2003)
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This, together with (14.18) for n, and (14.20) with (14.23) connecting By to By,
yields

Ny . 15 (©)
By = Bys fy = Bus . 14.40
o= g Bl = B0 ) (14.40)
The poloidal field inclination at the disc surface is defined by
) B
tani, = st ) (14.41)

ws

The amount of poloidal field bending is determined by a balance between
the advective effect of the inflow and vertical diffusion. The field equa-
tions (14.19), (14.23), (14.26) and (14.28) lead to

0By Ve Bzs

9 = o KoF . (14.42)

Integrating this over 0 < z < h, using the boundary condition fqg’ (0) = 0, then
yields

B 1
a0 (14.43)
Bys I |vpclh
where the dynamo number function / (K) is given by
1K) = Ifg (DI eX/2[3K/2 — 2 cos(v/3K /2 + /3] (1444)
 K3F  K[1+23K2c0os(v/3K/2)] ’
Equations (14.40) and (14.41) give
B K3
és (14.45)

By~ Nofj(Dtani,’

while it follows from (14.18) for 7, together with (14.41) and (14.43) for the field
component ratio, that the central plane inflow speed can be expressed as

€Cq

— . (14.46)
Ngl tani

Ve =

It will be shown that the inflow speed is always subsonic, but is a larger fraction of
¢s than in the standard viscously driven disc.
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14.4.2 The Sub-Alfvénic Wind Region Magnetic Field

The foregoing solution for the disc magnetic field must match to a field solution
for the initial part of the wind flow at the disc surface. For the magnetic torque to
be significant, the Alfvén surface must lie well beyond the disc surface, such that
wAz/ wsz > 1, so magnetic stresses dominate. The magnetic field in the initial part
of the wind will then be nearly force-free, particularly in the region between the disc
surface and the sonic surface. The magnetic field then satisfies the equation

(VxB)xB=0. (14.47)
The poloidal field can be expressed in terms of a flux function ¥, by
Vm
o

Bf=vX< &):;#V%Jx& (14.48)

so ensuring that, for an axisymmetric field, V - B = 0. The field components are

1 0Ym

B, = , (14.49a)
w 07
1 0y
B, = v (14.49b)
w 0w
and it follows that
B, - Vy, =0. (14.50)

Substituting the components (14.49a) and (14.49b) in the force-free field condi-
tion (14.47) leads to the equation

d 1 31//‘m azvfm . 1 d 2
o <w 8w> 9z2 _Zdlﬁm(W ), (14.51)
where
W (Yrm) = @ By. (14.52)

Then (14.50) and (14.52) give the force-free condition (14.30), used to determine
the disc surface condition f¢’)(1) =0.

The wind field must match the dynamo generated disc field at z = & for all @ .
This can be achieved by taking a flux function of the form

n=Cai f(0), (14.53)
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where C is a constant. It will be shown that, to a very good approximation, & =
K@ can be used here where K is a constant. The poloidal field components follow
from (14.49a) and (14.49b) as

By =— Cw if, (14.54a)

B,=Cw ! (if - ;f/) , (14.54b)

where f’ = df/d¢, and hence

B. _ 3hf  h

B = hwm Tt (14.55)

Since B;/By ~ 1 and (h/w)¢ < 1 in the region of relevance, the last term
in (14.55) is ignorable. Hence (14.54a) and (14.54b) give

w 5
By = — i Co~4f, (14.56a)
3 5
B, = 4Cw 4f, (14.56b)
and
B h
R —3 ! . (14.57)
By 4o [/

Substituting the form (14.53) for v, in the field equation (14.51) leads to the
separated equations

o " f=Df"3 (14.58)
16w2” ’
and
8 —
d / CiD -3
o (W ) =2, Y (14.59)

where D is a constant. Integrating (14.59) and using (14.53) for ¥, yields

_ 1

3D\?* C

B¢=—<_2) < (14.60)
K w4f3

Matching the wind field to the disc field determines C and D.
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Using the scaling
f=1 (14.61)
and equating B, from (14.56b) to the dynamo surface field B, gives
C = _wB. (14.62)

Equating (14.40) for B, in the disc to the wind component given by (14.56a) at
z = h, then using (14.60) to eliminate By, yields

Nﬂl " N
r =-S5 (DI(3D):2. (14.63)

Another expression for f/(1) follows from the surface value of the poloidal field
component ratio (14.57) as

31 h

fa)=- . (14.64)
4tanis w
Equating these expressions for f’(1) and using (14.45) for By /B gives
- 3 ([ Bys 2 p2
D = ) 14.65
16 (st) w? ( )
and hence (14.58) becomes
15 h? 3 (Bgs\* h* s
- = ’ 3. 14.66
f 16w2f 16 (st> wzf ( )

Using (14.62) for C and (14.65) for D in (14.56a), (14.56b) and (14.60), gives
the wind field components as

_ @\i f(©Q)
Bw_Bm<w) i (14.67)
wy\: 1
%:%JW)ﬂﬁ’ (14.68)
=B () . (14.69)

The surface components can be found from the disc equations.
This leaves f(¢) to be determined by solving (14.66) subject to the boundary
conditions (14.61) and (14.64) for £(1) and f'(1). The dynamo solutions will have
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a field winding ratio | Bgs/B;s| < 1 and the wind region has f ~ 1. Hence the last
term in (14.66) is ignorable to a good approximation and the solution is

3 1
f(¢) =cosh[k(¢ — )] — J15 tani, sinh[k(¢ — D], (14.70)
where
k= VIS h . (14.71)
4 w

The smallness of D corresponds to Jy being small compared to J,, so B is
approximately current-free, but By is finite and satisfies the force-free condition
B, - V(wBy) =0.

The field line equations can be derived from

dz d¢ h B,

=h = 14.72
dw w + wg By ( )
and (14.55) for B,/ B then gives
d 3d
f__3dw (14.73)
f 4 o

Using f (1) = 1, this integrates to yield the field line equation

f) = (Z)‘31 (14.74)

with f(¢) given by (14.70). Equation (14.71) shows that k¥ < 1 and using the
second order Taylor expansion of the solution (14.70) in (14.74) gives

w—l—l— ! h( 1) > 1 7 h2( 1)2 (14.75)
w, tanis @ ¢ 8 Stan?iy ) w? ¢ ’ ’

valid for ¢ < @ /h. To first order in i/, the field lines are straight in this region
and have the equation

1 h 1
A n ¢ (14.76)

W, tanis ws taniy ws

The field line curvature is a second order effect and it can be shown that it changes
sign from the disc to the wind region. The vertical length-scale of B, changes from
~ h in the disc to ~ o in the wind and the field line inflects so that it starts to bend
towards the vertical axis in the wind region. Numerical simulations of the wind flow
also show this inflection in the poloidal magnetic field.
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14.4.3 Angular Momentum Transport and Mass Conservation

Combining the ¢-component of the momentum equation with the continuity
equation gives

a
aw'()

2 9 2 3 30/ 13 2
(wopvwwo Q) + 5z (wo,ovzwo ) = 30 (pvaQ) + o 92 (wo B¢BZ).

(14.77)

This relates the divergence of the angular momentum flux to the viscous and
magnetic torques. For a dipole symmetry magnetic field, the radial magnetic
transport term involving the B By stress makes a small contribution compared to
the By B, stress term, so it has not been included in (14.77). A turbulent magnetic
Prandtl number is defined as

N, = (14.78)

v="_"Pch. (14.79)

The condition for a small mass loss rate from the disc surfaces is

4 woznh
. < 1, (14.80)
M

where m is the wind mass flux through the sonic point and

h
M= —471/ BoPUwdz (14.81)
0

is the total mass flow rate through the disc. To leading orderin i /@, (14.67), (14.69),
(14.70) and (14.75) for By, B;, f(¢) and the field line relation for @ /@ show
that B, = (B2, + B2)!/? is conserved along B, and, since pv,/B, is conserved, it
follows that pvj, is conserved. Hence the mass flux through the sonic point can be
expressed as

. (1 + tan? )2
m = (pvp)sn = (pvp)s = . (pvy)s. (14.82)
tan g

If the small mass loss condition (14.80) is satisfied then the pv, angular momentum
flux term is ignorable relative to the pvg term in (14.77). Also, mass conservation
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in the disc gives

. z
M) = 27 D0PVm A7, (14.83)

—Z

with the total mass transfer rate being M = M (h). The vertical integration of the
angular momentum equation (14.77) then gives

0

L. 2 3 2 2
S [271 M@)wQ + o Q’v2:| 0 BB, =0, (14.84)

where the antisymmetry of By B; has been used and

Z
X (wo, 2) =/ pdz. (14.85)
—Z
The viscous torque leads to an outward radial transport of angular momentum in
the disc, in the usual way. The magnetic torque, involving the By B;, stress, facilitates
the vertical transport of disc angular momentum into the wind flow. The wind flow
angular momentum transport conservation equation at the disc surface is

Pz
B,

wy oV
o Qu () — o B = B Ay, (14.86)

Z

this being consistent with a trans-Alfvénic flow (see Sect. 13.2.2). For effective
angular momentum transport from the disc via the wind, the condition @ A2 / wsz > 1
is required and hence the magnetic transport term dominates in (14.86) to give

(o)) tan i
qusst = -

| w2 Qy (), (14.87)
Mo (1 4 tan2 is)2

where (14.82) has been used for (pv;)s and the central plane coordinate @) can
replace the disc surface coordinate wy; to leading order. Using (14.87) to eliminate
By in (14.23) for By, and noting that B, is independent of z to leading order in the
disc, gives the disc magnetic torque per unit radial length as

2 2B B, — — 2 tan i N TN 4
07205z = , mw Lo (@0) f¢ (§). (14.88)

Mo (1 +tan2i)2

It will be shown that i; and nthz are very weakly dependent on @y, except close
to the stellar surface, and hence (14.88) can be incorporated into the disc angular

momentum equation (14.84) to give

0
dwy

1 . 2 3~/ 4 tan is . 2 2
M@)oy + wy QvE — ,mw oy fe(8) | = 0.
2n (1 +tan2iy)2

(14.89)
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The standard condition at the outer edge of the boundary layer above the stellar
surface is

(QVE), _pis =0, (14.90)

for aboundary layer width of § < R. Integrating (14.89) and applying this condition
leads to

. i 1
vy = | M@ o Stanis w2 fy@) || 1 ( R )2 . (14.91)
3 3(1 + tan2iy)2 @0

The density can be expressed in the separable form

p (@0, 2) = pc(@0) f5(£), (14.92)

with the central plane conditions

[0 =1, f,0) =0. (14.93)

Equations (14.24) for v, and (14.92) for p enable (14.83) to be written as

. M (¢
M(z) = / Jo fodg, (14.94)
I Jo
with
M = —4x Liope Vg ch (14.95)
and
1
11=/ fo fodc. (14.96)
0
Equation (14.85) becomes
b ¢
2 (w0, 2) = S(IG’O) / fodt (14.97)
2 0

with

Y =2hpch (14.98)
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and

1
L= / fodc. (14.99)
0

Using (14.97) for ¥/ % in (14.91) for vX leads to the vertically dependent disc
angular momentum equation

1 M 8tan i

- f - W'lwzfq@ _ 1| M 8 tan iy
I 37 3(1 4+ tan2i)?

. 2
— mw, | fp.
L |37 3(] 4 tan?iy)? A]

(14.100)

Applying this at { = 0 gives

oo Sremi el Smndko ol o)
(1 +tan2iy)2 M (1 +tanZi)2 M
(14.101)

Employing this in (14.100) yields the vertical dependence of v, as

87 I tan i nthz , fé,({)
) =1— : 0) — , 14.102
So(©) (1~|—tan2is)5 v |:f¢( ) fp(é')] ( )

with (14.32) and (14.36) for f,(¢) giving

[40) = KQF [1 —2%K72 cos (‘231( + Z)} ) (14.103)

Equation (14.102) gives the surface value of f,(¢) as

8nl taniy mw?>
Ay =1— 7 [y tan i 1 ml?& f;(O), (14.104)
(1+tan2i)2 M

since the force-free surface boundary condition gives fq; (1)=0.

For dynamo numbers having K < 7/+/3 the horizontal components B, and By
have magnitudes that increase monotonically from z = 0 to z = h. The poloidal
components By and B, are positive at the disc surface, consistent with conditions
for wind launching. This corresponds to the dynamo operating below its critical
state and then fq; (0) > 0so (14.104) gives f,(1) < 1. It will be found that f, (1) is
well below unity, consistent with f;,(¢) vanishing over a narrow region connecting
the disc inflow to the wind outflow. It is noted from (14.102) that in the absence
of magnetic wind angular momentum transport, and with v independent of z,
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fv(&) = 1, corresponding to dvg/dz = 0. Hence magnetic stresses lead to a
decrease in |v | with increasing |z|, consistent with |v4 | — O just beyond z = +h
where the wind outflow begins.

14.4.4 The Disc Vertical Equilibrium

The vertical equilibrium in the disc is given by

9 B2 + B
QR+ P+ 7 ) =0 (14.105)
0z 2140

which expresses the balance of the compressive force of stellar gravity and the
magnetic pressure gradient against the expansion force due to the gas pressure
gradient. The thermal pressure can be expressed as

P (w9, 2) = Pe(w0) fr(£), (14.106)
with the central plane conditions

fr(0) =1, f.(0)=0. (14.107)
Integrating (14.105) from O to z and using (14.23), (14.40), (14.92) and (14.106) for

By, By, p and P gives

B3, /N2 ¢
bs a 2 2 272
P.(fp — 1)+ < + >+thc/ Cfod¢ =0. (14.108)
fP 211«0 K6 f¢ f¢ K 0 fp
This equation is separable if
B3,
P.=A , (14.109)
210

where A is a constant. It then follows that

BZ
250 = k1 Q2h%p., (14.110)
and
N2 1 [¢
AUr =Dt o fy? + 13 = i fo tfpd, (14.111)

where kj is a separation constant.
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The gas equation of state is

R
P= pT (14.112)
I
and T can be expressed as
T (wo, z2) = Te(wo) f1(), (14.113)
with the central plane conditions
fr@ =1, f(0)=0. (14.114)
It follows from (14.112) that
fe = Fofr (14.115)

Using this in (14.111) and solving for f; gives

1 N(% 72 2 ¢
fr= kiAf, ["1“‘_"1 <K6 ¢ +f¢) —fo Efpdz] (14.116)

The product k1 A can be found by noting that P, = Cszpc, so (14.109) and (14.110)
yield

2 4
s 9 N,
k1A= Qzn = 4 2K6 (14.117)

where the last result follows from the dynamo relation (14.39).

14.4.5 The Disc Thermal Equations

Since thermal advection due to the disc inflow is small, thermal equilibrium
gives the divergence of the radiative flux as the sum of the viscous and magnetic
dissipations, so

dF, 3By \>
Y= pu(@mo)? + ( “’) , (14.118)
9z o \ 9z
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noting that the vertical derivative term dominates in V - F, and J2 makes the main
contribution in the magnetic dissipation. Vertical integration from 0 to z leads to

9 nB;
Fu@o.2) = _ QS+ I, (14.119)
8 noh
where
¢ 2
In() = / y“dz, (14.120)
0

with y(¢) given by (14.36).
For an optically thick disc, the radiative transfer equation is

4o, 0 4
F, = — T7). 14.121
= e az( ) (14.121)

Using (14.98) for X to eliminate pch in (14.110) for By, together with n = v/N,,

gives

nst _ kl

. = N QAvx,. (14.122)
Mo pi2

Substituting this in (14.119), and using the integral expressions for ¥ and I, (¢),
yields

1 9 ¢ k
Fu(wo.2) = , QvE / fode + - In(0) | (14.123)
53 8 Jo N,
The opacity is taken to have a Kramers form
K =RpT™?, (14.124)
where K is a constant, so (14.121) becomes
o, T.> 1 d 15
F, ,7) = — - 2 ). 14.125
R(@'O Z) 45K,03'h fg dé‘ (fT ) ( )

Equating this to the separable form (14.123) gives the radial and vertical thermal
equations as

15
320y T2

N = krQ2vY, 14.126
45 § o2h 282,V E ( )
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and

kd (5 9/¢ ki
f2de <fr )— 8 Jo JodC + Nplm(;“), (14.127)

where kj is a separation constant.

14.4.6 The Disc Radial Structure

The separated radial equations can be solved algebraically to obtain the radial

structure of the disc. Firstly, the temperature 7T (z() can be found by deriving two

expressions for vXg as functions of 7t.. Using (14.79) for v and (14.98) for X gives
Ny v

h= . 14.128
Pl = N, 2hesh (14.128)

Substituting for this and using (14.16b) for ¢, in the energy equation (14.126) yields

VY =

L, 2 1
4 (60, R\3 €INS T.Oh
12< o ) € (14.129)

r> 2 1 2 "
3UNSK ) Nk @
Another expres_sion for vE can be found by using (14.98) for ¥ to eliminate p.h
in (14.95) for M. Then employing (14.46) for v, and (14.79) for v leads to

N, I . h
P2 Ml tanig . (14.130)

VY =
2 I wo

Equating this to (14.129) then gives T:.(wy).
The disc height follows from (14.117) as

1 1

2¢K3 2 T2

_ 2eKT (R T (14.131)
3N \pn) S

The density p can be found by using (14.130) to eliminate v X in (14.128) to give

1 (,u)é Ny I M tani

= 14.132
dr \'R ( )

Pec .-
€ h woT2h

The central inflow speed is given by (14.46) as

1 1
R\2 ¢ T2
L= . 14.133
v (u) Ne I taniy (14.133)
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This leaves the radial dependences of the magnetic field components to be found.
Using (14.128) to eliminate p.A in (14.110) for B¢S, and then (14.79) for v gives

ki Ny QuhvE
P S VEs o (14.134)

B3 =
=ML eN, o b

The use of (14.39) for Qh/cs and (14.130) for vX/h then yields Bgy,(wo).
Equation (14.40) for By, evaluated at ¢ = 1, gives

N,
Bors(@0) = 5 £ () Bys(0) (14.135)
and (14.41) for tan is gives
B.s(w0) = tanis By (o). (14.136)

Normalizing the above disc solutions, using parameters typical for a white dwarf
accretor, yields

6
T.=72x 103N17N17 <1>1 kM N b (tanis) K

UK, (14.137)
517 I x17
15 1 3 .3
17]\]17 I 17 1 M17 ; ;
h=58x10° 7 <11> K319 (an i) 17.x 34 m, (14.138)
Na17 M34
47 13 11 1
o N&TIN\UY MPMI anipl
pe = 8.8 x 10 7 kgm3, (14.139)
617N17 I K3k217 X 34
1.3
1046”N17 k” MM 1 (14.140)
Ve = — ms ', .
7 N17 117117 (tants)17 x167
1
2
Bpe=31x102N2 (1) kl |f”(1)|M M, , (aniy): T (14.141)
wSs . o Il ¢ ‘xi b .
l
B (1 2 ki ! (tants)z
o= —3.1x 10 I SIr A (14.142)
I N2 x4
1
B.=31x102n: (1) k12 |f”(1)|M M, | (aniy)? T (14.143)
s — - o 11 ¢ ‘xi 3 .

where M; = M /Mg, Mg = M /10710 Mgyear—! and x = w(/10%m



440 14 Accretion Disc Magnetic Winds

An expression can be derived for tanis. Using (14.45) for Bys/ B and (14.143)
for By to eliminate By B; in the wind angular momentum equation (14.87) gives

M1
mw, = kil £ (D|(1 + tan® iy)? taniy. (14.144)
3r Iy

Using this to eliminate n'1wA2 /M in the vertical part of the disc angular momentum
equation given by (14.101), leads to

tan2 i, _3 1 (= 1) (14.145)
-8 k1|f (D] 1[12f¢(0) -1

14.4.7 The Disc Vertical Structure

The vertical structure of the disc can now be found. Equations can be derived
for the vertical dependences of the density and temperature, given by f,(¢) and
fr(¢). Differentiating the vertical equilibrium equation (14.116), using the toroidal
dynamo equation (14.26) with f,(¢) =~ 1 to eliminate f;’, and the thermal

equation (14.127) to eliminate f;, gives
’r_ 1 2%k / No% F "
fp__kAf 1 f¢f¢_K3( + /) fy ( +CSp

230,: % U fpdz+ m(c)} (14.146)
2f

with fr given by (14.116) as

= 1 72 ¢
fr= kiAf, ["“‘ ki <K6f¢ +f¢) —/O zfpdz] (14.147)

Equations (14.146) and (14.147) constitute a non-linear integro-differential equation
for f,(¢). The solution can be used in (14.147) to determine fr(¢). Surface
conditions must now be formulated and expressions found for the separation
constants k; and k5.

The disc surface is taken to be the photospheric base, consistent with connection
to an optically thin isothermal wind along poloidal field-streamlines. Equating the
density scale height to the photon mean free path at z = h gives

Ps 1

B _ . (14.148)
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Using the Kramers opacity and the separable forms for p and T then yields

L) KpZh fp(1)?

— = . (14.149)
LMz

Taking the surface temperature as the effective temperature and then using (14.123)

for the radiative flux at z = h, gives

(14.150)

9 8 ky In(1
o T fr(D* = 89,§sz [1 L 3k )]

9 NI

Using the thermal equation (14.126) to eliminate Q,%v 3 and employing the result
in (14.149) gives

41 [1 8k11m(1)} fo(1)3

. (14.151)
5ky 9 NI fr(D) 5

() =-

Another expression for f K; (1) follows from (14.146) evaluated at ¢ = 1 as

1
(1) =— 2kyN2IF(F + 1 1
B ==y [ZANGTFE 0+ 10
31 8 ki In(1 13
430 [ 1In( )} fo( )15, (14.152)
20 ky 9 NI fr()2
where fqg’(l) = —IK3F has been used from the dynamo equation (14.44). All

the relevant solutions have 2k1N§I F(F 4+ 1) <« f,(1) and hence this term can be
dropped. Then equating (14.152) to (14.151) to eliminate fl’,(l) gives

13
1)2 191 8kiln(1
Jr( )2 = A [1+ 1 )] (14.153)
Fp(D) 20 k2 9 Nyb
The vertical equilibrium equation (14.147) evaluated at ¢ = 1 gives
1) = [k A— k(N PF? + 1 —1], 14.154
Sr(D) K Af, (1) 1 1(Ny +) -1 ( )

where

1
I =/ ¢f,de. (14.155)
0
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Equations (14.153) and (14.154) then yield the surface values

2 13 _2
20k \ 17 [k1A — ki (N2I?F? 4+ 1) — I3]17 8kiln(1)]™ 17
fo() = 191, :

(k1 A) 17 9 Nyb
(14.156)
7 27252 4 2
£l = (1912)17 (k1A —ki(NGI“F*+ 1) — I3]17 [ 8k1[m(1)i|17
20k (k1 A) 9 Noby

(14.157)

This leaves the separation constants k1 and k> to be determined. A first expression
relating these constants can be found by using the solution for /4 in (14.130) for v ¥
and then equating the resulting expression to (14.91) for v¥ evaluated at { = 1.
Then using (14.144) and (14.145) to eliminate n'zwf and tan i leads to

_3 Qlié (I, — 1) [ f(0) — 1]'7°k1h (14.158)
BIDL oy -1k

where
3 _ 117 15 15 :§ .3 5
0 = 3\"7 /5K R \3* €N, I%9K3R354M17 (wo/R) 3
' \8r 60, nG 17 M3 [1 — (R/wo)?]
N, [1 = (R/wo)2]
(14.159)

The quantity Q; is weakly dependent on @, except close to the stellar surface.

A second expression relating k1 to kp is obtained by considering two expressions
for fr(1) and equating them. Using the solution for % in (14.130) and substituting
the resulting expression for v in the surface flux expression (14.150), then solving
for T, and equating this to the disc solution for 7 yields

1 1
17 74

1

I 8kiln(D]4 1

fr() =0 1%P+ 1m}7’ e
(tanig) 17 9 Npbh K

where
ST\ 1 6\ 65 Gre (R 16 62§N354 K1 Mk
Q2=<3) (5) 5-7< ) B0 (14.161)

o Kes M NJT I MR

Using (14.158) to eliminate kj in (14.145), employing the resulting expression
for tani in (14.160) and equating the result for fr(1) to (14.157) leads to an
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expression for k. This can be simplified by noting that all the relevant solutions
have kl(N§I2F2 +1) <€ kiA — I3 and k11,(1)/NyI2 < 1, corresponding to
magnetic compression making a small contribution in the disc vertical equilibrium
and magnetic dissipation being small relative to viscous dissipation. The reduced
expression for k> and (14.158) for k1 give the results

ng (h— 1) (A=)} [Lf)0) — 1]

ky=0.36"1 7 s (14.162)
Q23 I|f(g(l)| (klA)glllz 124 [Ilfd’)(O) - 1]12
40 / A
kiA — I3) 3 Lify(0)—11]°
=071  KATD)S 9 . (14.163)
17 170 o 17 15 sz/ (0) _ 1
Q16 Q23 (klA) 3 116 122 ¢

The vertical structure solutions can now be found. Equations (14.146)
and (14.147) form a non-linear integro-differential equation for f,(¢), with the
constants depending on the integrals /1, /> and /3. Initial guesses are made for the
values of these integrals and an improved Euler method is used to solve for f,(¢).
Taylor expansions near { = 0 yield

P 1] 1 3 1+2k 0 1 N N2F? 1 )
’ 2 kA 20k T \kA T g7 15k, &
(12.164)

froto 2] 4 1507 | ¢ (14.165)
! 5ka |8 ' 3N,’? ' '
The solution for f,,(¢) is used in (14.147) to obtain f7(Z).
The vertical dependence of the inflow speed can be determined by eliminating
nhwf/M by using (14.144) in (14.102), yielding

8 1, 15©)
fo@)=1- 31If¢ (1)[ky tan? i |:f¢(0) - fi({)] (14.166)

with tanis given by (14.145). The functions f,(¢) and f,(¢) are then used to
evaluate I, I» and I3 numerically and the results are compared with the values
previously used. Suitable adjustments are made to the values of the integrals to
be used and the procedure is repeated until good agreement is found. The solutions
shown here are for the typical turbulent parameters e = 0.1, N, = 0.22and N, = 9.
Figures 14.4, 14.5, and 14.6 show the vertical structure functions f,, fr and f,. The
function f,(¢) is not far below unity for ¢ < 0.8, so justifying using f, >~ 1 in the
induction equation. There is a rapid decrease in f, near { = 1, consistent with v,
passing through zero just beyond z = & where the wind outflow begins.
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Fig. 14.4 The vertical variation of the disc density (from Campbell 2005)
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Fig. 14.5 The vertical variation of the disc temperature (from Campbell 2005)

Using a range of the turbulence parameters € and N, gives solutions of the same
qualitative nature for the vertical dependence of the disc magnetic field, the disc
structure and the inflow speed. Table 14.1 shows the essential results for the above
case of turbulence parameters. The magnetic wind makes a major contribution to
driving the inflow, with the Alfvén surface lying well above the disc. This results
from only a small wind mass loss from the main body of the disc. The optical depth
through the disc is large, so justifying the use of the radiative diffusion equation.
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Fig. 14.6 The vertical variation of the disc inflow speed (from Campbell 2005)

Table 14.1 Disc and wind quantities for € = 0.1, N, = 0.22 and N}, = 9 (from Campbell 2005)

o (D) Sfr()  fu(D) s Tm/Tv  @a/@0 dmwdm/M  |Bgs/Busl
0.43 0.70 0.45 58.0° 1.04 3.09 3.14 x 1072 091
Bés/ZMoPc 2 I I I ki ko [veel/cs
343 x 1072 1039 0.73 0.79 0.38 1.81 x 1072 0.27 0.53

The central inflow speed is significantly above purely viscously driven values, but
still well subsonic. This gives sufficient poloidal field bending for wind launching.

14.4.8 Disc-Wind Coupling

The sonic point in the wind flow is determined by the condition B, - Vyy = 0, with
Y given by (14.6) and the field line equation by (14.76). Two solutions result as

3
o 14.167
T 3 tan2iy) e
and
2 tanis(tan is — 3
o, = >tanis@nti, —3) (14.167b)

3 (tan?is+4)
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The first solution replaces the z = 0 solution, given by (14.10a), when a non-

vanishing value of 4 is allowed for. The second solution is the same as (14.10b),

but with @ replacing @y. The solution (14.167a) is valid for iy < 60°, while the

solution (14.167b) applies when is > 60°. Cases are considered here for which the

first branch solution is valid, since this leads to disc winds with suitable mass fluxes.
The conservation of energy integral gives

1
H(w, p) = 2v§+w+a2lnp. (14.168)

Using H (@, ps) = H (@, psn) then gives the density at the sonic point in terms
of its value at the disc surface as

Psn = Ps EXP [— { ('/’S“a_z vs) + ;H ) (14.169)
Expansion of (Y5, — V), to leading order, along a field-streamline gives
psn = ps €Xp [— {Q;le a f"::riz it ;” (14.170)
The mass flux through the sonic point is
m = pgd. (14.171)

The Alfvén point cylindrical coordinate @, can be found from the wind angular
momentum equation (14.144) as

Ik M
wAz = ! |f¢’)’(1)| (1 + tan? is)% tan i. (14.172)
3nl; m

These connections indicate that, for a magnetic field generated in the disc by a
dynamo, the wind structure adjusts to the conditions set by the disc in terms of m
and the surface magnetic field. This property was also shown in the simulations of
disc magnetic winds, with a dynamo generated field, performed by von Rekowski
et al. (2003).

14.5 Enhanced Mass Loss Near the Star

Through most of the disc the mass loss via the wind is small, so the mass transfer rate
can be taken to be conserved at the source value M fed by the accretion stream at the
outer edge of the disc. The field inclination i, which affects the position of the sonic
point and hence 71, is constant to high accuracy through most of the disc. However,
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it was shown in Campbell (2010) that the boundary condition near the stellar surface
@o = R has an influence on i in a small inner region of the disc. For accretion to
occur, the star must be rotating at a sub-Keplerian rate at wy = R and hence the
disc angular velocity must decrease through a boundary layer of width § < R to the
stellar value ©2,. An ansatz form representing this behaviour is given by

R % R 2(13—@
Q(w0) = A(R) (w()) —(1—5)(@) , (14.173)

where

_ Sk 14.174
5= aumy (14179

This form satisfies the conditions
QR =, and Q' (R) =0, (14.175)

and has boundary layer behaviour for 0.6 < & < 1. Using this in the vertically
integrated disc angular momentum equation leads to a modified form of v given

by
. _ I 1 1
VES=M:1 [1 8 (1—¢) lf()|k1tan2isMF1—s(R>2]
37 | F» 3(1—-48) LIk w0

11/ 1
8¢ 1Sy )|k1 tan? iy | 1 — ( R )2 , (14.176)
(1 —4&) P @0

where

R 2(1359
Fi=1—-(1-%) (wo) (14.177a)

and

R 2(132‘)
Fr=1- ( ) . (14.177b)

w0
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Equating (14.176) to (14.130) for vX; yields

90—-4& N, h FF
16 (1 —=§) kil fy (D] o F3

1

3(1—4¢§) I F R \?
_ Fi — =0, 14.178
8 (1-8) k11|f(,g’(1)|&[ 1 5(%) ] (A7

1 1
F3=F1—§<R>2— 3% 1—<R)2 . (14.179)
2] (-4 (2]

The modified form of gravitational-centrifugal effective potential in the wind
region, corresponding to €2 being given by (14.173), is

tan? is + tan ig

where

1

GM w? z\ 2 1 w?
Vo= - ( , + 2) + 0=, 1. (14.180)
wy [2F W 2 [2F

with

R 2(13—2)
B=0-8§) < ) . (14.181)
W

Application of the sonic point condition B, - Vi = 0, using (14.76) for the field
line equation, yields the sonic point coordinates as

14 2P I (14.182)
Wsn = (2] ’ .
(3 — tan? i) (3 — tan2 i)
2B tani 3
o = CPuanis (14.183)

T Botan2i) T B —tan2i)

It is noted that, since the star will have been spun up by accretion, relevant
values of & will be nearer to 1 than to 0 and then the deviation of € from € is
only significant in a region close to the stellar surface (i.e. wyp < 3R). Hence the
modified equations for tan is and the sonic point coordinates are only applicable in
this inner region of the disc. The remainder of the disc has its previously derived
structure, with constant i and a small wind mass loss. This main region of the disc
is essentially decoupled from the conditions at the stellar surface, and hence from
the stellar rotation rate.

The quadratic equation (14.178) can be solved for tani; and the resulting
variation with @y is shown in Fig. 14.7, for & = 0.95 . A sharp decrease in tan i
occurs near wy = R. Figure 14.8 illustrates that v, and hence 1%, decreases as
the stellar surface is approached. This results in increased poloidal field bending,
which lowers the sonic point. Conversely, the reduction in 2 to below €2 values
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Fig. 14.7 The variation of magnetic poloidal field bending for modified € (from Campbell (2010))

0.08

0.07

0.065

0.06

0.055
1 4.5

wy /R

Fig. 14.8 The variation of (37/ M )vXg for modified €2 (from Campbell 2010)

reduces the centrifugal force felt along the field lines which raises the sonic point via
the g terms in (14.182) and (14.183). These competing effects result in a lowering
of the sonic point, and a consequent increase in sz, over a narrow region which is
typically inside & = 3 R. In this region conservation of mass gives

M

= 4w w( psV,s = 4w ewom sin i. (14.184)
dwy
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The ratio of the wind mass loss rate MW to the source accretion rate M = M (),
where @, is the disc radius, is

M. M—-M dg [
- (@) _ an f W Pend SiD i d . (14.185)

M M M

@0

Calculating pg, from (14.170), using the modified forms of i and the sonic point
coordinates, leads to

L RO
. = _ X
M ecn’’ g
/xDl tan? i . Q2n? F}  tan’ig L
X - . -x7
e xS ganziot P 2 ()G —tani) 2
(14.186)
with

Fp=1+

3¢
2(1 — &) o < R )zus) ’ (14.187)

tanis, h \ @y

and the integral is evaluated numerically. Figure 14.9 shows the variation of the
integrand in (14.186), illustrating that the enhanced wind mass loss rate occurs over

1 1.5 2 25 3 3.5 4 4.5
w( /R

Fig. 14.9 The variation of the integrand in the My, /M integral for modified Q (from Campbell
(2010))
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Fig. 14.10 The variation of the wind mass loss rate to the accretion rate for modified € (from
Campbell (2010))

a narrow region in the inner part of the disc that is influenced by the stellar rotation
rate. Figure 14.10 shows the ratio M,/ M, illustrating that a significant amount of
mass can be lost in this narrow region of enhanced wind flow.

14.6 'Wind Flow Stability

14.6.1 Poloidal Field Bending Effects

Having established that steady solutions can be found for magnetically channelled
wind flows from accretion discs, the issue of stability must be investigated. A simple
analysis of the purely magnetic case, ignoring viscosity, was made by Lubow et al.
(1994). The disc structure was not calculated, but the basic conservation equations
were employed. The vertically integrated disc angular momentum equation and a
simplified wind angular momentum equation, assuming corotation out to the Alfvén
point, were combined. A power law, self-similar form was used relating the poloidal
magnetic field at the Alfvén point to that at the wind base by

By, = B.(w0) CZO) , (14.188)

A
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withn > 1, together with v, >~ @, Q (o). Then combining the angular momentum
equations and using the conservation of pv,/B, along B, yields

h i] niri
1= pece ( “ ) ('”m|> . (14.189)
() \ Uza Cs

This represents the wind mass flux causing the disc inflow via angular momentum
extraction.
Assuming an isothermal vertical structure and a parabolic field line leads to

= pecse 6 W0s (14.190)

This is the wind mass loss rate due to the flow of photospheric material along
sufficiently inclined poloidal magnetic field lines which have been bent by the
advective effect of the inflow. The authors analyse the stability by considering plots
of the two forms of 1/ p.cs, with the intersection of the curves giving solutions.
They note that a small increase in |vgc| leads to a higher value of m, via the
curve of (14.190), than is required to maintain the increase in |v4.|, via the curve
of (14.189). The increase in m causes an increase in the extraction of disc angular
momentum by the wind, leading to a further increase in |v4.|. Hence instability
results.

The field bending instability can also be demonstrated by relating the perturba-
tions in i and m to the perturbation in |vy¢|. Equating (14.189) to (14.190) and
taking perturbations gives

6cos?(is)sa  8lvare
gi, = — 0605 (s Slvae] (14.191)
(n — 1) tan(is)sd |Vclsa

and

2msq 8|Vl

- , (14.192)
(I’l - 1) |vmc|sd

where the subscript sd refers to steady state quantities. It follows that §|vgc| > 0
gives §is < 0 and 8m > 0. So a small increase in |v, | causes an increase in poloidal
field bending and an increase in the wind mass flux, corresponding to instability.

The model is greatly simplified. It assumes an isothermal vertical structure and
does not allow for a perturbation in 1 or in v;,, which would result from changes
in the disc structure. Also, realistic discs will have a finite viscosity. Nevertheless,
the model illustrates that an increase in |v4c| can have a de-stabilizing effect and
this will be shown to have relevance to a more detailed analysis which allows for
perturbation of the disc structure and coupling to the wind.

Cao and Spruit (2002) considered an inviscid disc threaded by a poloidal
magnetic field. The B, component was arbitrary, and the ratio By/B; was related
to the radial momentum balance. The wind magnetic torque was incorporated, and
the magnetic diffusivity was included in the poloidal component of the induction
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equation. A short wavelength WKB perturbation analysis was performed. The cases
of large magnetic torque exhibited the poloidal field bending instability, but this
could be quenched for the weaker torque cases.

14.6.2 Perturbation of Magneto-Viscous Discs

The disc-wind solution of Sect. 14.4 allows a detailed investigation of stability using
perturbation theory. This analysis is based on the work of Campbell (2001, 2005 and
2014).

Vertical integration of the time-dependent continuity equation gives

0% It o (0 S Vare) (14.193)
= — WO s Vrc) .
Jat I, wy 0wy 05sbe

where the vertical integrals /7 and I, are given by (14.96) and (14.99). The
dynamical, thermal and magnetic time-scales are all much shorter than the disc
angular momentum adjustment time-scale 7,,. Hence quantities such as By, B
will evolve quasi-steadily on the time-scale t,,, so explicit time derivatives can be
ignored in all the time-dependent equations except the continuity equation. Vertical
integration of the disc angular momentum equation yields

30
Lo QE, 30

412 B¢s st

(0§ Qi) + ,
07 pwoli Qs

Ve (0, 1) = (14.194)

where
Us = Vs, (14.195)

The magnetic stress term can be expressed in terms of s and vy . Equation (14.45)
gives

Nﬂl " . p2
BysBs = 5 J5 (1) tanisBg,. (14.196)

Using (14.41), (14.43), (14.98) and (14.110) to eliminate tan i5 and B;S yields

1 Ny 1fg (D k .
ByoBy = 0 T i (14.197)
Mo Np K1 I Ve
Substituting this in (14.194) gives
31 Jey Q2 ks
Ve = 2 (@2Shps) + 8 s (14.198)

_Ilw'ongES dm Ve s
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where

4N, 1D
5= g Na lIp (DI (14.199)
LN, K31

Equations (14.193) and (14.198) give the mass conservation equation, incorporating
the inflow speed driven by viscous and magnetic angular momentum transfer.

Using (14.79) for v and (14.117) for ¢s/ Q«h to express h and T in terms of ps,
then using this in the thermal equation (14.126) leads to

10

B 1
= Car ik 3, | (14.200)

where C is a constant. The separation constants k; and kp, given by (14.162)
and (14.163), depend on M via Q1 and Q. Using the result

. 1
M =2n 11 0| Vare| S (14.201)
2
in these expressions gives
7 7 7
ki = C1wy? |vgre| 2 2, (14.202)
17 v 1
ky = Cow® |vgre| © E° (14.203)

where C1 and C; are constants. Employing these expressions to eliminate kj
in (14.198) and k; in (14.200) gives

7
31 B ~ D2 Qs
Vol = (wgszKus) +5 70 5““5 , (14.204)
Ilw_() QKEs awo |vwc| > ZSIZ
with
L3l Y
se = Cood e 250 (14.205)

where S and C are constants. The incorporation of k1 and k; allows for the effects
of perturbations to the coupling between the radial and vertical structures of the disc
to be accounted for.

Taking Eulerian perturbations of the continuity equation (14.193) gives

I 1

(wO [((Zs)sd8|vwc| + |Uwc|sd823]) . (14.206)
I, wqy 0wy

0 (0%) =
ar -
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Taking perturbation of (14.204) and (14.205) leads to

7 29 7 - [Verelsd
Sowel =— . (1= U (1 U 5116
Vel 10( 12 )( 10 ) ()sa
77 7 \7! I 3
+ (1+ U) . (wgszxaus), (14.207)
20 10 Loy (Bs)sa dmo

and

7 1 7\ (E)a
3% 1+ U1+ U o

T\ s 10°)  wa
17 7 \7! L d 5
N S Q1L ) 14.208
0 (1 10Y) ol g (P 0) (14208
where
& b
S Qu(1ts)s
y = ST S (14.209)

Varelyg (Zs)eq
It can be shown that

— (Tm/ Tv)sd ’ (14210)
1+ (Tm/ Tv)sd
where T, and T, are the magnetic and viscous torques per unit radial length. The
ratio (7,/ Ty)sa 1s constant through the main body of the disc, so U is constant and
ithas therange 0 < U < 1.
Using (14.207) and (14.208) to eliminate §|vg.| and 8 £ in (14.206) leads to

7 0 17 1 Vsd 0 17 b Vsd ad d
(Sps) — (Bus) — @0 (S1as)
10 ot 40 I @o|vgrclsa O 20 IT wo|vgpelsa  dwog \ Ot
ad 171 3 ad
_ Vsd 1 @0|Veclsd Ubjus + (wonKtsMs) ) (14.211)
wo dwg \ 10 I Ved w2 0y

Noting that (14.95), (14.98) and (14.130) for M, = and v, give

h
B N tanGyg <1, (14.212)
w( | Ve |sd w(
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it follows that the second term in (14.211) is small relative to the first, so the equation
reduces to

9 7L vy 3 /9
S0 — Siu
0t M) T4 1 wolvereled T e <8t( ’”)

45 vy 1+ 17 11(7 0 6 )-I-2 ” (Bus) (14.213)
= s w ) ' .
T @y 45 I dmo g 3 Oaw()2 :
where
U _ w'0|vmc|sd U. (14214)
Vsd

This equation describes the evolution of §u and it incorporates perturbations to
the viscous and magnetic torques, including the effects of poloidal magnetic field
bending due to changes in |v4c| and 7. Perturbations in the thermal balance are
accounted for, including viscous and magnetic dissipations and coupling of the
radial and vertical structures.

The field bending instability of Lubow et al. (1994), discussed in Sect. 14.6.1,
resulted because a positive perturbation in |v4| caused an increase in the bending
of the poloidal magnetic field, via the advection term in the induction equation.
This lowers the sonic point which leads to an increase in the wind mass flux and
hence an increase in the angular momentum loss rate. Consequently |vg | is further
increased and so instability results. However this analysis neglects perturbations to
the thermal balance and the dependence of n on 7, and k. The foregoing analysis
allows for these effects.

Firstly, the global stability is considered, with §us varying on a length-scale of
~ @y. The second term in (14.213) is then small relative to the first and hence the
equation reduces to

a((S ) 45 vy 1+77110 9 @ )+2 92 1) (14215)
s) = s W s) |- .
H () 45 I dmy H” 3 Oawoz H”

The unperturbed viscous coefficient can be expressed as

3 Ny ([ R\ ,
va= M5 deoszK. (14.216)

The perturbation é 45 can be written as

Sus = q(wo)e’, (14.217)
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where o is a constant, which in general is complex. Using this and (14.216)
in (14.215) yields

d’q dq i
xdx2 + adx —box2qg =0, (14.218)
with x = @wy/R,
(17 (14.2192)
a= .219a
2 45 I
and
1
7 1 K3 jmo\2 [ R \?
b= ( ) . (14.219b)
45Ny Ny \ h /sa \GM
Equation (14.218) can be written as
d d
@) _poxtig =o0. (14.220)
dx dx
The inner and outer disc edges are at x = 1 and x = xp, with x, > 1. For

homogeneous boundary conditions o is real and perturbations will be stable for
o < 0. Multiplying (14.220) by ¢ and integrating through the disc gives

XD da 1™ XD d 2
bo/ X" 2g2dx = [x“q q} —/ x“( q) dx. (14.221)
1 dx |, 1 dx

The maintenance during perturbation of the standard conditions of ;g — 0 as wy —
R and s — constant for @y > R gives g(1) = 0 and ¢’ (x,) = 0, so

1 *p dg\* D -1
o=— / x“ 1 dx / x“iéqzdx . (14.222)
b 1 dx 1

This gives o < 0, and hence stability.
The differential equation (14.218) for the radial dependence of the perturbation
8 s can be solved analytically. Making the transformation

g(x)=xPfu) with u=cx", (14.223)

in (14.218), where B, y and c are constants, leads to the equation

3
d? 1 1d blo|u?r > -1
Ly v2pra—ny @ Pl m PP ram Dy
du y udu y2ed yu

(14.224)
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The choices

y:i, ,B:;(l—a) and c:i(b|a|)5 (14.225)
simplify (14.224) to
iz‘f + ijﬁ + (1 - ’;’22) f=0 (14.226)
where
2 4 13
w = 3(a —1) and u= 3(b|a|)2x4. (14.227)

This is Bessel’s equation of order w, and hence it follows that the general solution is
3
q(x) =x"4"[c1Jw@) + c2Yu W], (14.228)

where J,, and Y,, are Bessel functions of the first and second kinds, while c¢; and ¢;
are constants. It is noted that the solution applies in the disc region 1 < x < xp, so
the singularity in Y,, at x = 0 is excluded. When homogeneous boundary conditions
are imposed at x = 1 and x = x,, a discrete set of eigenfunctions g, (x), with
eigenvalues oy, result for the decay modes. The principal mode has a decay time of
the order of the inflow time-scale through the disc, this being much longer than the
dynamical and thermal time-scales.

The stability of short wavelength local perturbations can be investigated by
expressing S s as

Sps = Aelk0est (14.229)

where A, k and s are constants, with k@ > 1. The second term in (14.213) must
now be retained, since it has a radial length-scale < @. Substitution of (14.229)
for § s in (14.213) yields o = N(s) as

-1
30 va 5 51 (L 17-\U 17LUN\ , ,
= k 1 o)l ~) & ,
T w2 L s\ Tas) ]| T e g) T
(14.230)

showing that local perturbations are stable.

This quenching of the poloidal field bending instability can be understood by
considering the connections between the perturbations. Equations (14.39), (14.43)
and (14.46) for Q¢h/cs, B;s/Bws and vg. enable the magnetic diffusivity to be
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expressed as

2PK° tan? i (14.231)
= Vo tan” i, .
T= 3 Ny me
and it follows that
Nsd 4nsd .
n=2 T i, (14.232)
|vETC|Sd Slnz(ls)sd

Also, using (14.18) for n and (14.39) for Qx4 /cs together with (14.231) to eliminate
h and 5 yields

n NZ .
T.= E; 1202 tan’ i (14.233)
and hence
TC S TC S
ST, =2 (Te)sa 8| vgre| + 4 ¢ ),d Si. (14.234)
|UZD'C|SC1 s z(ls)sd

For §|vge| > 0 and §is > 0 (14.232) and (14.234) yield 6n > 0 and 7. > O.
This is consistent with a reduction in poloidal field bending due to an increase in
n. Hence the field bending instability is quenched. The wind structure can adjust
on a dynamical time-scale, with the Alfvén point position changing in response to
a perturbation in the wind mass flux m:. The wind can adjust through quasi-steady
states on the longer angular momentum adjustment time-scale.

The perturbation in n, which relieves poloidal field bending, results from the
increases in temperature and disc height caused by the increased dissipation. Since
the viscous dissipation is significantly larger than the magnetic dissipation, it is the
presence of viscosity which mainly causes the increase in 1 due to the increase in
T., and this quenches the field bending instability.

The foregoing analysis can be used to consider the purely magnetic case, for
which the turbulent magnetic Prandtl number N, = 0. Using (14.202) to eliminate
the vertical equilibrium separation constant k1 in the expression (14.145) for tan i
and taking perturbations gives

(14.235)

7 5 5%
Bis = = g $In 20100 < [Varel : ) .

|Uwc|sd (Es)sd

Now U = 1, and v = 0, so the viscous terms vanish, and us becomes us = nx.
Then eliminating § us between (14.207) and (14.208) yields

8Ty 12 8wl

- . (14.236)
(X6)sa 17 |vgrelsa
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Using this to eliminate § X in (14.235) leads to

dvwel

1
dis = _4 sin 2(is)sd (14.237)

|vmc|sd.

Hence é|vge| > 0 gives §is < 0, corresponding to an increase in poloidal
field bending. Equations (14.234) then yields §7; > 0. Equation (14.170) for pg,
and (14.171) for m give

oS Qht antis (14.238)
X € — . .
X s CXP 2a (3 —taniy) | 2

Then since §Xs > 0 and éi; < O, this gives §m > 0 corresponding to instability.
This result is in agreement with that of Lubow et al. (1994), despite their simplifying
assumptions. However, since discs are turbulent, v will not be ignorable and stability
can result due to the effects of viscosity reducing the field bending effect.

14.7 Summary and Discussion

Observations strongly indicate that accretion discs have winds emanating from their
surfaces, with enhanced mass loss from the inner region and collimation of the outer
wind parallel to the spin axis of the disc. The foregoing analytic and numerical
investigations show that, with a suitable magnetic field, centrifugally driven wind
flows are possible. The flow passes through a slow magnetosonic point, then through
an Alfvén point and a fast magnetosonic point. Provided that the Alfvén point is
well beyond the slow point, disc angular momentum is effectively removed and this
makes a significant contribution to driving the disc inflow. The slow magnetosonic
point and the sonic point are then essentially coincident. Beyond the Alfvén surface
the wind becomes collimated parallel to the disc spin axis, consistent with the
observations.

The MHD equations, describing the disc and wind structures, can naturally
incorporate an aS2-type disc dynamo to generate a suitable magnetic field. The
combined magnetic and viscous torques lead to inflow speeds that are sufficient
to give the required poloidal field bending for effective wind launching, but still
remain subsonic.

The matching of the disc angular velocity with the stellar rotation rate at the
stellar surface leads to a local modification of the disc-wind structure. Poloidal
magnetic field bending increases as the star is approached and an enhanced wind
mass loss rate occurs over a narrow region in the inner part of the disc. This could
explain the increased mass loss rates observed from the inner regions of discs.

Viscosity plays important roles in partly driving the inflow and in quenching the
field bending disc-wind instability which occurs in disc models having the inflow
driven purely by magnetic wind torques.
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Appendix A

A.1 Physical Constants and Solar Parameters

Speed of light ¢ = 2.998 x 103 ms~!

Electron charge ¢ = 1.602 x 10~1°C

Electron mass m. = 9.109 x 103! kg

Proton mass m, = 1.673 x 1077 kg

Boltzmann constant k = 1.381 x 10723 JK~!

Gas constant % = 8.314 x 103 m?s~2K~!
Stefan-Boltzmann constant o, = 5.669 x 1078 J K 4m 25!
Gravitational constant G = 6.67 x 10~ N m? kg2
Permittivity of free space €p = 8.854 x 10~!2 farad m~!
Permeability of free space wo = 47 x 10~7 henry m~!
Solar mass Mg = 1.989 x 10°°kg

Solar radius Re = 6.960 x 108 m

Solar luminosity Lo = 3.90 x 1026 Js~!

A.2 Vector Identities

Ex (FxG)=(E-GF— (E-F)G.

VF-G)=F -V)G+(G-V)F+F x (VxG)+G x (VxF).

V.(UF)=UV.F+F. VU,
V.- FxG) =G-(VxF)—F-(V xG).
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V x (VF) = UV x F+ (V&) x F.
Vx(FxG) =(G -V)F-—(F-V)G+FV-G—-GV-F.
V x (V x F) = V(V-F) — V’F.

A.3 Operators in Orthogonal Coordinates

A.3.1 Spherical Polar Coordinates

B = B, i+ Bof + Byo.

IV 19V, 1 0w .
VU = P+ 0+ . ¢
or r 90 rsinf d¢
19 19 1 9B,
V.B= (ZB> ) in6B } .
2 or VB )T g o COBO T Gia 0

WxB,= o |9 nes, - P
"7 rsing | 90 ¢ ’

¢
1 9B 139
V x B)g = - By),
VB = no ag ~ror B9
19 198,
V x B)y = By) — .
(VxB)g rar(r o) r 06

A.3.2 Cylindrical Coordinates

B = B, @ + By + B.i.

vu o MW 10V 0V,
= w Z.
ow w 0¢ 9z
19 1 9B, 9B
V.-B= (@ Boy) + v 40

w 0w @ J¢ dz

Appendix A

(AS5)
(A6)
(AT)

(A8)

(A9)

(A10)

(Al1)

(A12)

(A13)

(Al4)

(A15)

(A16)
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1 9B, 0By

(VxB)w=wa¢ 9z " (A17)
9B, 0B,
(@ xBy =7 =0 (AL8)
VxB,= |2 wBy-""" (A19)
% Z_w[aww¢_ a¢>]'

A.4 Viscosity Expressions

A.4.1 Viscous Force in Vector Operator Form

Equation (2.121) for the viscous force density F, follows from the tensor expres-
sions (2.117)—(2.119). These give

3 v 3 dv;\ 2 9
F, = — V.v). A20
' 8)Cj (’Ovax]) + 3)6]' (,0]) 8)6,') 3 dx; (,ov v) ( )

The first term is

] av; B] av; a%v;
(P" v,>= (ov) oy O U = (V(pv) - Vv puVRv.  (A21)
8)Cj 3)6]' 8)Cj 8)Cj 8)6]'3)6]'

The second term is

O A O O R
3)6]' p 3)6,' _8)6]' 3)6,' pYV] jaxi P

0 0 ( ) dvj 0 (ov) 0 d (ov)
= Vi) | — V) —vj v
ox; \ 0x; PYY) ox; 0x; p I dx; \ 0x; P
=VI[V-(pvV)] = (V- V)V(ov) = (v- V)V(pv). (A22)
The last term in (A20) is a gradient, so its addition to the first two terms gives
2 2
F, =pvV v+ V([ V. (pvv) — 3,ovV-v
+ (V(pv) - VIV = (v- V)V (pv) — (V- V)V (pv). (A23)
Use of the vector (A6) then yields
2 2
F, =pvV°v+V V-(pvv)—3va-v

+V x [vx V(ov)] = [VZ(p»)]v. (A24)
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A.4.2 Rate of Strain Tensor in Cylindrical Coordinates

1 9 1 a /v 1 dv
Cow = (TVw), oy = <w ( ¢)‘|‘ w)’

o dw 2 ow \w o 0¢
1 (0vy vy 1 vy
em‘z(aeraw)’ T o oap”
L /1 0dv, Qg av;
€oz 2 (w ¢ + 9z ) €zz 9z ( )
A.5 Orthogonal Functions
A.5.1 Bessel Functions
Bessel’s equation is
d’>y ldy v?
1-— =0. A26
dx2+xdx+< x2>y (426)
For v a non-integer the general solution is
y=AJl(x)+ BJ_,(x), (A27)

where A and B are constants and J,, (x) is a Bessel function of the first kind of order
v. For v = n, an integer, J,(x) and J_,(x) are linearly dependent. The general
solution of (A26) in this case is

y=AJ,(x)+ BY,(x), (A28)

where Y, (x) is a Bessel function of the second kind, which is singular at x = 0.
The functions J, (x) are given by

° (=)™ n+2m
In(x) = X_E)m!(m—i—n)! (;) ’ (A29)

This set of functions has the orthogonality relation

a o o 612
In ( mr) Jn ( lr> rdr = — _ Jy1(@m) Jn—1(a1)8mi, (A30)
0 a a 2

where o, and «; are zeros of J,.
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Bessel functions of order n + }, where n is an integer, are expressible as
1
2\2 T sin x
J = (=" nts; ) A31
’H‘é(x) =D <7‘r> * (xdx)" ( X ) (A31)

A.5.2 Associated Legendre Functions

The associated Legendre equation is

d?y 2x dy [1(1+1) m? }
_ y=0

dx2 o (1 —xz) dx (1 _ x2) (1 _ x2)2 (A32)

Solutions, P;" (x), finite at x = %1 only occur for / and m as integers. The general
solution is

y=AP"(x)+ BO" (x), (A33)

where the second solution Q}" (x) is singular at x = +£1.

Due to the form /(I 4+ 1) in (A32), negative values of [ lead to the same set
of functions as positive values, so [ > 0 is used. The functions P, and P/" are
linearly dependent and the choice P, = P/" can be made. Legendre functions,
free of singularity, are given by

2y lm |+
|m| (I—=x92 (d 2 !
Pl ( ) - 211' (dx ()C - 1) s (A34)
where |m| < [. Their orthogonality relation is
1 !
ml,_\ plm| _ 2 (4 mD!
P P dx = Sin. A35
/_1 P @dx = o (A35)
Spherical harmonics are defined as
Y6, ¢) = P (cos 0)e™?. (A36)

Noting that x = cos# and using the operator L? defined by (2.203), gives

m| 2
1 d dP, .
L2y =—| sing L) = 0 plmt| gime
sin 6 d6 do sin“ 6

z_[(l_xz) a2 _<1m L
X X — X

=1+ )P, (A37)
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where the last equality follows from (A32). Hence ¥;" obey the eigenvalue equation
LY =10 + 1)y (A38)

It follows from (A35) and (A36) that spherical harmonics have the orthogonality
relation on the unit sphere of

4 l !
/ Ylm YnirdQ = i ( + |m|) 6[}18}%}"7 (A39)
4 @+ 1) (= [mD!
where the differential solid angle d2 = sin8df0d¢.

A.6 Elliptic Integrals

Elliptic integrals of the first, second and third kinds are;

¢
FK¢,k)=‘/ da . (A40)
0 (1—k2sina):2
(P 1
E(¢,k)=:/1(1——k29n2a)2da, (A41)
0
do

¢
(6. p. k) = f (A42)

0 (14 psina)(l —k2sina)?

Complete elliptic integrals have ¢ = 7 /2.

A.7 Gravitational Torque on a Spheroid

If the primary star is non-spherical, due to non-radial internal forces, then it will
experience a torque resulting from interaction with the secondary’s gravitational
field. The simplest way of finding this torque is to calculate the torque a distorted
primary exerts on the centre of mass of the secondary, and then use the fact that the
gravitational torque on the primary is equal and opposite to this.

The case of distortion symmetric about an axis is considered. This principal axis
is taken to be along the e3 direction. Figure A.1 shows a mass element in the primary
at position r’ relative to its centre of mass O. The centre of mass of the secondary is
at P. The gravitational potential at P is

Gdm

U:_/ , (A43)
My (r2 +r'? = 2rr' cos6)2
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Fig. A.1 Coordinates for
calculating the gravitational
torque on the primary

This can be written as

G dm
U=— / L (A44)
UM, [1 —2(r"/r)cosf + (r'/r)?]2

Since the orbital separation significantly exceeds the mean radius of the primary, it
follows that r’/r < 1 in the above integrand over the range of integration. Binomial
expansion of the integrand to second order in r’/r, noting that O is the primary’s
centre of mass, then enables the potential to be expressed as

GM, G 3
v=—- "— 3<10— 1), (A45)
r r 2
where
I, = f Pdm, I = / % sin0'dm. (A46)
Mp M,

I, is the moment of inertia of the primary about O, while I is the moment of
inertia about O P. It is simple to show that /,, is related to the principal moments of
inertia by

1
I = 2(11 + L+ D). (A47)



470 Appendix A

For a symmetric body Iy = I = I, the moment of inertia about any axis in the
equatorial plane. Hence

lo=I1+ I (A48)

The moment of inertia about O P can be written as
I =)0 + WPh + Vv 1, (A49)
where A, i and v are the direction cosines of O P along the principal axes, given by
A:r, =", v=_, (A50)

taking the positive z-direction along e3. It follows that

2
1=1L+(13—1L)i2. (A51)

Equations (A45), (A48) and (AS51) give the potential as

GM, G -1 3G(Iz — IJ_)Zz

U=-
r 2r3 2rS

(A52)

Since the gravitational force on M at P is —VU, the torque exerted on the
primary is

T, = M x (VU),. (AS53)

Noting that z = r cos 6, where 0 is the angle between O P and e3, gives

ngMs(aU> £x0. (A54)
30 ),

The unit vector @ is related to e3 by
sinf6 = cosOt — es. (A55)
The use of this and (A52) in (A54) yields

_ 3GM (I3 —11)

T, = D3 cosOT x e3, (A56)

where D is the orbital separation.
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