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Preface

It is my great pleasure to present our book “P3HT Revisited – fromMolecular Scale

to Solar Cell Devices” in the Springer series Advances in Polymer Science. The
book deals with poly(3-hexylthiophene), P3HT, which was first synthesized in the

early 1990s and has become the work-horse or “fruit fly” (see chapter by Andrienko

and coworkers, “Morphology and Charge Transport in P3HT: A Theorist’s Per-

spective”) of the opto-electronic community. The choice of authors – with back-

grounds and expertise in polymer synthesis, structure analysis, polymer

crystallization and morphology, transistor and solar cell device preparation and

characterization, and polymer theory – is representative of the large community of

scientists that have worked and are still working on this fascinating conjugated

semicrystalline polymer. As highlighted by Moulé et al. (see chapter “P3HT-Based

Solar Cells: Structural Properties and Photovoltaic Performance”), the research

activity on P3HT is enormous, as demonstrated by the large number of articles

published each year on this topic.

The book is structured as follows: The first chapter gives an overview of historic

and modern routes for P3HT synthesis. The second and third chapters focus on the

morphology of P3HT, which is dominated by its semicrystalline nature. The fourth

chapter is devoted to field-effect transistors based on P3HT and other polythiophene

polymers with high mobilities. A theorist’s perspective on morphology and charge

transport is given in the fifth chapter. The sixth chapter contains an introduction to

and review on P3HT bulk heterojunction solar cells in combination with the

fullerene derivative phenyl-C61-butyric acid methyl ester (PCBM).

Summarizing, we have tried to draw a consistent picture of P3HT at different

length scales ranging from the molecular scale over the mesoscopic scale to the

device level. The P3HT structure on the molecular and mesoscopic scale has been

correlated with its optical, electrochemical, electronic, and opto-electronic proper-

ties, which provide the basis for its performance in transistor and solar cell devices.

Last, but not least, I express my sincere thanks to all the authors of this book for

their contributions and to Dr. Tobias Wassermann and his team for their support.

Stuttgart, Germany Sabine Ludwigs
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Progress in the Synthesis of Poly
(3-hexylthiophene)

Prakash Sista and Christine K. Luscombe

Abstract Polythiophene synthesis has undergone a multitude of changes, starting

from the initial methods of acid-catalyzed polymerizations with low yields of

oligomeric polythiophenes to modern methods using transition metal-based cata-

lysts that allow controlled synthesis of poly(alkylthiophene)s with high molecular

weight and regioregularity. The discovery of the opto-electronic properties of

conjugated polymers played a major role in this development. Further improve-

ments such as externally initiated polymerization not only enabled the synthesis of

polymers that are almost 100% regioregular, but also gave the capability for in situ

synthesis of these polymers on substrates, which increases their applicability in

opto-electronic devices. This chapter summarizes developments in the methodol-

ogy of polythiophene synthesis.

Keywords Controlled molecular weight � Externally initated polymerization �
Poly(3-hexylthiophene) � Poly(alkylthiophene) � Polythiophene � Quasi-living

polymerization � Regioregularity � Star-shaped P3HT
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1 Introduction

Conjugated polymers have garnered significant research attention since the discov-

ery of highly conductive polyacetylene by Shirakawa. The semiconducting prop-

erties of these materials and their solution processability raised visions of

production of flexible electronic devices using roll-to-roll processing technologies

at low cost. Further advantages of conjugated polymers, such as their light weight

and corrosion resistance as compared to inorganic semiconductors, promoted
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extensive research attention. Of all the classes of conjugated polymers, poly-

thiophenes play an important role. The environmental stability of polythiophene

and its derivatives furthered research interest in these materials [1]. With the

advances in synthetic methodologies, polythiophenes and specifically poly

(3-hexylthiophene) (P3HT) became frontrunners in the research on conjugated

polymers. P3HT has found application in various organic electronic devices such as

solar cells, field-effect transistors, light-emitting diodes, and many others. P3HT

has been the model polymer for various fundamental studies relating to charge

transport and film morphology due to its ease of synthesis and good opto-electronic

properties. The significance of polythiophenes is demonstrated by the number of

reviews and books written on the progress made in the synthesis of these polymers

and in gaining control of their properties [2–20].

3-Hexylthiophene, being an unsymmetrical monomer, gives rise to regioisomers

during the early stages of its polymerization. Depending on the relative ratio of

these regioisomers, the resultant polymers have different regioregularities. With the

development of sophisticated characterization tools for solid-state packing of the

polymer, a clear understanding has emerged for the relation between solid-state

packing and opto-electronic properties. Reports relating the effects of regiospe-

cificity of the polymerization and of the conjugation length of the synthesized

polymer to its electronic properties have highlighted the need for development of

synthetic techniques for precise regiochemical control during the polymerization

reaction [21–30]. The development of synthetic techniques and the control

achieved over the polymerization are discussed in this text.

1.1 Initial Synthetic Methods for Polythiophenes

Early work on thiophenes dates back to 1883, when thiophene was extracted from

coal-tar and its properties were studied [31]. Acid-catalyzed polymerization of

thiophene was reported to yield insoluble oligomers [32]. It was further shown that

oligomers of thiophene can be synthesized by reaction with 100% orthophosphoric

acid, Lewis acids, montmorillonite clay, and silica–alumina catalysts [33–40]. Elec-

trochemical oxidation was also employed for the synthesis of polythiophenes [41]. It

was observed that the polythiophenes synthesized by the above-mentioned methods

had both 2,5-couplings and 2,4-couplings, with the former being more predominant.

However, all the methods described above were only successful in the synthesis of

oligomers containing three to five repeating units.

Discovery of the high electrical conductivity of polyacetylene films on doping

with I2 promoted significant interest in the synthesis of various conjugated polymer

families [42]. The first successful synthesis of polythiophenes with many repeating

units was achieved by the Yamamoto group [43]. They generated a mono-Grignard

by reaction between 2,5-dibromothiophene and magnesium metal at 1:1 molar ratio

and polymerized this active monomer using a transition metal catalyst [NiCl2(bpy)]

to obtain a polythiophene powder. The polymer obtained displayed a much higher

Progress in the Synthesis of Poly(3-hexylthiophene) 3



molecular weight (Mn¼ 1,370 g/mol) than polymers from previous attempts by

other groups. However, a major fraction of the polymer was insoluble. The Dudek

group also followed a similar procedure using the more soluble Ni(acac)2, with a

similar result [44]. The Kumada cross-coupling reaction [45–47] adopted in both

these syntheses predominantly yields 2,5-coupling. Further optimization of condi-

tions such as ligands on the catalyst [48–53] (Fig. 1) and variation of metal [51, 52],

solvent [49, 51], reaction temperature [48–50], and halogen attached to thiophene

[49–51, 54, 55] led to improvements in the chemical synthesis of polythiophenes.

Alternative synthetic routes such as oxidative coupling of dilithiothiophenes [56],

oxidative polymerization [57], and electrochemical polymerization [58, 59] have

also been explored (Scheme 1). However, the soluble fractions of the resultant

polymers from all these synthetic methods had low molecular weights.

1.2 Poly(3-alkylthiophenes)

During studies on the optimization of polythiophene synthesis, the Yamamoto

group discovered that polymers obtained from 2,5-dibromo-3-methylthiophene

are more soluble than unsubstituted polythiophenes and also yield higher molecular

weights [48]. They speculated that the increase in solubility was due to the alkyl

substitution at the β-position of the thiophene ring. This study enabled the spectral

study of the synthesized polythiophenes in chloroform solution. Other groups

subsequently reported synthesis of poly(3-methylthiophenes) and their properties

[1, 52, 60–62]. All these polymers had improved solubilities compared to

polythiophenes, but the molecular weights of the synthesized polymers were low.

Jen, Elsenbaumer and coworkers synthesized a series of poly(3-alkylthiophene)s

(P3ATs) with varying alkyl chain lengths (methyl, ethyl, butyl, and octyl) and

obtained highly soluble and environmentally stable polymers [63–65]. The molec-

ular weights of the synthesized polymers were in the range of 3,000–8,000 g/mol.

Subsequently, other groups also reported the synthesis of P3ATs by oxidative [66]

and electrochemical [67, 68] polymerization.

P P

dppp

P

P

dppe

Fe
P

P

dppf

N N

bpy

Fig. 1 Structures of some of the common ligands used in transition metal catalysts; dppp-bis
(diphenylphosphino)propane, dppe-bis(diphenylphosphino)ethane, dppf-bis(diphenylphosphino)
ferrocene, bpy-2,20-bipyridyl
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Typical chemical polymerization of 3-alkylthiophenes involved the Kumada

cross-coupling reaction of 2,5-diiodo-3-alkylthiophene in the presence of nickel

catalysts. The first step of the reaction involved the formation of a Grignard reagent

by the reaction of the 2,5-diiodo-3-alkylthiophene with one equivalent of magne-

sium. The asymmetry of the 3-alkylthiophene monomers leads to the formation of

two isomers during the metal insertion reaction. The presence of these isomers

gives rise to polymeric structures with different regioregularities, thereby leading to

differences in the opto-electronic properties of the synthesized polymers. The

regioisomerism and its influence on the opto-electronic properties of the polymers

will be discussed in the next section.

2 Regioregularity in Poly(3-alkylthiophenes)

Yamamoto group first predicted the presence of regioisomers during the polymer-

ization of the unsymmetrical monomer 3-methylthiophene [48]. In their analysis,

they used the splitting of the methyl peak in the aliphatic region of the 1H NMR

spectrum of poly(3-methylthiophene) to explain the presence of different

regioisomers during polymerization. In the unsymmetrical 3-alkylthiophenes, the

α-carbon (2-position) between the sulfur atom and the alkyl chain is labeled as the

‘head’ position (H) and the α-carbon (5-position) is labeled the ‘tail’ position

(T) (Fig. 2). When the Grignard is formed from 2,5-dibromothiophene, two differ-

ent isomers 2-bromo-5-bromomagnesio-3-hexylthiophene and 5-bromo-2-

bromomagnesio-3-hexylthiophene are produced. During the formation of dimers,

three different regioisomers can be obtained: head–head (HH), head–tail (HT), and

tail–tail (TT). Four different regioisomeric triads HH–TH, HH–TT, TT–HT, and

HT–HT can be obtained during coupling. The HT–HT isomer is the regioregular

isomer and the other three isomers are regioirregular. In a fully regioregular

polymer chain (all couplings are HT couplings), the polymer is fully conjugated

with the backbone remaining planar due to the sp2 hybridized carbons in the

thiophene ring. This planarity enables efficient π-stacking interactions between

adjacent polymer chains. On the other hand, the presence of a HH or a TT coupling

induces steric repulsion between the alkyl chains of subsequent thiophene units

Scheme 1 Different synthetic schemes for the preparation of polythiophene [43, 44, 56–59].

Progress in the Synthesis of Poly(3-hexylthiophene) 5
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Fig. 2 (a) Numbering of the carbon atoms on the thiophene ring, indicating the head and tail

positions on the ring and the isomers obtained on reaction with a Grignard reagent. (b) Structures
of possible couplings in the dimers of 3-alkylthiophene rings. (c) Structures of the four possible
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Fig. 3 Structures showing (a) the solid-state packing efficiency of HT-coupled P3HT and (b)
steric repulsions in regioirregular P3HT that disrupt the solid-state packing
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(Fig. 3). This repulsion leads to dihedral twists in the polymer backbone, thereby

reducing the packing efficacy of the polymer chains and leading to inferior opto-

electronic properties compared with the regioregular counterpart [69–73].

The differences in the chemical environment of the aromatic proton at the

4-position of the thiophene ring in the regioisomeric triads shown in Fig. 2 lead

to different chemical shifts in the 1H NMR spectrum. The Wudl group synthesized

regiochemically defined poly(3,30-dihexyl-2,20-bithiophene) using oxidative and

electrochemical polymerization of 3,30-dihexyl-2,20-bithiophene. A careful com-

parison of the 1H and 13C NMR spectra of poly(3,30-dihexyl-2,20-bithiophene) with
P3HT enabled estimation of the chemical shifts of the regioisomers [74]. Further

studies enabled the exact elucidation of the chemical shifts for each of the aromatic

protons in the regioisomers [75]. It was established that the aromatic protons

involved in HT–HT coupling are observed at 6.98 ppm in the 1H NMR spectrum

of P3HT whereas those involved in HT–HH are found at 7.00 ppm, TT–HT at

7.02 ppm, and TT–HH 7.05 ppm (Fig. 4) [76]. This enabled quantification of the

percentage composition of the different couplings present in a P3HT molecule.

Fig. 4 1H NMR peak assignment for HT–HT (6.98 ppm), HT–HH (7.00 ppm), TT–HT

(7.02 ppm), and TT–HH (7.05 ppm) coupling [76]. Reprinted with permission from Chen and

Rieke [76]. Copyright (1992) American Chemical Society

Progress in the Synthesis of Poly(3-hexylthiophene) 7



3 Synthesis of Regioregular Poly(3-alkylthiophene)

The first chemical synthesis of regioregular poly(3-alkylthiophene) (P3AT),

consisting predominantly of HT couplings, was reported by McCullough and

coworkers [77, 78]. In this reaction, the 5-position of 2-bromo-3-alkylthiophene

was lithiated using lithium diisopropylamine (LDA) at �40�C. This was followed
by a transmetallation of the lithium to magnesium with MgBr2·Et2O to obtain

2-bromo-5-bromomagnesio-3-alkylthiophene, which was then polymerized by

Kumada cross-coupling using Ni(dppp)Cl2 as the catalyst (Scheme 2). The synthe-

sized poly(3-dodecylthiophene) had a weight-averaged molecular weight (Mw) of

16 kg/mol with a high regioregularity (91% HT coupling) and high electrical

conductivity (up to 105 S/m). This synthetic method is also known as McCullough

method. The reaction was later improved by replacing MgBr2 with ZnCl2 for the

transmetallation reaction, due to the higher solubility of ZnCl2 at�78�C [79]. In the

same year as McCullough’s first report on regioregular P3AT synthesis, Chen and

Rieke also reported an alternative method for obtaining highly regioregular P3ATs

[76]. Rieke’s method involved the reaction of 2,5-dibromo-3-hexylthiophene with

highly reactive zinc to obtain the isomers 2-bromo-5-bromozincio-3-

hexylthiophene and 2-bromozincio-5-bromo-3-hexylthiophene in 9:1 molar ratio.

This mixture was polymerized by the use of the Negishi coupling reaction with Ni

(dppe)Cl2 (0.2 mol%) as the catalyst (Scheme 2). Regioregular P3HT (~98.5% HT

coupled) with a molecular weight of about 15 kg/mol was obtained in quantitative

yield (Scheme 2). 1H NMR spectrum of the polymer revealed the HT–HT coupling

peak at 6.98 ppm (Fig. 5). Further optimizations showed that the regioselectivity of

the oxidative addition reaction can be improved by performing the experiment at

cryogenic temperatures (�78�C) [80]. The use of Pd or Ni(0) catalysts produced

polymers with higher incidence of HH coupling (>30% HH coupling) [80]. The use

of 2-bromo-5-iodo-3-hexylthiophene also improves the regioselectivity of oxida-

tive addition by affording 2-bromo-5-iodozincio-3-hexylthiophene

exclusively [80].

The McCullough method and the Rieke method were significant breakthroughs in

the progress of synthesis of regioregular P3ATs with good thermal and electronic

properties. However, the cryogenic temperatures adopted in both methods made

them not so ideal for large scale synthesis. In 1999, McCullough discovered a

simple and convenient route for the synthesis of highly regioregular P3ATs by

the use of Grignard metathesis [81]. This method involves the reaction of

2,5-dibromothiophene with a Grignard reagent in tetrahydrofuran (THF) at

reflux conditions to generate the regioisomers 2-bromo-5-bromomagnesio-3-

alkylthiophene and 5-bromo-2-bromomagnesio-3-alkylthiophene, which are then

polymerized in situ using Ni(dppp)Cl2 to obtain regioregular P3AT (Scheme 3).

The synthesized poly(3-dodecylthiophene) had a number-averaged molecular weight

(Mn) of 20–35 kg/mol with a polydispersity index (PDI) of 1.2–1.5 and a high

regioregularity (>99% HT couplings). A reasonable regioselectivity was observed,

with the ratio of the regioisomers 2-bromo-5-bromomagnesio-3-alkylthiophene and
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5-bromo-2-bromomagnesio-3-alkylthiophene being 4:1, indicating a preferential

magnesium–bromine exchange reaction at the 5-position of the thiophene ring.

Further optimization of this method involved changes in the reaction temperature

and changing the monomer to 2-bromo-5-iodo-3-alkylthiophene for a preferential

Grignard reaction at the 5-position of the thiophene ring [82].

3.1 Other Synthetic Methods

With the advent of the Grignard metathesis polymerization method, the synthesis of

regioregular P3ATs could be performed at room temperatures and without the use

of highly activated metallic zinc. There were many other attempts at producing

highly regioregular P3ATs. Andersson and coworkers reported a regioselective

polymerization of 3-(4-octylphenyl)thiophene by a controlled oxidation using

FeCl3 as the catalyst [83, 84]. They reported a slow addition of FeCl3 slurry to

control the ratio of Fe3+ to Fe2+ in the polymerization mixture and thereby the

regioselectivity of the polymerization [83, 84]. The synthesized polymer had a Mn

of 23 kg/mol with a regioregularity of 94%. They proposed that the polymerization

reaction initiates by the formation of a radical cation on thiophene and that chain

propagation proceeds through the carbocation [84]. However, the regioselectivity

obtained by poly[3-(alkylphenyl)thiophene] could not be achieved for P3ATs with

the same method [83, 84]. Oxidative polymerization was also attempted on

3-(4-butylphenyl)thiophene using VO(acac)2 catalyst [85]. After 24 h of reaction,

the soluble fraction hadMn ranging between 3 and 10 kg/mol, with regioregularities

between 72 and 90%. Telechelic regioregular P3HTs were synthesized by Stille

coupling polymerization of 2-iodo-3-hexyl-5-(tributylstannyl)thiophene in the

presence of Pd(0) catalyst. The prepolymer was synthesized in THF and quenched

in methanol. Soxhlet extractions were performed on the prepolymer to remove the

low molecular weight fractions. The fraction obtained from hexane extraction was

further polymerized in toluene at reflux conditions to obtain a high molecular

weight polymer. The final polymer had a Mn of 16 kg/mol with a PDI of 1.2 and

96%HT couplings [86]. Given the environmental stability of the trialkylstannyl end

group, Stille coupling polymerization was also employed by other groups to obtain

P3ATs with reasonable molecular weights and high regioregularity [87, 88]. Suzuki

coupling polymerization was also employed for the synthesis of P3ATs [89,

90]. [l0,30-(20,20-Dimethylpropylene)]-2-iodo-3-octyl-5-thienylboronate was poly-

merized in the presence of Pd(OAc)2 to obtain poly(3-octylthiophene) with Mw of

27 kg/mol, PDI of 1.5, and 96–97% HT couplings [89]. Other palladium-based

catalysts were also used for the synthesis of P3HT [91–93]. Continuous flow

methods have also been used for the synthesis of P3HT [94].

Direct (hetero)arylation polymerization (DHAP) is also used for the synthesis of

polythiophenes [95–98]. In this method, oxidative coupling occurs between an

aromatic group that contains a leaving group and an unsubstituted aromatic ring.

The unsubstituted aromatic ring undergoes C–H activation leading to an oxidative
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coupling reaction between the two aromatic rings [99] (Scheme 4). The Hermann–

Beller catalyst trans-bis-(acetato)bis[o-(di-o-tolylphosphino)benzyl]dipalladium
(II) or Pd(OAc)2 are generally used to catalyze this reaction. This reaction is

performed at high temperatures, leading to lower regioregularities and the possi-

bility of 2,4-couplings [96–98]. However, the advantage of avoiding monomer

functionalization makes this method more versatile. Further exploration of reaction

conditions is required for the synthesis of polymers with high regioregularities and

controlled molecular weights with low PDIs.

Mori’s group recently reported the polycondensation of thiophenes by C–S bond

cleavage [100]. In this method, 2-(phenylsulfonyl)-3-hexylthiophene is reacted with a

Knochel–Hauser base to generate 5-chloromagnesio-2-(phenylsulfonyl)-3-

hexylthiophene, which on reaction with a nickel catalyst such as Ni(dppe)Cl2 gener-

ates P3HT (Scheme 4). The substituents at the 2-position of thiophene can be sulfides,

sulfoxides, or sulfones. The presence of an electron-withdrawing group at the

2-position increases the acidity of the proton at the 5-position, thereby only mild

conditions are required for the deprotonation reaction. The polydispersities of the

polymers obtained vary between 1.3 and 2.3 depending on the conditions employed.

4 Mechanism of Grignard Metathesis

Understanding the mechanism of polymerization plays an important role in the

synthesis of novel polymer architectures and in extending the method to different

monomers. Extensive work has been carried out in order to understand the mech-

anism of polymerization by Ni catalysts. Initial work on Grignard coupling reac-

tions between halothiophenes and aryl Grignard reagents in the presence of

Ni-phosphine catalysts was undertaken by the groups of Masse [101] and Kumada

[45–47]. Kumada predicted transmetallation (reaction of Grignard reagent with

nickel catalyst) to be the first step in the catalytic cycle. Yamamoto and coworkers

predicted the mechanism for both polythiophenes and P3ATs with Ni(0) catalyst

[102, 103]. According to their mechanistic pathway, there are three steps in the

polymerization that are repeated multiple times: (1) oxidative addition of the
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C6H13
Ni(dppe)Cl2

S

C6H13

n

Y = SPh, SOPh, SO2Ph

S Br

C6H13

S

C6H13

n

DHAP

Scheme 4 Direct (hetero)arylation polymerization (DHAP) [99] and polymerization by C–S bond

cleavage [100]
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2,5-dihalo-3-alkylthiophene to the Ni(cod)(bpy) complex to form Ni(bpy)RX;

(2) disproportionation of the oxidative addition product to form Ni(bpy)R2 and Ni

(bpy)X2; and (3) reductive elimination to form the dimer R2. The cycle of these

three steps is repeated on the dimer to add subsequent monomeric units to form a

polymeric chain (Scheme 5).

The synthesis of P3ATs by Grignard metathesis (GRIM) involves a polyconden-

sation reaction in the presence of a Ni(II) catalyst. Early attempts at the synthesis of

P3ATs by GRIM produced polymers with large PDIs and uncontrolled molecular

weight, ascertaining the belief that GRIM undergoes a step-growth mechanism just

like any other polycondensation reaction. In 2004, Yokozawa’s group showed evi-

dence that the synthesis involves a chain-growth mechanism [104, 105]. They

obtained kinetic data for the polymerization reaction and showed that the value of

Mn obtained during the reaction was directly proportional to the feed ratio of

monomer to catalyst. Yokozawa and colleagues observed that the increase in molec-

ular weight of the polymer was directly proportional to the consumption of monomer.

The plot of monomer conversion versus time also indicated a large monomer

conversion in the initial stages of the reaction followed by a saturation in the

conversion [104]. All this evidence indicated the presence of a chain-growth mech-

anism for the polymerization by GRIM. Yokozawa showed that it is possible to

synthesize P3HT with a controlled molecular weight and narrow PDI (about

1.15) [105].
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Yokozawa proposed that the chain-growth mechanism by GRIM is through a

catalyst transfer mechanism (Scheme 6) [106]. His proposed mechanism also

involves a transmetallation reaction as the first step in the polymerization, gener-

ating a Ni(0) that is bound to two thiophene molecules. A coupling reaction

between the two thiophene units is followed by an intramolecular transfer of the

Ni(0) across the thiophene unit (Scheme 7). This intramolecular transfer was

confirmed by addition of 50 mol% of Ni(dppp)Cl2 to 2-bromo-5-chloromagnesio-

3-hexylthiophene and the subsequent quenching of the reaction mixture in 5 M

HCl. Gas chromatography coupled with mass spectrometry (GC/MS) of the prod-

ucts confirmed almost exclusive presence of 4,40-dihexyl-5-bromo-2,

20-bithiophene. The TT regioisomer was confirmed by heteronuclear multiple-

bond correlation spectroscopy (HMBC) NMR. This intramolecular transfer is also

termed ‘ring walking’ by many researchers [107–109]. The catalytic cycle
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continues with further transmetallation followed by an intramolecular chain trans-

fer reaction. Quenching the polymerization reaction with 5 M HCl afforded a

polymer with Br/H endgroups, which was confirmed by matrix-assisted laser

desorption ionization–time of flight (MALDI-TOF) MS. The presence of only

Br/H end groups and the absence of polymer chains terminated by Br/Br or H/H

indicated that the attached NiL2 group does not fall off the growing polymer chain.

To further prove that the propagating group is the Ni complex, Yokozawa and

colleagues added ArMgCl to the polymerization mixture to observe an Ar/Ar-

terminated polymer chain (if the MgCl group is involved in the transfer, a H/Ar-

terminated polymer chain should be observed) upon quenching the polymerization.

They also predicted that the chain growth proceeds in only one direction, with only

one NiL2 group involved with one polymer chain. They termed the polymerization

a catalyst transfer polycondensation reaction, which was later named the Kumada

catalyst transfer polycondensation (KCTP).

Shortly after Yokozawa’s initial report, McCullough’s group also reported

evidence for a chain-growth mechanism for the McCullough method [110] as

well as for the GRIM polymerization [111]. Their mechanism (Scheme 8) predicted

that both polymerizations go through the two following steps: (1) transmetallation
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reaction of two molecules of 2-bromo-5-chlorozincio-3-hexylthiophene or

2-bromo-5-chloromagnesio-3-hexylthiophene with a Ni(dppp)Cl2 catalyst mole-

cule and (2) reductive elimination to form TT coupled 5,50-dibromo-4,

40-dihexylbithiophene and a Ni(0) complex. The Ni(0) and the dimer form an

associated pair, which is a π-complex between the Ni catalyst and the growing

polymer chain. The associated pair is involved in further oxidative addition reaction

and monomer insertion, followed by another reductive elimination. This catalytic

cycle continues by the addition of one monomeric unit each time until all the

monomer is consumed. The main difference between the KCTP mechanism

suggested by Yokozawa and McCullough’s mechanism is that, in McCullough’s

method, the nickel group breaks off from the chain by reductive elimination and

forms an associated pair with the polymer chain only to undergo further oxidative

addition, whereas KCTP mechanism claims that the nickel group undergoes suc-

cessive reductive elimination and oxidative addition, without the formation of an

associated pair (by catalyst transfer). Both the mechanisms agree on the

transmetallation step, thereby producing at least one TT coupling defect in the

polymer chain. They both also predict that formation of the HH coupling product is

not likely due to the steric hindrances involved. Boyd et al. prepared the reverse

monomer (5-bromo-3-hexyl-2-iodothiophene) but did not observe polymerization

or even dimer formation (even with 0.5 equivalents of Ni(dppp)Cl2) [112], which

supports the steric arguments of McCullough. The Kiriy group observed that the

transmetallation step is crucial in the polymerization process and that further chain

propagation is not favored if sterically hindered compounds are formed during the

transmetallation step [113]. McCullough’s group further established that GRIM

polymerization was a quasi-living reaction [111] and that the polymerization was a

first-order reaction with respect to Ni(dppp)Cl2 catalyst. It was also demonstrated

that the degree of polymerization could be precisely controlled by adjusting the

ratio of monomer to initiator concentrations. The quasi-living nature of the poly-

merization meant that the polymer chains were still active towards the end of

reaction and, hence, end-capping of the polymer chains or synthesis of block

copolymers could be performed. End-capping of the polymer chains was carried

out using an active reagent such as a Grignard reagent. The end-capping method

allowed estimation of the average number of repeating units in the polymer chain

by 1H NMR peak integration.

(Note that gel permeation chromatography (GPC) overestimates the molecular

weight of rod-like polymers such as P3HT. GPC generally measures the relative

molecular weight of the polymers with respect to polystyrene standards. GPC

measurements are based on the correlation of hydrodynamic volume of the polymer

chains with their molecular weights and, hence, give an overestimated molecular

weight for rod-like polymers such as P3HT [114]. A systematic comparison of

molecular weights from 1H NMR and GPC measurements by the Seferos group

revealed that GPC overestimates the Mn values of P3HT as compared to 1H NMR

linearly by a factor of 1.3 forMn of 6.5-23 kDa and nonlinearly for higher molecular

weights [115]. On the other hand, MALDI-TOFMS can be used obtain the absolute

molecular weights [116]). However, end-capping reactions are generally not
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quantitative conversions, making estimation of the number of repeating units by

NMR unreliable.

Synthesis of block copolymers could be performed by sequential addition of a

second monomer to the ‘living’ polymer chain. This feature was exploited by many

groups for the synthesis of a variety of block copolymers [111, 117–124]. Many

researchers end-functionalized the P3HT chain with an end group [13, 108, 125–

134] and later used the functionalization as a macroinititor for the synthesis of a

second block using alternative techniques like anionic polymerization [129, 132,

133], reversible addition-fragmentation chain transfer (RAFT) [127], atom transfer

radical polymerization (ATRP) [128], etc. [13, 108, 135]. This approach led to the

synthesis of various block copolymers such as P3HT-b-PMMA [129] and P3HT-b-
PBLG [130, 131], which would otherwise be not viable due to the non-involvement

of the second block in GRIM. On the whole, GRIM is the most versatile technique

for the synthesis of regioregular P3ATs.

Mechanistic studies by the McNeil group revealed that the rate-limiting step of

GRIM polymerization is ligand dependent [136, 137]. They observed that when

dppe is used as the ligand, the reductive elimination reaction is the rate-limiting step

[136], whereas when dppp is used as the ligand, the transmetallation reaction is the

rate-limiting step [137]. The Rawlins group observed that during the polymeriza-

tion reaction, the nickel species diffuses from chain to chain, indicating a loss of

chain ends, without a loss in control of molecular weight [138]. Kinetic isotope

effect studies undertaken by Yoshikai et al. suggested that the transmetallation

reaction is the first irreversible step in the reaction mechanism [92]. Varying the

ligands attached to the catalyst was adopted by many research groups as an

alternative strategy for expanding the scope of GRIM to different monomer systems

[122, 139–145]. The McNeil group studied the synthesis of P3HT with

dialkylphosphino nickel catalysts [139], whereas the Stefan group used the more

soluble nickel-diimine catalyst [140]. Both groups observed a chain-growth poly-

merization mechanism.

The influence of additives such as LiCl on the mechanism of the reaction and

quality of the end polymer was investigated by many groups [122, 137, 143, 146–

151]. Knochel’s group first observed that addition of LiCl salt during the

magnesium–halogen exchange reaction increases the rate of the exchange reaction

and also increases the yield of the metathesis reaction [146, 147]. It was understood

that LiCl complexes with the Grignard reagent and breaks up the aggregates, thus

increasing the reactivity of the Grignard reagent [150]. Further mechanistic studies

revealed that addition of LiCl led to polymers with higher molecular weight and

lower PDI [137, 148–151].

All three methods (McCullough method, Rieke method, and Grignard metathe-

sis) are efficient in the synthesis of highly regioregular and narrow PDI polymers.

However, the reaction mechanism of all three methods involves an initial TT

coupling reaction that results in at least one regiodefect in the polymer chain. The

end groups of the polymers in an efficient catalyst transfer reaction are H/Br. It has

been observed that the presence of a bromine end group in the polymer chain lowers

the opto-electronic properties of the polymer [152, 153]. Initiating the
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polymerization from an external initiator would eliminate the TT regiodefect

formed in the first step of the polymerization and also prevent the formation of Br

terminal groups from the TT coupling reaction.

5 External Initiation of Polymerization

It has been well established that nickel catalyst allows the formation of highly

regioregular P3HTs with well controlled molecular weight and PDIs. Initiating the

polymerization from an external moiety should retain the quasi-living nature of

GRIM/KCTP and, moreover, allow inclusion of an aromatic group that would

preserve the aromaticity of the polymer backbone. The external initiation can be

started using a small molecule initiator, a polymeric initiator, or one that contains a

complex architecture.

The Kiriy group was the first to explore an external initiation polymerization by

the preparation of a suitable initiator for the synthesis of P3HT [154]. They used

Ar-Ni(PPh3)2-Br as an initiator (synthesized according to the oxidative addition

reaction between bromobenzene or o-bromotoluene with Ni(PPh3)4 [155, 156]) for

P3HT synthesis. This initiator molecule was then reacted with 2-bromo-5-

chloromagnesio-3-hexylthiophene to generate P3HT, with 98% of chains having

a phenyl end group [154]. The polymers displayed about 29 repeat units with a

regioregularity reaching 85%. End-group analysis of the synthesized polymers

revealed that the end groups were a mixture of Ph/H, Ph/Br, and H/H, indicating

the presence of chain transfer or chain termination processes [107, 154]. Using the

principles of chain-growth and step-growth polymerizations [157, 158], Kiriy and

coworkers indicated that the underlying mechanism of the reaction is a chain-

growth mechanism and not a step-growth mechanism [107]. The presence of

chain transfer or chain termination processes would lower the livingness of the

polymerization and would therefore make it difficult to achieve efficient synthesis

of block copolymers and other polymer architectures. Kiriy and colleagues also

synthesized polymer brushes by initiating the polymerization from surface-

immobilized macroinitiators [154], which is explained in Sect. 5.2.

The Luscombe group further extended the work on initiator synthesis [159–

161]. Doubina tried to replace the unstable, expensive, and carcinogenic Ni(PPh3)4
with an air-stable [162, 163] and inexpensive Ni(PPh3)2Cl2 for the synthesis of

Ar-Ni(PPh3)2-Br [159]. Two alternative methods were employed for the synthesis

of the initiator Ar-Ni(PPh3)2-Br. First, Ni(PPh3)4 was produced in-situ by the

reduction of Ni(PPh3)2Cl2 with two equivalents of butyl lithium and in the presence

of two equivalents of PPh3. In a second method, bromo benzene was reacted with

one equivalent of butyl lithium to generate an aryl lithium, which upon reaction

with Ni(PPh3)2Cl2 generated the initiator Ar-Ni(PPh3)2-Cl. The initiators produced

by these two methods were utilized in an in-situ one-pot polymerization reaction.

The initiator obtained by the first method could only produce polymers with a

degree of polymerization (DPn) of 50, indicating the presence of chain termination
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and chain transfer reactions. The synthesized polymers contained 60% Ph/H ter-

minal groups and when the initiator was replaced with Ar-Ni(PPh3)2-Cl the per-

centage of Ph/H terminal groups increased to 90%, indicating that chain growth is

more efficient with Ar-Ni-(PPh3)2-Cl than with Ar-Ni(PPh3)2-Br. Doubina and

coworkers also attempted simultaneous oxidative addition between Ni(cod)2 and

bromo benzene and ligand exchange reaction (with PPh3, dppp, dppe and dppf) in a

one-pot reaction (Scheme 9) [160]. The ligands dppp and dppe did not yield

externally initiated polymers whereas the PPh3 and dppf displayed high initiation

efficiency (90% for PPh3 and 83% for dppf). Both the polymers contained mixtures

of Ph/H and Ph/Br end groups.

The Kiriy group extended the use of inexpensive Ni(PPh3)2Cl2 by generating

Ph-Ni(PPh3)2-Cl on reaction between Ph-MgCl and Ni(PPh3)2Cl2 [166]. They also

developed the initiators Ph-Ni(bpy)-Br and Ph-Ni(dppp)-Br (Scheme 9) [164]. The

polymers obtained by using Ni(bpy)Cl2 and Ph-Ni(bpy)-Br displayed good

regioregularities; however, they had broad PDIs. The polymer obtained from

Ph-Ni(bpy)-Br had a significant amount of Ph/Br and H/Br end groups. Ph-Ni

(dppp)-Br and Ph-Ni(dppe)-Br were prepared by a ligand exchange reaction

between Ph-Ni(bpy)-Br and dppp or dppe ligand. The polymers obtained from

Ph-Ni(dppp)-Br as catalyst displayed high regioregularities and reasonably low

PDIs. The molecular weight scalability was also good up to a DPn of 100, with

the presence of only Ph/H end groups (observed from NMR) indicating a good

chain-growth polymerization procedure. Similar results were observed for Ph-Ni

(dppe)-Br as the catalyst.

The Luscombe group synthesized Ph-Ni(dppp)-Cl and o-tolyl-Ni(dppp)-Cl by
the oxidative addition between aryl chloride and Ni(PPh3)4, followed by a ligand

exchange with dppp. When used as initiators, the two complexes produced fully

regioregular P3HTs with PDIs of 1.1–1.2 (Scheme 9). Kinetic studies of the

polymerization indicated that it is a chain-growth mechanism with only tolyl/H

end groups for tolyl initiator, whereas the phenyl initiator displayed mostly Ph/H

end groups with a small percentage of Ph/Br and H/Br also present (Fig. 6). The

presence of polymer chains with Ph/Br end groups was attributed to the decreasing

solubility of the polymer chain, whereas the H/H-terminated polymer chains were

formed due to a small amount of Ni(dppp)2 formed during the ligand exchange

reaction. The more efficient initiation in the case of o-toluene indicates the impor-

tance of the methyl substituent in the ortho position to the Ni complex. Chatt [167]

and Hidai [156] explained this phenomenon as electronic and steric stabilization of

the Ni complex due to the ortho substituent; the ortho substituent holds the plane of
the aryl group perpendicular to the plane of the Ni complex, thereby lowering the

energy of the dxy orbital (highest filled) of the Ni complex and by involving in

π-backbonding to the π* orbital on the aryl group. The ortho substituent also

sterically blocks the axial coordination site on the Ni atom and, hence, prevents

the disruption of the geometry on the Ni complex.

Smeets and colleagues observed that Ar-Ni(PPh3)2-Cl gives only about 65% of

Ar/H terminated polymers whereas about 95% Ar/H terminated polymers were

observed by the addition of two equivalents of dppp ligands (addition of one
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equivalent of dppp gave rise to only 85% Ar/H terminated polymers) [168]. All this

research suggests that for an efficient external initiation polymerization reaction,

the presence of a methyl substituent ortho to the Ni group on the aromatic ring of

the initiator, the presence of a dppp ligand on the nickel atom, and a chloro

substituent on the Ni atom increase the efficiency of polymerization.

Scheme 9 External initiation of P3HT as used by the groups of Kiriy, Luscombe, and Nesterov

[154, 159–161, 164, 165].
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The Nesterov group used a one-step method for the synthesis of the initiator.

They reacted aryl halide with Ni(dppp)2 to obtain the initiator Ar-Ni(dppp)-Cl in

reasonably good yields (45–55%) [165]. Their method not only involved the

one-step synthesis of Ar-Ni(dppp)-Cl initiator, but it also prevented the undesired

presence of PPh3 ligand, which may reduce the efficiency of the catalyst, promote

disproportionation of the initiator, and also promote undesired aryl–aryl coupling.

The authors claim that this procedure yields polymers that are defect-free and with

100% regioregularity. However, the polydispersities reported varied between 1.16

and 2.00.

5.1 Variation of Functional Groups That Can be Attached
to the External Initiator

Efficient external initiation can pave the way to further functionalization and to

varied polymer architectures. External initiation was attempted by different

research groups with various functionalizations of the phenyl group (Fig. 7).

Doubina et al. prepared a series of initiators by the addition of electron-donating

and electron-withdrawing substituents on the phenyl ring to change the reactivity of

oxidative addition reaction [159]. Although the rate and efficacy of the oxidative

addition reaction is higher in the presence of an electron-withdrawing substituent

[171], it was observed that the polymerization reaction is not very efficient. Very

low amounts of initiator/H end groups have been observed for polymers synthe-

sized from initiators with electron-withdrawing substituents on the phenyl ring,

indicating a large number of chain transfer reactions. Similarly, the polymer

obtained from 4-bromo anisole also displays very low amounts of initator/H end

groups. Thus, it can be inferred that the polymerization of P3HT is more efficient on

unfunctionalized phenyl rings in Ph-Ni(PPh3)2-Cl than on substituted phenyl rings.

Fig. 6 MALDI-TOF MS of P3HT synthesized using Ph-Ni(dppp)-Cl (left) or o-tolyl-Ni(dppp)-Cl
(right) as initiator [161]. Reprinted with permission from Bronstein and Luscombe [161]. Copy-

right (2009) American Chemical Society
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It was also observed that when o-chlorotoluene is used as the aryl halide, P3HT is

produced only when PPh3 is the ligand (but not with dppf), whereas p-chlorotoluene
could not produce any polymer (with either of PPh3 or dppf as the ligands). Doubina

et al. further studied the steric effects on the polymerization by attaching

phosphonate esters (which can be used to form efficient monolayers on metal

oxides [172]) on the ortho and para positions of the phenyl ring [169]. The

phosphonate ester, when substituted on the para position of the tolyl initiator,

yielded about 94% HT couplings with a PDI of 1.2 and had up to 75% initiator/H

end groups. The same substituent on the para position of the phenyl initiator did not
yield any polymer, further emphasizing the advantage that the tolyl initiator has

over the phenyl initiator [159, 169]. The polymer obtained from the ortho-
substituted phosphonate ester contained only 37% initiator/H end groups, partly

because of the incomplete oxidative addition reaction. The polymer obtained from

(5-bromo-4-hexylthiophen-2-yl)methyl phosphonate initiator showed only 18%

initiator/H end groups [169].

Smeets et al. synthesized para-siloxyl-substituted o-tolyl bromide and para-ethynyl-
trimethyl silyl-substituted o-tolyl bromide, i.e., 1-bromo-2-methyl-4-({[(t-butyl)
dimethylsilyl]oxy}methyl)benzene and 1-bromo-2-methyl-4-[2-(trimethylsilyl)-

ethynyl]benzene (Fig. 7) [168]. The oxidative addition of these aryl halides with Ni

(PPh3)4 followed by the addition of two equivalents of dppp ligand yielded 95%Ar/H-

terminated polymer chains for the siloxyl substituent and about 80% Ar/H for the

ethynyltrimethylsilyl substituent. These results, combined with Doubina’s results

[169] on para-substituted phosphonate esters, confirmed the importance of the presence

of an ortho substituent position on the aromatic initiator, irrespective of the presence or

absence of a substituent on the para position of the phenyl ring.
The presence of functional groups such as phosphonate ester, siloxane, and

silanes on the initiating group helps in gaining an additional functionality to the

polymer chain, such as the ability to attach to a surface, react with certain groups,

etc. In the same context, the group of Koeckelberghs synthesized external initiator

from 3-bromo-4-methylpyridine and other functional groups [170]. The polymers
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obtained had polydispersities between 1.2 and 1.4 with the end groups for the

majority of polymer chains being initiator/H and only a small quantity of initia-

tor/Br observed. In Sect. 5.2, a few examples demonstrating the advantage of

having functional group on the initiator are discussed.

5.2 Initiation of Polymers from Surfaces

One of the main advantages of external initiation of a polymerization is the ability

to attach different functional groups on the initiator unit that can add an additional

functionality to the polymer chain and interact with the external environment

without disrupting the solid-state packing or the properties of the polymer.

The Kiriy group used the external initiation technique for the synthesis of polymer

brushes by initiating the polymerization of 2-bromo-5-chloromagnesio-3-

hexylthiophene using the macroinitiator PS-Ni(PPh3)2-Br, obtained by oxidative

addition reaction between bromo-substituted polystyrene and Ni(PPh3)4. They

immobilized the polystyrene on a glass substrate and initiated the polymerization,

thereby obtaining polymer brushes of 40–70 nm thickness [154, 173]. The brushes

exhibited the properties (solvatochromism and thermochromism) of highly

regioregular P3HT. Kiriy and coworkers further extended this technique by grafting

P3HT chains onto the block copolymer poly(4-vinylpyridine)-b-poly(4-iodostyrene)
[174] and transformed the non-conductive surface of P4VP-b-PS(I) to a

semiconductive surface. A low grafting density of one P3HT unit for every seven

polystyrene units was observed. The grafted films displayed a smooth surface

morphology. The grafted copolymer P4VP-b-PS(I)-graft-P3HT was also grown on

silica particles (micron scale) (Fig. 8). Attempts to detach the grafted copolymer off

the silica particles for the analysis of the P3HT chains were unsuccessful. Senkovsky

et al. also grew P3HT chains on organosilicon nanoparticles [164]. Detachment of

P3HT chains was successful by dissolution of the nanoparticles in HF. Analysis of the

detached P3HT chains showed that the polymers hadMn of 43,000 g/mol. The group

managed to grow densely grafted P3HT (with tethering density of 0.28 chains/nm2),

which increased the colloidal stability of the nanoparticles.

Sontag et al. explored the growth of polythiophene on gold surfaces by

functionalizing the surface with a 6-(5-bromothiophen-2-yl)hexane-1-thiol

[175]. The more reactive Ni(cod)(PPh3)2 complex was used for the oxidative

addition with the bromo-end of the thiophene on the functionalized gold surface.

The reactive Grignard species ClMg-Th-I was used for the growth of the polymer

chain. Smooth polythiophene films of thickness ~14 nm could be grown and the

sigma bonding of the films with the surface was confirmed by cyclic voltammetry

(CV) and polarization-mode infrared reflection absorption spectroscopy (IRAS).

The Locklin group further extended the surface initiation technique to indium tin

oxide (ITO) and silica surfaces [148, 178–180]. Phosphonic acid derivatives were

used for interaction with the ITO surface and for the formation of monolayers.

Initiators were formed on these monolayers through the oxidative addition reaction
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with Ni(cod)2 and ligand exchange with dppe, dppp, dppb, and bpy ligands

[148]. The surface coverage decreased on ligand exchange due to disproportion-

ation reactions [102, 105, 150, 169, 181–183], which can be lowered by the

presence of a substituent ortho to the Ni complex on the initiator moiety [159,

168, 169]. The poly(3-methylthiophene) (P3MT) chains grown on these initiators

exhibited uniform surface morphology on both silica and ITO, irrespective of the

ligand used, with a surface thickness varying between 40 and 65 nm. It was shown

that the use of a palladium catalyst for surface-initiated KCTP reduced the dispro-

portionation reactions, thereby increasing the surface coverage [176]. The growth

of polythiophenes on ITO surfaces has applications in the organic solar cell industry

as a possible alternative for the commonly used conductive layer polyethylenediox-

ythiophene : polystyrenesulfonate (PEDOT:PSS), which is known to have some

ill-effects on the ITO surface [184–186]. Doubina et al. functionalized the ITO

surface with 4-chloro-3-methylbenzyl phosphonic acid and initiated the growth of

P3MT using the initiation reactions discussed earlier [177]. Films with thicknesses

up to 265 nm could be grown by controlling the monomer concentration in the

solution. The films exhibited faster charge transfer kinetics upon doping, whereas

the undoped films served as an electron blocking layer. These films offer tunable

energy levels to facilitate charge transport in organic solar cells [148, 177]. Yang

et al. further extended this work by fabricating bulk heterojunction (BHJ) solar cells

of P3HT and PCBM utilizing the P3MT interlayer as a replacement for PEDOT:

PSS [187]. They showed that the P3MT interlayer exhibits good transparency

across the visible region as a function of film thickness and showed excellent

stability in air, water, and organic solvents. The BHJ solar cells fabricated from

P3HT:PCBM active layers displayed a power conversion efficiency (PCE) of 2.5%,

whereas the devices with conventional structure using a PEDOT:PSS interfacial

layer displayed a PCE of 3.2%. The substrates could also be reused after stripping

off the cathode layer and the active layer [187]. This shows promise for further
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exploration and optimization of the growth of P3MT layers on ITO surfaces for a

more effective interlayer for organic solar cells.

5.3 Exploration of Different Polymer Architectures Using
External Initiation

Multiarm or star-shaped polymer architectures have been explored for different

coil-like polymers [188–190]. The Lin group reported star-shaped diblock copoly-

mers of poly(acrylic acid) and P3HT and of polystyrene and P3HT by a combina-

tion of ATRP and GRIM [191–193]. Similarly, bottlebrush-shaped polymers were

reported by Kilbey’s group [194]. In this synthetic scheme, P3HT was first synthe-

sized and the bromo end group was functionalized such that a norbornenyl-

functionalized P3HT macromonomer was obtained, which was further polymerized

by ring-opening metathesis polymerization (ROMP) [194]. Some other groups

reported synthesis of diblock copolymers containing P3HT by a combination of

GRIM with other living polymerization techniques [191, 195–197]. The Tang

group synthesized an alternating copolymer of zinc-porphyrin with terthiophene

and zinc-porphyrin with poly(30-hexyl-2,20-bithiophene) using the Stille coupling

reaction [198]. They also used Stille coupling for the synthesis of star-shaped P3HT

with porphyrin as the core [199]. Three-armed oligothiophene molecules have been

synthesized by different groups [200, 201]. However, there were not many reports

for conjugated polymers like P3HT until the advent of external initiation. A chain-

growth, ‘quasi-living’ polymerization would provide higher control over the length

of the arms of the polymer. The synthesis of these multiarm polymers can involve

either an arm-first or a core-first approach. The arm-first approach involves the

synthesis of a living polymeric chain and its end-functionalization with a

multifunctional core, whereas the core-first approach involves building a

multifunctional core from a small molecule and later grafting the polymer chains

(simultaneous polymerization of multiple arms) from the core. The arm-first

approach has steric and diffusion-controlled limitations involving reaction of the

living polymer chain with the functional groups on the core. The core-first approach

can be limited by insufficient initiation/grafting on polymer chains.

Different polymer architectures, such as two-armed (V-shaped), three-armed

(Y-shaped), and star-shaped polymers, have been synthesized by both arm-first

and core-first approaches. Wang et al. reported the synthesis of the first star-shaped

P3HT [202]. They first synthesized a 5-bromothiophene-substituted dendritic

polyphenylene core. This was followed by the synthesis of 2-bromo-5-

(bromomagnesio)-3-hexylthiophene by the McCullough method and an in-situ

simultaneous addition of Ni(dppp)Cl2 catalyst and 5-bromothiophene-substituted

dendritic core. The star-shaped polymer thus synthesized was compared with a

linear P3HT molecule synthesized using the McCullough method. The differences

in properties observed using multidetector size-exclusion chromatography (SEC),
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differential scanning calorimetry (DSC), and atom force microscopy (AFM) con-

firmed the presence of a star-shaped structure. Wang and coworkers further

extended this methodology to synthesize star-shaped polymers in which a

hyperbranched triphenylamine core was coupled with P3HT [203] or poly

(3,4-ethylenedioxythiophene-didodecyloxybenzene) [204]. Similar reports of

oligothiophenes decorated on dendrimers [205–208] and small organic molecules

[209] have been reported.

The Kiriy group adopted a core-first synthetic approach for the synthesis of

six-armed P3HT [210, 211]. The core was synthesized using the oxidative addition

reaction of hexakis(4-bromophenyl)benzene with Et2Ni(bipy). Grafting P3HT

chains on the initiator formed using GRIM gave rise to the six-armed P3HT with

Mn of 8,000 kg/mol and PDI of 1.98. The presence of a hexaphenylbenzene

core was confirmed by 1H NMR analysis, and the surface morphology observed

by AFM imaging was used to ascertain the star-shaped structure (Fig. 9).

Fig. 9 Structures of the multiarmed P3HTs synthesized: six-armed star (top left), four-armed

star (top right), two-armed V-shape (bottom left), and three-armed Y-shape (bottom right)
[202, 210–213]
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However, it was difficult to ascertain whether the polymerization proceeded over all

six arms.

Yuan et al. also adopted a core-first approach for the synthesis of V-shaped

and three-armed (Y-shaped) P3HTs [212]. The benzene core was extended with a

4-phenyl-2-chlorotolyl group on each of the arms. Oxidative addition on the di- and

tri-substituted cores using Ni(cod)2 and PPh3 was used , followed by ligand

exchange with dppp. The synthesized polymers displayed molecular weights

corresponding to the estimated DPn with narrow PDIs of 1.10 and 1.15. There

was excellent control over the chain-growth reaction, with nearly 100% core/H

terminations for both V-shaped and Y-shaped polymers (Fig. 9). Although the

length of the polymer chains averaged over all arms conformed to the estimated

DPn, the actual length of each of the arms or the uniformity of the chain lengths

across all arms could not be estimated.

In a similar fashion, the group of Seferos adopted a core-first approach. They

synthesized a bromine-functionalized zinc-porphyrin core [213]. An oxidative

addition reaction on this core with Ni(PPh3)4 followed by a ligand exchange with

dppp yielded a zinc-porphyrin initiator with four initiation sites. These four sites

were utilized for the initiation of polymerization to obtain star-shaped polymers of

P3HT and poly(3-hexylselenophene) (P3HS). GPC data on the polymerization

indicated that pophyrin-(P3HS)4 was isolated. However, it was not possible to

ascertain the presence of polymer on all four arms nor the length of each of the

arms [213]. However, this method shows good promise for controlled synthesis of

novel polymer architectures.

6 Summary, Conclusions, and Outlook

The synthesis of polythiophenes has evolved from the initial methods yielding

insoluble and intractable polymers to a good control over the number of repeating

units and the regioregularity of the polymers. Moving forward from the insoluble

polythiophenes, Yamamoto synthesized P3MTs that displayed a slight improve-

ment in solubility and Elsenbaumer followed this by synthesizing P3ATs that were

soluble. The improved solubility of the P3ATs led to the complete characterization

of these polymers. However, the asymmetry of the 3-alkylthiophene ring contrib-

uted to the formation of four different regioisomeric triads (HH–TT, HT–HH, HT–

HT, and TT–HT), of which HT–HT was the regioregular isomer and displayed

good opto-electronic properties due to better solid-state packing of the polymer.

Synthetic control for obtaining predominantly regioregular P3HT did not exist until

the groups of McCullough and Rieke (in 1992) independently proposed synthetic

schemes to obtain predominantly HT coupled (>95%) polymers. These methods,

however, required cryogenic temperatures. In 1999, McCullough showed that

highly regioregular P3ATs can be synthesized at ambient conditions using Grignard

metathesis polymerization. The focus shifted towards understanding the mecha-

nism of the polymerization. The groups of McCullough and Yokozawa showed
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evidence that the polymerization goes through a chain-growth mechanism unlike

other polycondensation reactions, with Yokozawa renaming the polymerization as

the Kumada catalyst transfer polycondensation (KCTP). Mechanistic efforts into

understanding the mechanism for obtaining absolute control were led by the groups

of McCullough, Yokozawa, Kiriy, and McNeil. Kiriy proposed an external initia-

tion method for growing P3HT grafts on polymers immobilized on surfaces.

Further efforts at external initiation were led by the groups of Kiriy and Luscombe

in attempts to obtain absolute control over the chain-growth mechanism for the

synthesis of polymers with well-controlled molecular weights and narrow polydis-

persity indexes. The external initiation technique was further extended to initiation

of polymerizations from surfaces such as gold, silica, and ITO. An environmentally

stable P3MT layer was grown on ITO surfaces by the groups of Luscombe and

Locklin and the latter further showed that this P3MT layer can probably replace the

PEDOT:PSS interlayer in organic solar cells. The Kiriy and Luscombe groups took

advantage of the robust chain-growth mechanism of GRIM/KCTP to synthesize

star-shaped polymers using a core-first approach. Luscombe’s group demonstrated

that V-shaped and Y-shaped polymers could be synthesized with good control over

molecular weights and narrow polydispersities. Further improvements in structure

and functionality can be achieved by designing more complex architectures tuned

for specific applications.
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Abstract The search for renewable and environmentally friendly energy sources

has made organic electronics an interesting field of research. Semiconducting

polymers stand out because they offer cheap and easy processability at a large-

scale from solution, combined with impressive optoelectronic properties.

Polythiophenes, in particular poly(3-hexylthiophene) (P3HT), are the most prom-

inent and investigated representatives of semiconducting polymers and have been

applied in various devices such as solar cells and field-effect transistors. For this

class of polymers, it has been well established that the morphology of the functional

layer has a significant impact on the device performance. However, transport

bottlenecks are hard to determine due to the complex semicrystalline microstruc-

ture, which is composed of a mixture of crystalline and amorphous domains. In

order to gain a deeper understanding of the correlation between microstructure and

functional properties, precise control of nucleation and growth of semicrystalline

polymers such as P3HT is crucial. This article gives an overview of recent publi-

cations addressing the morphology and crystallization of regioregular P3HT, both

in solution and thin film, and attempts to correlate these structural features to the

functional (i.e. optical and electrical) properties of the polymer.
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1 Introduction

Semiconducting polymers have attracted a great deal of attention in the last decades

because of their remarkable optoelectronic properties combined with low-cost

solution processability [1–4]. One of the most prominent semiconducting polymers

is poly(3-hexylthiophene) (P3HT), whose optoelectronic properties and device

performance have been investigated extensively in numerous studies

[1, 5–7]. Most of the fascinating properties of semiconducting polymers such as

P3HT derive from their strong tendency to crystallize, because strong

intermolecular interactions in well-ordered crystalline domains offer efficient

charge transport pathways through the polymer layer on a macroscopic scale

[8]. Polymer crystallization of flexible chains such as polyethylene (PE) has been

described by numerous theories [9, 10]. As a result of different processing

conditions, there is a great diversity of morphologies for these polymers, which

have been widely explored and reviewed [11] during the last 50 years. Crystalline

lamellae based on folded chains are unique for polymer crystals. Lamellae can

further aggregate and form semicrystalline spherulites under static conditions,

whereas an external field provokes anisotropic structures such as polymer fibrils

[12, 13]. Precise control of crystallization conditions can allow the growth of single

crystals [14, 15] formed of folded-chain lamellae, which are not only used for

investigations of the crystallographic structure, but also for exploring crystalliza-

tion kinetics. From an engineering point of view, the precise morphology is of great

relevance because the mechanical properties strongly depend on the microstructure.

Crystallization of conjugated polymers like P3HT is more complex due to the

rigidity of the polymer backbone and the presence of side chains, which follow

distinct crystallization kinetics [16]. A precise crystallization mechanism for

conjugated polymers has not yet been fully established. The great advantage of a

conjugated polymer backbone, however, is that it allows for functional properties

with a characteristic absorption in the low-energy part of the spectrum and highly

anisotropic charge transport. Hence, the exact morphology affects not only the

mechanical but also the functional properties of the polymer layer and is therefore
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crucial for device performance. For instance, charge transport is highly dependent

on the order within the polymer layer at multiple length scales: On a local scale,

charge transfer is affected by the extent of π-conjugation along the backbone as well
as intermolecular chain contacts. On a macroscopic scale, the interconnectivity of

crystalline grains plays a crucial role in the charge carrier mobility. Therefore,

improving device performance requires precise control of morphology, and new

methods to manipulate and control the polymer microstructure are continuously

pursued. From a research point of view, gaining a detailed understanding of the

correlation between morphology and functional properties is challenging and has

been the focus of various publications [1, 17–20].

This chapter gives an overview of recent reports on the control of morphology of

regioregular P3HT in thin films. Starting from a short introductory section about

synthesis, energy levels, and optical properties in solution, we then discuss the

preparation of one-dimensional (1D) fibers by controlled crystallization from

solution. We then focus on P3HT thin films obtained by solution processing from

good solvents, a procedure that is highly relevant for large-scale applications. The

impact of molecular parameters and processing conditions on the semicrystalline

morphology of P3HT on substrates is discussed in this context. The last part of the

chapter deals with the manufacture of oriented structures of P3HT with long range

order, with the clear perspective of understanding structure–function relations.

2 Regioregular Poly(3-hexylthiophene): Functional

Properties

2.1 Materials

One of the first syntheses of unsubstituted polythiophenes with high conductivity

after doping with iodine was reported in 1980 [21, 22]. However, due to the lack of

processability of these polymers, alkyl chains were attached to the conjugated

backbone to make the polymer soluble in common organic solvents and to allow

deposition from solution. Because 3-alkylthiophene is an asymmetric monomer,

there are three different regioisomers that vary in the relative orientation of the two

thiophene rings when coupled between the 2- and 5-position: 2-20 or head-to-head
coupling (HH), 2-50 or head-to-tail coupling (HT), and 5-50or tail-to-tail coupling
(TT).

As a result, polymers based on 3-alkylthiophene exhibit a different

regiochemistry, which is illustrated in Fig. 1 for the example of P3HT.

Polythiophenes containing a mixture of the different couplings are referred to as

regioirregular or regiorandom. For polymers with irregular substituent distribution,

the thiophene units twist away from planarity as a result of unfavorable HH

coupling, which results in a drastic decrease in the conjugation length. In contrast,

regioregular polythiophenes, which contain exclusively HT couplings, can adopt a
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planar conformation of low energy with extended π-conjugation. This leads to

highly desirable properties for device applications, such as effective charge trans-

port and high absorption in the low energy part of the visible spectrum. In 1992,

McCullough and Lowe described the first synthesis of regioregular P3HT via

Ni-catalyzed Kumada cross-coupling [23, 24]. Using 3-alkylthiophene as the

starting material, selective bromination to 2-bromo-3-alkylthiophene was followed

by lithiation, transmetallation, and polymerization in the presence of nickel. In the

same year, Chen and Rieke presented a second approach for the synthesis of

regioregular P3HT via polycondensation of 2,5-dibromo-3-alkylthiophene using

active zinc (“Rieke Zn”) and nickel catalysis [25]. Both methods presented a

breakthrough for polymer electronics, giving regioregular poly(3-alkylthiophene)s

(P3ATs) with high conductivity. However, synthesis at a large scale was problem-

atic because of the low temperatures necessary during reaction. This problem was

overcome in 1999 by McCullough, who reported the synthesis of highly

regioregular P3ATs by the Grignard metathesis reaction (GRIM), which allows

synthesis at room temperature and at a large scale [26]. Recent progress on defect-

free polythiophenes with controlled terminal groups has been accomplished by

external initiation, developed and extended by Kiriy and Luscombe, respectively

[27, 28]. A detailed review of synthetic routes for regioregular P3HT, including

mechanistic details, can be found in the chapter by Sista and Luscombe in this

book [29].

Fig. 1 Regioirregular (a)

and regioregular (b) poly

(3-hexylthiophene)
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The literature we review in this chapter deals mainly with polymers that are

made by the standard polymerization routes and that are commercially available.

To obtain P3HT with different molecular weights, the method of Soxhlet extraction

is quite common, first demonstrated for regioregular P3HT by Trznadel

et al. [30]. Soxhlet extraction makes use of the different quality of solvents to

separate P3HT into fractions of better defined molecular weight with narrow

molecular weight distribution. Throughout this review we have tried to specify

the molecular weight and polydispersity index of the samples studied in the cited

publications to make the studies as comparable as possible.

2.2 Energy Levels from Electrochemical Measurements

P3HT is a classical semiconducting polymer that is nonconducting in the neutral

state and becomes conducting upon doping. Figure 2a schematically shows the

process of oxidation or p-doping to radical-cationic/polaron species and the reduc-

tion or n-doping to radical-anionic/polaron species by chemical or electrochemical

doping.

Fig. 2 (a) Molecular structure of the neutral (middle), reduced (left), and oxidized (right) forms of

P3HT. The incorporation of counter ions (Y+, X�) from the supporting electrolyte during the

electrochemical doping process ensures electroneutrality within the charged film. (b) Method for

the determination of the oxidation onset potential value of P3HT from a cyclic voltammogram of a

P3HT film deposited on a Pt working electrode; v¼ 50 mV/s, electrolyte: 0.1 M TBAPF6/MeCN.

The interception of the two tangents (dashed lines) at the initial slope of the peak current

corresponds to Eox
onset. (c) Cyclic voltammograms (black) including in-situ conductance measure-

ments (red) of the reduction (n-doping) and oxidation (p-doping) of a P3HT film deposited on a Pt

working electrode; v¼ 20 mV/s, electrolyte: 0.1 M TBAPF6/MeCN; oxidation and reduction were

recorded separately; arrows indicate scan direction. (Data measured by M. Goll and Dr. A. Ruff)
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Determination of the energy levels is typically performed by electrochemistry,

and cyclic voltammetry (CV) has been established as method of choice. The

polymer is either dissolved in the supporting electrolyte or deposited on the

working electrode. The measurements are usually performed with a three-electrode

set-up that includes a working electrode, a reference electrode (for example

Ag/AgCl), and a counter or auxiliary electrode. As electrolytes, acetonitrile

(MeCN) or dichloromethane in the presence of conducting salts such as tetrabutyl-

ammonium hexafluorophosphate (TBAPF6) are well-established. It is

recommended to use ferrocene/ferrocenium (Fc/Fc+) as external reference for

each measurement to make electrochemical potentials comparable [31]. Detailed

electrochemical characterization of P3HT films has been performed, for example,

by Trznadel et al. [30] and Skompska et al. [32].

A typical reversible anodic oxidation cycle of a P3HT film is shown in Fig. 2b, in

which the oxidation onset potential Eox
onset is marked. It is assumed that the onset

potential values in cyclic voltammograms correspond to the oxidation/reduction of

the polymer chains with the largest conjugated π-system. Because the oxidation

corresponds to the removal of electrons from the highest occupied molecular orbital

(HOMO), and the reduction to adding electrons to the lowest occupied molecular

orbital (LUMO), the onset oxidation and reduction potentials are closely related to

the HOMO and LUMO energies. From the graph in Fig. 2c, an Eox
onset ¼ 0.02V

(versus Fc/Fc+) and an Ered
onset ¼� 2.26V (versus Fc/Fc+) can be determined for a

P3HT film with a weight-averaged molecular weight (Mw) of 112 kg/mol and a

polydispersity index (PDI) of 2.4. The graph also contains data on the in-situ

conductance behavior of the P3HT film, which was measured in an electrolyte-

gated transistor configuration (for the method of CV with in-situ conductance

measurements see, for example, [33]). One can see that only upon doping (oxida-

tion or reduction) does the otherwise nonconducting P3HT film become

conducting.

From the onset potential values of the oxidation and reduction, the HOMO and

LUMO levels, respectively, of the polymer can be calculated according to the

following equations [34]:

E HOMOð Þ ¼ � Eox
onset vs: Fc=Fc

þð Þ þ 5:1
� �

eV½ � ð1Þ
E LUMOð Þ ¼ � E red

onset vs: Fc=Fc
þð Þ þ 5:1

� �
eV½ � ð2Þ

For the P3HT film in Fig. 2c, this leads to a HOMO level of �5.12 eV and a

LUMO level of �2.84 eV. In the literature, a factor of 4.8 eV instead of 5.1 eV is

often used, which dates back to a 1995 publication by Pommerehne and coworkers

[35]. For a discussion of the validity of the approach of using onset potentials for

HOMO/LUMO determination we refer to [33, 34].

From the HOMO and LUMO level, Eq. (3) can be used to estimate the electro-

chemical band gap, which is a critical quantity for polymer-based organic

photovoltaics:
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band gap ¼ E HOMOð Þ � E LUMOð Þj j ð3Þ

The electrochemical band gap should not be confused with the optical band gap,

which is typically derived from the onset of absorption in thin film absorption

spectra. Optical spectra give information about the optical excitation of an electron

from the ground to the first excited state, whereas electrochemical oxidation/

reduction produces real charged species, i.e., cations and anions. A combination

of HOMO determination by electrochemistry and LUMO determination by

subtracting the optical band gap is not recommended.

Scharber et al. have proposed a relation between the HOMO of the polymer and

the open circuit voltage Voc, which was used to estimate the maximum efficiency of

bulk-heterojunction solar cells for a number of material combinations, including

P3HT and phenyl-C61-butyric acid methyl ester (PCBM) [36]. As an alternative to

energy level determination with electrochemistry, the method of photoelectron

spectroscopy can be used: Kahn and coworkers used a combination of direct and

inverse photoemission spectroscopy complemented by near edge X-ray absorption

fine structure (NEXAFS) for determination of the HOMO and LUMO energy levels

and the energy gap between the LUMO of the acceptor and the HOMO of the

donor [37].

2.3 Optical Properties of P3HT Solutions

P3HT is soluble in a variety of solvents, which enables easy and cheap process-

ability from solution. Optical spectroscopy in solution gives information about the

conjugation of isolated molecules, usually in the absence of interchain packing

effects. In solution, P3HT exhibits one broad absorption peak without structural

features, which is associated with isolated chains in a coiled conformation

[38]. Both repulsive interactions between successive monomer units and interac-

tions between the solvent and the side chains drive a dihedral twist of the polymer

backbone in solution [17]. Barbara and coworkers studied the impact of

regioregularity on the conformation of a single chain by means of single-molecule

fluorescence excitation polarization spectroscopy [39]. Thereby, they observed

more ordered conformations for regioregular chains, whereas the incorporation of

HH and TT couplings resulted in a wider distribution of conformations due to

unfavorable side chain interactions. This is reflected in the absorbance and fluores-

cence spectra of P3HT solutions of different regioregularity (shown in Fig. 3a). In

chloroform solution, regioregular P3HT shows absorption and fluorescence max-

ima at 454 and 577 nm, respectively, whereas the peak maxima are blue-shifted to

420 and 572 nm in the case of regiorandom P3HT. This blue shift has been reported

by several groups [40–42] and reflects a decreased conjugation length, which stems

from a sterically driven twist of the backbone. For regioregular P3HT, the conju-

gation length of a single chain is further affected by the chain length. Figure 3b
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shows solution spectra of regioregular P3HT in chloroform for four fractions of

different molecular weight achieved by successive extraction in ethyl acetate,

hexane, dichloromethane, and chloroform. The number-average molecular weight

(Mn) of these fractions was 2.2 kg/mol (PDI¼ 1.43), 5.6 kg/mol (PDI¼ 1.18),

13.8 kg/mol (PDI¼ 1.48), and 19.0 kg/mol (PDI¼ 1.35). For regioregular P3HT,

increasing the molecular weight leads to a slight bathochromic shift of the absorp-

tion maximum in solution, which results from an increase in the average conjuga-

tion length along the polymer backbone [17, 30].

Fig. 3 (a) Absorbance

(solid line) and fluorescence
(dotted line) spectra of
regioregular P3HT with

97% HT-HT coupling (top)
and regiorandom P3HT

with 64% HT-HT coupling

(bottom) in chloroform

solution [39]. (b)

Absorbance of regioregular

P3HT in chloroform

solution as a function of

molecular weight. The

fractions were obtained by

successive solvent

extraction in ethyl acetate

(dashed line), hexane
(dotted line),
dichloromethane (dashed-
dotted line), and chloroform
(solid line) [17]. (Reprinted
with permission from

Adachi

et al. [39]. Copyright (2011)

American Chemical

Society. And reprinted with

permission from Zen

et al. [17]. Copyright (2004)

Wiley-VCH)
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The use of poor solvents or solvent mixtures can further allow aggregation and

crystallization directly from solution, which is the subject of the following section.

This aggregation is accompanied by a bathochromic shift of the absorption maxima

and the appearance of a vibronic fine structure (see also Sect. 3). In the extreme case

of solid-state spectra of P3HT films, these effects are even more pronounced, with

the spectra also becoming more structured for high molecular weights (see

Sect. 4.1.1).

3 Crystallization from Solution

The rigidity and planar conformation of the conjugated backbone of many semi-

conducting polymers such as regioregular P3HT allows efficient packing and

crystallization. However, due to the difficulty of forming ordered crystalline struc-

tures from interpenetrating and entangled polymer chains of high rigidity, there are

very few publications on single crystals of polymeric semiconductors [43]. Only

recently has the growth of P3HT single crystals from solution using a self-seeding

approach been reported [44]. The single crystalline nature of the deposited material

and its identification as the form II polymorph was performed by Brinkmann via

transmission electron microscopy coupled with electron diffraction (TEM/ED). For

a more detailed crystal structure and polymorph discussion we refer to Sect. 4.1.2

and the article by Brinkmann et al. in this book [45].

Although insulating polymers such as PE crystallize in 2-dimensional

(2D) lamellar sheets, conjugated polymers like P3HT typically form high aspect

ratio, 1D nanocrystals (nanofibrils, nanowhiskers, nanofibers, and nanorods)

[46]. Aggregation is driven by strong π–π interactions perpendicular to the conju-

gated backbone, as well as by hydrophobic interactions of the side chains.

In 1993, Ihn et al. were the first to report crystallization of P3HT nanocrystals

from a dilute solution of a poor solvent [47]. Nanofibrils were grown from cyclo-

hexanone (0.05%) by slow cooling of the solution from 50�C to room temperature

(25�C/h). After deposition from solution on TEM grids, nanofibrils with a width of

around 15 nm, a height of 5 nm, and a length of around 10 μm were evidenced by

TEM. Figure 4a shows the bright-field image and the corresponding electron

diffraction pattern of P3HT nanofibrils grown from cyclohexanone. A representa-

tive AFM height image of similar nanofibrils is given in Fig. 4b. The precise

packing of the chains within the nanofibrils was determined by electron diffraction

and X-ray analysis and is schematically presented in Fig. 4c. The polymer backbone

packs normal to the long axis of the fibril (i.e., the π-stacking is oriented along the

fibril direction), whereas the alkyl chains point perpendicular to the substrate. This

arrangement is also referred to as edge-on orientation (see also Sect. 4.1.2).

Although the height of the fibrils relates to only two or three layers of P3HT chains,

the fibril length of around 10 μm demonstrates the strong packing tendency in the

π-stacking direction. The fact that the (number) average contour length of the

chains (around 65 nm), which was calculated on the basis of the (number) average
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molecular weight of 29 kg/mol, exceeds the width of the nanofibrils suggests that

the chains fold back and forth in order to be incorporated into the nanostructures, a

typical feature of semicrystalline polymers. Zhai and coworkers could further show

that the fibril width increases with molecular weight, but saturates above a critical

value of around 10 kg/mol (Mn) [49]. Below the critical molecular weight,

nanofibrils are assumed to be formed by extended chains that span the width of

the fibrils. Above the critical molecular weight, chain folding takes place and leads

to a saturation of fibril width. The fold-length is dependent on the crystallization

temperature in solution, which is characteristic of the crystallization of polymers.

Since the seminal work of Ihn et al. in 1993, a large number of publications have

followed that deal with the structural and optical characterization of nanofibrils, but

also address their performance in devices such as organic field-effect transistors

(OFETs) and organic solar cells (OSCs) [47, 48, 50–53]. In general, two common

approaches for P3AT nanofibril production are described in the literature [52]:

(1) the whisker method and (2) the mixed solvent method. For both approaches, the

growth of 1D nanocrystals is driven by strong π–π-interactions and unfavorable

interactions between the solvent and polymer backbone under limited solubility.

Fig. 4 (a) TEM image and the corresponding electron diffraction pattern (inset) of P3HT

nanofibrils crystallized from cyclohexanone solution (0.05 wt%) [47]. (b) AFM height image of

P3HT nanofibrils grown from a solution mixture of anisole and chloroform (4:1 vol%) and

deposited on silicon wafers by spin-coating [48]. (c) Schematic representation showing the

molecular orientation within a P3HT nanofibril [48]. (Reprinted with permission from Ihn

et al. [47]. Copyright (1993) Wiley-VCH. And reprinted with permission from Samitsu

et al. [48]. Copyright (2008) American Chemical Society)
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Using the whisker method introduced by Ihn et al. [47], Guillerez and coworkers

followed the formation of P3HT nanofibrils in solution, prepared using a marginal

solvent, by optical spectroscopy [50]. Aggregation in solution is accompanied by a

drastic color transition from orange to purple/violet (see Fig. 5a), denoting a

significant change in the physical conformation of the polymer chains, as reported

by Ihn et al. and Samitsu et al. [47, 48]. This makes in-situ linear absorption

spectroscopy an elegant and simple tool for monitoring aggregate formation in

solution. Guillerez et al. reported crystal growth in p-xylene, which is a poor solvent
for P3HT at room temperature, whereas complete dissolution of the polymer chains

occurs at elevated temperature and gives rise to a single, broad absorption peak. The

evolution of the solution spectrum after cooling to room temperature at a controlled

rate is illustrated in Fig. 5b. After cooling, additional vibronic structures at

Fig. 5 (a) Photographic image of P3HT (Soxhlet-extracted from THF) in anisole (0.05 wt%) at

60�C (left) and room temperature (right) [48]. (b) Absorption spectra of P3HT in p-xylene (1 wt%)

after dissolution at 80�C and subsequent cooling to room temperature at 20�C/h. Evolution of the

solution was followed at room temperature, with the spectra being taken after (a) 2 h, (b) 4 h, (c)
6 h, (d ) 21 h, (e) 28 h, and ( f ) 48 h [50]. (c) Absorption spectra of P3HT in p-xylene (1 wt%) (a)
before centrifugation and filtration, (b) after the first centrifugation step, (c) after two centrifuga-

tion steps, (d ) after five centrifugation steps, (e) after two centrifugation and one filtration steps,

and ( f ) absorption spectrum of the collective filtrates [50]. (Reprinted with permission from

Samitsu et al. [48]. Copyright (2008) American Chemical Society. And reprinted with permission

from Berson et al. [50]. Copyright (2007) Wiley-VCH)
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525, 555, and 610 nm gradually emerge, which is indicative of the formation of

highly ordered structures. The appearance of an isosbestic point at 475 nm clearly

suggests the presence of two different states in the polymer solution. This is

explained by a transition of completely dissolved polymer chains into aggregated

stacks without intermediate states.

A combination of centrifugation and filtration was used to isolate the fibers in the

form of a crystalline powder that forms stable suspensions in p-xylene (1 wt%). The

filtrate mainly comprised well-dissolved polymer chains, as can be seen from

Fig. 5c. Size-exclusion chromatography further demonstrated that the nanofibrils

were mainly composed of high molecular weight chains (Mw� 46 kg/mol,

PDI¼ 2.3), whereas shorter chains remain dissolved in solution (Mw� 38 kg/mol,

PDI¼ 2.8).

The mixed-solvent method is based on use of a combination of good and poor

solvents [52, 54–56]. Thereby, unfavorable interactions between the polymer and

the poor solvent drive the aggregation of chains into nanostructures. Kiriy

et al. showed that highly aggregated 1D nanostructures of P3HT with a helical

conformation of the backbone can be obtained by adding hexane to a solution of

P3HT in CHCl3. Hexane acts as a selective solvent for the side chains, but is a rather

poor solvent for the conjugated backbone and, hence, favors π–π-interactions and
aggregation [54]. In contrast, Sun et al. started with a solution of P3HT in a

marginal solvent and demonstrated that, by adding small amounts of a good solvent,

the crystallinity of nanofibrils could be improved as a result of an increased

flexibility and organization of the chains within the aggregates [52]. Self-assembly

can further be triggered by ultrasonication of the solvent mixture, as reported by

Kim and coworkers [57].

Zhai and coworkers showed that P3HT nanofibrils can grow into highly ordered

2D nanoribbons, whose structure is shown in Fig. 6 [49]. However, this requires a

well-defined nanofibril surface, which is present only in P3HT of low molecular

weight for which chain folding is unlikely. Nanofibril growth was achieved by

cooling a solution of P3HT in a marginal solvent from 90�C to room temperature.

ForMn> 10 kg/mol, anisole (0.05 mg/mL) was used as a marginal solvent, whereas

crystallization of low molecular weight P3HT (Mn< 10 kg/mol) required the use of

a co-solvent of poor dissolving power (anisole/dimethylformamide (DMF),

1:2 vol%, 0.2 mg/mL) to reduce the solubility of the short chains. At first,

crystallization from solution results in the formation of 1D nanofibrils, which

then act as nucleating points for further growth along the [100] direction via alkyl

chain interactions. For high molecular weight P3HT withMn above a critical value

of 10 kg/mol, chain folding results in nanofibrils with more defects, which prevents

further growth of the nanofibrils into 2D nanoribbons.

A serious consequence of polymer crystallization in solution is gel formation,

which is a severe issue regarding, for example, inkjet printing of polymeric semi-

conductors because gelation dramatically shortens the lifetime of electronic inks.

The gelation mechanism has been intensively studied by Nandi and coworkers, who

describe the gel formation of P3HT as a two-step process [58, 59]. In phase I, single

isolated chains undergo a coil-to-rod transformation, and phase II involves the
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Fig. 6 (a, b) TEM images of P3HT fibrils grown from solution by the whisker method at 25�C: (a)
Mn¼ 6.0 kg/mol, 0.2 mg/mL in DMF/anisole (2:1 vol%) and (b)Mn¼ 15.6 kg/mol 0.05 mg/mL in

anisole [49]; scale bars: 100 nm. (c) Extended and folded polymer chains within the nanofibrils for

Mn< 10 kg/mol andMn> 10 kg/mol, respectively. (d, e) AFM phase images of P3HT nanoribbons

prepared by the whisker method at 25�C and deposited on silicon wafers by spin-coating of (d)
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crystallization of rods into fibrillar structures. Koppe et al. further assume that, after

aggregation, ordered domains link to each other and form a gel, which results in an

increase in viscosity (see Fig. 7) [51]. Aggregation and gelation occur most

intensely and quickly for high molecular weight chains and can be delayed or

even suppressed by “dilutants” such as PCBM and P3HT chains of low molecular

weight. Furthermore, side chain length and regioregularity play a crucial role in the

gelation process [58, 59].

For all the approaches described so far, crystal formation takes place in solution

before the deposition of the polymer on a substrate. The deposition of

pre-aggregated nanocrystals is typically achieved by means of drop-casting, spin-

coating, or dip-coating. The performance of nanofibril-based films of

polythiophenes has been intensely investigated in devices such as OFETs and

OSCs [50, 52, 55, 57, 60–66]. Merlo and Frisbie reported hole mobilities of up to

0.06 cm2/V s for single P3HT nanofibrils, demonstrating the high degree of order

within the fibrils [60, 61]. Samitsu et al. further showed for P3AT of different side

chain lengths that charge carrier transport in single fibrils is much more effective

than between fibrils in a network, suggesting a transport barrier between adjacent

fibrils (see Fig. 8) [63]. In contrast to thin films of P3AT cast from solutions

prepared using a good solvent, nanofibril-based films exhibit hole mobilities that

are relatively independent of the side chain length, which results from the high

in-plane order of the chains within the fibrils (edge-on), whereas the molecular

orientation in cast films is strongly affected by the alkyl chain length during

solution-casting [53]. In bulk-heterojunction solar cells, P3HT nanofibrils yield

high power conversion efficiencies of 3.9% [55] in combination with PCBM.

4 Thin Film Properties

Highly crystalline layers of P3HT can be obtained by pre-aggregation of nanofibrils

in solution followed by deposition of the aggregated nanostructures on a substrate,

which allows decoupling of crystallization from the film deposition process. How-

ever, device fabrication requires cheap and fast techniques to generate homoge-

neous films on a large scale. Consequently, controlled crystal formation in solution

is difficult to implement for device fabrication. Deposition of conjugated polymers

is typically pursued from solutions prepared using a good solvent like chloroform

via various techniques such as spin-coating, doctor-blading, dip-coating, and inkjet-

printing. In these fast processes, crystal formation takes place during drying of the

Fig. 6 (continued) Mn¼ 6.0 kg/mol, 0.2 mg/mL in DMF/anisole (2:1 vol%) and (e)Mn¼ 10.2 kg/

mol, 0.05 mg/mL in anisole; scale bars: 500 nm. (f) Selected area electron diffraction of P3HT

nanoribbons (10.2 kg/mol) corresponding to (e). Molecular arrangement within P3HT nanoribbons

is shown on the right. (Reprinted with permission from Liu et al. [49]. Copyright (2009) American

Chemical Society)
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Fig. 7 (a) Rotational rheometer viscosity measurements of P3HT solutions in o-xylene (1 wt%) at

25�C for different molecular weight compositions obtained by mixing A-Mw (Mw¼ 72.8 kg/mol)

and L-Mw (Mw¼ 26.2 kg/mol) in different proportions [51]. Full lineswere generated by linear fits
to the experimental viscosity evolution. Inset: the slope of the linear fits for increasing contents of

L-Mw mixed with A-Mw (0, 50, 80, and 90 wt%). (b) Photographic images and sketches of the

two-step process of polymer gelation for P3HT (Mw¼ 72.8 kg/mol) in o-xylene solution (1 wt%).

(Reprinted with permission from Koppe et al. [51]. Copyright (2009) American Chemical Society)
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film and therefore usually under nonequilibrium conditions. The microcrystalline

morphology is strongly dependent on the film processing conditions, including the

coating technique itself, but also on the choice of solvent and the nature of the

substrate [5, 67–72]. In addition to the precise deposition conditions, the molecular

parameters of the polymer (molecular weight and regioregularity) have a strong

impact on the morphology [17, 18, 73–75].

In the following section, we review the influence of these different parameters on

the thin film morphology, and also their impact on the functional properties in

devices. The impact of thin film morphology on both the optical and electrical

properties is discussed. The section is structured as follows: First, visual inspection

of P3HT thin films is described, with absorption spectroscopy being an excellent

tool for understanding intra- and interchain order in thin films. Then, the influence

of molecular parameters and processing conditions on the mesoscopic and micro-

crystalline morphology is discussed. Some findings on the influence of morphology

on charge transport are also included.

4.1 Preparation and Characterization of P3HT Films

4.1.1 Optical Properties of Thin Films

When P3HT films are deposited from solutions prepared using good solvents,

significant color changes can be detected that range from orange to purple

depending on the regioregularity and the molecular weight of the batch. Thin film

Fig. 8 A network of P3HT nanofibrils was grown from a solvent mixture of anisole and

chloroform (4:1 vol%, 0.05 wt%) by slowly cooling the solution from 70�C to 20�C (25�C/h)
[63]. The fibrils were deposited on transistor substrates by spin-coating. (a) AFM height image;

scale bar: 1 μm. (b) Output characteristics of a nanofibril-based bottom gate, bottom contact

transistor with VG ranging from +5 V to �30 V (�5 V/step). (Reprinted with permission from

Samitsu et al. [63]. Copyright (2010) American Chemical Society.)
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spectra of regioirregular P3HT resemble the solution spectra of regioregular P3HT

(shown in Fig. 3), consisting of a broad and almost featureless absorption band

[76]. This observation is related to the fact that regioirregular P3HT forms mainly

amorphous layers due to the weak tendency for intermolecular packing, which is

impeded by the sterically driven twist of the backbone. Therefore, the physical

conformation of the chains is similar to that of regioregular P3HT in the solution

state. By contrast, film spectra of regioregular P3HT are significantly red-shifted

and exhibit well-defined vibronic features in the low-energy part of the spectrum,

which is attributed to the presence of π-stacked aggregates in which chain twisting

is strongly constrained, leading to flat molecules with extended conjugation

[76]. Additionally, the optical properties are strongly dependent on the molecular

weight. This is illustrated in Fig. 9, which shows both photographs and absorption

spectra of P3HT thin films of different molecular weight after solution-casting and

thermal annealing, respectively [17]. The fact that the thin film spectrum of low

molecular weight P3HT resembles the solution spectrum indicates that a large

number of the chains adopt a twisted conformation in the solid state. Studies on

thermochromism strengthen the interpretation that the variation in optical absorp-

tion is connected to the conformation of the polymer chain [17]. Heating a thin

P3HT film of intermediate molecular weight (hexane fraction, Mn¼ 5.6 kg/mol) to

210�C leads to a strong color change from red to yellow/orange, most probably due

to a twisting of the backbone. By contrast, little and almost no change is observed

for high (Mn¼ 19 kg/mol) and low (Mn¼ 2.2 kg/mol) molecular weight P3HT,

respectively.

Fig. 9 Optical properties of P3HT thin films as a function of the molecular weight [17]: (a)

Optical photographs of P3HT layers spin-cast from the ethyl acetate (1), hexane (2),
dichloromethane (3), and chloroform (4) fractions. (b) Absorption spectra of P3HT thin films of

the ethyl acetate (open diamond, filled diamond), hexane (open triangle, filled triangle),
dichloromethane (open circle, filled circle), and chloroform (open square, filled square) fractions.
Open and filled symbols correspond to as-cast and thermally annealed layers (5 min. at 150�C),
respectively. (Reprinted with permission from Zen et al. [17]. Copyright (2004) Wiley-VCH)
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Absorption spectroscopy is a good tool for determination of the degree of intra-

and interchain order within P3HT thin films. A detailed and quantitative analysis of

the absorption spectrum of regioregular P3HT was proposed by Spano and

coworkers [6, 77, 78]. For a thin P3HT film, two parts of the absorption spectrum

can be distinguished, as shown in Fig. 10a. The high energy part of the spectrum is

attributed to disordered chains forming intrachain states, most probably related to

chains in the amorphous part of the film, whereas the lower energy part denotes

weakly interacting H-aggregates in crystalline regions of the layer. Two peaks can

be identified in the lower energy part: A0–0 transition at 620 nm (2.0 eV) and A0–1

transition at 570 nm (2.2 eV). The free exciton bandwidth (W ) within the crystalline

domains is associated with the intensity ratio of the A0–0 and A0–1 peaks by the

following equation:

Fig. 10 (a) Normalized absorption spectra of P3HT films spin-coated from various solvents. A

theoretical spectrum for mesitylene is depicted in red [78]. (b) Exciton bandwith (W ) (left axis,
open black symbols) and percentage of film that is formed of crystalline aggregates (right axis, red
symbols) as a function of the casting solvent. (Reprinted with permission from Clark

et al. [78]. Copyright (2009) American Institute of Physics)
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A0�0

A0�1

¼ 1� 0:24W=Ep

1þ 0:073W=Ep

� �2

ð4Þ

where Ep describes the energy of the main intramolecular vibration coupled to

the electronic transition.

The Spano model provides an easy approach for estimating the aggregate

content and intrachain order in P3HT thin films by simply exploiting the absorption

spectrum, as shown in Fig. 10b. The model can be further used to follow crystal-

lization of P3HT from solution, distinguishing between well-dissolved chains and

chains incorporated in crystalline nanocrystals (compare with Sect. 3).

4.1.2 Mesoscale Morphology

Molecular Parameters

It is well established in the literature that the morphology of regioregular P3HT is

highly affected by molecular parameters of the polymer such as molecular weight,

regioregularity, and polydispersity [16–18, 73–75, 79–81]. In 2003, Fréchet and

coworkers showed a clear correlation of the crystalline morphology and the molec-

ular weight of poly(3-alkylthiophene)s, which is also accompanied by dramatic

changes of the field-effect mobility [73].

Low molecular weight P3HT of Mn< 10 kg/mol forms well-defined nanorods

whose widths show a linear increase with molecular weight and correspond well to

the contour length of the chains (Fig. 11a) [75, 79]. This suggests that the nanorods

are composed of extended chains, with the backbone being in the plane of the film

and oriented perpendicular to the long axis of the nanorod. This structure is

supported by X-ray diffraction (edge-on orientation; see end of this section). For

higher molecular weights of Mn> 10 kg/mol, the periodicity of the nanofibrils

saturates and less-defined, nodule-like morphologies appear (see Fig. 11b). Here,

the contour length of the chains is much higher than the width of the nanofibrils.

The linear increase in nanocrystal width with increasing molecular weight,

followed by saturation (see Fig. 12), is attributed to chain folding [79].

Bending of P3AT chains in thin films was visualized by Mena-Osteritz and

Grévin et al. after self-organization on highly oriented pyrolytic graphite (HOPG)

via scanning tunneling microscopy [82, 83]. As a result of the relatively high

stiffness of the conjugated backbone, chain folding is believed to induce stress on

the stacking of the chains, which gives rise to decreased order and less-defined

nanostructures in high molecular weight P3HT.

Regarding charge transport, by increasing the molecular weight Mn over one

order of magnitude from around 4–36.5 kg/mol, the charge carrier mobility is

observed to increase over almost four orders of magnitude, improving from 10�6

to 10�2 cm2/V s [73]. Zen et al. propose that the field-effect mobility is highly

affected by the crystallinity of the sample [17, 74]. Despite the high perfection of
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the crystalline nanorods in low molecular weight P3HT, charge transport seems to

be mainly determined by twisted chains in the amorphous matrix. In contrast,

chains of high molecular weight adopt a planar chain conformation, enabling strong

π–π-interactions and hence efficient charge transport. Kline et al. take into account

that charges become trapped at grain boundaries between nanocrystals [18, 73]. In

low molecular weight P3HT, the nanorods are poorly interconnected (as evidenced

by AFM), which results in severe charge trapping. Longer chains can bridge the

amorphous zones between the crystallites and soften the boundaries, leading to

improved macroscopic charge transport. The presence of such interconnecting

chains in high molecular weight P3HT, also referred to as tie-chains, is illustrated

in Figs. 11 and 13. In general, the morphology of high molecular weight P3HT is

Fig. 11 Morphology of P3HT films directly after spin-coating: (a) Ribbons of a low molecular

weight sample (Mn< 4 kg/mol) in an extended chain configuration [18]. (b) Less-defined mor-

phology of a high molecular weight sample (Mn> 30 kg/mol) with tie molecules (marked by a red
arrow) bridging crystalline domains. (Reprinted with permission from Kline et al. [18]. Copyright

(2005) American Chemical Society)
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composed of a mixture of ordered and amorphous regions. Crystalline lamellae

formed of planar, stacked chain segments are separated by interlamellar amorphous

domains comprising chain ends, chain folds, and long tie-chains, the latter

interconnecting neighboring crystallites. Although little is known about the precise

nature of these interconnections, qualitative considerations were proposed by
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Fig. 12 Evolution of P3HT nanofibril width WAFM and hole mobility μ as function of weight-

average molecular weight Mw and weight-average contour length Lw [79]. Thin films were

prepared by drop-casting from toluene (1 mg/mL). (Reprinted with permission from Zhang

et al. [79]. Copyright (2006) American Chemical Society)

Fig. 13 Microstructure in P3HT thin films: (a) molecular arrangements of the polymer chains

within the nanocrystalline lamellae, which are separated by amorphous domains; and (b) meso-

scale morphology of P3HT consisting of crystalline lamellae (dark grey) separated by amorphous

domains (light grey). Tie-chains connecting adjacent lamellae are shown in red. Image courtesy of

Florian Fischer
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Salleo and coworkers in a recent publication [84]. On large length scales, polymer

chains are flexible, whereas the backbone is rather rigid at the length scale of the

persistence length. Therefore, the authors propose a weak bending of the polymer

chains if the distance between adjacent crystallites is in the region of a few

persistence lengths. These tie-chains with extended conjugation serve as an effi-

cient charge transport pathway through disordered domains in high molecular

weight P3HT.

Processing Conditions

Not only molecular parameters, but also the processing conditions strongly affect

the thin film morphology. The literature on different deposition protocols and post-

processing protocols is huge. In this section, we highlight some representative

examples.

Typical solution deposition techniques are dip-coating, drop casting, and spin-

coating, with the evaporation rate of the solvent increasing in the given order. The

nanostructured morphology is most distinctive in the case of a slow drying of the

film, when the polymer chains have sufficient time to self-assemble into nanocrys-

talline structures. Changes in the thin film morphology as a function of the solvent

evaporation rate are illustrated in Fig. 14, which shows AFM images of P3HT films

of four different molecular weights cast by three different methods under identical

conditions. Dip-coating and spin-coating were performed from chloroform solu-

tion, whereas drop-cast films were obtained from a solvent mixture of chloroform

and tetrahydrofurane (14:3, v/v). Fast solvent evaporation during spin-coating leads

to rod-like structures only for low molecular weight samples, whereas layers of

Mn> 10 kg/mol remain almost featureless. By contrast, slow solvent evaporation

achieved by dip-coating results in well-defined nanostructures that are independent

of the molecular weight. During the slow film drying process, the polymer chains

can stack into ordered nanofibrils, even in the case of long chains. The impact of

such a slow solvent evaporation achieved by dip-coating was further demonstrated

by Heeger and coworkers, who studied charge transport in ultrathin dip-coated

films with a thickness of a few nanometers [70]. The latter exhibit highly ordered

structures, as evidenced by well-resolved bands in the optical absorption spectrum,

which correlates with high mobilities reaching 0.2 cm2/V s in accumulation mode.

In spin-coated layers, the microcrystalline order is typically low, especially

when low boiling point solvents such as chloroform are used. Order can be

significantly improved by using high boiling point solvents such as trichlor-

obenzene (TCB), as evidenced by X-ray diffraction and AFM [69]. This also causes

a significant enhancement of the charge carrier mobility to 0.12 cm2/V s, which is

around one order of magnitude higher than for layers cast from chloroform. Another

approach to slow solidification was demonstrated by Cho and coworkers, who

reported the formation of highly ordered 1D nanofibrils via spin-coating in a solvent

vapor atmosphere [85]. Spin-coating was carried out from chloroform, and the

amount of chloroform within the spin-coating chamber determined the solvent

60 K. Tremel and S. Ludwigs



vapor pressure. Control of the solvent vapor pressure during solidification of the

polymer enabled adjustment of the length of the resulting nanofibrils.

In 1996, Bao and coworkers compared the charge transport properties of P3HT

layers deposited by spin-coating and drop-casting from different solvents [5]. Drop-

cast films generally showed better charge transport, which was attributed to a higher

degree of order achieved by the slow growth process of the film. However, the use

of different solvents resulted in a significant scattering, and no clear evolution of the

hole mobility as a function of the film drying time was found, which was related to

differences in film quality. In order to achieve a better understanding of this

behavior, a detailed structural investigation of drop-cast and spin-coated layers

Fig. 14 AFM phase images of thin P3HT films of different molecular weight achieved by three

different casting techniques [75]. (Reprinted from Verilhac et al. [75], Copyright (2006), with

permission from Elsevier)
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from different solvents was accomplished in later years by Bao and coworkers

[67, 68]. The fact that no clear correlation between the drying time and the field

effect mobility could be found for drop-cast layers was attributed to the precise

mesoscale morphology induced by different solvents, i.e., crystallinity, grain

boundaries, branching of fibrils, and the degree of in-plane stacking. For further

correlations between the charge carrier mobility and the processing conditions we

refer to a recent review by Wuest and coworkers [86] and the article by Zaumseil in

this book [87].
To summarize, the crucial parameters that affect hole mobility include: (1) the

mesoscale morphology comprising the interconnectivity of crystalline domains and

the presence of grain boundaries and (2) the <100> orientation distribution with

respect to the substrate and, hence, the degree of in-plane π-stacking [67]. In the

following section, studies on the orientation of the polymer chains with respect to

the substrate are reviewed.

Texture and Orientation of Polymer Chains on Substrates

Before focusing on the texture of P3HT on substrates, research on structural models

and the polymorphism into form I and form II is briefly mentioned.

From a crystallographic point of view, the a-axis corresponds to the (100)

direction pointing in the direction of the alkyl chains, the b-axis (010) is the

π–π-stacking direction, and the c-axis (001) corresponds to the direction along the

polymer chain. Structural studies on P3ATs were initiated by Prosa in 1992, who

also reported the presence of polymorphism into form I and II (see Fig. 15) [88, 89].

Prosa et al. initially reported an orthorhombic unit cell for form I [89]. In a later

study, Tashiro et al. proposed other possible structures that are consistent with both

experimental and simulated diffraction patterns [90]. Using electron diffraction,

Brinkmann and Rannou found a monoclinic unit cell for form I P3HT [91]. This

structure was challenged by Dudenko et al. [92]. Although it has not been possible

to grow single crystals in form I (which makes the structure determination difficult),

Fig. 15 Crystal structure of P3HT in form I and form II [88]. (Reprinted with permission from

Prosa et al. [88]. Copyright (1996) American Chemical Society)
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single crystals in form II were recently grown by a self-seeding approach from

solution [44]. For a more in-depth discussion of the crystal structures we refer

to [93] and Ref. [45] in this book.

Values of the degree of crystallinity are not usually discussed in the literature.

This is because it is very difficult to determine the reference melting enthalpy ΔHm

of an ideal crystal of P3HT. A first value of 99 J/g was given by Malik and Nandi

[94]. Only recently have optimized values of around 37 J/g been determined by

DSC measurements and 13C solid-state NMR measurements by Saalwächter and

Thurn-Albrecht [16, 81], and values of around 50 J/g were found by Snyder and

coworkers [95, 96]. Density measurements and correlations of the obtained densi-

ties to these melting enthalpies strongly suggest that values between 37 and 50 J/g

seem to be correct [96].

Upon deposition from solution, two textures are mainly reported for P3HT thin

films: edge-on and face-on. For an edge-on texture, the π-stacking is in the plane of
the film, while the side chains point along the substrate normal (Fig. 16a). For a

face-on texture, the polymer chains lie flat on the substrate with the π-stacking
oriented along the substrate normal (Fig. 16b). In the literature, little is reported

Fig. 16 Molecular orientation of P3HT in thin layers, with fast charge transport expected parallel

to the chain axis and in the π-stacking direction, while the side chains act as barriers: (a) edge-on

orientation, (b) face-on orientation, and (c) standing chains. Image courtesy of Florian Fischer
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about standing chains of P3HT, where the polymer backbone stands vertically on

the substrate (Fig. 16c) [97, 98]. The description of texture is not consistent in the

literature, with some groups referring to the orientation of the chains and others

denoting the orientation of crystalline grains with respect to the substrate. In this

chapter, we refer to the molecular orientation of the polymer chains.

In general, the thermodynamically favored texture is assumed to be formed by

edge-on oriented chains [1, 5, 68, 69]. This structure is obtained under conditions

close to the equilibrium realized for slow casting methods such as drop-casting

[1, 67, 68] and dip-coating, and by spin-coating from high boiling point solvents

[69]. The face-on orientation is regarded as a kinetically trapped morphology,

which is obtained by rapid drying of the layer [71]. This texture seems to be further

favored for P3HT of low regioregularity [1] and for layers prepared under shear

force, for instance via the friction transfer method [99] or mechanical rubbing [100]

(see Sect. 4.2.1).

It is generally believed that fast charge transport occurs along the chain axis

(c-axis) and in the π-stacking direction (b-axis), whereas the insulating side chains

(a-axis) lead to charge barriers and low mobilities. Therefore, an edge-on

orientation is highly desirable for OFETs since here high in-plane charge transport

between the source and drain electrode is essential. The importance of molecular

orientation for charge transport was first demonstrated by Sirringhaus and

coworkers, who studied transistor properties for different textures [1]. In edge-on

orientation, the field-effect mobility is more than 100 times higher than for chains in

face-on orientation, which is attributed to the excellent charge transport along the

chain axis and in the π-stacking direction.

The impact of the solvent evaporation rate on the texture was demonstrated by

Bao and coworkers, who prepared P3HT layers from chloroform solution using two

different methods, namely spin-coating and drop-casting (Fig. 17) [68]. In the slow

drop-casting process, polymer chains have sufficient time to self-assemble into

well-defined nanofibrils that are visible in AFM. In accordance with the morphol-

ogy, the polymer chains adopt an edge-on orientation, as evidenced by grazing

incidence X-ray diffraction (GIXRD) measurements. In stark contrast, AFM mea-

surements of spin-cast layers show an almost featureless microstructure, while

GIXRD reveals a predominant face-on texture.

DeLongchamp et al. studied the microstructure of P3HT spin-cast from chloro-

form for different spin speeds and found a remarkable change in the texture, which

is shown in Fig. 18 [71]. With decreasing spin speed, a transition from mainly face-

on to edge-on was observed. A reduction in spinning speed led to a slower

evaporation of the solvent [101]. Therefore, this observation is in agreement with

various reports in the literature showing that slow evaporation typically results in a

higher degree of edge-on orientation [5, 70, 80, 102].

Besides the deposition conditions, the nature of the substrate can have a signif-

icant influence on the texture. Substrate treatment with self-assembled monolayers

(SAMs) such as octadecyltrichlorosilane, hexamethyldisilazane, and

γ-aminopropyltriethoxysilane results in an edge-on texture [72, 103–105]. By con-

trast, Chow and coworkers reported the formation of a face-on oriented P3HT
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Fig. 17 Impact of processing conditions on the texture of P3HT [68]. GIXRD (left) and AFM

measurements (right) of P3HT layers deposited from chloroform solution by (a) drop-casting and

(b) spin-coating. (Reprinted with permission from Yang et al. [68]. Copyright (2007) American

Institute of Physics)

Fig. 18 (a) Results obtained by carbon K-edge NEXAFS measurements of P3HT films cast from

chloroform for various spin speeds [71]. Positive values of the dichroic ratio R denote an edge-on

orientation of the polymer backbone; negative values denote a face-on orientation (“plane-on”).

(b) Chain orientation with respect to the substrate, with the π*-transition being perpendicular to the
conjugated backbone. (Reprinted with permission from Delongchamp et al. [71]. Copyright (2005)

American Chemical Society)
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monolayer on substrates treated with octyltrichlorosilane [104, 105]. Figure 19

illustrates the variation in molecular orientation for different surfaces obtained by

SAMs of different end-group functionalization. Thereby, the change in chain

orientation is attributed to different interfacial interactions.

It should be noted that the orientation of the chains with respect to the substrate

is not uniform throughout the film and is highly sensitive to the film thickness

[103, 106]. For thick films in the range of a few hundreds of nanometers, π-stacked
aggregates are randomly oriented and distributed in an amorphous matrix, whereas

a preferential alignment of the chains is reported if the film thickness is in the range

of the crystal size, i.e., below 25 nm. This is explained by a preferential pinning of

the chains at the film–substrate interface, which results in a high degree of edge-on

orientation in the first few layers of the film.

Fig. 19 Molecular orientation of P3HT on different surfaces with (a) edge-on and (b) face-on

orientation [105]. (c) Height and (e) phase AFM images of P3HT on a NH2-terminated SAM. (d)

Height and (f) phase AFM images of P3HT on a CH3-terminated SAM [104]. (Reprinted with

permission from Kim et al. [105]. Copyright (2005) American Chemical Society. And reprinted

with permission from Kim et al. [104]. (Copyright (2005) Wiley-VCH)
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4.2 Inducing Order and Orientation in P3HT Thin Films

Due to the structural complexity of semicrystalline polymers such as P3HT, charge

transport bottlenecks are difficult to determine. As opposed to small molecules,

crystalline grains in conjugated polymers are usually too small to allow device

fabrication within a single grain or across a single, isolated grain boundary.

Therefore, typical macroscopic transport measurements based on field-effect tran-

sistors, for instance, average over a great number of randomly oriented crystals and

grain boundaries. It remains extremely challenging to measure the impact of the

structural anisotropy within a crystalline grain as well as the influence of grain

boundaries of different orientation on charge transport. The main approach for

overcoming this problem is to induce high in-plane orientation in thin polymer

films. These highly anisotropic layers can serve as a tool for the study of optical and

electronic properties along different structural and crystallographic directions. In

addition, the introduction of controlled defects enables the probing of the impact of

specific morphological features.

There are different approaches to the synthesis of highly ordered, anisotropic

films. For homogeneous layers, anisotropy is mainly induced by controlling nucle-

ation and growth processes and by methods based on shearing forces such as

mechanical rubbing. In patterned thin films, confinement-induced orientation is

exploited to obtain structural anisotropy. In the following section, different ideas on

achieving structural anisotropy for homogeneous and patterned polymer layers and

its impact on charge transport is discussed.

4.2.1 Order in Homogeneous Thin Films

Control of Nucleation and Growth

Epitaxial Crystallization

Epitaxial crystallization on orienting surfaces as one elegant method to induce order

is thoroughly described by Brinkmann et al. [45]. We briefly highlight the main

findings regarding the charge transport anisotropy of such films. Following the

approach of directional epitaxial crystallization (DEC) adjusted by Brinkmann and

Wittmann [107] and De Rosa et al. [108], Jimison et al. produced highly anisotropic

layers of P3HT with fiber-like morphology after directional solidification on the

crystallizable solvent 1,3,5-trichlorobenzene (TCB) (see Fig. 20) [19]. Thereby, the

polymer backbone (cP3HT) orients parallel to the long axis of the TCB needles

(cTCB), with the majority of chains adopting a face-on orientation (Fig. 20d).

Transistor measurements in the a-c-plane of these anisotropic layers revealed a

low charge transport barrier at grain boundaries parallel to the fiber axis compared

with fiber-to-fiber grain boundaries. This result is explained by the relative grain

orientation. Grain boundaries along the fiber separate crystallites in which all the

chains orient along the fiber axis. In this geometry, it is likely that straight intergrain
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Fig. 20 AFM height (a) and phase (b) images of P3HT oriented via epitaxial directional

crystallization [19]. A domain of equiaxed crystallites is highlighted in box 1, and a domain of

elongated crystallites is marked by box 2. (c) Chain alignment within the fibers, with the chain axis

being indicated by the black arrow. (d) Predominant face-on texture within the oriented fibers,

allowing for charge transport measurements in the a-c-plane. (Reprinted with permission from

Jimison et al. [19]. Copyright (2009) Wiley-VCH)
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chains bridge the boundary and provide efficient charge transport pathways

between crystalline grains in the fiber direction (see discussion on the concept of

tie molecules in Sect. 4.1.2). By contrast, fiber-to-fiber grain boundaries only allow

for intergrain chains with sharp bends and twists, which hamper charge transport.

Charge transport along the fiber axis is around one order of magnitude higher than

in the perpendicular direction.

Spherulite Growth

The order of P3HT thin films can be further realized via low nucleation densities

obtained by controlled homogeneous nucleation and self-seeding. Conventional

deposition techniques such as spin-coating usually result in a random orientation of

the crystalline lamellae due to the high and uncontrolled nucleation. Spherulitic

structures of classical, semicrystalline polymers such as polyethylene with low

nucleation density are typically generated from the melt. However, melt-annealing

of conjugated polymers is problematic due to the high melting temperatures and

potential thermal degradation. Although spherulites for P3AT have not been

observed after spin-coating and melt-annealing, Lu et al. and our group reported

the formation of P3AT spherulites by solvent vapor annealing [20, 109–111].

Lu et al. reported on the transition of form I to form II in poly(3-butylthiophene)s

associated with spherulite formation when thin films were treated with CS2 vapor

[110, 111]. A precise control of nucleation density and, hence, spherulite size for

P3HT was achieved by us by introducing an approach based on the controlled

swelling and subsequent deswelling in CS2 vapor of well-defined pressure

[20, 109]. Nucleation densities much smaller than those obtained after typical

spin-casting conditions were achieved, resulting in spherulitic structures of 10–

100 μm in diameter (see Fig. 21a). Thereby, the lamellar crystals composed of

highly ordered, edge-on oriented chains exhibited common in-plane alignment over

several tens of micrometers. Starting from a pre-cast film, swelling in solvent vapor

atmosphere of sufficient pressure results in a complete dissolution of P3HT crystals

present in the film after spin-coating. In this solution-like state, isolated chains

adopt a flexible coil configuration that is reflected in a single broad peak at 465 nm

in the absorption spectrum (illustrated in Fig. 21b). Recrystallization is induced by a

controlled deswelling of the film to form a supersaturated solution, and can be

followed in-situ by polarized optical microscopy (POM) and UV–vis absorption.

Nucleation density is adjusted by controlling the degree of supercooling or by self-

seeding, the latter approach relying on a small number of nuclei that remain in the

solvent-swollen film and act as seeds in subsequent recrystallization. Following this

methodology, nucleation densities over several orders of magnitude can be realized

independently of crystal growth conditions.

By decreasing the nucleation density to such an extent that a single transistor can

be placed in an ordered crystalline domain, charge transport measurements in the

b-c-plane could be performed. For bottom gate, bottom contact transistors, average

mobilities of μII¼ 0.07 cm2/V s and μ⊥¼ 0.20 cm2/V s parallel (II) and perpendic-

ular (⊥) to the spherulite growth direction were found, meaning that charge
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Fig. 21 (a) POM images of P3HT films crystallized at the denoted solvent vapor pressure Pcryst
vap

for 30 min after primary swelling at 91% (CS2 vapor) [109]. (b) In-situ absorption spectra of a

P3HT film swollen in 90% CS2 vapor. (Reprinted with permission from Crossland

et al. [109]. Copyright (2011) Wiley-VCH)
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transport over macroscopic distances is around three times higher perpendicular to

the crystalline lamellae than in π-stacking direction (Fig. 22). We attribute this

observation to the presence of tie-molecules that bridge the amorphous regions

between quasiparallel lamellae and therefore offer highly efficient transport path-

ways in the direction of the chain axis, despite the periodic appearance of amor-

phous zones. In contrast, a clear drop in the field-effect mobility is observed as soon

as the number of nonaligned, interspherulite boundaries in the transistor channel

exceeds one. There are two potential explanations for this observation: First,

macroscopic charge transport might be impeded by a greater width of amorphous

material in between adjacent spherulites compared with the amorphous,

interlamellar regions within the spherulites. Second, tie-molecules are less likely

to bridge nonaligned grain boundaries between adjacent spherulites than low-angle

boundaries between quasiparallel lamellae. The latter interpretation (illustrated in

Fig. 23) is in accordance with the model of Salleo and coworkers proposing that

grain boundaries are not isotropic [112].

Mechanical Rubbing as Shearing Force

Shearing forces can further be used to induce alignment of the initially unoriented

polymer chains in the solid state. The advantage of methods based on shearing

forces is that they are independent of the applied substrate and, therefore, permit

large-scale processing, which is crucial for device manufacture. In this regard,

Nagamatsu et al. used the friction transfer method originally introduced by

Wittmann and Smith [113] for orienting layers of poly(tetrafluoroethylene)s in

order to produce highly anisotropic layers of P3HT [99]. Another method for

orienting P3HT is mechanical rubbing, which is extensively used for the orientation

Fig. 22 (a) Mobility μFET within a spherulite as a function of the angle θ between the charge

transport direction and the spherulite growth direction, the latter being equivalent to the π-stacking
direction [20]. The insets demonstrate the spherulite growth direction within a transistor channel.

(b) μFET measured in interdigitating transistor channels (L¼ 20 μm, W¼ 10 mm) as a function of

the calculated number n of spherulite boundaries per 20 μm transistor channel. (Reprinted with

permission from Crossland et al. [20]. Copyright (2012) Wiley-VCH.)
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of polyimide films applied as alignment layers in liquid crystal displays. Brinkmann

and coworkers performed a detailed study on the orientation mechanism of P3HT

by mechanical rubbing using a combination of TEM and polarized absorption

spectroscopy [100]. In rubbed P3HT layers, the polymer backbone orients along

the rubbing direction and the chains undergo a transition from edge-on to face-on,

which was evidenced by electron diffraction (see Fig. 24a). After solution-casting,

the ED pattern consists of a broad ring, which is assigned to the (020) reflection of

the π-stacking (0.38 nm), indicating a preferential edge-on texture within

isotropically oriented, crystalline domains. Rubbing (one or two cycles) of P3HT

results in the appearance of arced (h00) reflections on the equator caused by the

preferred in-plane orientation of the polymer backbone parallel to the rubbing

direction. After four rubbing cycles, the (020) reflection is almost completely

absent, while strongly arced (h00) reflections with h¼ 1, 2, 3 define the ED pattern.

This observation demonstrates two points: (1) the degree of in-plane alignment of

the polymer backbone parallel to the rubbing increases with increasing number of

rubbing cycles and (2) rubbing causes the chains to undergo a transition from edge-

on to face-on. Polarized absorption further confirms the optical anisotropy of

rubbed layers of P3HT, estimated by the dichroic ratio at 550 nm (Fig. 24b). The

degree of in-plane alignment is highly dependent on the molecular weight of the

used sample, with the maximum alignment achieved for low molecular weights

(Fig. 24c). This result is attributed to the presence of entanglements and chain folds

for high molecular weight P3HT that impede chain reorientation and alignment of

the pre-aggregated π-stacks. The effect of high temperature rubbing is currently

being explored by Brinkmann and coworkers. The evolution of structural anisot-

ropy as a function of molecular weight is reflected in a significant charge transport

anisotropy in the a-c-plane, which is greatly increased for short chains of

Mw< 10 kg/mol. Thereby, charge transport along the polymer chains is more

than one order of magnitude higher than along the insulating side chains. This

Fig. 23 (a) Quasiparallel lamellae composed of stacked aggregates (solid rectangles) that are
separated by amorphous domains (loose lines) [20]. The chains adopt an edge-on orientation with

the alkyl chains pointing normal to the substrate, which allows probing of the charge transport

anisotropy in the b-c-plane. (b) Spherulite boundary where ordered domains meet. (Reprinted with

permission from Crossland et al. [20]. Copyright (2012) Wiley-VCH)
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Fig. 24 (a) ED pattern of as-cast and rubbed layers of P3HT (Mw¼ 17.2 kg/mol) with increasing

number of rubbing cycles [100]. For all patterns, the rubbing direction is oriented in the vertical

direction. Each rubbing step is defined by a rubbing length of l¼ 50 cm. (b) Polarized absorption

spectrum of a rubbed layer of P3HT (Mw¼ 17.2 kg/mol). The incident light is polarized parallel

(II) and perpendicular (⊥) to the rubbing direction. (c) Evolution of the dichroic ratio measured at

550 nm as function of number of rubbing steps for different molecular weights ranging from 5.8 to

70 kg/mol. The inset displays the highest dichroic ratio measured for rubbed layers of P3HT of

different molecular weight. (Reprinted with permission from Hartmann et al. [100]. Copyright

(2011) Wiley-VCH)
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observation is in agreement with results obtained by Heil et al., who focused on

transistor measurements in rubbed layers of P3HT [114].

4.2.2 Order in Patterned Thin Films

Besides chain orientation, the shape of micro- and nanostructures plays a crucial

role in device performance. For instance, bulk-heterojunction organic solar cells

require phase separation of the donor and acceptor on the nanometer length scale in

order to allow for efficient exciton separation into free charges. Within these phase-

separated functional layers, charge transport to the respective electrodes is highly

affected by both crystallinity and chain orientation. For applications, it is therefore

essential to gain control of both the shape of nanostructures and the chain orienta-

tion within the nanostructures. Patterning of polymer layers in micro- or nanometer-

sized structures is mainly achieved by lithographic methods, particularly

nanoimprint lithography (NIL). In the standard NIL process, a rigid mold with

nanostructured features is pressed into the polymer film at high pressure and

enhanced temperature (above the glass transition temperature of the polymer).

The mold is removed after cooling of the film below the Tg. The mechanism of

chain orientation within confined geometries is complex and, according to Hu and

Jonas, different factors must be considered [115]: reduced nucleation probability

within cavities, graphoepitaxial alignment, rheological orientation, confinement,

and pressure during the patterning process. It is not yet fully understood how each

parameter affects a specific material.

NIL-induced orientation was first found for polyvinylidene fluoride (PVDF) and

the liquid crystalline polymer poly(9,9-dioctylfluorene-co-benzothiadiazole)
(F8BT) [116–118]. Structural anisotropy was also reported for P3HT after pattern-

ing by NIL. For instance, Cui et al. described strong optical birefringence for

gratings of P3HT (700 nm periodicity) produced by NIL, most probably the result

of stretching of chains in amorphous domains and reorientation of microcrystals

[119]. A detailed investigation of the molecular orientation in nanostructures via

GIXRD was given by Hu and coworkers and Ocko and coworkers [97, 120]. Hu and

coworkers found that the molecular orientation is highly sensitive to the geometry

of the nanostructures achieved via NIL. For both nanopillars and nanogratings, a

vertical alignment of the backbone is found because the polymer chains orient

along the flow during the imprinting process (see Fig. 25) [97]. In P3HT

nanogratings, the π-stacking direction points along the grating axis. The orientation
mechanism is explained by a combination of flow-induced chain alignment, attrac-

tive π–π interactions between neighboring chains, and hydrophobic interactions

between the alkyl chains and the SAM-treated mold surface. By contrast, Ocko and

coworkers reported a face-on orientation of chains in nanogrooves produced by

NIL, while the polymer backbone preferentially aligns along the groove axis

[120]. The variance of these results illustrates the importance of the mold geometry

comprising the width and height of the nanostructures as well as the thickness of the

residual layer, all parameters having a significant impact on the flow of material
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during the imprinting process. On the basis of these results, Hu and coworkers

proposed a more vertical orientation of chains in the case of high nanostructures

with high aspect ratio, whereas the tendency of lying chains (face-on or edge-on) is

stronger in flat nanostructures with a relatively thick residual layer [121]. This

explanation is in agreement with results by McGehee and coworkers, who observed

a clear correlation of structure size and molecular orientation in P3HT pillars of

different diameter that were produced by filling anodic alumina films of different

pore size with P3HT [122].

A development in NIL is the use of solvent vapor instead of temperature to assist

lithography [123–125]. In solvent vapor, the viscosity of the polymer layer is

significantly decreased, allowing the patterning of thermosensitive polymers at

reduced pressures and temperatures. Line patterns of P3HT achieved by solvent

vapor-assisted imprint lithography showed strong birefringence when crystallized

under low nucleation density conditions in a well-defined solvent vapor atmo-

sphere, as can be seen in Fig. 26a, b. The AFM image of a single P3HT line of

around 500 nm in width (Fig. 26c) reveals a lamellar morphology that is indicative

of a predominant edge-on texture, while the lamellae preferentially align parallel to

the channel axis.

Fig. 25 Vertical chain alignment of P3HT within nanostructures produced by nanoimprint

lithography (NIL) [97]: (a) the nanoimprinting process; (b) the chain alignment process induced

by NIL, caused by both the material flow and interactions between the alkyl chains of the polymer

chain and the hydrophobic surface of the mold cavities; and (c, d) ideal chain orientation within

molds of different geometry, namely nanogratings (c) and nanopillars (d). (Reprinted with

permission from Aryal et al. [97]. Copyright (2009) American Chemical Society)
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Nanostructured P3HT films with uniform molecular orientation show great

potential for device application. Hu and coworkers reported the manufacture of

OFETs and solar cells on the basis of P3HT nanogratings and observed enhanced

device performance as a result of 3D chain alignment in the nanogratings [126]. For

π-stacking along the grating and a vertical chain orientation [97], in-plane charge

transport in OFETs is greatly enhanced along the grating direction and hence along

the π-stacking (b-axis). Charge carrier mobilities of more than two orders of

magnitude lower are found in the perpendicular direction (i.e., side chain direction,

a-axis), demonstrating a significant charge transport anisotropy in the a-b-plane.
Improved power conversion efficiencies for solar cells based on PCBM and P3HT

nanogratings were found compared with bilayer and blend devices of the same

material, which further depicts the increased order and interfacial area in the highly

ordered P3HT nanostructures. Promising results have also been achieved for

patterned solar cells prepared by solvent vapor-assisted imprint lithography

[127–129].

Despite the power of NIL, there are further methods for obtaining highly ordered

micro- or nanostructures. For example, we made use of a combination of template-

directed dewetting and solvent vapor annealing to produce micrometer-sized P3HT

structures of high order (Fig. 27) [130]. At first, solvent vapor-induced dewetting

from topographically and chemically patterned transistor substrates allowed con-

fining a fluid P3HT film into the micrometer-sized channels of a transistor. Recrys-

tallization in confinement in controlled solvent vapor atmosphere permits low

nucleation densities, leading to the oriented growth of the crystalline lamellae

along the confining channel walls (see case A in Fig. 27). In this molecular

Fig. 26 Oriented films of P3HT prepared by solvent vapor-assisted nanoimprint lithography in a

defined CS2 atmosphere under low nucleation density conditions. (a, b) POM images of a P3HT

line pattern with a periodicity of 3 μm showing strong optical birefringence in 0� (a) and 45� (b)
orientation with respect to the crossed polarizers. (c) AFM phase image of a single P3HT line,

showing confinement-induced orientation of the nanocrystalline lamellae along the channel axis
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orientation, charge transport between the confining electrodes is measured in the

chain direction. In contrast, by applying an AC electric field between the confining

electrodes during recrystallization, the crystalline lamellae are forced to align along

the electric field lines. Here, charge transport measurements probe the mobility

along the π-stacking direction (see case B in Fig. 27). Transistor measurements of

these two different orientations illustrated in Fig. 27 revealed anisotropic charge

transport in the b-c-plane only for high molecular weight P3HT (Mw¼ 58.8 kg/mol)

with broad distribution (PDI¼ 1.9), with higher mobilities perpendicular to the

lamellae axis and hence in the chain direction. In the case of lower molecular

weights and PDIs (Mw¼ 30.0 kg/mol, PDI¼ 1.2), no charge transport anisotropy

was detected. We assume that the existence of tie-molecules is less likely and,

therefore, charge transport across interlamellar, amorphous domains is impeded by

the necessity of intermolecular charge transfer.

Fig. 27 Controlled dewetting process leading to highly ordered lamellae in edge-on orientation

within the channels of a transistor [130]. Thereby, two different orientations of the lamellae with

respect to the electrodes are obtained. P3HT films spin-coated on SAM-treated transistor sub-

strates serve as initial state for the experiment. Solvent vapor annealing allows dewetting and

subsequent recrystallization in confined structures. Case A and B demonstrate the molecular

orientation within the channels for crystallization without and with applying an electric field

between the source and drain electrodes, respectively. The corresponding AFM phase images

shown below the sketches illustrate the in-plane alignment of the lamellae. (Reprinted with

permission from Fischer et al. [130]. Copyright (2012) Royal Society of Chemistry)
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5 Conclusions

It is well established that the molecular packing and mesoscale morphology of

P3HT thin films play crucial roles in charge transport and device performance.

However, due to the complex microstructure of P3HT, comprising a network of

crystalline and amorphous domains, systematic investigation of the electrical

bottlenecks remains challenging. Besides the molecular orientation, the mesoscale

morphology is essential for charge transport, which is a complex multiscale pro-

cess. Hence, different length scales must be considered. On a molecular scale, the

charge carrier mobility is affected by intramolecular and intermolecular charge

transport. The former is highly sensitive to the conformation of the chain and,

hence, to potential defects along the backbone that reduce the conjugation length.

The latter is defined by the strength of π–π interactions between adjacent chains. On
a macroscopic scale, the charge transport is determined by the interconnectivity of

the crystalline domains that are embedded in amorphous material. The introduction

of order and orientation in P3HT thin films over large surface areas allows a better

understanding of charge transport along different crystallographic directions and,

hence, charge transport bottlenecks can be identified.

To summarize, the control and understanding of morphology from the molecular

to the macroscopic scale is crucial for optical and electrical properties and therefore

also for device applications. P3HT, which has been the working horse of the

polymer electronic community for many years, can be regarded as a model semi-

crystalline polymer for more complicated, but also more efficient, polymers based

on other repeating units, e.g., donor–acceptor polymers.
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128. He X, Gao F, Tu G, Hasko DG, Hüttner S, Greenham NC, Steiner U, Friend RH, Huck WTS

(2011) Adv Funct Mater 21:139–146

129. Park JY, Hendricks NR, Carter KR (2011) Langmuir 27:11251–11258

130. Fischer FSU, Tremel K, Sommer M, Crossland EJC, Ludwigs S (2012) Nanoscale

4:2138–2144

82 K. Tremel and S. Ludwigs



Adv Polym Sci (2014) 265: 83–106
DOI: 10.1007/12_2014_280
© Springer-Verlag Berlin Heidelberg 2014
Published online: 9 July 2014

Understanding the Structure

and Crystallization of Regioregular Poly

(3-hexylthiophene) from the Perspective

of Epitaxy

Martin Brinkmann, Lucia Hartmann, Navaphun Kayunkid,

and David Djurado

Abstract Conjugated polymers form a remarkable class of macromolecules with

fascinating electronic properties as well as structural features that make them very

different from the more classical and flexible polyolefins. In thin films, the structure

and the nanomorphology are two important parameters that control solid state

properties such as charge transport. Due to the high anisotropy of electronic

properties in conjugated polymers, it is essential to control both crystallization

and domain orientation over large length scales. This review demonstrates that

epitaxial growth is an original method for bringing macromolecules like

regioregular poly(3-hexylthiophene) (P3HT) to a high level of order. Various

orientation methods based on epitaxy are presented and the peculiar morphological

and structural aspects of oriented P3HT, as analyzed by transmission electron

microscopy (TEM), are described. The use of TEM on epitaxied layers is shown

to shed some new light on the intriguing crystallization, structure, and growth of

this key polymer for organic electronic applications.
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1 Introduction

Plastic electronics has undergone increasing development over the last few decades

and now appears as a major and challenging new research field. This is due in part

to the ongoing efforts in the synthesis of new semiconducting polymers (SCPs) that

show improved opto-electronic properties and are processable using low cost

deposition methods (spin-coating, ink-jet printing, etc.) [1–8]. Interest in this field

is also related to the increasing control of device manufacture and understanding

of structure–property relationships [9–11]. Intrinsically, SCPs exhibit strongly

anisotropic optical and electronic properties and, therefore, the control of both the

polymer chain direction and the crystal orientation in thin films is essential

[12, 13]. For instance, in the case of regioregular poly(3-hexylthiophene), prefer-

ential contact planes of crystallites on a substrate influence the charge transport

properties and device performance to a large extent [12]. The ‘edge-on’ and ‘face-

on’ orientations of the polymer backbones on a substrate [14–19] can favor charge

transport along different directions to the substrate normal or to the orientation

of an applied electric field [20]. From a device manufacture point of view, orien-

tation of SCPs chains can be of high interest to channel charge carriers along one

preferential direction and thus reduce parasitic current paths between adjacent

OFETs in a dense array of transistors [2, 21–23]. Besides orientation,

nanostructuring of conjugated polymers is another essential aspect that influences

for instance photovoltaic activity in organic solar cells (OSC) based on a bulk

heterojunction [24, 25]. This chapter presents the state-of-the-art concerning the

structure and the morphology in highly oriented and/or nanostructured thin films of

regioregular poly(3-alkylthiophene)s prepared by epitaxy. The first part of this

contribution presents various examples of orientations obtained for polyolefins

and P3HT as well as the corresponding structural investigations using TEM and

X-ray diffraction methods. The second half of this chapter shows the interest of
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epitaxial growth to address crystallization issues for P3HT. In particular, it presents

recent results relative to (1) the structure determination of P3HT by electron

diffraction analysis and (2) the impact of molecular weight (Mw) on the semicrys-

talline nanomorphology and structure of epitaxied P3HT thin films.

2 Epitaxy: Principle and Methods

2.1 Epitaxy of Semicrystalline Polymers: The Case
of Polyolefins

Epitaxy can be defined as the directed growth of a crystalline or semicrystalline

material on the surface of a crystalline substrate. As opposed to inorganic epitaxy,

which implies covalent bonding between the overlayer and the substrate, the

epitaxy of organic materials and polymers is governed by a subtle balance of

weak noncovalent interactions that is often difficult to predict [26, 27]. As a general

rule, the mutual orientation of the overlayer and the substrate can be described by a

2� 2 matrix relating the two-dimensional (2D) lattices of both overlayer and

substrate [26, 27]. One-dimensional (1D) epitaxy mechanisms, which imply lattice

matching along a unique preferred direction of the substrate lattice, are also often

encountered in the case of polymers, e.g., for polyethylene lamellae grown epitax-

ially on single-wall carbon nanotubes [28–30].

Polymer epitaxy on inorganic substrates was first reported in 1950 by Willems

and by Fischer [31, 32] for polyolefins. Wittmann and colleagues performed

systematic studies of polymer epitaxy in the early 1980s [33–35] using transmission

electron microscopy (TEM). Epitaxy was recognized as a major driving force that

could explain the efficiency of certain, albeit not all, aromatic crystals used as

nucleating agents for polyolefins [33–35]. Moreover, TEM proved to be a unique

tool for observing the characteristic structural and morphological features in

epitaxied polymer films and uncovering the underlying crystallization and epitaxial

growth mechanisms. The versatility of TEM lies in the possibility of operating the

microscope in different and highly complementary modes, e.g., conventional

bright field, electron diffraction, dark field, and high resolution (HR-TEM).

Accordingly, complementary informations in real and reciprocal spaces can be

combined for a precise understanding of structural issues at multiple length scales

(molecular!mesoscopic), e.g., polymorphism, preferred orientation, and contact

planes of polymer crystals and the dimensions of crystalline and amorphous

domains. However, SCPs like most semicrystalline polymers are extremely beam

sensitive, which implies that one must work with low electron doses so as to

preserve the native structure of the polymer as much as possible, especially in

HR-TEM [36, 37].

An instructive example of polyolefin epitaxy concerns the growth of polyethyl-

ene (PE) lamellae on aromatic crystals of p-terphenyl and anthracene. On these two

Understanding the Structure and Crystallization of Regioregular. . . 85



Fig. 1 (a) Electron diffraction pattern and (b) bright field showing a cross-hatched pattern of

oriented crystalline lamellae of PE epitaxied on anthracene. (c) Schematic interpretation of the

experimental ED pattern. (d) Orientation of PE chains on the surface of an anthracene crystal.
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substrates, characteristic 2D matching between the PE and the substrate lattices was

demonstrated. From a morphological point of view, epitaxial growth results in

characteristic crosshatched patterns made of crystalline lamellae growing along

specific in-plane directions. Figure 1a, b depicts the textured film morphologies and

the electron diffraction pattern for epitaxied PE films grown on anthracene single

crystal substrates. Figure 1c, d shows a schematic interpretation of the electron

diffraction (ED) pattern and the orientation of PE chains on the anthracene crystal.

The overall orientation of crystalline lamellae of PE in thin films epitaxied on

anthracene and p-terphenyl is shown in Fig. 1e. For both substrates, 2D lattice

matching between PE domains and the substrate was observed. This epitaxial

condition explains the coexistence of two in-plane growth directions of crystalline

PE lamellae on the (0 0 1)An surface of anthracene and the (0 0 1)Ter surface of

p-terphenyl. Different substrate unit cell parameters lead to different contact planes

of PE lamellae on p-terphenyl and anthracene, demonstrating that fine tuning of the

contact plane of PE lamellae in a thin film can indeed be obtained by choosing the

proper substrate for epitaxy.

2.2 Epitaxy of Semiconducting Polymers on Aromatic
Crystal Surfaces

As seen in the case of PE, aromatic molecules (e.g., acenes) can be easily grown in

the form of large single crystals and used as substrates for the epitaxial growth of

lamellar polymer crystals. However, in contrast to most polyolefins, SCPs usually

exhibit very high melting temperatures (240�C for P3HT), which restricts the

choice of aromatic substrates. Single crystals of aromatic salts such as potassium-

4-bromobenzoate (K-BrBz) or potassium acid phthalate (KAP) are well suited for

the epitaxial orientation of P3HT because they can withstand very high annealing

temperatures [38–41]. Preparation of the oriented layers involves first the growth of

10–100 μm single crystals from saturated solutions (see Fig. 2). These crystals are

brought into contact with the polymer film, either by depositing a solution of single

crystals onto the polymer film or by casting a polymer film on top of single crystals.

Epitaxial crystallization of the polymer is enforced by isothermal annealing for

several hours after a preliminary melting of the polymer film. Finally, the substrate

material is removed by rinsing the films with water. Large areas of epitaxied

conducting polymer films with a typical morphology that mimics the original

shape of the substrate crystals (see Fig. 2b) are thus obtained.

⁄�

Fig. 1 (continued) (e) Orientation of PE crystalline lamellae as observed on substrates of

p-terphenyl and anthracene. Note the two different (1 1 0)PE and (1 0 0)PE contact planes of PE

crystals on p-terphenyl and anthracene, respectively. (Reprinted with permission from [33]

© 1981, J. Wiley and Sons and [35] © 1990, Elsevier)
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As illustrated in Fig. 3a, epitaxial growth of P3HT on K-BrBz leads to highly

crystalline, oriented and nanotextured P3HT films that consist of a regular network

of interconnected semicrystalline domains oriented along two preferential in-plane

directions. The overall crystallinity and the level of in-plane orientation of the

P3HT films are controlled by the temperature of isothermal crystallization (Tiso).
Well-defined ED patterns with sharp reflections obtained for Tiso¼ 180�C (see

Fig. 3b) indicate that the crystalline domains grow with a unique (1 0 0)P3HT contact

plane on the K-BrBz substrate (’edge-on’ orientation of the conjugated backbone

on the substrate). The P3HT chains are oriented along two preferred in-plane

Fig. 2 (a) Three main steps of the oriented P3HT film preparation on aromatic salt crystals. (b)

TEM-BF image showing an oriented and nanostructured P3HT film after removal of the K-BrBz

substrate. The shape of the oriented P3HT film reproduces the initial rhombic-shaped K-BrBz

crystal. (c, d) POM images of an oriented area of P3HT grown epitaxially on K-BrBz (T¼ 180�C).
The remaining epitaxied P3HT area has the initial lozenge shape of the K-BrBz crystal. The

epitaxied P3HT area shows a variation in the absorbance versus orientation of the incident light

polarization (double arrow). (Reprinted with permission from [42] © 2010, American Chemical

Society)
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directions, namely the [0� 2 1] directions of K-BrBz. Preferred orientation of

P3HT crystalline domains occurs at step edges of the substrate (see Fig. 4b) because

of the matching between the layer period of P3HT, aP3HT, and the terrace height of

the K-BrBz substrate, aK-BrBz, at the annealing temperature of 180�C
(aP3HT¼ 1.75 nm versus aK-BrBz/2¼ 1.745 nm) [42].

Accordingly, as illustrated in Fig. 4b, in the absence of a matching between

in-plane unit cell parameters of the substrate and P3HT, it is a matching of unit cell

parameters along the substrate normal that gives rise to this unique type of epitaxial

growth of P3HT on K-BrBz. In addition to K-BrBz, epitaxial orientation of P3HT

was also observed for substrates of potassium acid phthalate (KAP). This type of

substrate was originally used for the alignment of a series of diactylenes by Thierry

and coworkers [41]. As seen in Fig. 3c, d, orientation of P3HT is also achieved on

substrates of KAP, leading to a unique (1 0 0) contact plane and a single in-plane

orientation of the P3HT chain direction on the substrate. In contrast to K-BrBz, the

films grown on KAP do not show a cross-hatched pattern but a periodic alternation

of crystalline lamellae separated by amorphous interlamellar zones.

Fig. 3 TEM-BF images showing the oriented nanostructured patterns of P3HT formed on sub-

strates of KBrBz (a, b) and KAP (c, d) after removal of the substrate. Note the unidirectional

pattern obtained in the case of KAP versus the cross-hatched pattern on KBrBz due to a twofold

in-plane orientation of P3HT domains, as indicated by the blue and orange arrows. (Adapted
from [42] © 2010, American Chemical Society)

Understanding the Structure and Crystallization of Regioregular. . . 89



2.3 Directional Epitaxial Crystallization

One of the first examples of efficient epitaxial orientation of P3HT was obtained

by directional epitaxial crystallization (DEC) in 1,3,5-trichlorobenzene (TCB)

[43–51]. The originality of this orientation method lies in the use of a crystallizable

aromatic solvent, in the present case TCB, which can successively play the role of

solvent for the polymer and, once crystallized, the role of substrate for epitaxy.

After orientation, TCB is readily removed by evaporation in vacuum, leaving large

areas of highly oriented P3HT film. For P3HT with Mw¼ 17 kDa, the use of DEC

produces oriented films with a high in-plane orientation of the chains. The ED

pattern indicates fiber symmetry i.e. only the in-plane direction of the chains is well

defined. However, to be able to prepare large-scale oriented domains, it was

necessary to improve the original growth method [46]. Figure 5a describes and

illustrates the various steps used to prepare P3HT films by the so-called slow-DEC

method. In brief, the method achieves long range in-plane orientation of P3HT

by using an orienting substrate of PTFE to guide the crystallization of TCB.

Fig. 4 (a)

Nanomorphology and

orientation of P3HT

domains epitaxied on

K-BrBz substrate.

Crystalline zones are shown

in red and amorphous

interlamellar zones are

colored in blue. (b)
Preferential nucleation and

orientation of P3HT

domains at the step edges of

a reconstructed K-BrBz

substrate. The P3HT chains

run parallel to the [0 2 1]K-

BrBz or the [0 �2 1]K-BrBz
directions. The height of the

π-stacked P3HT chains

closely matches the

observed step height of the

K-BrBz substrate.

(Reprinted with permission

from [42] © 2010,

American Chemical

Society)
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Fig. 5 (a) Different steps in the preparation of highly oriented P3HT films using the slow-DEC

method. The use of a local zone melting moving at 20 μm/s in step 4 allows the growth of P3HT

films with a high uniformity of in-plane orientation. (b, c) POM images of a P3HT thin film grown

by DEC. Orientation of the incident light polarization is indicated by the double arrows; orienta-
tion of the P3HT chains, cP3HT, is indicated by arrows. (d) Polarized UV-visible absorption

spectra of an epitaxied P3HT film. (e) X-ray line scans recorded in Bragg configuration of an

epitaxied P3HT film (Mw¼ 17.6 kDa): upper red curve out-of-plane configuration; central blue
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In addition, a zone melting technique is used to precisely control both the growth

rate (typically 20 μm/s) and the in-plane orientation of TCB crystals and thus to

achieve uniform surfaces of TCB crystals over several square centimeters, making

the films suitable for the epitaxial growth of P3HT. The improvement of the overall

in-plane orientation of the films leads to both the increase in the observed dichroic

ratio in the UV–visible absorption spectra (in excess of 13) and a substantially

narrowed angular spread of the in-plane orientation distribution of the P3HT

crystals [46]. The improved in-plane orientation of the films grown by slow-DEC

was particularly well observed by grazing incidence X-ray diffraction (GIXD),

which probes the orientation over a surface of the order of 1 cm2. Interestingly, by

using GIXD, it was possible to distinguish the 0 0 2 from the 0 2 0 reflection

(Fig. 5e) by changing the orientation of the incident X-ray beam with respect to the

in-plane chain direction. This is usually not possible because in spin-coated P3HT

films these two reflections overlap as they correspond to almost identical reticular

distances (0.38 nm). The observation of a strong 0 0 2 reflection highlights the high

crystallinity and 3D order observed in epitaxied layers.

Regarding the mechanism of orientation of P3HT on TCB, 1D epitaxy was

observed for a 17 kDa sample [43] with the epitaxial conditions: cP3HT//cTCB,

(0 1 0)P3HT//(1 0 0)TCB and cP3HT/2 ~ cTCB. In this case, the crystalline lamellae of

P3HT grow perpendicular (i.e. edge-on) to the substrate of TCB (see Fig. 6). It is

worth noting that the terms ‘edge-on’ and ‘flat-on’ are used hereafter to refer to the

orientation of the crystalline lamellae on the substrate, not to the orientation of the

π-conjugated skeleton on the substrate (the terms ‘edge-on’ and ‘face-on’ are used

for the π-conjugated skeleton oriented perpendicular to and in the plane of the

substrate, respectively).

Interestingly, the orientation of P3HT on TCB was found to depend on the

molecular weight of the polymer. For a 7 kDa P3HT crystallizing with extended

chains, two different types of orientation of the crystalline lamellae on TCB were

evidenced. As well as edge-on lamellae, flat-lying P3HT lamellae consisting of

‘standing’ chains were also observed in BF (see Fig. 6). These lamellae are oriented

in the plane of the substrate with bP3HT//cTCB and (0 0 1)P3HT//(1 0 0)TCB. This

second population of oriented P3HT lamellae on TCB is also induced by 1D epitaxy

of P3HT on TCB. Indeed, for this population of flat-on lamellae, we observe the

epitaxial condition bP3HT/2 ~ cTCB [43]. To conclude, directional epitaxial crystal-

lization is a powerful method for aligning P3HT and other poly(3-alkylthiophene)s

over large surfaces, provided that the growth of TCB is controlled, e.g., by a local

zone melting (slow-DEC).

Fig. 5 (continued) curve GIXD with qi//cP3HT; lower black curve qi⊥ cP3HT with qi the vector of

the incident X-ray beam. (f) 2D GIXD pattern recorded with the incident X -ray beam oriented

‘parallel’ to the chain direction. (g) TEM electron diffraction pattern. (Adapted with permission

from [46] © 2012, Royal Society of Chemistry)
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3 Epitaxy: An Interesting Insight into Structural

and Morphological Aspects of P3HT

3.1 Structure Determination of Form I P3HT

The polymorphism of poly(3-alkylthiophene)s (P3ATs) was recognized early on by

Prosa and others [52–57]. For the family of P3AT with n¼ 3 to 15 for the length of

alkyl side chains, two characteristic layer periods have been observed. This indi-

cates that P3ATs exist in two different crystal structures, called form I and form II,

which differ mainly by the side chain packing. Structural models for both forms I

and II have been proposed by several groups [52–61]. In general, the difficulty in

Fig. 6 (a) Underfocused TEM-BF image of a thin area of an oriented thin film of P3HT with

Mw¼ 7.3 kDa grown by DEC. The flat-on lamellae have been delimitated by dotted lines. (b)
Low-dose HR-TEM image. The flat-on lamellae have been identified by dotted lines. The average
in-plane chain orientation is indicated by a white arrow. The inset corresponds to the fast Fourier

transform. (c) Schematic projections of the chain packing of P3HT seen along the b- and c-axes.(d)
Scheme showing the chain orientation in flat-on and edge-on lamellae seen in the HR-TEM image

and giving the corresponding epitaxial conditions. (Reproduced with permission from [45]

© 2009, American Chemical Society)
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refining the crystal structure of a semicrystalline polymer lies in the limited size of

single crystalline domains, which precludes the use of structural methods based on

single crystal X-ray diffraction. As demonstrated in the work by Lotz and

coworkers, electron diffraction in a TEM is a powerful alternative method for

unraveling the structure of polyolefins [62–64] because it can be applied to

micron-sized single crystalline domains. However, although numerous polyolefins

can be grown in the form of lamellar single crystals, this is more difficult for P3ATs

and has been reported only very recently for form II P3HT [61].

Accordingly, in the absence of single crystals of form I, the crystal structure of

this polymorph was investigated by electron diffraction (ED) on highly oriented

and crystalline films of P3HT (7.9 kDa) grown by slow-DEC [47]. A rotation-tilt

sample holder is used in a TEM to acquire representative projections in reciprocal

space, as shown in Fig. 7. The use of a rotation-tilt sample holder makes it possible

to tilt the sample around well-defined directions, e.g., around the in-plane direction

of the P3HT chains. The ED patterns were analyzed by a trial-and-error method to

determine a structural model. Figure 8 depicts the resulting structure of form I

P3HT. Of interest is the fact that this methodology makes it possible to determine

the reflection rules (the systematic extinctions of some reflections), which are

necessary to identify the space group of the crystal structure (P21/c in the present

case). It is worth noting that space group identification is usually very difficult when

only aligned fiber patterns are obtained and analyzed by X-ray diffraction.

The structural model of form I obtained by ED analysis is displayed in Fig. 8. It

shows the following characteristic features: (1) the polythiophene backbone adopts

a trans planar conformation, (2) n-hexyl side chains are not interdigitated, (3) the

polythiophene backbones are separated by 0.38 nm along the b-axis with relatively

short interatomic contacts of 0.34 nm between successive polythiophene backbones

due to a tilting of the backbone plane to the stacking direction, and (4) the n-hexyl
side chains are arranged in a rectangular subcell. Although this model accounts for a

large number of characteristic features in the ED patterns, it needs further improve-

ments from a crystallographic point of view. In particular, the use of an all-trans
side chain conformation results in non-optimal torsional angles at the junction

between the thiophene ring and the n-hexyl side chain. Further work to improve

this model is currently in progress.

This structure has been recently challenged by a few alternative models. In

particular, Hansen and coworkers determined a model using a combination of

solid state NMR, X-ray diffraction and molecular modeling analysis on powders

[65]. This model of form I proposes that the planes of the polythiophene backbones

are perpendicular to the stacking direction (b-axis), resulting in the absence of short
interchain contacts as observed in the model of Kayunkid et al. [47]. To explain the

discrepancy between the two models, it was suggested that the structure in the DEC

films may correspond to a different polymorph, i.e., form I0. However, the fiber

pattern obtained for epitaxied P3HT films on TCB (Mw¼ 17 kDa) is identical to

that reported by Tashiro et al. on stretch-oriented films, demonstrating that the
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structure in the epitaxied films is not substrate-induced but corresponds indeed to

form I [56, 57]. The two structural models of form I proposed by Dudenko et al. and

Kayunkid et al. lead to significantly different ED patterns for the [0 1 0] and the

[0 0 1] zones, as seen in Fig. 9. Overall, only the model by Kayunkid et al. gives

satisfactory agreement with the experimental ED data. One of the most character-

istic features of the [0 0 1] pattern is the asymmetry in the intensities of the (h 2 0)

and (h 4 0) layer lines, which is not observed in the calculated pattern using

the model of Dudenko et al. Furthermore, in the latter pattern, the intensity of the

1 0 1 reflection is strongly overestimated with respect to the experimental pattern.

Fig. 7 Various ED patterns of an epitaxied thin film of P3HT corresponding to different zone

axes: (a) [0 1 0] zone and (b) [0 1 1] zone. Note the asymmetry of the intensity of the (�h 1 �1)

reflections (h¼ 1, 2, 3). (c) Superposition of ED patterns corresponding to [1 -1 0], [1 -2 0], and

[1 -3 0] zones as illustrated in d. (d) The reflections arising from three nearby zones are identified

by different symbols. (Reprinted with permission from [47] © 2010, American Chemical Society)
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The strong differences observed in the models of form I obtained by two very

different methodologies highlight the intrinsic difficulties of structure determina-

tion for polymers like P3HT. Although both methods present specific advantages,

additional structural information is necessary to discriminate between them. In

particular, it needs to be clarified to what extent the structure of form I observed

for extended-chain crystals (Mw< 10 kDa) differs from that observed for folded-

chain crystals (Mw> 10 kDa). As yet, a rather continuous variation of the unit cell

parameters of form I P3HT with increasing Mw was reported for spin-coated thin

films [66]. Therefore, it cannot be excluded that the packing of P3HT chains in form

I is a function of molecular weight and could therefore evolve in a more or less

continuous way between the two models shown in Fig. 9.

Fig. 8 (a–c) Projections of the P3HT crystal structure along the a-, b-, and c-axes of the unit cell.
(d) Rectangular subcell accounting for the packing of the n-hexyl side chains in the crystal

structure of P3HT. The view corresponds to the projection along the n-hexyl side chain direction

(corresponding to the direction [1 2 0] in the unit cell of P3HT). (Reproduced with permission from

[47] © 2010, American Chemical Society)
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3.2 Folded Chain Versus Extended Chain Crystallization

Macromolecular parameters likeMw and the regioregularity of P3HT are known to

significantly affect charge transport properties in thin films [67, 68]. Various groups

have investigated the correlations between the morphology observed by atomic

force microscopy (AFM) in spin-coated films and the corresponding hole mobility

in organic field-effect transistors (OFETs). It is reported that low-Mw P3HT forms

well-defined nanofibrillar domains but exhibits poor hole mobility, whereas P3HT

with Mw� 20 kDa yields thin films with poorly defined morphologies and signif-

icantly higher charge carrier mobilities. As a rationale, Kline proposed the exis-

tence of tie-chains linking successive crystalline domains via some poorly ordered

amorphous zones [67]. With increasing Mw, one can expect an increasing propor-

tion of such tie chains. Although AFM gave clear evidence for the formation of

P3HT nanofibrils in thin films, the distinction between amorphous and crystalline

domains was difficult [67]. Distinction was, however, possible by using TEM on

epitaxied thin films [43, 44]. Therefore, by growing oriented films of P3HT by

epitaxy, it is possible to investigate the influence of Mw on the semicrystalline

Fig. 9 Comparison of two structural models of form I P3HT as obtained by Dudenko et al. [65]

(right) and Kayunkid et al. [47] (left) with the corresponding calculated ED patterns for the [0 0 1]

and [0 1 0] zones. The experimental ED patterns for these two zones are shown in the central
column. (Reproduced with permission from [47] © 2010, American Chemical Society)
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morphology and the crystallization of P3HT. Figure 10 shows the characteristic

bright fields and GIXD 2D patterns recorded for two Mw fractions of P3HT

(Mw¼ 7.9 kDa and Mw¼ 50 kDa). Oriented films prepared by slow-DEC show

different structural and morphological features when the molecular weight of P3HT

changes (see Fig. 10). The observed differences in morphology and structure as a

function of Mw reflect different crystallization modes that are attributed to the

presence or absence of chain folding and tie-chains.

AllMw fractions of P3HT give rise to oriented and periodic lamellar structures in

films grown by epitaxy on TCB [43, 44]. In the TEM bright field (TEM-BF) images,

a characteristic contrast is observed between crystalline domains and amorphous

interlamellar zones (see Figs. 10 and 11). Therefore, one can observe the periodic

alternation of crystalline (dark) and bright (amorphous) domains, i.e., the semicrys-

talline structure of the polymer. Additional differences between films of different

Mws are obtained by GIXD and ED. The effect of Mw on nanocrystal orientation is

particularly well observed in the GIXD patterns when the incident X-ray beam is

oriented parallel to the P3HT chain direction (see Fig. 10). For low-Mw P3HT, the

GIXD 2D pattern reflects the coexistence of three populations of nanocrystals with

(0 1 0), (0 0 1), and (0 1 1) contact planes. These three types of lamellae share the

same in-plane orientation of their aP3HT axis (direction of alkyl side chains), i.e.,

aP3HT⊥cTCB. For P3HT samples with a high Mw of 50 kDa that crystallize with

folded chains, the GIXD pattern is very different and shows a sequence of (h 0 0)

Scherrer rings. Such a pattern indicates that the epitaxied films for Mw¼ 50 kDa

have a fiber-like symmetry, i.e., films consist of a variety of nanocrystals with

different contact planes and a well-defined in-plane orientation of the P3HT chains

enforced by 1D epitaxy on TCB.

Beside orientation of nanocrystals,Mw impacts strongly on the nanomorphology

and in particular the semicrystalline structure of P3HT. In the original work by

Brinkmann and Rannou on P3HT films grown by DEC [44], the total lamellar

periodicity measured in the BF images is close to the length of the ‘fully extended’

chain forMw ~6–8 kDa and it saturates to a value of ca. 27� 2 nm forMw� 17 kDa.

This behavior is due to a transition from an oligomeric-like system with fully

extended chains in all-trans conformation to a semicrystalline system with a

periodic alternation of crystalline lamellae separated by extended amorphous

interlamellar zones harboring chain folds, chain ends, and tie molecules [43–45].

Incidentally, the total lamellar period Llam in epitaxied P3HT films can exceed

the value of 28 nm in films obtained by DEC if the growth of the films is performed

at a ‘slow’ rate of 20 μm/s (slow-DEC) versus 1 mm/s for the original DEC method

used by Brinkmann and Rannou [44]. Figure 12 shows the Mn-dependence of the

total lamellar period (crystalline plus amorphous) Llam measured in epitaxied films

grown at 1 mm/s (DEC) and 20 μm/s (slow-DEC). In the regime of folded chain

crystallization (Mw> 10 kDa), the slower growth rates result in longer lamellar

periods for films of high-Mw P3HT. For instance, for Mw¼ 50 kDa (Mn¼ 26 kDa),

Llam ~ 45 nm can be observed versus 28 nm for films grown rapidly on a Koeffler

bench [44]. Similar large lamellar periods were only observed in the case of

spherullitic growth by swelling/deswelling of thin films by Crossland et al. [69]

(see Tremel and Ludwigs [20]).
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Fig. 10 TEM-BF images (a,d) and 2D GIXD patterns recorded with the incident q vector qi
oriented parallel (b, e) and perpendicular (c, f) to the P3HT chain direction cP3HT for oriented

P3HT films (20–50 nm thick) grown by slow-DEC:Mw¼ 7.9 kDa (a, b, c) andMw¼ 50 kDa (d, e, f).

The insets show the scattering GIXD configurations and the orientation of the incident beam with

respect to the P3HT chain direction (cP3HT)

Understanding the Structure and Crystallization of Regioregular. . . 99



Beside bright field and electron diffraction, Low dose HR-TEM was also used to

show structural differences between various Mw fractions of P3HT. In HR-TEM

images, a contrast is observed between the π-stacked polythiophene backbones and
the layers of alkyl side chains. Therefore, it is possible to measure the average

length of P3HT stems (chain segments) (Lc) along the chain direction cP3HT and the

number of unit cells along the side chain direction aP3HT in P3HT nanocrystals.

Figure 12 shows representative HR-TEM images of P3HT films grown by slow-

DEC. Two main points can be noted with increasing Mw: (1) the average stem

(chain) length (Lc) in the crystalline domains increases substantially from 6 to

16 nm, and (2) the lateral extension of the domains in the direction of the side

chains (La) decreases from 25 to 13 stems. Apparently, in the regime of chain

folding, the use of slow growth rates leads to longer stem lengths in the crystalline

domains, suggesting that in most P3HT samples (spin-coated and drop-cast films),

Fig. 11 Evolution of the lamellar morphology (top row), ED pattern (middle row), and azimuthal

distribution of the (1 0 0) reflection (bottom row) obtained for epitaxied P3HT films grown by

slow-DEC in TCB for three P3HT samples with different molecular weights. The insets in the top
sequence correspond to the fast Fourier transform
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the observed total lamellar period is limited by both the growth kinetics and

temperature.

Several factors may explain the different nanocrystal dimensions in low-Mw and

high-Mw epitaxied films. First, the anisotropy of the crystal shape must reflect the

folding ability of the chains, which is directly determined by the macromolecular

parameters (average contour length, polydispersity index). The low-Mw P3HT used

herein is rather monodisperse and crystallizes in extended form. Therefore, the

epitaxial growth of low-Mw P3HT chains is not affected by chain folding. In other

words, the growth of crystalline domains along the side chain direction (aP3HT axis)

implies only the sequential addition of new P3HT stems in that direction. For

Mw� 17 kDa, folding as well as chain entanglements come into play and make

the crystallization mechanism more complex. As demonstrated by Mena-Osteriz

et al., a rather tight fold of a P3HT chain can be obtained by a sequence of about

eight thiophene units in cis conformation leading to a fold radius of ~10 Å
[70]. This implies that the position of the re-entrant chain is at least 20 Å away

from the outgoing position along the aP3HT direction and therefore does not occur at

the expected position of the next neighbor P3HT stem in the crystal lattice

(at 16.5 Å). This implies that tight folding is difficult in P3HT because the

re-entrant chains exert stress on the crystalline lattice. It has been proposed that

the increasing proportion of re-entrant chains in P3HT crystals could explain the

expansion of the unit cell along aP3HT observed in spin-coated and epitaxied films

with increasing Mw [66].

Fig. 12 Left: Evolution of the total lamellar period Llam observed in the bright field for epitaxied

P3HT films with different molecular weights and grown either by DEC on a Koeffler bench (fast

growth) or by slow-DEC at 20 μm/s. Right: Evolution of the semicrystalline nanomorphology for

P3HT films of low-Mw and high-Mw grown by DEC and slow-DEC. The dimensions of the

crystalline domains are obtained from a statistical analysis of the HR-TEM images (see Fig. 13).

A: regime of extended chain crystallization, B: regime of folded chain crystallization limited by the

growth kinetics, and C: regime of folded chain crystallization observed for slow epitaxial growth

(20 μm/s)
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Fig. 13 Effect of

increasing Mw on the shape

of the crystalline domains of

slow-DEC P3HT samples as

observed by low dose

HR-TEM. Low-Mw

7.9 kDa, medium Mw

17.6 kDa, and high-Mw

50.1 kDa. The insets
correspond to the fast

Fourier transforms of the

HR-TEM images
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Second, the growth of P3HT domains is certainly influenced by the diffusion

kinetics of the chains on the TCB surface during slow-DEC. Diffusion of longer

chains is likely to be more difficult on the TCB substrate as compared to oligomer-

like chains. This may favor the growth of crystalline domains in the aP3HT direction

for short chains, resulting in domains with a high aspect ratio La/Lc.
Third, the polydispersity index of the low and high-Mw fractions differ notably.

Low-Mw P3HT has a rather low polydispersity index (1.07) that explains the

relative constant overall lamellar thickness (stem length) seen in the HR-TEM

images. As opposed to this, high-Mw P3HT is more polydisperse (polydispersity

index of ~ 2) and the stem length distribution is very broad. For high-Mw P3HT

films, lamellae show a strong tapering as observed for instance in epitaxied films of

polyfluorenes (PF2/6 and PFO) on oriented polytetrafluoroethylene (PTFE)

[71]. For poly[9,9-bis(n-octyl)fluorene-2,7-diyl] (PFO), lamellar tapering was

explained by segregation between short and long chains during crystallization.

A similar effect may also occur in the case of P3HT for high-Mw samples, provided

that the crystallization kinetics is slow enough.

As a concluding remark, HR-TEM at low dose is a valuable method for observ-

ing P3HT nanocrystals at the scale of crystalline stems. Important informations on

the size and shape of the nanocrystals can be obtained. Recent results indicate that a

similar analysis can also be performed on spin-coated P3AT films [72]. In partic-

ular, the influence of thermal annealing on the nanocrystal dimensions of various

P3ATs (from n-pentyl to n-octyl side chains) was investigated as a function of the

annealing temperature.

4 Conclusions and Outlook

This contribution has illustrated the versatility of epitaxial crystallization to generate

highly crystalline and oriented films of P3HT. Different morphologies and

nanotextured patterns can be obtained by the proper choice of substrates used for

epitaxy, which often involves a 1D lattice matching, either in the plane (TCB, KAP)

or along the normal to the substrate (K-BrBz). The role of macromolecular param-

eters on the crystallization of P3HT could also be unveiled. Electron diffraction, dark

field, low dose HR-TEM imaging and GIXD provide highly complementary views of

the P3HT structure and nanomorphology. In particular, the important role of the

growth kinetics on the lamellar period and crystalline domain size was evidenced by

using a slow-directional epitaxial crystallization method. Electron diffraction on

epitaxied low-Mw P3HT proved to be a valuable approach for generating structural

models of P3HT. Nevertheless, structural refinement of semiconducting polymers

remains a difficult task and more quantitative analyses of ED patterns in conjunction

with proper modeling tools will certainly allow the further improvement of existing

models. Despite the fact that epitaxy is still difficult to transpose to large-scale device

processing, the variety of results obtained by TEM and GIXD on epitaxied P3HT

films illustrates the unique possibilities offered by this approach in revealing
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structural details down to the molecular scale and in understanding the intrinsic

crystallization mechanisms. New developments in the use of TEM to analyze the

structure of SCPs are on the way. In particular, we recently showed the possibility of

performing in-situ temperature-dependent experiments to follow structural transitions

and reorientation processes in devices and correlating them with corresponding

modifications in charge transport properties [73].
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14. Chang JF, Sun B, Breiby DW, Nielsen MN, Sölling TI, Giles M, McCulloch I, Sirringhaus H

(2004) Chem Mater 16:4772

15. Rivnay J, Steyrleuthner R, Jimison LH, Casadei A, Chen Z, Toney MF, Facchetti A, Neher D,

Salleo A (2011) Macromolecules 44:5246

16. Chabinyc ML, Toney MF, Kline RJ, McCulloch I, Heeney M (2007) J Am Chem Soc 129:3226

17. Yang H, Shine TJ, Yang L, Cho K, Ryu CY, Bao Z (2005) Adv Funct Mater 15:671

18. Yang H, LeFevre SW, Ryu C, Bao Z (2007) Appl Phys Lett 90:172116

19. Crossland EJW, Tremel K, Fischer F, Rahimi K, Reiter G, Steiner U, Ludwigs S (2012) Adv

Mater 24:839

20. Tremel K, Ludwigs S (2014) Morphology of P3HT in thin films in relation to optical and

electrical properties. Adv Polym Sci. doi:10.1007/12_2014_288

21. Jimison LH, Toney MF, McCulloch I, Heeney M, Salleo A (2009) Adv Mater 21:1568

22. Zheng Z, Yim KH, Saifullah MSM,Welland ME, Friend RH, Kim JS, HuckWTS (2007) Nano

Lett 7:987

23. Lan YK, Huang CI (2009) J Phys Chem B 90:62117

24. Brabec CJ, Gowrisanker S, Halls JJM, Laird D, Jia S, Williams SP (2010) Adv Mater 22:3839

25. Peet J, Heeger AJ, Bazan GC (2009) Acc Chem Res 42:1700

26. Ward MD (2001) Chem Rev 101:1697

27. Hooks DE, Fritz T, Ward MD (2001) Adv Mater 13:227

28. Jiang S, Qian H, Liu W, Wang C, Wang Z, Yan S, Zhu D (2009) Macromolecules 42:9321

104 M. Brinkmann et al.



29. Bunk O, Nielsen MM, Sølling TI, van de Craats AM, Stutzmann N (2003) J Am Chem Soc

125:2252

30. Li L, Li CY, Ni C (2006) J Am Chem Soc 128:1692

31. Willems J (1955) Naturwissenschaften 42:176

32. Fischer EW (1958) Kolloid Z 159:108

33. Wittmann JC, Lotz B (1981) J Polym Sci Polym Phys 19:1837

34. Wittmann JC, Hodge AM, Lotz B (1983) J Polym Sci Polym Phys 21:2495

35. Wittmann JC, Lotz B (1990) Prog Polym Sci 15:909

36. Kobayashi T (1991) Organic crystals I: characterization. Springer, Berlin

37. Dorset DL (1995) Structural electron crystallography. Plenum, New York/London

38. Koutsky JA, Walton AG, Baer E (1967) Polym Lett 5:177

39. Rickert SE, Baer E (1978) J Mater Sci Lett 13:451

40. Kopp S, Wittmann JC, Lotz B (1994) Polymer 35:916

41. Da Costa V, Le Moigne J, Oswald L, Pham TA, Thierry A (1998) Macromolecules 31:1635

42. Brinkmann M, Contal C, Kayunkid N, Djuriç T, Resel R (2010) Macromolecules 43:7604
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P3HT and Other Polythiophene Field-Effect

Transistors

Jana Zaumseil

Abstract Long before the potential of poly(3-hexylthiophene) (P3HT) in bulk-

heterojunction solar cells was discovered, this conjugated polymer was one of the

first and strongest contenders as a high mobility, solution-processable semiconduc-

tor for organic field-effect transistors (FETs). Many of the fundamental charge

transport properties that were investigated for P3HT-FETs have informed subse-

quent studies of P3HT-based solar cells and the development of other high-mobility

polythiophene-based polymers. Here we will give a brief overview of P3HT

transistors, including the general working principles of polymer FETs and the

various factors that influence device performance, such as regioregularity, molec-

ular weight, solvents, chain alignment, and doping. Strategies for tuning the P3HT

nano- and microstructure by using blends and copolymers and ways to reach the

limits of charge transport in P3HT at high carrier densities will be discussed.

Finally, we will survey some of the new polythiophene derivatives that have been

developed over the last decade and may replace P3HT as the most popular polymer

semiconductor.

Keywords Field-effect transistor � Mobility � Morphology � Poly

(3-hexylthiophene) � Polymer � Polythiophene � Transport

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

2 Transistor Structures and Working Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

3 Improving and Understanding Device Performance of P3HT-FETs . . . . . . . . . . . . . . . . . . . . . . 112

3.1 Regioregularity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

3.2 Molecular Weight . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

J. Zaumseil (*)

Department Materials Science and Engineering, Friedrich-Alexander-Universität

Erlangen-Nürnberg, Martensstrasse 7, 91058 Erlangen, Germany

e-mail: jana.zaumseil@ww.uni-erlangen.de

mailto:jana.zaumseil@ww.uni-erlangen.de


3.3 Solvents, Deposition Conditions, and Post-deposition Treatment . . . . . . . . . . . . . . . . . . . 116

3.4 Dielectric Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

3.5 Alignment and Grain Boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

3.6 Blends and Copolymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

3.7 Doping and On/Off Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

3.8 Electrochemical Doping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

4 New Polythiophene Derivatives for FETs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

1 Introduction

Long before the use of poly(3-hexylthiophene) (P3HT) in bulk-heterojunction solar

cells was proposed, this conjugated polymer was one of the first and strongest

contenders as a high mobility, solution-processable semiconductor for organic

field-effect transistors (FETs). The first P3HT-FETs had already been reported in

the late 1980s by Assadi et al. [1] and since the 1990s a large number of groups have

worked on P3HT transistors, steadily improving their performance and deepening

the understanding of the underlying physics [2–8]. Many of the fundamental charge

transport properties investigated for P3HT-FETs have informed subsequent studies

of P3HT-based solar cells and the development of other high-mobility

polythiophene-based polymers. Here we will give a brief overview of P3HT-

FETs, including the general working principles of polymer FETs, the various

factors influencing device performance, and ways to reach the theoretical limits

of charge transport in P3HT. Finally, we will discuss the new polythiophene

derivatives that have been developed over the last decade and may replace P3HT

as the most popular polymer semiconductor.

2 Transistor Structures and Working Principle

The basic function of a transistor is that of a switch and an amplifier. The amount of

current flowing between two terminals is determined by a voltage applied to a third

terminal, thus turning it on or off. This basic function makes transistors the

fundamental building block of all logic circuits necessary for electronics. Thin

film FETs generally consist of a semiconducting layer, which is separated from a

gate electrode by a thin insulating gate dielectric. A source and a drain electrode of

width W (channel width) separated by a distance L (channel length) are in direct

contact with the semiconducting layer. The most commonly found geometries

(in relation to the substrate) are the bottom contact/top gate (BC/TG, staggered),

top contact/bottom gate (TC/BG), and bottom contact/bottom gate (BC/BG, copla-

nar) geometries (shown in Fig. 1a–c).
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Voltage is applied to the gate electrode (gate voltage, VG) and the drain electrode

(VD). The source electrode is usually grounded (VS¼ 0). The potential difference

between source and drain is referred to as the source-drain voltage (VDS). The

source is the charge injecting electrode. When a positive gate voltage is applied

with respect to the source, electrons are injected. When a negative gate voltage is

applied, holes are injected. The applied gate voltage determines the amount of

accumulated charges in the channel and thus the current flow between the source

and the drain electrode (source-drain current, IDS), which is the product of charge

carrier density, mobility, and the lateral electric field. The number of accumulated

charges in the channel is proportional to VG and the areal capacitance Ci of the

insulator. Note that charges only accumulate within a very short distance from the

semiconductor–dielectric interface, usually within the first molecular layer. Not all

induced charges are mobile and contribute to the current in an FET. Any existing

deep trap states first have to be filled before the induced charges can become

mobile. That is, a gate voltage higher than a so-called threshold voltage VTh must

be applied and thus the effective voltage for calculating the amount of mobile

charges is VG�VTh. On the other hand, unintentional doping (e.g, by impurities)

can cause charges to already be present in the channel when VG¼ 0 and an opposite

voltage has to be applied to turn the channel off. We will see that this is often the

case for P3HT-FETs.

When a small source-drain voltage (i.e., a lateral electric field) is applied

(VDS�VG), charges move from the injecting source to the drain electrode. A linear

gradient of charge density forms and current flows. This is the linear regime, in

Fig. 1 Molecular structure of regioregular P3HT (rr-P3HT) and different transistor geometries:

(a) bottom contact/top gate, (b) top contact/bottom gate, and (c) bottom contact/bottom gate. (d)

Structure and working principle of electrolyte-gated, electrochemical transistors
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which the current flowing through the channel is directly proportional to VDS and

the charge carrier mobility μlin and can be described by:

IDS linð Þ ¼ W

L
� Ci � μlin � VG � VThð Þ � VDS ð1Þ

If the source-drain voltage is further increased, a point will be reached where

VDS¼VG�VTh. At this point the channel is ‘pinched off.’ That is, the local

potential at the drain electrode is lower than the threshold voltage and a depletion

region forms next to the drain. A space charge limited current can flow across this

narrow depletion zone. Charge carriers are swept from the pinch-off point to the

drain by the comparatively high electric field across the depletion region. Any

additional increase in the source-drain voltage does not enhance the current sub-

stantially. The current saturates (see Fig. 2a). Hence, this regime is called the

saturation regime. The saturation current IDS(sat) is almost independent of VDS

and scales quadratically with the gate voltage and linearly with the saturation

mobility (μsat) of the carriers:

IDS satð Þ ¼ W

2L
� Ci � μsat � VG � VThð Þ2 ð2Þ

Equations (1) and (2) are often used to extract the charge carrier mobilities

within the semiconducting layer and threshold voltages from the current–voltage

characteristics (usually plotted as IDS versus VG; see Fig. 2b) of the respective FETs.

Most popular in the current literature is the extraction of the saturation mobility

from the slope of a plot of
ffiffiffiffiffiffiffi

IDS
p

versus VG (see Fig. 2c). However, these often-

applied equations are only strictly valid for idealized FETs in the gradual channel

approximation with charge-carrier density (i.e., gate voltage)-independent mobil-

ities and without any contact resistance. Very few FETs show such ideal behavior

and care should be taken when extracting mobilities from non-ideal current–voltage
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Fig. 2 (a) Output and (b) transfer characteristics of a near-ideal organic field-effect transistor in

hole accumulation. (c) Extraction of mobility and threshold voltage from the square root plot of the

saturation current
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curves. For example, for almost all organic FETs, the threshold voltage extracted

from the extrapolation of the linear regression of the square root of IDS in the

saturation regime to zero is not the same as the gate voltage, at which the current

starts to increase. This point is called the onset voltage (VON) and is often quoted

instead of the threshold voltage. More realistic models of charge transport in

organic FETs, which take into account the dependence of mobility on charge carrier

density or contact resistance, are also available [9, 10].

The carrier mobility ultimately determines the resistance of the channel at a

given gate voltage and channel length, that is, how much current can go through the

FET. This is important for current-driven light-emitting diodes in display pixels. It

is also an important factor for the switching speed of any transistor and therefore for

possible circuits. Clearly, the higher the mobility the better. For organic electronics,

carrier mobilities between 0.1 and 1 cm2 V�1 s�1 are considered to be the minimum

for useful application and substantial efforts have been made over the last decade to

increase the carrier mobility in organic semiconductors [11].

Another crucial parameter is the ratio of the on-current (at VG�VTh) to the

off-current (at VG<VTh) in an FET. Even in the off-state of a transistor there is

some current flow, called the ‘off-current.’ This results from various sources such

as unintentional doping, the finite resistance of the semiconductor, and leakage to

the gate electrode. The off-current should be as low as possible, whereas the

on-current, when charges are accumulated, should be as high as possible. In

traditional metal-oxide-semiconductor FETs (MOSFETs) this problem is solved

by the pn-junction at the contacts [12]. In organic FETs, the bulk resistance of the

undoped semiconductor largely determines the off-current. Depending on the

intended application, on/off ratios of 106 to 109 are required.

The current–voltage characteristics of transistors are usually presented either as

transfer curves, that is, the drain current is plotted versus the gate voltage for a

constant source-drain voltage, or as output curves, that is, the drain current is

plotted versus the source-drain voltage for a set of constant gate voltages (see

Fig. 2). The output curves are instructive for determining the source-drain voltage

range for which the linear and saturation regimes are valid. They can also indicate

non-ohmic contact resistance, that is, the current does not increase linearly with low

VDS but exhibits a typical S-shaped curve. The transfer characteristics are most

frequently presented in the literature and allow simple extraction of the on/off

current ratio, onset voltages, and mobilities. Note that ideally both forward and

reverse voltage sweeps should be plotted to estimate any charge trapping, which

causes current hysteresis.

Charge accumulation and transport occur very close to the semiconductor–

dielectric interface; hence, the surface of the dielectric and the order of the

semiconductor directly at the interface have a large impact on device performance.

This is especially important for P3HT as we will see in section 3.4. Consequently,

the choice of device structure (e.g., bottom gate or top gate) is extremely important

for the device performance. A popular, because convenient and easy to fabricate,

structure is the bottom gate geometry with doped silicon as the gate electrode and

thermally grown silicon dioxide as the gate dielectric. The silicon dioxide can be
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easily functionalized with self-assembled monolayers of alkyl silanes to minimize

the trap state density and change the surface energy, which influences the morphol-

ogy of the polymer layer. Top contacts may be evaporated onto the semiconductor

through a shadow mask. Bottom contacts are usually photolithographically pat-

terned before the semiconductor is deposited. Even when the same electrode

material (e.g., gold) is used, the injection properties and thus the contact resistance

of top and bottom contact devices are different, which can affect the calculated

mobilities. Also, although silicon substrates are convenient for basic research one

should keep in mind that flexible polymer substrates and complex circuits require

different processing techniques and materials, which can substantially affect device

performance.

A new type of thin-film transistor, the electrolyte-gated transistor (EGT), has

recently been introduced that allows low-voltage operation and high carrier densi-

ties [13, 14]. In these electrochemical transistors, the dielectric is replaced by an

electrolyte with highly mobile anions and cations. The electrolyte is ionically

conducting but electrically insulating. Typical examples of such electrolytes are

blends of polyethylene oxide (PEO) with LiClO4 [15], or imidazolium-based ionic

liquids and iongels containing these ionic liquids [16, 17]. When a gate voltage is

applied to such an electrolyte, the ions move according to their charge polarity. For

example, in the case of a negative gate voltage, the cations move towards the gate

electrode and the anions start to penetrate the semiconducting polymer (e.g.,

P3HT). In order to compensate for the extra negative charge in the polymer layer,

holes are injected by the source electrode that can move through the channel to the

drain (see Fig. 1d). Similar to the electrostatic accumulation regime in FETs, the

source-drain current is modulated by the gate voltage, which determines the number

of anions in the film. The advantage of electrolyte gating is the large amount of

charge that can be accumulated in the channel at very low voltages. EGTs operate

within a voltage range of less than 2 V and at high carrier densities (up to

1014 cm�2) [18]. However, because the ions need to move in and out of the polymer

layer, the switching speed of EGTs is slower than for traditional FETs. Also, the

exact determination of carrier mobility in these devices is even less straightforward

than for FETs with a dielectric of constant capacitance. The number of injected

charges for these FETs must be determined by independent measurements of the

displacement current at different gate voltage sweep rates [19] in order to extract a

useful mobility number.

3 Improving and Understanding Device Performance

of P3HT-FETs

The device performance of P3HT transistors depends sensitively on many factors

that can be partially controlled through synthesis and processing. These factors

influence the field-effect mobility, the threshold voltage, on/off current ratio, and
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long-term stability of P3HT-FETs. Understanding the origin and impact of these

parameters has led to substantial performance improvements in P3HT-FETs, from

the first reports to today’s state-of-the art devices. One of the most compelling

properties of P3HT is its ability to form highly ordered π-stacks and side-chain

lamella stacks (see Fig. 3). The interplay of orientation, length, and interconnec-

tivity of these aggregates is crucial for charge transport in the plane of an FET

channel and can be tuned to a large degree. Many device studies focus on the

structure–property relationship, i.e., the relationship between crystallinity, size of

aggregates, and carrier mobility in P3HT, which depends on a number of factors. In

the following section we will discuss the most important factors and their effect on

FET performance.

3.1 Regioregularity

The first P3HT-FETs demonstrated by Assadi et al. exhibited extremely low field-

effect mobilities of 10�4 to 10�5 cm2 V�1 s�1 [1], which would prohibit any useful

application. The first major improvement in hole mobility was achieved by using

highly regioregular head-to-tail P3HT (rr-P3HT) instead of the previously used

regio-random P3HT [3]. This advance was made possible by a new synthetic route

now known as the McCullough method, which enabled high yields of head-to-tail

P3HT [20, 21] and the observation of improved ordering with a fixed stacking

distance by X-ray diffraction [6]. Sirringhaus et al. subsequently showed that

regioregular P3HT (>91% of head�tail attachment of side chains) formed lamellae

Fig. 3 Ordering of P3HT chains in crystalline aggregates and possible slow and fast charge

transport directions
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with strong π–π stacking and edge-on orientation with respect to the substrate,

resulting in mobilities of up to 0.1 cm2 V�1 s�1, whereas less regioregular P3HT

(~80%) exhibited face-on orientation and low mobilities of about

2� 10�4 cm2 V�1 s�1 [4, 5]. High regioregularity leads to increased planarization

of the polymer backbone and therefore increased conjugation length, which can be

quantified by the ratio of the 0–0 and 0–1 peaks in the absorption spectrum

[22]. This planarization also leads to nanofibrils, in which the P3HT chains form

π–π stacks, that are easily observable by atomic force microscopy (AFM) (see

Fig. 4) [23].

Nowadays it is common to use P3HT that is >95% head-to-tail regioregular and

is readily commercially available. However, batch-to-batch variations are still a

problem. Even small differences can result in large mobility changes, as shown by

Aiyar et al. [24]. They compared two P3HT samples with similar molecular weight

and polydispersity but different regioregularities (94% versus >98%) and found

an order of magnitude higher mobilities for the more regioregular P3HT for all

deposition conditions. By excluding all tail-to-tail defects (i.e., 100% head-to-tail

regioregularity) Kohn et al. [25] demonstrated that it is possible to obtain samples

with very high crystallinity (70%), which is only limited by the polydispersity of the

P3HT chains and should enable clear correlations between the P3HT structure and

carrier mobility.

3.2 Molecular Weight

The molecular weight (MW) has a profound effect on most of the physical properties

of any polymer. The charge carrier mobility in P3HT is no exception. The hole

mobility in P3HT-FETs increases by several orders of magnitude (from 10�5 to

Fig. 4 AFM phase images of rr-P3HT thin films with low (Mn¼ 12,000 g/mol, left) and medium

(Mn¼ 21,000 g/mol right) molecular weights. Reprinted with permission from Osaka and

McCullough [23], copyright (2008) American Chemical Society
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0.1 cm2 V�1 s�1) within a relatively narrow range of molecular weights

(2–50 kg/mol) and then saturates [26–31]. Similar behavior can be found for

other polythiophenes [32] and indeed many other semiconducting polymers [33],

as shown in Fig. 5a. The observation of improved mobility with regioregularity and

thus crystallinity of the P3HT suggested that crystallinity is the crucial factor for

mobility. However, high molecular weight P3HT films are less crystalline than

those of low molecular weight P3HT, as indicated by diminished X-ray diffraction

peaks from the obtained films (see Fig. 5b) [26].

The formation of crystalline P3HT nanofibrils and their width increases withMW

but only up to 10 kg/mol [29]. As the molecular weight increases further, the overall

crystallinity actually decreases while the hole mobility improves further. Clearly,

for efficient charge transport over several micrometers the short but well-ordered

nanofibrils (width <30 nm) cannot be solely responsible. Transmission electron

microscopy (TEM) studies suggest that although the average crystallinity is lower

for high molecular weight polymers, the connectivity between the crystalline

lamellae is enhanced through so-called tie molecules that span the gap between

the crystalline regions [34]. This notion explains why the mobility increases with

molecular weight but not why it saturates for higher degrees of polymerization.

Noriega et al. concluded from the vast amount of literature on this topic that

paracrystallinity and aggregate formation govern charge transport [8]. Paracrys-

tallinity is a measure of the structural disorder in an imperfect crystal as random

fluctuations in lattice spacing. It can be determined from the shape and breadth of

X-ray diffraction peaks [35]. For a perfect crystal, the paracrystallinity factor

gwould be 0%, whereas 10% paracrystallinity would be representative of a strongly

disordered lattice. Large paracrystalline disorder leads to deep tails of electronic

states extending into the bandgap of the semiconductor and thus to higher thermal

activation energies for transport and lower mobility. The paracrystallinity

Fig. 5 (a) Field-effect mobility versus degree of polymerization (i.e., molecular weight) for

various semiconducting polymers (red symbols indicate results for P3HT). Reprinted by permis-

sion from Macmillan Publishers Ltd: Nature Materials [8], copyright 2013. (b) X-ray diffraction

analysis of high and low molecular weight P3HT thin films. Reprinted with permission from Kline

et al. [25], Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim, copyright 2003
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parameters of P3HT thin films actually increase with molecular weight from about

3 to 7% and saturate at around the same molecular weight as the mobility. This

suggests that for long polymer chains, which guarantee good connectivity between

the P3HT aggregates, the paracrystallinity starts to limit charge transport and

therefore carrier mobility.

3.3 Solvents, Deposition Conditions, and Post-deposition
Treatment

The order and crystallinity of P3HT also depend on the film deposition conditions.

Spincoating, dip-coating, and dropcasting are the most popular techniques for

research. In general, slow evaporation of the solvent improves aggregation/crystal-

linity and thus mobility. Dropcast films tend to show superior performance over

spincoated samples. A detailed study by Chang et al. showed that the use of high

boiling point solvents such as trichlorobenzene instead of chloroform for

spincoating P3HT led to higher crystallinity and, consequently, improvement in

mobility by a factor of ten from 0.012 to 0.12 cm2 V�1 s�1 for medium molecular

weight P3HT (see Fig. 6) [36]. Interestingly, the dependence of the transcon-

ductance and thus the mobility on gate voltage also changed with the boiling

point of the solvent. Clark et al. showed that this behavior can be correlated with

the free exciton bandwidth of the P3HT aggregates, as determined from simple

absorption measurements [37]. Within the multiple trapping and release model

[38], a shallow distribution of localized states (i.e., narrow exciton bandwidth as

seen for films spincoated from high boiling point solvent) leads to a weakly gate

voltage-dependent mobility, whereas a broad distribution of localized states (i.e.,

also broad exciton bandwidth in films spincoated from low boiling point solvents)

results in strongly gate voltage-dependent mobilities.

The spin speed also has an effect on the orientation of the P3HT chains within a

spincoated film and thus on the obtained mobility because it affects the drying time.

DeLongchamp et al. showed that fast spinning speeds (4,000 rpm) resulted in more

plane-on orientation [determined by near-edge X-ray absorption fine structure

(NEXAFS) spectroscopy] and lower mobilities, whereas low spinning speeds

(250 rpm) led to edge-on orientation and higher mobilities for P3HT thin films

deposited from chloroform [39].

Dropcasting is another way to ensure pre-aggregation of the polymer chains in

solution and thus preferential ordering during a slow drying process. Film crystal-

linity as determined by AFM and X-ray diffraction is generally higher than for

spincoated films [40]. Lowering the temperature during dropcasting enhances

crystallinity further [41]. However, dropcast films tend to be less uniform than

spincoated films. They usually show a coffee-stain effect. Similarly, long drying

times and more uniform films over large areas can be obtained by doctor-blading

and wire bar-coating of polymer solutions [42, 43].
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For the fabrication of circuits, the semiconductor has to be patterned and neither

spincasting nor dropcasting are appropriate for large scale production. Various

printing techniques such as flexography, offset, gravure, screen, inkjet, or aerosol-

jet printing are used [44, 45]. Each of these techniques allows for different mini-

mum feature sizes and requires P3HT ink formulations with different viscosities,

resulting in different P3HT film morphologies. For example, inkjet printing and

aerosol-jet printing produce relatively rough and disordered films [46, 47]. So far,

no clear correlation between the applied printing technique for P3HT thin films and

device performance has been established.

In addition to the deposition technique, the preparation of the P3HT solution has

an effect on the microstructure and final hole mobility within the polymer layer.

Mild ultrasonication of the P3HT solution for several minutes before spincasting

enhances the mobility, especially for high molecular weight P3HTs [48–50]. In a

comprehensive study of microstructure and transport properties of P3HT films

spincast from ultrasonicated solutions, Zhao et al. reported a 20-fold increase in

field-effect mobility (from 5� 10�4 to 0.01 cm2 V�1 s�1) of high MW (68 kDa)

P3HT films spincoated from toluene after 6 min of ultrasonication compared to

untreated solutions [50]. On the other hand lowMW (35 kDa) P3HT films produced

in the same way showed only a slight decrease in mobility with sonication time. The

observed mobility enhancement appears to be a result of the disentanglement of the

P3HT chains during sonication. Entanglements are more frequent in high MW

polymers and thus the effect can be expected to be larger than for lower molecular

weight polymers. Ultrasonication facilitates free movement and disentanglement of

the chains, which can then form ordered aggregates more efficiently. Consequently,

the lamellar thickness of the high molecular weight P3HT film increased from 14.9

to 19.3 nm with ultrasonication time, as shown by TEM. Furthermore, absorption

spectra indicated an increase in the fraction of P3HT molecules involved in

Fig. 6 Left: Transfer characteristics (saturation regime, VDS¼�60 V) of bottom gate/bottom

contact transistors with P3HT spincoated onto HMDS-treated SiO2 from different boiling point

solvents [chloroform, xylene, cyclohexylbenzene (CHB) and trichlorobenzene (TCB)]. Right:
Transconductance dIDS/dVG (at VDS¼�60 V) of devices spincoated from chloroform and trichlor-

obenzene, indicating gate voltage-dependent mobility. Reprinted with permission from Chang

et al. [35], copyright (2004), American Chemical Society
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aggregates from 55 to 59%. The reduction of entanglements should also reduce

disorder within the π-stacks and thus lead to improved interchain transport and

higher mobilities.

As shown above, aggregates are crucial for obtaining high mobility P3HT films.

Another way of promoting the creation of ordered aggregates during film formation

is by adding poor solvents with a higher boiling point than the main solvent to a

P3HT solution. The lower volatility of the poor solvent leads to longer drying times,

which again promote controlled aggregation. This was demonstrated by Park

et al. who added acetonitrile (0–10%, boiling point 81�C) to solutions of P3HT in

chloroform (boiling point 61�C) [51]. Absorption spectra of the mixed solutions

started to show aggregation-related red-shifts and characteristic vibronic features

for acetonitrile volume fractions of 17%. The crystallinity of spincast films

increased. However, the maximum field-effect mobility of 0.015 cm2 V�1 s�1

was found for films spincast from solutions of 1 wt% P3HT in chloroform with

only 3.3 vol% acetonitrile. Higher volume fractions of acetonitrile led to precipi-

tation and, thus, inhomogeneous films and worse FET performance. For low

concentrations of acetonitrile in the precursor solution, aggregation started during

the evaporation process as the volume fraction of the non-solvent increased. This

also explains why adding acetonitrile to high boiling point, good solvent solutions

like dichlorobenzene (boiling point 174�C) and chlorobenzene (boiling point

132�C) did not show any improvement in crystallinity or mobility.

Chang et al. added acetone, which has a lower boiling point (56�C), to chloroform
solutions of P3HT and observed an increase in hole mobility from 0.0043 to

0.017 cm2 V�1 s�1 for 2 vol% of acetone [52]. Absorption spectra of the solutions

showed no sign of aggregation, whereas absorption spectra of the spincast films

started to show peaks associated with π–π stacking in P3HT aggregates. Also, the

grazing incidence X-ray diffraction of spincoated films showed an increase of the

(100) peak intensity, associated with lamellar packing along the crystallographic

direction perpendicular to the polymer backbone. Chloroform and acetone form a

pressure-minimum (temperature-maximum) azeotrope at about 68 vol% of chloro-

form and 32 vol% of acetone, with a boiling point of 64.7�C [53]. Hence, during the

drying process the concentration of the non-solvent acetone increased gradually up to

that volume fraction and aggregate formation was facilitated. This led to the observed

increase in field-effect mobilities without any additional post-deposition treatment.

The pre-aggregation can be driven to its extreme (i.e., formation of P3HT

nanowires) by cooling a solution of a moderate solvent (e.g., 1,2-dichlorobenzene)

[54–58] or by templating their growth from solution by carbon nanotubes [59,

60]. These nanowires can be several micrometers long and 10–20 nm wide. They

show a high degree of order but transport can only occur along the π–π stacking

direction. FETs based on single P3HT nanowires show reasonable mobilities of about

0.02 cm2 V�1 s�1 [61, 62], whereas networks of nanowires generally show lower

overall mobilities due to the limited fill-factor and necessary nanowire-to-nanowire

contacts. The lower mobility in P3HT nanowires compared to the highest possible

mobilities in P3HT thin films indicates that transport along the π–π stacking direction
is slower than along the polymer backbone.
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For some polymers, post-deposition treatment is necessary or at least beneficial

to reach maximum field-effect mobilities. This is for example the case for PBTTT

(structure P2, see Fig. 11). After annealing within the liquid-crystal mesophase,

this polymer forms large crystalline areas and the hole mobility increases to

0.7 cm2 V�1 s�1 [113]. For P3HT, simple annealing up to 150�C does not lead to

substantial improvement in the film morphology or hole mobility [63]. Prolonged

annealing above 160�C even leads to performance degradation [64]. However,

moderate annealing in inert atmosphere or under vacuum increases the on/off

ratio and shifts the onset voltage to more negative values (depending on the initial

preparation conditions) due to the removal of oxygen from the film [47, 63].

In order to substantially increase the crystallinity of a preformed P3HT film,

solvent–vapor annealing or controlled solvent swelling and deswelling is required.

Carbon disulfide (CS2) is a good solvent for swelling polythiophene thin films under

controlled vapor pressure [65–67]. Within a swollen P3HT film the majority of

polymer chains adopt coil-like configurations and no indication for aggregates is

found. When the CS2 vapor pressure is reduced, the film deswells and recrystalli-

zation can take place under controlled conditions. Using this technique, Crossland

et al. were able to tune nucleation density and grow large P3HT spherulites with

diameters of up to 100 μm [65]. Field-effect transistors produced with these

recrystallized P3HT films showed high hole mobilities (up to 0.11 cm2 V�1 s�1),

which decreased with the number of spherulite boundaries within the channel [68].

In summary, the order and microstructure of P3HT thin films is extremely

sensitive to the solvents used, deposition conditions, and post-deposition treatment.

This can pose a problem for reproducibility but also enables wide tunability of

transport properties with the same polymer. Hence, careful control of all processing

parameters and complementary characterization techniques are crucial before

drawing any conclusions from device characteristics.

3.4 Dielectric Interface

In addition to regioregularity, molecular weight, and the solution deposition con-

ditions of P3HT, the surface treatment of the dielectric has been found to be

extremely important for the orientation, crystallinity, and ultimately the carrier

mobility of P3HT thin films. As mentioned above, the typical device structure used

for studies on charge transport in P3HT is the bottom gate/top contact geometry

with doped silicon as the gate electrode and thermally grown SiO2 as the gate

dielectric. Clean, untreated SiO2 surfaces are terminated by –OH groups and are

thus very hydrophilic. These surface groups as well as adsorbed water can act as

charge traps [69, 70]. For most organic semiconductors, either solution-processed

or vapor-deposited, the passivation of the SiO2 surface with hexamethyldisilazane

(HMDS) or self-assembled monolayers of alkylsilanes improves device perfor-

mance with respect to both mobility and threshold voltage [71, 72]. By modifying
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the end groups of the self-assembled monolayer (e.g., –CN, –F versus CH3) and

thus the surface dipole, it is possible to shift the threshold voltage and alter the

orientation of organic molecules at the interface [73].

Early studies on P3HT employed HMDS-treated SiO2 surfaces and found

substantial enhancement of mobility compared to bare SiO2 [4, 5]. This was

attributed to the promotion of edge-on orientation and thus π–π stacking of the

P3HT molecules. Subsequent experiments showed that using alkylsilanes, in par-

ticular octadecyltrichlorosilane (OTS), significantly improved the crystallinity and

order of P3HT close to the interface [74–76]. Modern X-ray characterization

techniques such as WAXS, SAXS, NEXAFS, etc. played an important role in

analyzing the buried P3HT interface in these devices [77]. Overall, it has emerged

that self-assembled monolayers such as OTS are crucial for the nucleation of P3HT

crystallites at the dielectric surface where charge transport takes place. Kline

et al. first showed that for low molecular weight P3HT, surface treatment with

OTS instead of HMDS increased mobility by orders of magnitude and explained

this by improved edge-on orientation and thus more shallow-angle grain boundaries

between crystallites. The effect was less pronounced for high molecular weight

P3HT [75]. Jimison et al. later found that the crystallinity of spincoated P3HT films

was actually lower at the surface than in the bulk, whether the surface was treated or

not. However, the interaction of the alkyl chains of the polymer with those of the

OTS apparently promoted nucleation and thus the density of interface-nucleated

crystallites was 20 times larger than on bare SiO2, leading to higher carrier

mobilities [76].

It is important to realize that these results are to a large degree specific to the

particular bottom gate device structure. The mobility in top-gated FETs, which are

common in flexible electronics, depends on the roughness of the P3HT surface and

the microstructure of the film at the top surface. Spincoating or printing a gate

dielectric on top also means that the semiconductor film is exposed to another

solvent. Even if an orthogonal solvent is chosen that does not dissolve the P3HT, it

may swell the film and thus alter its structure. In addition, the dielectric constant of

the dielectric plays a role and influences the charge carrier mobility due to dipolar

disorder and the associated broadening of the density of states [78, 79].

3.5 Alignment and Grain Boundaries

Detailed control and characterization of the microstructure in P3HT thin films

enables inference as to the nature of charge transport in this conjugated polymer.

Early studies had suggested that the π–π stacking in P3HT is responsible for fast

charge transport [5]. Although this is true, because interchain transport ultimately

limits the overall mobility in P3HT thin films, the π–π stacking direction is not the

direction of highest mobility. According to theoretical calculations [80, 81], the

fastest charge transport should still be that along the polymer backbone (i.e., the

intrachain transport), as is the case for many other conjugated polymers [82, 83]. In
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order to verify this notion experimentally, a number of transport measurements on

P3HT films with predetermined alignment were carried out. The earliest study of

charge transport in aligned P3HT on friction-transferred polytetrafluoroethylene

(PTFE) by Amundson et al. indicated in-plane anisotropy of the mobility [84], but

the roughness of the PTFE alignment layer and its impact on mobility did not allow

for a clear distinction of the origin of the mobility differences. Later, Jimison

et al. investigated the influence of grain boundaries on transport in aligned P3HT

using a directional crystallization technique to form films with an anisotropic fiber

structure containing crystalline regions that were separated by disordered grain

boundaries [85]. The polymer chains within crystallites were oriented parallel to the

fiber axis. Top-contact FETs with charge transport either parallel or perpendicular

to the fiber direction showed mobilities that were an order of magnitude higher

along the fibers than across. Jimison et al. concluded that the effective device

mobility was dominated by the mobility in the grain boundaries and, thus, the

observed mobility anisotropy in the aligned P3HT films was mainly due to different

grain-boundary orientations. That is, holes crossed the grain boundaries along the

fiber direction much more easily than the boundaries across fibers. Along a fiber, the

different crystallites can be bridged by tie molecules, which maintain connectivity.

This is not possible for crystallites in neighboring fibers. Efficient π–π-overlap is

also not likely due to disorder at the fiber edge. Thus, not just the number of grain

boundaries but also their placement and relative orientation are important for

maximizing the overall charge transport.

A convenient way of aligning P3HT thin films without introducing defects and

independent of the substrate is the application of strain by stretching a pre-cast film

on a rubbery (polydimethylsiloxane, PDMS) substrate before transferring it onto

the FET substrate. This was demonstrated by O’Connor et al. [86]. The crystalline

parts of the films aligned in the direction of applied strain. The degree of alignment

increased proportionally with strain while the amorphous regions remained highly

disordered. In short-channel (5 μm) FETs, the mobility increased by almost a factor

of 2 in the direction of strain but decreased by a factor of 4–5 perpendicular to it,

reaching a maximum ratio of 9 at a strain of 100%. Importantly, the strained films

exhibited an increasing amount of plane-on orientation instead of the usually

observed edge-on orientation, which enables transport along the π–π stacking

direction. In agreement with theory, these results suggest that transport along the

polymer backbone is fastest, followed by transport in the π–π stacking direction and
side-chain stacking direction.

This direction dependence was further corroborated by studies of mobility

anisotropy within P3HT films without the influence of grain boundaries. Crossland

et al. [68] grew large spherulites (diameters> 100 μm) of P3HT by controlled

solvent swelling with carbon disulfide and deposited arrays of electrodes on top.,

This arrangement enabled FET measurements for various angles with respect to the

radial spherulite growth direction. Mobilities were again higher along the polymer

backbones than along the π–π stacking direction despite periodic amorphous

interlamellar interruptions. Fisher et al. tested this further by producing aligned

films of P3HT with different molecular weights by applying an electric field during
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recrystallization and by low nucleation density recrystallization under confinement

[87]. In the former case, charge transport takes place along the polymer chains and

across low-angle boundaries between lamellae. In the latter case, charges have to

move in the π–π stacking direction. Interestingly, only for high molecular weight

samples a significantly higher mobility (~0.01 cm2 V�1 s�1) along the polymer

backbones (i.e., perpendicular to the π–π stacking direction) compared to the π–π
stacking direction (~0.003 cm2 V�1 s�1) was observed. Because transport along the

backbone direction is ultimately limited by the boundaries between adjacent lamel-

lae, long polymer chains are more likely to act as tie molecules connecting the two

lamellae. In samples with lowmolecular weight this is less likely and the mobility is

limited even compared to transport in the π–π stacking direction, which is slower

but does not require tie molecules.

Similar differences between intrachain and interchain transport were also found

for the related π-stacked polythiophene poly{2,5-bis(3-alkylthiophen-2-yl)thieno

[3,2-b]thiophene} (PBTTT; P2 in Fig. 11) [88]. Here, the mobilities along the

chains in well-ordered ribbons formed by zone casting ranged from 0.13 to

0.2 cm2 V�1 s�1 versus 0.026 to 0.06 cm2 V�1 s�1 perpendicular to the chains,

i.e., in the π–π stacking direction. The obtained ratio was not as high as expected,

probably due to limitation of the mobility along the chains by disordered grain

boundaries.

The following picture of charge transport in semicrystalline P3HT and similar

polythiophenes emerges, as summarized by Lan et al. and shown in Fig. 7 [80]. The

fastest transport is intrachain transport along the polymer backbone. For optimal

transport, the polymer backbone should be strongly planarized to allow for long

Fig. 7 Possible arrangements of long and short P3HT polymer chains and related hole mobilities,

as suggested in Lan and Huang [79]
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conjugation lengths. However, as the channel of a transistor is much longer than a

single polymer chain, interchain hopping is necessary for macroscopic transport.

This is facilitated by tie molecules that bridge adjacent crystallites. For optimal

bridging the boundary angle should be low, leading to mobility anisotropy in

aligned semicrystalline films. The need for tie molecules also explains the increase

in mobility with molecular weight, although P3HT films with lower molecular

weight show higher crystallinity and lower paracrystalline disorder than high

molecular weight films. The well-ordered crystalline regions are not connected to

each other and hence transport is strongly inhibited. Charge transport along the π–π
stacking direction is slower than perpendicular to it but faster than in the side-chain

stacking direction, in which long alkyl chains and minimal orbital overlap hinder

charge transfer.

In summary, obtaining maximum hole mobilities in P3HT transistors requires

long, well-planarized and π–π-stacked polymer chains that are well connected via

tie molecules at shallow angles. High crystallinity is no guarantee for high mobility;

instead, the connectivity of crystalline domains plays a major role in macroscopic

charge transport.

3.6 Blends and Copolymers

In contradiction to what one might expect, mixing P3HT with insulating polymers

can actually improve the carrier mobility and stability of P3HT-FETs substantially.

In the simplest case, the air stability of the device is improved by forming an

encapsulation layer of the insulating polymer on top of the P3HT. However,

through judicious choice of polymer and processing conditions it is possible to

affect the P3HT morphology in a way that leads to higher hole mobilities despite an

excess of the insulating polymer. This was first demonstrated by Goffri et al. for

blends of P3HT and semicrystalline isotactic polystyrene or polyethylene [89]. The

blends were processed in a way that allowed the P3HT to crystallize first (e.g., by

casting from a hot solution onto a hot substrate), followed by crystallization of the

semicrystalline insulating polymer. This propelled the already solidified P3HT to

the surface and interface of the film with the substrate. The resulting vertically

stratified structure creates continuous films of P3HT at the dielectric interface. Even

at blend compositions as low as 3 wt% of P3HT this procedure led to FETs with

hole mobilities of 0.01 cm2 V�1 s�1. In addition, these blend devices were self-

encapsulating and thus more air-stable than pure P3HT-FETs. In other cases, the

formation of crystalline nanofibrils within an insulating matrix is observed by TEM

and AFM (e.g., for P3HT/PS blends in dichloromethane and poly

(3-butylthiophene)/PS in 1,2-dichlorobenzene) [56, 90]. Even at low volume frac-

tions they can maintain continuous pathways for charge transport and mobilities

ranging from 0.006 to 0.014 cm2 V�1 s�1.

Although blends can show intriguing phase separation behavior, control over the

micro- and nanostructure of such films is limited. Predetermining the film’s
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morphology by the molecular structure of the components would be very beneficial.

This is the goal for designing block copolymers of P3HT and insulating polymers of

different kinds that phase-separate on the nanoscale. Variation in the length of the

different blocks leads to different equilibrium morphologies (e.g., lamellar or

cylindrical) [91], which could be utilized for devices. Two different types of

diblock copolymers can be distinguished: rod–coil copolymers, which have an

amorphous insulating block [92–94], and crystalline diblock copolymers, in

which the insulating polymer is also semicrystalline and adds another driving

force for ordering [95–98]. Depending on the employed synthetic route, either the

P3HT length or the length of the insulating part can be varied. Unfortunately, many

of these synthetically challenging and therefore expensive block copolymers do not

show significantly higher mobilities than their pure rr-P3HT counterparts and are

certainly far from reaching the high mobilities necessary for most applications. In

the best cases, the mobilities remained similar and the threshold voltage and on/off

current ratio were improved. For example, films of P3HT-polyethylene copolymers

that were processed from hot solutions similar to blends of the same composition

resulted in high mobility (0.01–0.1 cm2 V�1 s�1) FETs with good on/off ratios (~105).

Again, crystallization of the polyethylene block probably caused the pre-crystallized

P3HT segments to form a low-percolation-threshold co-continuous structure [97]. Yu

et al. synthesized polystyrene-block-poly(3-hexylthiophene) (PS-b-P3HT) block

copolymers with fixed polystyrene coil length [93]. Thin films of these copolymers

showed a lamellar structure after spincoating from trichlorobenzene and thermal

annealing (shown in Fig. 8). The best mobilities (~0.08 cm2 V�1 s�1) were found

for a diblock copolymer with a relatively high P3HT content of 85 wt% compared to

the pure rr-P3HT (~0.046 cm2 V�1 s�1). Importantly, the on/off ratio was substantially

increased from 8� 103 to 105 and long-term stability was also improved.

The device characteristics of blends and copolymers of P3HT and insulating

polymers are striking, especially because the formation of co-continuous transport

paths within such a matrix has been unclear. Lu et al. could show that moderate

Fig. 8 (a) AFM images (500� 500 nm) of the lamellar structure of a PS-b-P3HT copolymer film

with schematic illustration of the lamellar nanostructure. (b) Transfer characteristics of a bottom

contact field-effect transistor with 85 wt% P3HT. Reprinted with permission from Yu

et al. [92]. Copyright (2011) American Chemical Society
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doping by oxygen or other p-dopants like F4-TCNQ is necessary to obtain high

mobilities and good on/off ratios in such devices [7]. Blends of 5 wt% P3HT and

polystyrene that were processed under strict exclusion of oxygen and annealed

under vacuum initially showed almost no charge transport. The devices improved

after moderate doping by storing the devices in a nitrogen glovebox with an oxygen

concentration at the parts per million level. Mobilities reached 0.1–0.2 cm2 V�1 s�1

and on/off ratios of 106 were accomplished. Similar behavior was found for other

thiophene-based polymers and for doping with F4-TCNQ. Lu et al. argued that the

specific morphology of the P3HT network was crucial for this performance

improvement. Most of the semiconductor formed a poorly interconnected network

of nanometer-sized crystallites at the top surface, while parts of this network

penetrated the insulating matrix closer to the gate dielectric in a bottom gate/top

contact configuration. In the doped state, the network paths penetrating into the

matrix were depleted when a positive voltage was applied and thus interrupted

charge transport. This led to low off-currents. When a negative voltage was applied,

holes accumulated in those parts and the entire network became conducting. The

FET was in its on-state. In the undoped state, charge accumulation occurred first in

the network parts close to the gate, leaving the larger parts on the top surface

screened. They were thus dominated by trap states and were essentially

non-conducting. The high mobilities could be explained by good interchain order

of the P3HT, as indicated by a strong 0–0 vibronic transition in the absorption

spectrum and narrow (020) X-Ray diffraction peaks. Given the excellent perfor-

mance and stability of these devices containing only small amounts of semicon-

ducting polymer, they are very interesting for various applications. A simple circuit

of a unipolar inverter based on two blend FETs was fabricated and showed good

switching behavior, with gains as high as 60. Thus, simple blends instead of

complicated and expensive copolymers might ultimately push the performance of

P3HT-FETs beyond the current limits.

3.7 Doping and On/Off Ratio

As already mentioned above, one of the major problems of P3HT-based FETs is the

low on/off ratio due to unintentional doping. A low off-current is important for

almost all electronic applications. For example, transistors that drive pixels should

have an on/off ratio of 109 to achieve maximum contrast. For digital logic, a low

off-current reduces unwanted power dissipation. The high off-currents in P3HT

transistors are due to p-doping of the films by oxygen. The additional positive

charge carriers have to be compensated by the gate voltage, which leads to positive

turn-on voltages in many P3HT-FETs. Also, the influence of the gate field extends

only few nanometers into the channel, whereas the whole P3HT film is doped. This

results in high bulk conductance and thus high off-currents (see Fig. 9).

Early on, the p-doping of P3HT by oxygen was attributed to the formation of a

reversible P3HT:O2 charge transfer complex [100]. Interestingly, doping of P3HT
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is very slow in the dark even under atmospheric oxygen pressure but very fast when

accompanied by illumination with near-infrared or visible light. Liao

et al. investigated the kinetics of doping and de-doping of P3HT under various

conditions [101]. They found that even in a moderate vacuum with very low oxygen

background pressure doping occurs within minutes under illumination. Because it is

very difficult to exclude all oxygen during commercial fabrication processes, this

would pose a significant problem for the application of P3HT in any commercial

devices, although de-doping in the dark and under vacuum is possible. At room

temperature this is a slow process, but can be significantly enhanced by annealing

close to the glass transition temperature of P3HT in a vacuum. The type of

substrate/dielectric and the porosity of the P3HT film also play a role [102]. Non-

polar interfaces are preferable in order to slow down doping.

Sperlich et al. investigated the species formed during exposure of P3HT to

oxygen and light using electron paramagnetic resonance (EPR), photoluminescence

(PL), and PL-detected magnetic resonance (PLDMR) [103]. They confirmed the

formation of a positive polaron and a negative charge transfer complex after

excitation of the P3HT to the first excited singlet state, which then reacts with

oxygen. This process is fast compared to the same reaction in the dark. However,

the authors also found irreversible photooxidation, which is the result of the

reaction of the excited P3HT triplet with oxygen. This process only occurs under

intense visible light illumination or UV exposure and leads to degradation of the

P3HT. This photooxidation cannot be reversed by applying a vacuum.

Although the unintentional p-doping of P3HT is mostly reversible, it constitutes a

problem for device operation and several approaches to make FETs less sensitive to

oxygen have been pursued. One way is to modify the chemical structure of the

Fig. 9 Transfer characteristics of FETs fabricated with PQT ( filled triangles) and P3HT (empty
triangles) as semiconductors and measured under nitrogen flow (left). The same devices were

exposed to air for 20 h (right). Reprinted with permission from Arias et al. [103], Wiley-VCH

Verlag GmbH & Co. KGaA, Weinheim, copyright 2006
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polythiophene to increase the ionization potential, as in the dialkylated

quaterthiophene PQT (P1 in Fig. 11). Another method is self-encapsulation, as

shown in Fig. 9 [99, 104]. For self-encapsulation, the P3HT is mixed with another

polymer (e.g., polymethylmethacrylate, PMMA) in solution and phase separates

vertically during spincoating on octyltrichlorosilane-treated substrates. The PMMA

forms an encapsulation layer on top, which enables stable operation of P3HT-FETs

with high on/off ratios in air as well as additional encapsulation with inorganic layers

without damaging the semiconductor. Here also, blends of P3HT and insulating

polymers may solve both mobility and stability issues and thus enable future appli-

cation in circuits that have to operate in ambient conditions over long periods of time.

3.8 Electrochemical Doping

Electrolyte gating allows for the accumulation of very high charge carrier densities in

organic FETs and operation at very low voltages. As shown by Tanase et al., the carrier

mobility in polymers depends strongly on the induced charge carrier density. This is

commonly found for P3HT as well [9]. By using electrolyte gating Xia et al. examined

the hole mobility in P3HT for carrier densities up to 4� 1014 cm�2 [18]. They found

an increase in mobility from 0.005 to 1.2 cm2 V�1 s�1 and higher (see Fig. 10)

[17]. The high mobilities, low operating voltages, and the fact that the necessary

electrolytes can be printed in the form of iongels enable the production of fully printed,

flexible circuits (e.g., inverters, ring-oscillators, and D flip-flop circuits) based on

P3HT-EGTs with good performance and fast switching times [17, 47, 105]. Due to

the efficient gating by penetration of ions into the P3HT and thus compensation of

unintentional doping, the on/off ratios of P3HT-EGT are very good (106) and threshold

voltages are around zero even when the devices are printed in air [47].

Fig. 10 From left to right: Optical micrograph, schematic illustration, transfer characteristics, and

mobility distribution of electrolyte-gated P3HT transistors with high charge carrier mobilities.

Reprinted by permission from Macmillan Publishers Ltd: Nature Materials [17], copyright 2008
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The high carrier densities that are possible with electrolyte gating raise the

question of what happens if the carrier density is increased close to one charge

per monomer unit in the P3HT chain. Would an insulator-to-metal transition

be possible? Wang et al. demonstrated a stable Hall effect in electrolyte-gated

P3HT films [106], which was possible due to a crossover from a strongly

non-adiabatic, variable range hopping regime to an adiabatic, diffusive, band-like

transport regime at three-dimensional hole densities of up to 1021 cm�3,

corresponding to 0.2 holes per thiophene ring. However, probably due to doping-

induced disorder at these high hole densities, carrier wavefunction delocalization

and Coulomb gap collapse and thus insulator-to-metal transition did not occur.

Nevertheless, this experiment shows the potential of studying charge transport in

P3HT at the limits of carrier density and thus examining the fundamental properties

of conjugated polymers.

4 New Polythiophene Derivatives for FETs

Although interest in P3HT as a model system is still strong, many new versions of

thiophene-based semiconducting polymers have been developed over the past

decade. The main design criteria were stability against oxygen doping, large area

ordering, solution-processability, and high carrier mobility. To achieve these prop-

erties, the number, length, and position of alkyl side chains was varied and fused

thiophene moieties and electron-deficient comonomer units were introduced. The

resulting new materials can reach hole mobilities of up to 10 cm2 V�1 s�1 in some

cases [107, 108] and can be used to study structure–property relationships. Detailed

synthetic approaches and molecular designs have been discussed in a number of

reviews [23, 109–112]; here we will only present a few examples of polythiophene

derivatives that are particularly promising for FET applications.

Improving the air stability of polythiophenes is crucial for their applicability in

commercial devices. To achieve this, the position of the highest occupied molec-

ular orbital (HOMO) energy level has to be shifted further away from the vacuum

level, i.e., the ionization potential has to be increased to values larger than

�4.9 eV. One possible method is to reduce the coplanarity of the system and

thus the conjugation length, although this will also reduce π–π stacking and carrier
mobility. The ionization potential also depends on the electron density of the

conjugated system. Introducing electron-withdrawing groups to the conjugated

system or reducing the density of electron-donating groups will therefore shift the

HOMO level further away from the vacuum level. The first advance in this

direction was reported by Ong et al., who developed dialkylated quaterthiophene

polymers (usually named PQT; P1 in Fig. 11) [104]. Two thiophene units separate

the alkyl-bearing units and prevent them from interfering with each other. The

favorable orientation of the alkyl chains and their low density lead to close π–π
stacking and mobilities as high a 0.14 cm2 V�1 s�1. The central thiophene units

128 J. Zaumseil



allow for enough rotational freedom to reduce the conjugation length and there-

fore increase the ionization potential by 0.1 eV, which makes PQT significantly

more air-stable than P3HT (see Fig. 9) [99]. However, this rotational freedom also

reduces overall ordering, which led McCullough and coworkers to introduce a

fused thieno[3,2-b]thiophene unit [113]. The thienothiophene units are quite rigid

and planarize the backbone, which is advantageous for π–π stacking and intra- and
intermolecular charge transport. FETs based on these so-called PBTTTs (P2 in

Fig. 11) can reach mobilities of up to 0.72 cm2 V�1 s�1 after annealing into the

mesophase, which induces very large crystalline domains with extended

nanoribbons. Due to the higher ionization potential of �5.1 eV, PBTTTs are

also relatively stable in air. Transport along the PBTTT backbone is typically 3–5

times faster than in the π–π stacking direction, as shown for zone-cast films with

large and aligned nanoribbon domains [88]. Extending the PQT approach, Kim

et al. showed that tetraalkylated PQT with a central vinylene group inserted

between two head-to-head oriented thiophene units (P3 in Fig. 11) experiences

less steric repulsion [114]. The vinylene group decreased the band gap and

increased the degree of planarity. However, long dodecyl side chains were

necessary to provide solubility. After annealing at 200�C the films were highly

crystalline. Top-gate FETs showed hole mobilities of up to 1 cm2 V�1 s�1 and

better air-stability than P3HT.

Müllen and coworkers demonstrated that the incorporation of the benzo

[2,1-b;3,4-b0]dithiophene unit into a polythiophene (P4 in Fig. 11, with

R¼ n-C12H25) had several advantageous effects [115]. First, the ionization poten-

tial increased, making the polymer more air-stable. Second, the extended π-system
ensured good stacking properties. Placing solubilizing alkyl side chains only on

Fig. 11 Examples of polythiophenes and polythiophene copolymers with modified ionization

potential or higher charge carrier mobility than P3HT
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the neighboring thiophene units led to a slight curvature of the polymer backbone.

This modification increased solubility (in dichlorobenzene) and avoided very strong

aggregation, which would impede ordered film formation. The hole mobility of

such an optimized conjugated polymer was >0.1 cm2 V�1 s�1 without any special

annealing or processing conditions. The linear isomer (P5 in Fig. 11, with R0 ¼H,

R¼ n-C12H25) also packed very tightly, but here the π–π-interactions were too

strong and led to precipitation during processing and thus low uniformity of the

thin films. The resulting field-effect mobilities were ten times lower than those of

the curved P4. Pan et al. showed that addition of alkyl side chains to the central,

linear benzo[1,2-b:4,5-b0]dithiophene unit (P5, with R0 ¼R¼ n-C6H13 or

R0 ¼R¼ n-C10H21) enabled good solubility in 1,2-dichlorobenzene and gave

highly ordered films with mobilities of 0.25 and 0.4 cm2 V�1 s�1, respectively,

and high on/off ratios of 106, combined with good air-stability [109, 116, 117].

The cyclopentadithiophenes (CPDT) are another class of promising fused

thiophene-based materials. In CPDTs, the bridging carbon atom with the alkyl

substituents is sp3-hybridized and does not participate in the delocalization along

the polymer backbone. Films of CPDT homopolymers showed a disordered, amor-

phous structure and only low (10�4 cm2 V�1 s�1) mobilities [118]. In contrast,

copolymers of CPDT with the electron-withdrawing group 2,1,3-benzothiadiazole

(BT) (CPDT-BT; P6 in Fig. 11, with R¼ n-C16H33) exhibited much higher mobil-

ities [119], which could be increased up to 3.3 cm2 V�1 s�1 by optimized

processing [120, 121].

The high mobilities of the CPDT-BT copolymers renewed interest in thiophene

copolymers with electron-deficient comonomers. Fan et al. synthesized a copoly-

mer of the highly electron-withdrawing benzobisthiadiazole (BBT) and dialkylated

quaterthiophene (P7 in Fig. 11, with R¼ 2-octyldodecyl). This polymer packed

with a very short π–π stacking distance of 3.5 Å and exhibited an average hole

mobility of 1.8 cm2 V�1 s�1 after annealing at 280�C [122]. Due to its donor–

acceptor structure, the bandgap of this polymer is quite small (0.7 eV) and the

lowest unoccupied molecular orbital (LUMO) is low enough to enable electron

injection and thus ambipolar charge transport.

All these examples show that, although P3HT is no longer in the race as a high-

mobility semiconducting polymer, the structural motifs of thiophenes and fused

thiophenes are still important as building blocks for the next generation of polymer

semiconductors. Even the current record holders with hole mobilities of up to

10 cm2 V�1 s�1 that are based on the acceptor moiety N-alkyl diketopyrrolo-pyrrole
(DPP) are copolymers with several thiophene units (e.g., P-29-DPPDBTE107) or

dithienylthieno[3,2-b]thiophene (DPP-DTT106; P8 in Fig. 11). The high mobilities

of these polymers are not based on high crystallinity but on a morphology with small

length-scale, short contacts interconnected by polymer backbones that allow

one-dimensional transport. These short contacts are enhanced by dipolar interactions

between neighboring backbones, as for example in DPP copolymers, in which the

polar pyrrole units drive aggregation through noncovalent interactions [123].
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5 Conclusions

Despite its long history, the intricacies and complexities of charge transport in

P3HT field-effect transistors still fascinate scientists. Over the last few years a more

complete picture of the relationship between film morphology and charge carrier

mobility has emerged thanks to advanced characterization and processing tech-

niques. At the same time, it has become obvious that the maximum mobilities of

P3HT are fundamentally limited and so new high-mobility thiophene-based poly-

mers have entered the race towards the application of polymer transistors in organic

electronics. Although P3HT may no longer be the prime candidate for application

in circuits, the many possible variations in morphology (depending on molecular

structure and processing) and their impact on carrier mobility in thin films will

continue to give insights into the fundamental principles of charge transport in

conjugated polymers.
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Morphology and Charge Transport in P3HT:

A Theorist’s Perspective

Carl Poelking, Kostas Daoulas, Alessandro Troisi, and Denis Andrienko

Abstract Poly(3-hexylthiophene) (P3HT) is the fruit fly among polymeric organic

semiconductors. It has complex self-assembling and electronic properties and yet

lacks the synthetic challenges that characterize advanced donor–acceptor-type poly-

mers. P3HT can be used both in solar cells and in field-effect transistors. Its morpho-

logical, conductive, and optical properties have been characterized in detail using

virtually any and every experimental technique available, whereas the contributions

of theory and simulation to a rationalization of these properties have so far been

modest. The purpose of this review is to take a snapshot of these results and, more

importantly, outline directions that still require substantial method development.

Keywords Charge transport � Morphology � Organic semiconductors � P3HT
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1 Introduction

Thiophene-based conjugated polymers have accompanied, if not originated, the

interest in conductive polymer materials and their application in organic field-effect

transistors (OFETs) and organic photovoltaic (OPV) devices [1]. The most studied

representative of this class of materials is poly(3-hexyl-thiophene) (P3HT) with its

regioregular (head-to-tail) isomer (see Fig. 1), as first synthesized by Rick

McCullough in 1992 [2]. Polythiophenes, however, were already an intensely

studied class of conjugated polymers, a rudimentary description of the compound

being published as early as 1883 [3]. The first polymerization reactions with high

yield and small concentrations of synthesis impurities were reported in 1980

[4, 5]. These compounds were essentially not processable due to the strong inter-

action of the conjugated backbones. In 1986, Elsenbaumer reported the synthesis of

easily processable poly(alkyl-thiophenes) (PATs) [6]. Solution-processed into thin

films, these materials could exhibit reasonable conductivities limited, however, by

the disorder that results from a regiorandom attachment of the side chains to the

thiophene monomers. It was the synthesis of regioregular (rr) P3ATs [2] that

eventually paved the way for applications in devices such as OFETs and OPV

cells. Here, we recapitulate key experimental results relevant to polymorphism,

formation of self-assembled nanostructures, and charge transport in rr-P3HT. An

extended overview is provided in the rest of the contributions of this volume,

various books, and monographs (e.g., [7])

Like many conjugated polymers, P3HT is a polymorph, i.e., forms different

crystal structures depending on processing conditions. The most frequently

observed are so-called forms I and II [8], which differ by the side chain conforma-

tion and interdigitation, inclination of conjugated backbones with respect to the

stacking direction, and the shift of successive (along the π-stacking direction)

polymer chains [9]. Form I, which is observed after annealing, is the structure
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encountered in most studies dealing with OFETs and OPVs. It has a monoclinic

unit-cell (for bulk P3HT samples X-ray diffraction, XRD, provides a¼ 1.60 nm,

b¼ 0.78 nm, and c¼ 0.78 nm [10]). Polymorph II has been found to have a

significantly smaller unit cell dimension along the a-axis and has thus been assumed

to have interdigitated alkyl groups [8], which distinguishes it from form I. Upon

heating, form II irreversibly transforms into form I. This phase transition is accom-

panied by a change in unit-cell dimensions, with interlayer spacings increasing and

intrastack distances decreasing. A similar first-order phase transition has been

described recently in a combined infrared-spectroscopy and wide-angle XRD

study for a non-interdigitated metastable polymorph that transforms into the stable

form I, hence establishing a third polymorph, I0 [11, 12]. Simulated unit cells of

polymorphs I and I0 are shown in Fig. 2.

On a mesoscale, crystallization from supercooled solutions in poor solvents can

lead to the formation of secondary structures, notably nanofibers, with a width of

tens of nanometers and length of several micrometers [14].

Charge transport in P3HT has been studied with the aim of relating

regioregularity, molecular weight and, hence, morphology to hole mobility, and

thus to the efficiency of P3HT/methanofullerene (PCBM) bulk heterojunction solar

cells, for which the power conversion efficiency was reported to be 4.4% as early as

2005 [15]. Hole mobilities of 10�5 cm2/V s (10�4 cm2/V s) were measured for 94%

(98%) regioregular P3HT using the time-of-flight (TOF) technique [16]. Dispersive

transients of the regiorandom P3HT indicated that the polymer is conductive, yet its

mobility could not be extracted from TOF measurements due to sizeable disorder.

The mobility temperature dependence, analyzed using the Gaussian disorder model

(GDM), suggested an energetic disorder of around 50–60 meV. Both hole and

electron TOF mobilities were reported to be independent of the molecular weight

up to 20 kDa, and then decreased by an order of magnitude as molecular weight

increased to 120 kDa [17]. The reported zero-field mobilities for shorter chains

were of the order of 10�4 cm2/V s. A GDM-fitted energetic disorder of 71(54)meV

was extracted for short (long) chains.

Meanwhile, field-effect mobilities ranging around μ ~10�5 cm2/V s were

reported for the very first OFET device that used polythiophene for the semicon-

ducting channel [18]. By choosing rr-P3HT, μ could be increased by three orders of

magnitude [19]. OFET mobilities of ~0.1 cm2/V s were measured as a function of

the molecular weight after spin-casting from higher boiling point solvents [20]. The

field-effect mobility was found to increase with molecular weight in spite of

reduced crystallinity. This was attributed to either better interconnectivity of the

Fig. 1 Regioregular

poly(3-hexyl-thiophene)

(P3HT)
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polymer network [21] or smaller intrachain ring torsions present in high molecular

weight molecules [22].

Transistor hole mobilities have even been reported for individual P3HT

nanofibers [14, 23, 24]. Along the fiber, this mobility was as high as 0.06 cm2/V s.

An energetic disorder of 108 meV was extracted from temperature-dependent

measurements.

Stimulated by this multitude of experimental investigations, a number of theo-

retical studies have been conducted to rationalize the wide spectrum of mobilities

obtained for a single compound and link the transport characteristics to the self-

assembly properties, morphology, and electronic structure of P3HT. The contro-

versy started when examining conformations of a single isolated chain: the thio-

phene dimer was reported to adopt a twisted backbone conformation [25], whereas

increasing the oligomer length resulted in a planarized backbone. The situation with

oligomer assemblies is even more involved; indeed, we still do not know the order

of crystalline polymorphs on the energy axis, cannot quantify the density of defects

in a crystalline morphology, or quantify the relative volume fractions of crystalline

and amorphous phases. We do not really understand what exactly limits charge

transport in ordered lamellar systems: is it large energetic disorder or small elec-

tronic couplings? Why is the hole transport strongly dispersive even though the

reported energetic disorder is moderate? How does regioregularity contribute to

morphological ordering, density of states, and electronic couplings? In which ways

does molecular weight impact mobility? Our goal is to summarize approaches and

answers to some of these questions from a theoretical perspective and to provide an

outlook for the remaining questions.

a b

α = β = 90◦

γ = 86.17◦

a = 15.09 Å

b = 8.06 Å
c = 7.89 Å

a = 16.18 Å

γ = 86.16◦
α = β = 90◦

b = 7.72 Å
c = 7.89 Å

b

2c 2c

a

b

a

polymorph I, CA-100polymorph I’,CC-100

Fig. 2 Unit cells of polymorphs I0 (a) and I (b) as obtained from molecular dynamics simulations.

To highlight the backbone and side chain packing, we use C for crystalline and A for amorphous

states, i.e., CA-100 corresponds to a system with a crystalline arrangement of backbones, amor-

phous packing of side-chains, and regioregularity of 100%. CC-100 corresponds to a system with

crystalline side chains and 100% regioregularity. Adapted with permission from Poelking

et al. [13]. Copyright (2013) American Chemical Society
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2 Morphology

The theoretical and computational toolbox used to study self-assembling properties

of conjugated polymers is very versatile: On the highest level of resolution, it

includes accurate quantum chemical calculations capable of predicting the proper-

ties of isolated oligomers and dimers, normally without side chains. Less compu-

tationally demanding density functional methods can deal with much longer

oligomers (10–20 repeat units), including side chains, and are often used to

compare ground state energies of experimentally proposed arrangements of atoms

in a unit cell. To assess crystalline packing modes at ambient conditions and during

annealing, as well as to study amorphous melts and longer chain lengths, classical

force fields have been parametrized. To access even longer length and time scales

(micrometers, microseconds), coarse-grained models have been developed to study

amorphous melts and liquid-crystalline phases of P3HT.

The ultimate goal of these simulations is to self-assemble the polymer in silico,

i.e., to predict its polymorphs as well as the degree of disorder in the kinetically

trapped molecular arrangements. The honest assessment is that we are fairly far

from achieving this goal. The main obstacles are insufficient accuracy of methods at

a specific level of resolution, long simulation times required to study self-assembly,

and uncontrolled error propagation from one level to another, e.g., when parame-

terizing force fields based on quantum chemical calculations, or developing coarse-

grained models using force-field-generated reference data.

We will provide a summary of simulation results, starting with single-molecule

properties and then expanding to molecular arrangements of P3HT in crystals,

melts, and finally binary mixtures with PCBM, a typical acceptor used in organic

solar cells.

2.1 Single Molecules

Ab initio methods have been extensively used to analyze conformations of the

conjugated backbone and side-chain orientations with respect to the plane of

conjugation [25]. Here, the extended π-conjugated system flattens the backbone,

whereas nonbonded interactions between consecutive repeat units (i.e., steric

repulsions between hydrogen atoms, Coulomb interactions, and van der Waals

interactions) often tend to distort its planarity. For P3HT, both planar [26] and

nonplanar stable geometries have been reported, depending on the side-chain

orientation [27]. At the B3LYP/6-31+G level of density functional theory (DFT),

the nonplanar backbone has an energy of ~0.03 eV lower (per monomer) than the

planar backbone (evaluated in a 10-mer) [28]. This indicates that chain conforma-

tions in the bulk are predominantly determined by interchain van der Waals and

Coulomb interactions, a conclusion also drawn from calculations of molecular

dimers [29].
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Because typical energy differences between planar and nonplanar conformations

are in the order of tens of millielectronvolts, which is the accuracy threshold of

density functional methods, one is forced to use more accurate (and computation-

ally demanding) quantum-chemical methods. However, the ground-state twist

angle between repeat units has been found to depend on the oligomer length,

saturating at about ten repeat units. Furthermore, torsional potentials are correlated

up to the second-nearest-neighbor rings [30], thus making geometry predictions a

formidable task even for isolated oligomers [31].

2.2 Crystalline Oligothiophenes

Both density functional and force-field calculations have been used to study

crystalline P3HT mesophases. Density functional calculations have been primarily

used to establish whether experimentally reported crystal structures correspond to

well-defined energy minima [32–35]. Using a van-der-Waals-corrected generalized

gradient approximation (GGA) functional, Dag and Wang concluded that the

crystal with shifted backbones (i.e., with one of the thiophene layers shifted along

the chain direction by the thiophene–thiophene distance) and side chains rotated

around the torsion angle is the most stable of three studied structures [36]. Xie

et al. reached the conclusion that a structural motif without this registry shift and

without rotation of the side chains, but instead with a small backbone tilt, has the

lowest potential energy [34]. Similar to the situation with a single isolated chain,

typical energy differences between different packing motives are in the order of

10 meV per unit cell and, hence, theoretical methods are at their accuracy limits,

making it difficult to rank different molecular arrangements. Also, unit-cell opti-

mizations are performed at zero Kelvin, meaning that entropic effects, notably the

chain excluded volume, are ignored.

To study larger systems and longer timescales, various flavors of P3HT force

fields were developed. In the majority of cases, parameters of an existing force field

were refined in order to reproduce the torsional potential between thiophene units

and electrostatic potential around an isolated oligomer [13, 37]. The parametriza-

tion has been subsequently refined to account for the change in the backbone

potential with oligomer length [13, 26, 28, 38–40]. To this end, atomistic simula-

tions have been used to analyze proposed packing arrangements of three P3HT

polymorphs (phases I, I0, and II; see Fig. 2), and to scrutinize the effect of

regioregularity on paracrystalline, dynamic, and static nematic order parameters

[13]. Molecular dynamics simulations suggest that the most stable P3HT poly-

morph has planar thiophene backbones shifted by one thiophene ring with respect to

each other. Hexyl side chains are twisted away from the backbone in a trans
fashion, resulting in a non-interdigitated packing structure, although stable struc-

tures with interdigitated side chains were also reported [41]. Force-field-based

estimates of the mass density (1.05 g cm�3), melting temperature (490 K), and

surface tension (32 mN/m) all agree with the reported experimental values
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[40]. One should note that even on this classical level of description, only highly

crystalline morphologies and high-temperature amorphous melts can be studied.

Still, some indications of local-chain ordering upon cooling of amorphous high-

temperature melts (see Fig. 3) have been observed [42].

2.3 Amorphous Melts and Blends

Early simulations of amorphous systems considered thiophene oligomers as a

model for P3HT. Alignment of polymer chains and thiophene units within chains

have for instance been studied in a Monte-Carlo approach [43]. The authors were

able to reproduce the density of the amorphous mesophase (an estimate of

1.06 g cm�3 was given) and concluded that chains tend to align parallel to each

other, while thiophene rings of neighboring chains tend to adopt parallel or anti-

parallel π-stacked arrangements. Systems with much shorter chains had signifi-

cantly denser packing (predicted density 1.4 g cm�3) and stronger alignment, a

result obtained using molecular dynamics simulations [44].

Amorphous melts of oligomers of P3HT were also simulated in order to calcu-

late the glass transition temperature (300 K) and, hence, validate the atomistic force

field [40] and to develop coarse-grained models of P3HT in a liquid state

approaching 500–600 K [45, 46]. Simulations of free-standing films of P3HT

melts have been used to estimate the room-temperature value of surface tension

(21–36 mN m�1) [47]. Amorphous melts of P3HT are, however, of only moderate

interest because the conductive abilities of this polymer are related to its high

degree of lamellar ordering.

Fig. 3 Typical configuration of the amorphous system after annealing the crystal at high temper-

atures (left). Onset of crystallization at 300 K acquired at the end of the gradual cooling process

that was started from the amorphous melt (right). Adapted with permission from Alexiadis and

Mavrantzas [42]. Copyright (2013) American Chemical Society
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In order to understand molecular ordering and electronic processes in bulk

heterojunction devices, blends of P3HT oligomers with fullerene and PCBM have

been simulated at different levels of resolution. Atomistic simulations showed that

bulk oligothiophenes (five chains of 20 repeat units each) tend to cluster better than

oligothiophene/fullerene systems [48]. Prototypical model interfaces have been

used to evaluate energetic profiles for electrons and holes [49]. Coarse-grained

simulations could observe the onset of phase separation [45], distributions of

domain sizes, and interface-to-volume ratios [50] in P3HT/PCBM mixtures. Nev-

ertheless, the field of coarse-grained modeling of conjugated polymers is still in its

infancy. Complications reside in the large persistence length and anisotropic

nonbonded interactions that promote π–π stacking. We will discuss various strate-

gies for developing coarse-grained models of conjugated polymers in Sect. 3.

3 Coarse-Grained Models

Apart from the local molecular packing discussed so far, mesoscopic ordering of

conjugated polymers is equally important for the functionality of organic semicon-

ducting devices. In a bulk heterojunction solar cell, for example, domain sizes of

the donor and acceptor mesophases have considerable impact on cell efficiency. To

predict and analyze such effects, modeling strategies that target the morphology on

length scales reaching several hundreds of nanometers, the typical thickness of the

active layer in a polymer-based solar cell, are required. With the currently available

computational power, such system sizes can only be addressed on a coarse-grained

level.

The idea of coarse-graining relies on the separation of time and length scales.

For many polymeric systems, especially polymer melts, the chemical details,

although strongly affecting material behavior on the microscopic level, become

less important on the mesoscale, where simplified representations of polymer

architecture and interactions can be used. In conjugated polymers, however, the

mesoscale features of the morphology couple across many length scales: π–π
stacking for instance promotes the formation of lamellae, which in turn self-

assemble into supralamellar structures. Predicting this hierarchical self-assembly

is the main target (and challenge) of coarse-grained modeling of conjugated

polymers.

Coarse-graining strategies can be subdivided into bottom-up and top-down

approaches [51, 52]. In bottom-up coarse-graining, the model is constructed to

reproduce physical quantities known from a more detailed description of the system

[53]. In other words, a fine-grained representation of the system is projected onto a

representation with fewer degrees of freedom. This projection is not unique, and

various techniques have been suggested, including structure-based coarse-graining

[53, 54], force-matching [55, 56], and relative entropy frameworks [57]. Top-down
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approaches, on the contrary, derive the coarse-grained model from macroscopic

observables (e.g., the phase behavior). These are often based on experimental

measurements [51, 52, 58] but can also incorporate elements of bottom-up

coarse-graining. In the following sections, we review the results obtained using

structure-based coarse-grained models and also introduce a coarse-graining tech-

nique based on soft interaction potentials.

3.1 Structure-Based Coarse-Graining

The idea of structure-based coarse-graining is to match structural properties, such

as radial distribution functions, of the fine- and coarse-grained systems. Structure-

based coarse-grained models have been developed for melts [45, 46], high-

temperature (liquid) mixtures of P3HT/PCBM [45, 50, 59], and solutions of

P3HT [60]. The P3HT monomers are normally coarse-grained into three interaction

sites placed at the center of mass of the thiophene rings, then on the first and last

three methyl groups of the hexyl side-chain, as shown in Fig. 4. The bonded and

nonbonded interaction parameters are optimized using the iterative Boltzmann

inversion method [54, 61], although phenomenological refinement is also used [59].

The three-site models allow for self-assembling polymer backbones into lamel-

lar arrangements [59, 60]. They have also been used to study the morphology of

phase-separated P3HT/PCBM blends, where explicit incorporation of side chains

helped to understand penetration of acceptor molecules into side chains as a

function of their grafting density along the backbone. No intercalation was found

for P3HT, in contrast to poly(bithiophene-alt-thienothiophene) (PBTTT), which

has a lower grafting density of side chains [59]. A further advantage of coarse-

graining is that solvent-mediated interactions can be incorporated into coarse-

grained interactions, leading to a dramatic decrease in the number of degrees of

freedom. Simulations of P3HT aggregation in solutions with anisole could repro-

duce the experimentally observed aggregation of P3HT as a function of temperature

with the back-folded hairpins of stacked P3HT molecules [60]. The spacing

between P3HT lamellae was found to be 1.7 nm, which is comparable to experi-

mental observations [9].

Three-site coarse-grained models normally employ orientationally isotropic
nonbonded interactions and are parametrized either on high-temperature P3HT

melts or solutions. Thus, by construction, they cannot capture the directionality of

π–π interactions between thiophenes. The backbones of the P3HT chains within the

same lamella are also less correlated, leading to smectic-like ordering [59, 60]. In

fact, this type of ordering has been reported experimentally, although in a narrow

temperature window, prior to melting [10].
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3.2 Soft Models

The three-site models with explicit beads for side chains are too complex for

simulations of dense systems and long chains. For homopolymer melts, oligomers

of 15 repeat units have been used [59], whereas simulations of P3HT/PCBM blends

employed chains of 48 repeat units [45]. Further reducing the number of degrees of

freedom, e.g., by removing coarse-grained side chains, necessitates orientationally

anisotropic interaction potentials, otherwise even the lamellar order is no longer

produced. In other words, anisotropic interactions are needed to account for the

conformational frustration of side chains and the energetically favorable stacking of

backbones. In this sense, they incorporate entropic and enthalpic contributions to

the free energy of the system.

As the model becomes cruder and cruder, the number of microscopic states that

correspond to the same coarse-grained state increases. As a result, the coarse-

grained interaction potentials become softer. This, in combination with the reduc-

tion in the degrees of freedom, boosts computational efficiency. At the same time,

the thermodynamic nature of the coarse-grained potentials becomes more promi-

nent and transferability is gradually lost [62]. To remedy the situation, thermody-

namic properties of the system can be incorporated into the coarse-grained model

by using (phenomenological) top-down approaches. For conjugated polymers, the

symmetry of the mesophase can be directly included into the anisotropic interaction

potential, as has been shown for liquid crystalline mesophases [63, 64] observed

experimentally in poly[3-(20-ethyl)hexylthiophene] and poly(3-dodecylthiophene)

[65, 66].

In such coarse-grained models, nonbonded interactions are chosen such that the

system possesses a desired phase behavior, e.g., a nematic to isotropic transition.

In practice, one starts with an appropriate density functional, in the spirit of

Fig. 4 Left: Three-site
coarse-grained model of

polythiophene derivatives

with different side chain

grafting densities. Right:
PCBM modeled by a

collection of 13 coarse-

grained beads. Bead types

are labeled by letters A

(buckyball), B (backbone),

and S (side chain). Adapted

with permission from

Jankowski et al. [59].

Copyright (2013) American

Chemical Society
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field-theoretical descriptions of polymeric liquid crystals [67–71]. Each s-th coarse-
grained thiophene of the i-th molecule with coordinate ri(s) is assigned an ortho-

normal set of vectors {n
ð1Þ
i (s), n

ð2Þ
i (s), n

ð3Þ
i (s)} as illustrated in Fig. 5. A repeat unit is

smeared into a density distribution ω(r� ri(s)), which allows for collective degrees
of freedom:

ρ̂ rð Þ ¼
Xn
i¼1

XN
s¼1

ω r� ri sð Þð Þ

Q̂ αβ rð Þ ¼ ρ�1
0

Xn
i¼1

XN
s¼1

ω r� ri sð Þð Þqi,αβ sð Þ

B̂ αβ rð Þ ¼ ρ�1
0

Xn
i¼1

XN
s¼1

ω r� ri sð Þð Þbi,αβ sð Þ

ð1Þ

where α, β¼ x, y, z, and

qi,αβ sð Þ ¼ 3

2
n

1ð Þ
i,α sð Þn 1ð Þ

i,β sð Þ � δαβ
2

�"
ð2Þ

bi,αβ sð Þ ¼ n
2ð Þ
i,α sð Þn 2ð Þ

i,β sð Þ � n
3ð Þ
i,α sð Þ, n 3ð Þ

i,β sð Þ
h i

ð3Þ

are the orientational order parameters. The density cloud ω(r� ri(s)) represents, to
some extent, the distribution of the underlying microscopic degrees of freedom

[72]. Because molecules in a nematic phase are orientationally ordered but posi-

tionally disordered and side chain conformations strongly fluctuate, the average

spatial distribution of monomers can be approximated by a spherical uniform

density cloud, ω rð Þ ¼ 3
4 πσ3

if r� σ, zero otherwise. For P3HT, for example,

σ¼ 0.6 nm, which is close to the length of a hexyl chain in the all-trans configu-
ration, ~0.76 nm.

s − 1

θ

s

s + 1

n(1)(s)

n(3)(s)
n(2)(s)

φ

Fig. 5 Atomistic and coarse-grained representation of a P3HT chain (left), including

coarse-grained angular (θ) and dihedral (ϕ) degrees of freedom (center). Biaxial nematic alignment

in a melt of P3HT chains (right). Adapted with permission from Gemünden et al. [64]. Copyright

(2013) American Chemical Society
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The nonbonded interactions are then defined through a free-energy functional of

the collective variables [64]:

Hnm ; ρ̂ ; Q̂ ; B̂
h i

¼
ð
dr

κ̂ ρ0
2

ρ̂ rð Þ
ρ0

� 1

0
@

1
A

2

� ν̂ ρ0
3

ð
drQ̂ rð Þ : Q̂ �

r
�

� μ̂ ρ0
3

ð
dr
�
Q̂ rð Þ : B̂ �

r
�þ B̂

�
r
�
: Q̂

�
r
��

� λ̂ ρ0
4

ð
drB̂ rð Þ : B̂ rð Þ

ð4Þ

Here the first term suppresses local density fluctuations [73, 74] and the rest is an

analog of the Ginzburg–Landau free energy associated with the instantaneous

tensorial fields Q̂ and B̂ . Phenomenological parameters ν, μ and λ entering this

functional are normally chosen such that the thermodynamic state of interest, e.g., a

biaxial–nematic mesophase, is reproduced. In this respect, mean-field estimates can

help to limit the physically adequate parameter ranges. Positive isothermal com-

pressibility, for example, requires κ > νþ μþ λ [64].
Following similar studies with scalar collective degrees of freedom [51, 75], one

can then write the effective Hamiltonian of nonbonded interactions as:

Hnb ¼ 1

2

Xn
i, j¼1

XN
s, t¼1

u rij s; tð Þ� �
κ � 2ν

3
qi sð Þ : qj tð Þ�

2
4

� 2μ

3

�
qi sð Þ : bj

�
t
�þ bi

�
s
�
: qj

�
t
��� λ

2
bi
�
s
�
: bj sð Þ

� ð5Þ

where u(rij(s, t))¼ ρ� 1
0

Ð
drω(|r� ri(s)|)ω(|r� rj(t)|) is the soft repulsion core

expressing the overlap of the density clouds [51, 64]:

u rij s; tð Þ� � ¼ 3

8πρ0σ3
2þ rij s; tð Þ

2σ

� �
1� rij s; tð Þ

2σ

� �2

ð6Þ

Thus, the free-energy functional is transformed into a sum over pairwise,

orientation-dependent interactions. Note that bonded interaction potentials are

taken into account separately and can be parametrized using atomistic simulations

of a single isolated chain in θ–solvent conditions. Here bond lengths are kept fixed

and harmonic angular and Ryckaert–Bellemans torsion potentials are used to

reproduce the corresponding distributions [64].
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Once the Hamiltonian is fully parametrized, standard sampling techniques

(e.g. Monte Carlo, molecular dynamics, or dissipative particle dynamics) can be

used to explore the phase space and to evaluate macroscopic observables. Note that

the coarse-grained hexylthiophenes interact even at a distance of 2σ¼ 1.2 nm,

which is almost twice the average separation of their centers of mass, estimated

as ρ� 1=3
0 � 0.63 nm. In order to obtain realistic values for the effective excluded

volume, the interactions for strong overlaps of the density clouds must be weak, i.e.,

κu 0ð Þ � kBT. This results in soft potentials and boosts the efficiency of phase-space
sampling, especially if the Monte Carlo algorithm is used.

Simulations using the reptation algorithm [76, 77] showed that one can equili-

brate systems on the scale of �50� 50� 50 nm3, containing around 5� 10�5

hexylthiophenes with up to 32 monomers per chain. Depending on the coupling

strength λ and the degree of polymerization, plate-like nematic mesophases (with

normals of the thiophene rings parallel to the director) as well as biaxial phases (see

Fig. 5 for a representative snapshot) have been observed. It has also been shown that

the model predicts reasonable values for the persistence length and Frank elastic

constants [64].

With the large-scale morphology at hand, some insights can be obtained on how

the collective orientation of chains affects the energetic landscape for drift-

diffusing charges. This has been done by splitting polymer segments onto conju-

gated segments (using a simple criterion for the torsion angle [78]; see, however,

Sect. 5.1) and evaluating gas-phase ionization energies of these segments. Even this

crude model predicts that isotropic melts consist of short conjugated segments with

defects uniformly distributed along the chains. In the biaxial nematic case, the

average segment length increases significantly, and the collective orientation of

these segments leads to a spatially correlated energetic landscape, even without

accounting for long-range Coulomb interactions [64].

4 Rate-Based Description of Charge Transport

We will now discuss the semiconducting properties of P3HT. When choosing an

appropriate model for charge transport in this polymer, we have to rely on the

experimentally observed increase in mobility with increasing temperature. This is

interpreted as a sign for temperature-activated hopping transport. In other words,

charges (charged states) are localized and charge transfer reactions that propagate

the localized states are thermally activated. Localization can occur on single

molecules (typically observed in amorphous small-molecule-based organic semi-

conductors) or molecular assemblies (crystalline materials). In polymers, charge

localizes on molecular, or conjugated, segments, as discussed in Sect. 5.1.

If charge transfer rates are known, the resulting master equation for occupation

probabilities of these localized states describes charge dynamics in the system.

Hence, the solution of the master equation provides information about charge
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distribution, currents, and eventually mobility, all as a function of temperature,

external field, charge density, and, importantly, morphology. Here we will start

with the charge transfer rate and introduce microscopic quantities that affect charge

dynamics.

4.1 Rates

The simplest rate expression can be derived for a system with classical harmonic

vibrational degrees of freedom (semiclassical high-temperature limit) [79, 80]:

kA!B ¼ 2π

ℏ

		JAB		2ffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkT

p exp � ΔUAB � λð Þ2
4λkT

�
:

"
ð7Þ

This so-called Marcus rate depends on only three microscopic parameters:

reorganization energy λ, electronic coupling JAB, and driving force

ΔUAB¼UA�UB, all of which can be evaluated using quantum-chemical methods,

classical polarizable force-fields, or quantum-classical hybrids as discussed in the

following sections. Various generalizations of this expression to quantum-

mechanical modes have been derived [81–84].

4.2 Reorganization Energy

The internal reorganization energy is a measure of how much the geometry of the

charge transfer complex adapts as the charge is transferred. The reorganization

energy can be estimated from four points on the diabatic potential energy surfaces

(PES) shown in Fig. 6:

λA!B ¼ Ua ξAð Þ � Ua

�
ξa
�þ UB

�
ξb
�� UB

�
ξB
�
,

λB!A ¼ Ub ξBð Þ � Ub

�
ξb
�þ UA

�
ξa
�� UA

�
ξA

�
:

ð8Þ

Here, Ua,b and UA,B refer to the diabatic states of molecules A and B in their

neutral and charged states, respectively. Treatments that do not approximate the

PES in terms of a single shared normal mode are also available [85].

An additional contribution to the overall λ results from the reorganization of the

environment in which the charge transfer takes place, giving rise to λout. This outer-
sphere reorganization energy contributes to the exponent in the rate expression in

the same fashion as its internal counterpart. We note however that, in organic

semiconductors, λout is small (~0.01 eV) and becomes important primarily for

charge transfer in polar solvents.
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For P3HT, the reorganization energy decreases to ~0.1 eV for a chain length of

20 monomers, which is small compared to ~0.2–0.4 eV observed in many small-

molecule-based organic semiconductors due to better delocalization of the charge.

Additionally, steric hindrance prevents conformational changes of the polymer

chain upon charging if embedded in a π-stacked crystal. The resulting constraint

on the backbone planarity helps lower the reorganization energy.

4.3 Electronic Coupling Elements

Electronic coupling elements, or transfer integrals, between molecules i and j are
given by the off-diagonal matrix elements [80, 86]:

Jij ¼ ϕi

		Ĥ		ϕj

� �
, ð9Þ

where ϕi,j are diabatic states, often approximated by the frontier orbitals of the

molecules, and Ĥ is the dimer Hamiltonian. These quantities are normally evaluated

using electronic structure methods. Expanding the adiabatic states of the dimer in

monomer states, we obtain the following secular equation:

H� ESð ÞC ¼ 0, ð10Þ

where H and S are the Hamiltonian and overlap matrices of the system:

Fig. 6 Diabatic (solid black line) and adiabatic (dashed red line) potential energy surfaces of two
electronic dimer states |ϕAbi and |ϕaBi participating in the charge transfer reaction along the

reaction coordinate ξ. Reorganization energies λA!B, λB!A
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H ¼ ei Hij

H�
ij ej

� �
, S ¼ 1 Sij

S�ij 1,

� �
ð11Þ

and ei ¼ ϕi

		Ĥ		ϕi

� �
, ej ¼ ϕj

		Ĥ		ϕj

� �
, Hij ¼ ϕi

		Ĥ		ϕj

� �
, and Sij¼hϕi|,ϕji

In the basis of its eigenfunctions, the Hamiltonian operator is diagonal,

hϕD
n |H|ϕD

mi¼Enδnm. Hence, Eq. (10) can be rewritten as:

Hij ¼
X
n

ϕi

		ϕD
n

� �
En ϕD

n

		ϕj

� �
: ð12Þ

Expanding the monomer and dimer functions into a basis set of atom-centered

orbitals, |ϕki¼∑ αM
ðkÞ
α |φαi, |ϕD

n i¼∑ αD
ðnÞ
α |φαi, the projections read:

ϕk

		ϕD
n

� � ¼ X
α

M kð Þ
α α

		� X
β

D
nð Þ
β

		βi ¼ M
{
kð ÞSD nð Þ ð13Þ

where S is the overlap matrix of the atomic basis functions. The Hamiltonian and

overlap then take the form:

Hij ¼ M
{
ið ÞSDED

{S{M jð Þ ð14Þ
Sij ¼ M

{
ið ÞSDD

{S{M jð Þ ð15Þ

The final required transformation is the diagonalization of the diabatic states

imposed by the charge-transfer Hamiltonian [87]. An orthonormal basis set that

retains the local character of the monomer orbitals can be obtained by using the

Lödwin transformation, Heff¼ S� 1/2HS� 1/2, yielding an effective Hamiltonian

with entries directly related to site energies εi and transfer integrals Jij:

Heff ¼ εi Jij
J�ij εj

� �
: ð16Þ

The projection method can be significantly simplified if semi-empirical methods

are used for the dimer Hamiltonian [88–90] and made computationally more

efficient by avoiding self-consistent dimer calculations [91].

4.3.1 Crystalline P3HT Couplings

As an illustration, we review the distribution of electronic couplings in P3HT

crystals, molecular-dynamics snapshots of which are shown in Fig. 2. The diabatic

states are constructed from the highest occupied molecular orbital of an optimized

(B3LYP functional, 6-311 g(d,p) basis set) P3HT 20-mer. We account for the

variation in dihedral angles along the polymer backbone by rotating the orbitals
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into the respective coordinate frames of the thiophenes. The electronic coupling

elements are calculated for each molecular pair (ij) from the neighbor list using the

semi-empirical ZINDO method [88–90]. A pair of molecules is added to the list of

neighbors if the distance between the centers-of-mass of any of the thiophene

groups is below a cut-off of 0.5 nm. This small, fragment-based cut-off ensures

that only nearest neighbors are added to the neighbor list.

The distribution of electronic coupling elements is shown in Fig. 7. Note that we

use CA to denote crystalline (amorphous) packing, i.e., CA-100 corresponds to a

system with a crystalline arrangement of backbones, amorphous packing of side-

chains, and regioregularity of 100%. Unexpectedly, the 100% regioregular P3HT

with crystalline side chains (CC-100) has (on average) lower electronic couplings

than the corresponding 90% regioregular phase (CC-90). This peculiar effect is

most probably due to the different interlevel shift observed for the two regioregu-

larities. Transfer integrals tend to be very sensitive to this structural mode [92]. For

two perfectly aligned and optimized chains, the coupling element |Jij|
2 can vary

between 0 and 10�2 eV as the backbones are shifted with respect to each other along

the polymer’s long axis by one repeat unit, thus yielding a sin2-type variation of

|Jij|
2 with interlevel shift.

Side-chain melting leads to a broadening of the distributions and a tail of very

small couplings, down to 10�6 eV (even though only nearest neighbors are present

in the neighbor list). This would obviously result in rather small average mobility

values [93]. This conclusion is, however, valid only if (one-dimensional) charge-

carrier transport were to occur within a static snapshot of the system; in reality, both

transfer integrals and site energies are time-dependent. In order to understand

whether such a static picture can be used in the case of P3HT, we compare the

distributions of relaxation times of the electronic coupling elements and site

energies to the distribution of escape times of a charge carrier (see Sect. 4.6).

Fig. 7 Distributions of

squared electronic

couplings for CC-100,

CA-100, CC-90, and

CA-90. CA-100

corresponds to a system

with a crystalline

arrangement of backbones,

amorphous packing of side-

chains, and regioregularity

of 100%. CC-100

corresponds to a system

with crystalline side chains

and 100% regioregularity.

Adapted with permission

from Poelking

et al. [13]. Copyright (2013)

American Chemical Society
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4.4 Site Energies

The driving force, ΔUAB, is given by the difference in site energy UA�UB, i.e., the

energy separation between the diabatic PES minima shown in Fig. 6. UA and UB

include both internal contributions Uint, i.e., the electron affinities for electrons and

ionization potentials for holes of isolated molecules, and external contributions

from the electrostatic (U est) and induction (Uind) interactions with surrounding

molecules:

UA ¼ UAb ξAbð Þ � Uab

�
ξab

� ¼
¼ Uint

Ab � Uint
ab

� �þ �
U est

Ab � U est
ab

�þ �
U ind

Ab � U ind
ab

�
UB ¼ UaB ξaBð Þ � Uab

�
ξab

� ¼
¼ Uint

aB � Uint
ab

� �þ �
U est

aB � U est
ab

�þ �
U ind

aB � U ind
ab

� ð17Þ

Here, the subscript ab denotes the reference (neutral) state of the system, with all

molecules in their ground states.

4.4.1 Electrostatic Contribution

The electrostatic interaction energy in the site-energy calculation can be evaluated

as the first-order energy correction term that results when treating an external field

as a perturbing term in the molecular Hamiltonian. This term is normally evaluated

using atomic distributed multipoles, where the interaction energy UAB of two

molecules A and B, located at positions X and Y reads:

UAB ¼ 1

4πε0

ðð
d3xd3y

ρA xð ÞρB yð Þ
Yþ y� X� xj j : ð18Þ

Here ρA and ρB are the charge densities of molecules A and B, respectively.

Using the spherical-harmonic addition theorem [94], this energy can be

rewritten in terms of the molecular multipole moments defined with respect to the

molecule’s local frame:

UAB ¼ 1

4πε0

X
l1, l2

X
k1, k2

l1 þ l2

l1

� �
Q̂ A

l1k1
Q̂ B

l2k2
�

�Sk1k2l1l2l1þl2

		X� Y
		�l1�l2�1 ð19Þ
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These moments, Q̂ A
lm ¼

ð
d3xρA xð ÞRlm xð Þ, interact with each other via a tensor

that contains the distance and orientation dependence. Note that here we have used

|x� y|< |X�Y| (i.e., the molecular charge densities must not interpenetrate). In

this expression, the so-called S-function [95] has absorbed the orientation depen-

dence, comprising a linear combination of products of Wigner rotation matrices and

3j-coefficients: The latter result from re-centering the spherical harmonics in the

expansion around the molecular centers X and Y.

Due to the spherical-tensor formalism, the molecular multipole moments can be

easily converted between two coordinate frames Σ1 and Σ2 according to

Q
Σ1ð Þ

lk ¼
X

m
Q

Σ2ð Þ
lk Dl

mk φ; θ;ψð Þ. Here, ϕ, θ,ψ are Euler angles and [Dl
mk] is a

Wigner rotation matrix. This conversion allows us to perform the electrostatic

parametrization of a molecule within a conveniently chosen local frame, and to

include the transformation from the local to the global interaction frame in a tensor

that takes care of both the distance and orientation dependence:

TA,B
l1k1l2k2

¼ 1

4πε0

l1 þ l2
l1

� �
Sk1k2l1l2l1þl2

		X� Y
		�l1�l2�1 ð20Þ

This way, the interaction energy reduces to a compact expression, comprising

only molecular multipole moments defined with respect to the molecular local

frame and generic interaction tensors TA,B
l1k1l2k2

(tabulated up to l1 + l2¼ 5 in [96]):

UAB ¼ Q̂ A
l1k1

TA,B
l1k1l2k2

Q̂ B
l2k2

, ð21Þ

where we have used the Einstein sum convention for the multipole-moment com-

ponents liki. The site-energy correction that enters exponentially in the Marcus rate

expression for a charge localized on molecule A is then:

ΔU cm
A ¼

X
B 6¼A

Q̂ A,c
l1k1

� Q̂ A,n
l1k1


 �
TA,B
l1k1l2k2

Q̂ B,n
l2k2

, ð22Þ

where superscripts c and n denote the molecular multipole moments in the neutral

and charged states, respectively, and the sum runs over all external molecules B.

4.4.2 Distributed Multipoles

In Eq. (21), we have given an expression for the electrostatic interaction energy in

terms of molecule-centered multipole moments. To arrive at this expression, we

required the separation between the molecular centers, |X�Y|, to be larger than the

separation of any of the respective charge-carrying volume elements of the two

molecules, |x� y|. In a molecular solid, this demand can hardly be satisfied,
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considering the dense packing and (also important) strongly anisotropic charge

density. This inevitably leads to breakdown of the single-point expansion at small

interseparations. It is possible to avoid this breakdown by choosing multiple

expansion sites (“polar sites”) per molecule in such a way as to accurately represent

the molecular electrostatic potential, with a set of suitably chosen multipole

moments {Qa
lk} allocated to each site. We then simply extend the expression for

the interaction energy between two molecules A and B in the single-point expan-

sion, Eq. (21), and include the sum over expansion sites a ∈ A and b ∈ B:

UAB ¼
X
a∈A

X
b∈B

Q̂ a
l1k1

Ta,b
l1k1l2k2

Q̂ b
l2k2

	 Q̂ a
l1k1

Ta,b
l1k1l2k2

Q̂ b
l2k2

, ð23Þ

where we have used the Einstein sum convention for the site indices a and b on the

right-hand side of the equation, in addition to the sum convention that is already in

place for the multipole-moment components.

There are a number of strategies for arriving at such a collection of distributed

multipoles [94, 97–101]. They can be classified according to whether the multipoles

are derived from the electrostatic potential generated by the self-consistent field

(SCF) charge density or from a decomposition of the wavefunction itself. For

example, the CHELPG (charges from electrostatic potentials, grid-based) method

relies on performing a least-squares fit of atom-placed charges to reproduce the

electrostatic potential as evaluated from the SCF density on a regularly spaced grid

[98, 102]. The distributed-multipole-analysis (DMA) approach [99, 100], devel-

oped by A. Stone, operates directly on the quantum-mechanical density matrix,

expanded in terms of atom- and bond-centered Gaussian functions.

4.4.3 Induction Interaction

Similar to the distributed-multipole expansion of molecular electrostatic fields, one

can derive a distributed-polarizability expansion of the molecular field response.

We can start by including the multipole-expansion in the perturbing Hamiltonian

term Ŵ ¼ Q̂ a
t ϕ

a
t , where we again use the Einstein sum convention for both

superscripts a, referencing an expansion site, and subscripts t, which summarize

the multipole components (l, k) in just one index. Using this approximation for the

intermolecular electrostatic interaction, the second-order energy correction now

reads:

W 2ð Þ ¼ �
X
n 6¼0

		 0h 		Q̂ a
t ϕ

a
t

		ni		2
Wn �W0

: ð24Þ
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We absorb the quantum-mechanical response into a set of intramolecular site–

site polarizabilites, where �αaa
0

tt0 ϕ
a0
t0 yields the induced multipole moment Qa

t at site

a that results from a field component ϕa0
t0 at site a

0 [94]:

αaa
0

tt0 ϕ
a0
t0 ¼

X
n 6¼0

		 0h 		Q̂ a
t

		ni n
		�
Q̂ a0

t0
		0i

Wn �W0

þ h:c: ð25Þ

With this set of higher-order polarizabilities at hand, we obtain the induction

stabilization in a distributed formulation as W 2ð Þ ¼ �1
2
ϕa
t α

aa0
tt0 ϕ

a0
t0 . The derivatives

of W(2) with respect to the components of the field ϕa
t at a polar site a then

yield the correction to the permanent multipole moment Qa
t at that site:

ΔQa
t ¼ ∂W 2ð Þ=∂ϕa

t ¼ �αaa
0

tt0 ϕ
a0
t0 .

Using the multipole corrections ΔQa
t , we can extend the electrostatic interaction

energy given by Eq. (23) to include the induction contribution in the field energy

Uext, while accounting for the induction work Uint:

Uext ¼ 1

2

X
A

X
B 6¼A

Qa
t þ ΔQa

t

� �
T ab
tu Qb

u þ ΔQb
u

� � ð26Þ

Uint ¼ 1

2

X
A

ΔQa
t η

aa0
tt0 ΔQ

a0
t0 ð27Þ

Here, the inverse of the positive-definite tensor ηaa
0

tt0 is given simply by the

distributed polarizabilities tensor αaa
0

tt0 , and we have included explicit sums over

molecules A and B.

We now use a variational approach to calculate the multipole corrections ΔQa
t

based on the total energy ℒ¼Uext +Uint. Variation of this function with respect to

ΔQa
t :

δ Uext þ Uintð Þ ¼ δQa
t

X
B 6¼A

T ab
tu Qb

u þ ΔQb
u

� �þ ηaa
0

tt0 ΔQ
a0
t0

" #
ð28Þ

leads to a set of self-consistent equations for the induced moments, which for large

systems are best solved by iteration:

ΔQa
t ¼ �

X
B 6¼A

αaa
0

tt0 T
a0b
t0u Qb

u þ ΔQb
u

� �
: ð29Þ
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Reinserting ΔQa
t into ℒ yields a total energy that can be decomposed according

to three energy terms:

Upp ¼
X
A

X
B>A

Qa
t T

ab
tu Q

b
u

Upu ¼ 1

2

X
A

X
B>A

ΔQa
t T

ab
tu Q

b
u þ ΔQb

t T
ab
tu Q

b
u

� �

Uuu ¼ 0 ð30Þ

Here, Upp$W(1) is the electrostatic interaction energy, i.e., the first order

correction due to the interaction of permanent multipole moments. Upu$W(2) is

the sought-after induction energy associated with the interaction of the induced

moments on one molecule with the permanent moments on surrounding molecules.

Strikingly, the interaction between induced moments on different molecules, con-

tributing to Uuu, is cancelled by the induction work, as is a consequence of the self-

consistent nature of the induction process, see Eq. (29).

4.4.4 The Thole Model

Equations (29) and (30) allow us to compute the electrostatic and induction energy

contribution to site energies in a self-consistent manner based on a set of molecular

distributed multipoles {Qa
t } and polarizabilities αaa

0
tt0

� �
, which can be obtained from

a wavefunction decomposition or fitting schemes, as discussed in Sect. 4.4.2. The

αaa
0

tt0
� �

are formally given by Eq. (25). This expression is somewhat impractical

(although possible, see [99]) to evaluate and various empirical methods have been

developed. One of these, the Thole model [103, 104], treats polarizabilities αa in the
local dipole approximation.

The Thole model is based on a modified dipole–dipole interaction, which can be

reformulated in terms of the interaction of smeared charge densities. This elimi-

nates the divergence of the head-to-tail dipole–dipole interaction at small

interseparations (Ångstrom scale) [103–105]. Smearing out the charge distribution

mimics the nature of the quantum mechanical wavefunction, which effectively

guards against this unphysical polarization catastrophe.

The smearing of the nuclei-centered multipole moments is obtained via a

fractional charge density ρf (u), which should be normalized to unity and fall off

rapidly at a certain radius u¼ u(R). This radius relates to the distance vector

R connecting two interacting sites via a linear scaling factor that takes into account

the magnitude of the isotropic site polarizabilities αa. This isotropic fractional

charge density gives rise to a modified potential:

ϕ uð Þ ¼ � 1

4πε0

ð u

0

4πu0ρ u0ð Þdu0 ð31Þ

160 C. Poelking et al.



The multipole interaction tensor Tij . . . (this time in Cartesian coordinates) can be

related to the fractional charge density in two steps. First, it is rewritten in terms of

the scaled distance vector u:

Tij... Rð Þ ¼ f αaαb
� �

tij... u R, αaαb
� �� �

, ð32Þ

where the specific form of f(αaαb) results from the choice of u(R, αaαb). Second, the
smeared interaction tensor tij . . . is given by the appropriate derivative of the

potential in Eq. (31):

tij... uð Þ ¼ �∂ui∂uj . . .ϕ uð Þ: ð33Þ

It turns out that for a suitable choice of ρf (u), the modified interaction tensors

can be rewritten in such a way that powers n of the distance R¼ |R| are damped with

a damping function λn(u(R)) [106].
There are a large number of fractional charge densities ρf (u) that have been tested

for the purpose of giving the best results for the molecular polarizability as well as

interaction energies. For most organic molecules, a fixed set of atomic polarizabil-

ities (αC ¼ 1:334, αH ¼ 0:496, αN ¼ 1:073, αO ¼ 0:873, αS ¼ 2:926Å
3
) based on

atomic elements yields satisfactory results [104] although reparametrizations are

advised for ions and molecules with extended conjugated systems.

One of the common approaches used, e.g., in the AMOEBA force field [106],

employs an exponentially decaying fractional charge density:

ρ uð Þ ¼ 3a

4π
exp �au3

� �
, ð34Þ

where u(R, αaαb)¼R/(αaαb)1/6 and the smearing exponent a¼ 0.39. The distance at

which the charge–dipole interaction is reduced by a factor γ is then given by:

Rγ ¼ 1

a
In

1

1� λ

�� �1=3
αiαj

� �1=6
:

"
ð35Þ

The interaction damping radius associated with γ¼ 1/2 ranges around an inter-

action distance of 2 Å. A half-interaction distance on this range indicates how

damping is primarily important for the intramolecular field interaction of induced

dipoles.

4.4.5 Crystalline P3HT Site Energies

The expansion of the molecular field and field response in terms of distributed

multipoles and polarizabilities is an efficient approach for solving for the first- and

second-order corrections to the molecular Hamiltonian that result from a
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perturbation by the molecular environment. Only a few studies have discussed the

influence of this perturbation on the transport behavior of P3HT. Usually requiring

atomistic resolution, systems of up 104 thiophenes have been treated in this fashion,

for example, in order to explore the density of states of P3HT in dependence on the

polymorph and regioregularity or at interfaces [13, 49].

In amorphous systems, localization of charge carriers has been reported to result

from fluctuations of the electrostatic potential rather than from breaks in conjuga-

tion [107]. Furthermore, an exponentially decaying tail of the density of states was

found.

In crystalline systems, P3HT backbones are fully conjugated and a charge can be

assumed to delocalize over an entire oligomer [108] (for a more detailed discussion

see Sect. 5.1). The internal contribution to the ionization potential does not change

from segment to segment and the energetic disorder is mostly due to a locally

varying electrostatic potential.

The distributions in hole site energies, i.e., the differences between the energies

of the system when a selected molecule is in the cationic or neutral state excluding

the constant internal contribution related to the gas-phase ionization potential, are

reproduced in Fig. 8 according to [13], together with the fits to a Gaussian function.

It was shown that both the width σ and the mean hUi of the distribution depend on
the side-chain packing and polymer regioregularity. As expected, 100% regioregular

P3HT always has narrower site energy distributions than the 90% P3HT. Interest-

ingly, the hole becomes less stable upon side-chain melting in the 100% regioregular

P3HT (the distribution shifts to more negative numbers by 0.1 eV), whereas it is

stabilized by side chain melting in the 90% regioregular P3HT.

One can attribute the changes in the energetic density of states (DOS) to specific

structural features [13]. The width in the distributions is governed by

regioregularity, with CC-100 and CA-100 having virtually identical widths of

σ¼ 45 and 51 meV, respectively. CC-90 and CA-90 are energetically more disor-

dered with σ¼ 74 and 75 meV, respectively. The magnitude of the disorder

compares well with the width of the DOS as extracted from time-of-flight exper-

iments [16, 17], where values for σ of 56 and 71 meV, respectively, have been

proposed from a fit of the field-dependence of the mobility as obtained within the

Gaussian disorder model [109]. In [16], σ did not vary significantly between 94%

and 98% regioregular P3HT. However, an increase in DOS width of around 30 meV

can drastically impact charge mobility in the case of a one-dimensional connected

hopping network, which can be assumed to appropriately reflect conditions in

crystalline lamellae.

On the level of chain ordering, the increase in energetic disorder can also be

related to the increase in paracrystallinity along the π-stacking direction [13]. Con-

sidering that the hole–quadrupole interactions associated with thiophene dimers are

the leading contributors to site energies here, this origin for the increase in σ is fully

justified and explains the similar energetic disorder computed for CC-100 and
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CA-100. Notably, gliding-type paracrystallinity, measured along the c axis, does

not strongly affect the electrostatic interactions between charged conjugated planes.

Shifts of the mean hUi of the site-energy distributions have been linked to the

negative quadrupole moment of thiophene dimers: A hole localized on a polymer

chain will be stabilized on an electrostatic level due to the quadrupole moment of

the neighboring chains, even without including polarization. This means that better

geometrical overlap of the backbones leads to a larger stabilization of holes. During

the transition from a staggered to a coplanar stacking, the reduction in tilt angle

leads to enhanced hole–quadrupole interactions. These are responsible for the lower

hUi in CA-100 compared to CC-100. For the systems of lower regioregularity, the

transition in backbone stacking is less pronounced because side-chain defects lead

to a slight planarization of the backbone and, hence, lowered ionization potentials

(compare the site-energy mean of CC-90 in Fig. 8 to that of CC-100). As the

backbone stacking becomes entirely coplanar, side-chain defects lead to a high

degree of slipping-type paracrystallinity. This implies a weakening of the energet-

ically favorable hole–quadrupole interaction, and therefore an increase in the mean

of the site-energy distribution when comparing CC-90 to CA-90. In addition to this

shift of the mean, the slipping defects in CA-90 lead to a slight deviation from a

Gaussian shape of the DOS.

Fig. 8 Densities of state together with Gaussians fitted to CC-100, CA-100, and CC-90. Note the

aberration from a Gaussian lineshape found for CA-90, which results from slipping defects in the

lamellar stack. CA-100 corresponds to a system with a crystalline arrangement of backbones,

amorphous packing of side-chains, and regioregularity of 100%. CC-100 corresponds to a system

with crystalline side chains and 100% regioregularity. Adapted with permission from Poelking

et al. [13]. Copyright (2013) American Chemical Society
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Summing up, the external contribution to the energetic density of states in P3HT

was shown to be intimately connected to paracrystallinity along the π-stacking
direction, with the energetic disorder σ linearly related to the amplitude of

backbone–backbone distance fluctuations, and the mean of the backbone–backbone

distance distribution analogously related to the average site energy hUi.

4.5 Charge Mobility

With the site energies and electronic couplings at hand, one can calculate charge

transfer rates (see Sect. 4) for the set of electronically coupled pairs of conjugated

segments. The directed graph that describes charge transport in the system is then

fully parametrized and charge dynamics can be described via a master equation of

the form:

∂Pα

∂t
¼

X
β

PβKβ!α � PαKα!β

� �
, ð36Þ

where Pα is the probability of finding the systems in state α. The rates Kα! β are the

transition rates from a state α to state β. For single-carrier dynamics, the number of

available states α is the number of conjugated segments in the system, with each

state associated with a molecule A being singly occupied. Using the single-site

occupation probability pA and transfer rates kA!B, Eq. (36) simplifies to:

∂pA
∂t

¼
X
B

pβkB!A � pAkA!B

� �
: ð37Þ

This equation, valid in the limit of low charge densities, has the form ∂tp ¼ ~k p
and can be solved using either linear solvers or a kinetic Monte Carlo (KMC)

algorithm. A variable timestep size implementation of KMC is often used due to the

broad distribution of rates kA!B, which easily spans many orders of magnitude.

The stationary solution of Eq. (37) can be used to evaluate a number of

macroscopic observables. For comparison with TOF measurements, impedance

spectroscopy, or similar, the charge-carrier mobility tensor ~μ at the electric field

E is calculated as:

~μE ¼
X
A,B

pAkA!B RA � RBð Þ: ð38Þ
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Alternatively, when using KMC, the charge-carrier mobility along the direction

of the external field E can be obtained simply by:

μ ¼ ΔR � E
Δt

		E		2
* +

, ð39Þ

where h . . . i denotes averaging over all trajectories, Δt is the total run time of a

trajectory, and ΔR denotes the net displacement of the charge.

4.5.1 Charge-Carrier Mobility in P3HT Lamellae

Transport studies of different levels of complexity have been performed to study

hole transport along the π-stacking direction of P3HT lamellae [13, 110]. Since the

transport has a one-dimensional character, it can be anticipated that a broad and

static distribution of electronic couplings (see also Sect. 4.6) limits charge mobility

along lamellae [93, 111–117]. This is illustrated in Fig. 9, which shows that the

mobility values, evaluated for 5,000 lamellae, each consisting of 40 stacked chains,

are broadly distributed, with small mobilities as low as 10�7 cm2/V s.

It is important to relate the distribution of mobilities to those of electronic

couplings and site energies. It has been found by comparing materials of different

regioregularity that the associated mobility distributions are fundamentally differ-

ent from those expected solely on the grounds of electronic couplings (see Fig. 7).

The distribution of transfer integrals is determined by the polymorph at hand (I0 or
I) and not sensitive to a small decrease in regioregularity, whereas energetic

disorder is governed by regioregularity defects and, as such, is polymorph-

independent. Aiming for high mobilities, one should hence prefer high

regioregularity over medium regioregularity due to the smaller energetic disorder,

and prefer P3HT form I0 over P3HT form I due to higher electronic couplings. The

mobility implicitly depends on both quantities and as such mirrors a clear trend,

with the average mobility decreasing in the order CC-100>CA-100>CC-90>CA-

90 [13]. These averages are indicated by vertical bars in Fig. 9. In the case of 100%

regioregular P3HT, simulation results are in excellent agreement with field-effect

mobilities in P3HT nanofibers (devoid of grain boundaries) extracted from exper-

imental transistor I–V curves on P3HT nanofibers [14, 24, 118]. The range of

experimental values (μ¼ 0.01�0.06 cm2/V s) obtained for different solvent and

processing conditions is shown as the gray bar in Fig. 9.

The effect of regioregularity on charge transport has been studied experimen-

tally in the context of time-of-flight experiments [16], where a reduction in

regioregularity by 5% led to a decrease in mobility by a factor of five. In simula-

tions, a reduction in regioregularity by 10% translates into a factor of ten decrease

in mobility, indicating that the decrease in mobility is due to intradomain instead of

interdomain transport. According to [13], where the authors studied the

intermolecular contribution to the DOS, the regioregularity effect is exclusively
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due to increased energetic disorder. Additionally, the intramolecular contribution to

the DOS was found to only have a negligible effect on localization length and,

hence, transport in the high-regioregularity regime [108]. The conclusion is that the

higher mobility in the more regioregular material is entirely attributable to a

narrowing of the DOS that results from increased order in hole–quadrupole inter-

action distances.

The effect of energetic disorder is further amplified in the case of P3HT due to

the one-dimensional character of transport, since a single energetic trap can impede

transport through the entire lamella [93]. This effect is visualized in Fig. 10 [13],

where the energetic landscape is exemplified for five different simulation times and

four materials. Here, the widths of the bonds connecting the hopping sites are

proportional to the logarithm of squared electronic coupling elements, while the

heights of the vertical bars are proportional to the occupation probability of a

specific site. The gray scale indicates the average mobility of a particular lamella,

with darker colors corresponding to lower mobilities. One can see that site-energy

profiles are highly corrugated and spatially correlated, with weaker correlations in

the case of reduced regioregularity. Note also that the deep energetic traps found in

CC-90 and CA-90 persist throughout the entire time range shown here, as expected

from the associated time autocorrelation functions. Studying the landscape-

mobility correlation more closely, it becomes apparent that transport in CC-100

and CA-100 is strongly dominated by weak links (small transfer integrals) that

Fig. 9 Distributions of mobilities for CC-100, CA-100, CC-90, and CA-90. Vertical lines indicate
averages. The gray bar includes the range of mobilities measured in P3HT nanofibers [14, 24,

118]. CA-100 corresponds to a system with a crystalline arrangement of backbones, amorphous

packing of side-chains, and regioregularity of 100%. CC-100 corresponds to a system with

crystalline side chains and 100% regioregularity. Adapted with permission from Poelking

et al. [13]. Copyright (2013) American Chemical Society
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adversely affect the lamellar mobility, whereas transport in CC-90 and CA-90

suffers mostly from energetic disorder, as already suspected from the shape of the

mobility distribution in Fig. 9.

To summarize, a small concentration of defects in side-chain attachment (90%

regioregular P3HT) was shown to lead to a significant (factor of ten) decrease in

charge-carrier mobility. This reduction is due to an increase in the intermolecular

part of the energetic disorder and can be traced back to the amplified fluctuations in

backbone–backbone distances, i.e., paracrystallinity.

4.6 Autocorrelation of Electronic Couplings and Site
Energies

In the hopping picture, understanding the factors that limit charge-carrier mobility

in polymers not only demands knowledge of the distribution of transport parame-

ters, but also their time dependence. The latter is an important hint as to whether or

not the hopping picture is justified to begin with, since there is no theoretical

Fig. 10 The charge transport network for hole transport in polymeric lamellar crystals for four

material systems from computer simulations: P3HT polymorphs CC (form I0) and CA (form I),

with regioregularities of 100 and 90%. Widths of connecting lines between neighboring sites and

heights of vertical lines are proportional to the logarithm of squared transfer integrals and

occupation probabilities, respectively. Mobilities are color-coded as indicated. Adapted with

permission from Poelking et al. [13]. Copyright (2013) American Chemical Society
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technique currently available that can predict the regime of charge transport for a

given material system. To explore the limitations associated with simulating charge

transfer in a frozen morphology, Poelking et al. [13] have compared charge escape

times τesc with relaxation times of the backbone, as reflected both in the electronic

coupling elements and in site energies. The escape time (i.e., the average time a

charge spends localized on a given site) is the inverse of the escape rate,

τ ið Þ
esc

¼ 1=Γ ið Þ
esc
, where Γ ið Þ

esc
¼

X
j ið ÞΓij,Γij is the hole-transfer rate from site i to site

j, and the sum is evaluated for all nearest neighbors j of site i. From the resulting

distribution of escape times, p(t), one can calculate the distribution (exceedence, or

complementary cumulative distribution function), P(τ)¼ Ð 1
τ p(t)dt, which is pro-

portional to the number of sites with an escape time larger than τ.
Backbone dynamics can be estimated from the time autocorrelation functions

RU(τ) for site energies U
(i) and RJ(τ) for couplings |Jij|

2:

RU τð Þ ¼
U

ið Þ
t � Uh i


 �
U

ið Þ
tþτ � Uh i


 �D E
σ2

, ð40Þ

where the outer h . . . i denotes the ensemble average. The width σ and average hUi
have the same meaning as in the electronic density of states (see Sect. 4.4). An

analogous expression is used for the transfer integrals.

The autocorrelation function and the distribution of escape times for P3HT are

summarized in Fig. 11. Relaxation of the electronic coupling elements and of the

site energies occur on similar time scales in spite of their dissimilar physical

origins: Site energies are related to long-range electrostatic interactions where

averaging occurs over a large number of nearest neighbors and leads to spatial

correlations. On the other hand, the electronic coupling elements (to a first approx-

imation) only depend on the geometries of pairs of molecules, which results in

increased sensitivity to thermal motion of the internal degrees of freedom. The

reason for similar time scales is the chemical structure of P3HT: Every thiophene

unit is linked to an alkyl side chain with slow dynamics both in the crystalline and

amorphous phases. This overdamps the backbone dynamics, particularly torsional

motions of thiophene units, and results in slow variations of electronic couplings.

Interestingly, for the similar conjugated polymer PBTTT, where the

thienothiophene unit is not linked to a side chain (implying a lower side-chain

density and better crystallinity), the significantly faster dynamics of electronic

couplings can boost the charge-carrier mobility [119].

Comparing the 100% and 90% regioregular materials, we can see how the

defects in side-chain attachment lead to slower dynamics, with decorrelation

times significantly increased over the defect-free case. More quantitatively, for

intermediate delay times in the range of tenths of picoseconds, the time evolution is

in all cases governed by a logarithmic diffusion-driven decorrelation of both site

energies and electronic couplings. Regarding site energies, the dimensionless

exponent that characterizes this decorrelation for CA-100 assumes a value three

times larger than for CA-90. This again highlights how defects in regioregularity
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induce glass-like features in structure and dynamics. Analyzing the de-correlation

in polymorphs I0 and I, this exponent remains the same. There is, however, an offset

between the two time characteristics that persists up to delay times in the nanosec-

ond range. This offset is a consequence of structural decorrelations within the first

few femtoseconds: Side chains in form I are in a dynamically disordered state and,

hence, damp backbone dynamics more effectively than the hexyl groups in form I0.
This damping apparently dominates dynamics on this short time scale.

For P3HT, even the slowest escape times for holes do not extend into the

decorrelation regime. Charge-carrier dynamics is therefore limited by the static

disorder of electronic couplings and site energies, since their relaxation times

exceed the typical time scales for hopping transport. Hence, it is possible to resort

to a single charge-transfer rate to describe transport, Eq. (7), without time-

averaging of electronic couplings of a pair of molecules, as needed for columnar

discotic liquid crystals [120] or PBTTT [119].

5 First-Principles-Based Calculations for Large Models

of Polymer

5.1 The Charge Localization–Length Problem

As we have seen in the previous sections, the definition of a reasonably accurate

kinetic master equation from the microscopic structure can be achieved by combining

atomistic simulations, quantum chemical calculations, and microelectrostatic

Fig. 11 The time scales of transport parameters in material systems of different regioregularity,

estimated via the time autocorrelation function of transfer integrals (blue circles), site energies

(red squares) and the tail distribution of escape times (black triangles). Adapted with permission

from Poelking et al. [13]. Copyright (2013) American Chemical Society
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corrections. These methodologies require the definition of a ‘unit of transport’, i.e., a

region of the polymer where the charge is assumed to reside. For transport in small

molecules, liquid crystals, and some relatively short polymers it is straightforward to

consider the full molecular unit as the unit of transport. It is also reasonable to

consider long oligomers when studying transport in the direction perpendicular to

the π–π stacking in semicrystalline phases. For amorphous regions in fully amor-

phous polymers, or if one is interested in the transport along the π-conjugated
backbone, further approximations are needed. In the case of amorphous polymers

like poly(p-phenylene vinylene) (PPV), the structure determined by classical simu-

lations [121–123] contains regions where there is a strong deviation from planarity

and it was proposed that the polymeric chain can be divided into conjugated portions

defined as the regions between these conjugation-breaking distortions [124]. This

idea has been used to interpret spectroscopic data but it is very difficult to apply it to

computational systems. First of all, it is not clear how one can rigorously define a

sharp threshold separating the complete conjugation breaking from the full conjuga-

tion between monomers. Moreover, there are many interesting polymers (including

P3HT) that form crystalline domains so extended that no conjugation breaks are

found for hundreds of nanometers [125]. The charge is certainly more localized than

that, either by the disorder present in the semicrystalline phase or by electron–phonon

coupling (evidence of charge localization can be found for example from charge-

modulated spectroscopy [126, 127]). Determination of the localization characteristic

of charge carriers in polymers is another important area of computational investiga-

tion that has been pursued by several groups over the past few years.

To determine the charge localization in a large system there is no other alterna-

tive than computing the electronic wavefunction of a large model system. The

model systems are generated by classical simulation of polymers containing thou-

sands of atoms, so it is not practical to study them in a charged state using quantum-

mechanical methods. A calculation of the electronic structure of such a large model

with an electron less than the neutral state would only yield the ground state,

whereas one is generally interested in the energy distribution and localization of

many charged states. The excited state of the charged simulation box cannot be

computed with modern computational methods and therefore one cannot even

evaluate the nuclear relaxation (reorganization energy) for the hopping between

two states by starting with a large model system. For these reasons, all attempts to

evaluate the wavefunction of a large model of polymers have focused on neutral

systems and have interpreted the one-electron states (the orbitals) as the possible

sites where the excess charge can be localized [107, 108]. Results are normally

presented in terms of a density of states (DOS) and localization length but it should

be noted that these two quantities are computed for systems with orbitals fully filled

and empty above and below the band gap, respectively. Therefore, they cannot be

directly compared with the models in Sect. 4, which include electron and nuclear

polarization but have to make assumptions regarding the localization length.

For the one-electron states to be representative of the actual localization of the

charge carrier, a further condition needs to be satisfied. The charge needs to be

localized predominantly by the conformational disorder of the polymer and not by
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the electron–phonon coupling. If this coupling is particularly strong, the frontier

orbitals may be delocalized over many monomers. However, when an excess

charge is added, the nuclear polarization localizes the charge, completely modify-

ing the electronic wavefunction with respect to the neutral calculation. There is

some general consensus [128, 129] that the localization of the wavefunction in

P3HT largely originates from disorder and not from electron–phonon coupling

because there is a correlation between increased order of P3HT and increased

mobility [20]. Alternatively, one can be convinced that the conformational disorder

is stronger than the electron–phonon coupling by comparing the polaron size of a

perfectly ordered polymer chain with the localization of the orbitals computed from

calculation of large realistic models of disordered chains. If the polaron size of the

perfectly ordered system is much larger than the orbital in the disordered model, it

is acceptable to determine the charge localization from calculations that neglect the

electron–phonon coupling as a first approximation. Calculations for P3HT support

this approximation [108, 130] but it should be noticed that polaron sizes are

strongly dependent on the DFT methodology [131] and that the same assumption

may not hold for the new families of semiconducting polymers [132], where large

conjugated units are more weakly coupled by smaller conjugated linkers.

5.2 Strategies for Large-Scale Electronic-Structure
Calculations of Polymer Models

Under the conditions that the calculation of a ground state wavefunction of a

polymer model yields information about the charge localization for the carrier

states, it is still not trivial to carry out such calculations. It is not obvious to know

in advance how large a model of bulk polymer should be in order to reproduce the

DOS and localization length without the results being affected by finite-size effects.

The experience of available calculations with P3HT and PPV suggests that a model

containing several chains of 20–40 monomers displays electronic properties that do

not depend appreciably on the chain length [133] (it should not be forgotten that the

morphology depends on the chain length up to much larger molecular weights

[134]). Such models contain tens of thousands of atoms, a number that is still one

order of magnitude larger than that normally achievable by current software

specialized in linear scaling ab initio calculations, like SIESTA [135] or ONETEP

[136]. It is certainly possible that such methods can be employed in the near future

in benchmark calculations, but it is important to remember that what is needed is a

methodology able to evaluate the wavefunction for many replicas of the equili-

brated systems in order to provide statistically meaningful results.

However, ideas from linear scaling methodologies can be used to develop ad hoc

methods that are able to compute in a more approximate fashion the wavefunction

for large systems. Essentially, all linear scaling methods are based on the definition

of a very localized basis set that reduces the number of matrix elements to be
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evaluated to a value that scales linearly with the size of the system [135–137]. For

organic polymers, it seems natural to describe the polymer orbitals as a linear

combination of monomer orbitals. It is possible to reduce the number of orbitals

per monomer to be considered (e.g., from HOMO-1 to LUMO+1 in P3HT), thus

reducing the size of the one-electron effective Hamiltonian. Different schemes have

been proposed for evaluating the diagonal and off-diagonal elements of such a

reduced Hamiltonian, including a fragment molecular orbital approach [138] and a

charge patching method [107, 139, 140]. Their calculation of the matrix elements

shares many points with the methodology described in Sect. 4.3, except that the

calculations are always performed for the neutral state. A general formalism for

such methods has been developed by the quantum chemistry community [137, 141–

143] and has the obvious advantage of being very intuitive: All matrix elements

entering in the Hamiltonian have a clear physical meaning.

The various partitioning schemes proposed for polymer systems are very often

complemented by further approximations that take into account the chemical

structure of the investigated system. As the frontier orbitals are invariably local-

ized on the conjugated fragment of the monomer, while a large fraction of the

molecular weight is taken up by the polymer side chains that do not contribute to

the charge transport states, it is customary to remove the side chains from the

calculation, sometimes substituting them with effective point charges that simu-

late the missing electrostatic effects [133]. For lamellar systems such as P3HT and

PBTTT, it is an excellent approximation to neglect completely the electronic

coupling between lamellae, therefore describing a system that is essentially

two-dimensional [108, 144].

A relatively simple approach that can be considered the simplest possible

Hamiltonian partitioning technique has been proposed recently for the calculation

of the electronic properties of MEH-PPV [133]. Here the amorphous-polymer

model is simply partitioned into subsystems containing single chains (surrounded

by point charges reproducing the local electrostatic potential and with shortened

side chains). The full wavefunction of each single chain can be computed with

routine DFT calculations and the electronic couplings between chains can be

evaluated similarly. The coupling between polymer orbitals localized on different

chains is very small because only a few atoms localized on different chains are in

contact while the orbitals are typically localized over several monomers. A further

reduction in computational cost can be achieved using a small basis set, which, at

least for this type of polymer, does not seem to affect the shape of the DOS or the

localization length.

An alternative approach to full or ad hoc linear scaling DFT methods is calcu-

lation through approximate DFT methods such as the tight binding DFT (DFTB)

[145]. This family of methods has been developed over the past few years and the

most convenient version of the methodology is the self-consistent charge-density

functional tight binding (SCC-DFTB) [146], as implemented for example in the

software DFTB+. An acceleration of one to two orders of magnitudes for the

electronic structure calculation is achieved by an approximate evaluation of the

Kohn–Sham–Fock matrix elements in the atomic-orbital basis. A very broad range
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of applications apart from organic semiconductors have been proposed [143], but

relatively few results have been reported for semiconducting polymers [147] even

though great success has been achieved in the study of charge transfer processes in

biophysical systems [148, 149], which provide a similar level of computational

challenge.

Finally, an obvious choice for calculation of the large-scale electronic structure

would be via semi-empirical methods. These have been the methods of choice for

many years for exploring charge [150] and exciton [151] dynamics in single-chain

polymers containing only carbon and hydrogen (e.g., PPV, polyethylene). How-

ever, there are very few systematic studies of their reliability for polymers

containing heteroatoms such as S, F, Se, and Ge, which are featured in a large

number of new polymers.

Although there seems to be no lack of options for the calculation of the

wavefunction of large models of polymeric systems, these calculations have been

attempted on a very limited number of systems. One of the main objectives of future

computational studies is to perform calibration of these methodologies, whereby

the results obtained with different approximate electronic structure methods on the

same structural models are compared.

5.3 Results from the Computation of the Wavefunction
for Large-Scale Polymer Models

The calculations performed on models of polymers, according to any of the

methodologies described in the previous section, provide in the first instance the

DOS and a measure of the localization length of the states relevant for transport,

i.e., those located at the edge of the valence (or conduction) band for holes

(or electrons). For all polymers considered (amorphous and semicrystalline), the

states deep in the tail of the DOS are more localized and the localization length

increases as states deeper in the band are considered (see Fig. 12), as predicted by

simplified generic polymer models [152]. The chemical description of these states

in the tail is potentially very useful because it may suggest possible routes for

increasing the charge mobility by reducing the number of trap states.

Calculations suggest that hole trap states (high-energy occupied orbitals) are

found in regions of P3HT where the conjugated backbone is more planar than on

average [108, 153]. The possibility of different degrees of planarity generates

regions where the HOMO–LUMO gap is smaller, coinciding with the more planar

segments of P3HT. Not surprisingly, when regioregularity defects are introduced,

the trap states become localized far away from the regioregularity defect and, for

this reason, the total number of trap states is not much affected by the

regioregularity. This has also been found experimentally [108].

By adopting fast methods for calculation of the electronic structure, it is possible

to monitor the lifetime of these trap states by repeating the electronic structure
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calculation for different snapshots obtained via classical molecular dynamics (see

Fig. 13). For P3HT, the most stable trap states are stable for many tens of

picoseconds, i.e., it is possible to think that these trap states are static defects

from the point of view of the moving charge carrier [153]. Further analysis shows

that these local deformations within the semicrystalline domain are stabilized by

gauche conformations in the side chain. A similar analysis on PBTTT shows

instead that the trap states appear and disappear in different parts of the chain

within a few tens of picoseconds, i.e., there are no long-lived trap states in PBTTT

Fig. 12 Left: Average localization length in an ordered region of P3HT with regioregularities of

56% (magenta, lowest curve), 77% (blue), 92% (green) and 100% (red, uppermost curve). The
error bars of a few selected points are larger in the tail region, indicating the coexistence of

localized and delocalized states in that region. Right: Localization of the orbital density for the

state at the band edge (dark blue regions correspond to higher density) on each P3HT monomer

(represented as a sphere) for different polymer regioregularities. Adapted with permission from

McMahon et al. [108]. Copyright (2013) American Chemical Society

Fig. 13 Localization of the HOMO orbital density on each monomer in a P3HT lamella with low

regioregularity during part of the molecular dynamics trajectory. The orbital density (dark regions
correspond to higher density) is localized (except at 50 ps) in one of the two regions indicated by

rectangles. Adapted with permission from McMahon et al. [108]. Copyright (2013) American

Chemical Society
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[147]. Considering that it was not possible to find a clear correlation between the

geometry of the chain and the existence of trap states, it was argued that the

excellent charge mobility in PBTTT could be due to the limited number of trap

states that are supported by the PBTTT morphology.

The attempt to correlate the local structure of the polymer with the localization

of the orbitals also yielded some interesting and counterintuitive results [133]. In

amorphous PPV, a significant number of high-energy occupied orbitals was found

in highly bent regions of the polymer spanning two fragments that, by considering

the shape of the polymer, ought to be considered belonging to two separate

conjugated units. Considering all the available studies together, it seems that simple

intuitive arguments are not sufficient to qualitatively predict the relation between

the local geometric structure of a polymer and the localization of its orbitals.

Once the one-electron states of a large system have been evaluated, it is very

challenging to derive a fully satisfactory master equation like Eq. (36) that

describes the hopping rate between these approximate states. Vukmirović and

Wang have proposed a perturbative expression assuming that these states are

coupled by nonadiabatic coupling terms that can be evaluated explicitly [107] or

can be approximated using the overlap between the absolute value of the

wavefunction [154]. Remarkably, the proposed expression does not contain the

effect of nuclear polarization in the presence of an additional charge (reorganization

energy) and so it is strictly valid in the limit of vanishing reorganization energy like

Miller–Abrahams rates [155]. Using this approach it was highlighted that the DOS

does not contain all the information needed to evaluate the mobility and that it is

possible to have reduced broadening of the DOS due to increased order, but still

have lowmobility because the coupling between states is reduced [156]. Alternative

methods for combining nuclear polarization and disorder effects have been pro-

posed but they have so far only been applied to highly simplified model systems

[157, 158].

Ideally, such large-scale calculations should be able to incorporate the effect of

nuclear and electronic polarization but, as outlined in Sect. 5.2, it is not clear how

such generalizations could be introduced within the available methodologies.

6 Outlook

To conclude, substantial method development is still required in order to achieve

parameter-free modeling of organic semiconductors. Imperative for predicting

large-scale morphologies are accurate polarizable force fields and computationally

efficient coarse-grained models. These models should be capable of describing

backbone crystallization and allow for reintroduction of atomistic details. Essential

for charge transport are extensions of large-scale, first-principles methods to

charged states. Challenges are the incorporation of polaronic effects and a unified

description of charge transfer along a single chain and between conjugated seg-

ments located on different chains. Last but not least, molecular charge transfer
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parameters must be included into a hybrid kinetic Monte–Carlo scheme, with

transfer rates updated on the fly to account for long-range electrostatic and polar-

ization effects.
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P3HT-Based Solar Cells: Structural

Properties and Photovoltaic Performance

Adam J. Moulé, Dieter Neher, and Sarah T. Turner

Abstract Each year we are bombarded with B.Sc. and Ph.D. applications from

students that want to improve the world. They have learned that their future depends

on changing the type of fuel we use and that solar energy is our future. The hope and

energy of these young people will transform future energy technologies, but it will

not happen quickly. Organic photovoltaic devices are easy to sketch, but the

materials, processing steps, and ways of measuring the properties of the materials

are very complicated. It is not trivial to make a systematic measurement that will

change the way other research groups think or practice. In approaching this chapter,

we thought about what a new researcher would need to know about organic

photovoltaic devices and materials in order to have a good start in the subject.

Then, we simplified that to focus on what a new researcher would need to know

about poly-3-hexylthiophene:phenyl-C61-butyric acid methyl ester blends (P3HT:

PCBM) to make research progress with these materials. This chapter is by no means

authoritative or a compendium of all things on P3HT:PCBM. We have selected to

explain how the sample fabrication techniques lead to control of morphology and

structural features and how these morphological features have specific optical and

electronic consequences for organic photovoltaic device applications.
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1 Introduction

Increasing signs of global warming such as recent atmospheric CO2 levels mea-

sured above 400 ppm, polar ice sheet loss, and super-storms, have recently focused

attention on short- and long-term solutions to combat climate change [1–4]. Similar

to the gold rush in the 1800s and the oil boom in the 1900s, intellectual property on

new technologies is now the boom industry for innovative people to become rich

and influential fast. In the twenty-first century, scientists and engineers are the

pioneers and our ideas are the prize. One of the most alluring energy technologies of

the past decade has been organic photovoltaics (OPV). This technology is alluring

because it could potentially reduce the cost of producing photovoltaic

(PV) modules and thereby make solar energy cost-competitive with fossil fuels.

As can be seen in Fig. 1, the allure of OPV brought thousands of scientists and

engineers into this new field, generating an exponential increase in scientific

knowledge (as measured by the number of scientific articles) in this area. The

sharp focus on OPV technology has led to an explosion of interest in enabling

technologies such as polymer synthesis, polymer physics, microstructural measure-

ment techniques, multiscale modeling, photophysics, organic electronics, organic–

inorganic hybrid materials, etc. All of this intense focus into one research area has

also created intense competition between research groups. With so many new

scientific articles published yearly, it is impossible to read them all, and repeat or

redundant articles have become unfortunately and unavoidably common. Even

review articles and books about OPV have proliferated, making production of an

original perspective difficult and a complete literature review impractical. We

apologize in advance if any important work is not cited here.

Under this backdrop, we have decided to produce an article that is designed to be

helpful to students and postdocs who are entering this field. Rather than focusing on

the efficiency of devices or the morphology of materials (subjects that are covered

very well elsewhere), we instead focus some attention on how to approach OPV

research from a more practical (laboratory-based) perspective. Section 1 introduces
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OPV devices, modules, and scale-up. Section 2 discusses fabrication of poly-3-

hexylthiophene (P3HT)-based OPV layers, with a focus on practical aspects like

how to choose a solvent and how this choice affects other aspects of fabrication.

Essentially, this chapter addresses the experimental process of controlling mor-

phology in a P3HT:PCBM blend film, without dwelling on a discussion of the

actual morphology of any particular film. Section 3 describes how optical absorp-

tion spectra provide detailed information on the crystallization of P3HT in blends

with PCBM. Finally, Sect. 4 contains a detailed discussion on the elementary

processes involved in photocurrent generation, and how photocurrent losses are

related to blend morphology.

1.1 Device Characteristics

A photodiode or PV device converts light energy into electrical energy. The energy

of a photon can be expressed by the simple formula:

E ¼ hv ¼ hc

λ
, ð1Þ

where E is energy, h is Planck’s constant, v is frequency, c is the speed of light, and
λ is wavelength. The sun emits photons over a wide energy range in a spectrum that

is close to a black body spectrum of ~6,000 K when measured in space. Some of the

light is absorbed by the atmosphere by molecules such as O3, O2, H2O, CH4, and

CO2 or scattered by dust, clouds or pollution. The light spectrum that reaches the

earth’s surface is for these reasons somewhat different at every place and, due to

weather and the rotation of the planet, changes constantly. For the sake of settling

arguments, scientists have agreed to test PV devices using an approximate spectrum

Fig. 1 Number of articles

that are found on Web of

Science when searching

under the topics “Organic

photovoltaic”, “P3HT”, and

“OPV+P3HT”
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Fig. 2 (a) AM1.5G spectrum and calculated maximum Jsc as a function of band gap energy. (b)

Calculated maximum PCE versus band gap energy of a PV device assuming detailed balance
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called AM1.5G (Fig. 2a). This spectrum is equivalent to the sun’s spectrum at a tilt

of 48.2�, which increases the path length through the atmosphere by 150% with

respect to 0� incidence. On a sunny day, the total sun power is approximately

930 W/m2 and includes scattered light from clouds and pollution. This spectrum is

approximated using a Xe arc lamp and an optical filter. The Xe lamp solar-

simulated spectrum is relatively accurate throughout the visible range but does

not have full spectral coverage in the near infrared. Usually solar simulator lamps

are calibrated to 1,000 W/m2 and direct incidence (0�) is used to simplify the

experiment. A detailed (and worth reading) description of how to properly measure

the mismatch factor for a simulated solar spectrum can be found in a publication by

Shrotriya et al. [5]. The standard PCE measurement and testing protocol has also

been published [6].

A PV device is made from a semiconductor with an optical band gap (Eg). This

Eg is the minimum energy at which electromagnetic energy absorbed within the

semiconductor promotes an electron from the valence band to the conduction band.

In the case of an OPV device, the excited states are localized onto one or more

molecular species, so extended energy bands do not exist. Instead, Eg is the

minimum energy needed to promote an electron from the highest occupied molec-

ular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) of the

molecules or polymers in the film. The band gap sets the maximum short-circuit

photocurrent (Jsc) and power conversion efficiency (PCE) that any PV device can

attain. Photons with energy below Eg do not contribute to photocurrent production.

The maximum Jsc is shown in Fig. 2a. Due to the principle of detailed balance, the

Eg also sets the maximum possible potential at which a photocurrent can be

extracted [7]. The combination of these two limitations means that, at best, only

~33% of the total solar power P(E) in the solar spectrum could be collected and

converted to electricity by a single junction PV device. Practical considerations like

the necessity of a p/n junction, finite area, recombination, reflection, imperfect

materials, and series resistance mean that record laboratory scale efficiencies are

~25 and ~28% for single crystalline Si and GaAs, respectively. Figure 2b shows the

relationship between band gap and maximum attainable PV efficiency at one sun

power given several different assumptions.

The PCE is commonly obtained by measuring the current density (J) versus the
applied potential (V ) for a PV device under AM1.5G illumination. Figure 2c shows

a typical J/V curve for an OPV device based on the donor P3HT and the acceptor

phenyl-C61-butyric acid methyl ester (PCBM). The current density measured at

zero applied potential is the short-circuit current density (Jsc). The applied voltage

necessary to drive the current to zero is the open-circuit voltage (Voc). The PCE is

determined by calculating the maximum power produced, which is the maximum

product of J�V and is denoted by Jmax and Vmax:

⁄�

Fig. 2 (continued) (black), detailed balance and a FF of 0.75 (blue), and OPV conditions of 0.6 V

energy loss, 0.65 EQE and 0.65 FF. (c) J/V curve for a P3HT:PCBM OPV device
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PCE ¼ Jmax � Vmax

Pin

¼ Jsc � Voc � FF
Pin

ð2Þ

and the fill factor (FF) is:

FF ¼ Jmax � Vmax

Jsc � Voc

ð3Þ

The device PCE can therefore be increased by increasing the Jsc through capture of
more photons or reduced recombination, by increasing Voc to approach Eg, and by

increasing FF. The J/V curve for OPV devices has been interpreted in a number of

ways and with numerous and sometimes contradictory models. We will discuss

fundamental aspects of these models in Sects. 3 and 4.

A second measure of efficiency is the external quantum efficiency (EQE), which

is the probability that a photon, incident on a PV device, with a wavelength λ will
produce a quantum of photocurrent. The EQE can be broken into two components.

The optical component is the probability with which a photon is absorbed into the

active layer of the PV device ηabs and the electrical component is the probability

with which the absorbed energy produces photocurrent ηelec at the measured bias.

Component ηelec has been broken into various substeps, each with a particular

meaning in several well-cited publications [8]. For this section, we will simply

state that ηelec is also written as the internal quantum efficiency (IQE):

EQE λð Þ ¼ ηabs λð Þ � ηelec λð Þ ¼ ηabs λð Þ � IQE λð Þ ð4Þ

OPV materials that can operate with a band gap of 1.1–1.3 eV have, so far, not been

made. Several successful donor polymers have been synthesized that absorb light to

energies as low as 1.3 eV. But the most commonly used acceptor, PCBM, has a

band gap of 1.75 eV, which is ultimately the limiting factor for efficiency [9]. Sev-

eral different electrical device models have been used to calculate the maximum

possible PCE of an OPV device [9–11]. All three models give a maximum PCE for

a single junction device of 10–11%. The model by Veldman et al. predicts the

maximum possible Voc to be [9]:

Voc maximumð Þ ¼ Eg PCBMð Þ � 0:6 V: ð5Þ

To our knowledge, a higher Voc has never been recorded. The device models

predicting 10–11% PCE all assume that the FF would be 0.6–0.65 and that the

EQE is 60–65% for photons above Eg. These are quite reasonable assumptions with

“hero” devices regularly showing EQE of ~70% and FF of 70%. Considering that

the current world record efficiency for an OPV device is 9.1% for a single bulk-

heterojunction (BHJ) layer [12], it is reasonable to expect further device records

with new materials that approach and exceed 11% PCE.

186 A.J. Moulé et al.



1.2 Scale-Up and Other Challenges

One exciting aspect of OPV research is the knowledge that there is a direct link

between increasing basic science knowledge and progress towards a marketable

product. But what does this product look like? What makes it marketable? The goal

is to fabricate a PV module with 10–15% PCE that is printed from solution onto a

flexible support in a continuous manner, similarly to printing newspapers. This

OPV device needs to be inexpensive, lightweight, flexible, and must last for more

than 5 years.

The most thorough publication to address the scale-up of OPV is a book by

Frederick Krebs [13]. In this book and in follow-up articles, Krebs explores the use

of several reel-to-reel printing methods with OPV materials [14–19]. Several other

groups are working on continuous coating methods for OPV [20–29]. One of the

more pressing problems for the OPV field is that most laboratory work is carried out

using spin-coaters and rigid substrates, whereas any expected application of the

research will use reel-to-reel coating and flexible substrates [30]. For this reason,

future research work should focus on blends prepared by blade coating, which can

more easily be compared to a reel-to-reel coated device. Also, blade coaters are

more efficient in the use of material, so new polymers can be investigated more

efficiently. Another issue is that flexible substrates such as PET–ITO (polyethylene

terephthalate coated with indium tin oxide) tend to crack and degrade when bent,

which defeats the advantage of flexibility. Flexible substrates are also not as well

sealed to prevent O2 and H2O penetration of the device. All of these issues show

that more studies on OPV device longevity for more device geometries, and the

causes of degradation for each geometry, are needed.

1.3 A (Very) Brief History of P3HT:PCBM Solar Cells

Unlike traditional inorganic semiconductors, conjugated organic materials have

tightly bound excited states. As a result, light excitation does not result in separated

charges, but instead tightly bound exciton states are formed with photoexcitation

above the band gap. These excitons recombine quickly (picoseconds tomilliseconds),

making single-component conjugated organics very inefficient PVmaterials. In 1986,

Tang demonstrated that excitons could be effectively split into separated holes and

electrons at a bilayer interface between electron-rich (donor) and electron-poor

(acceptor) materials [31]. It was later shown that fullerenes make ideal electron

acceptors, but the device efficiencies that could be reached were limited by the short

exciton diffusion length [32]. The real breakthrough for OPV applications was the

discovery that fullerenes and conjugated polymers could be mixed together to form a

mixed bulk-heterojunction (BHJ) layer in which donors and acceptors are in intimate

contact and separated charges must navigate through a disordered (mixed) material to
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reach the electrodes [33, 34]. All OPV efficiency records since have come from BHJ

style devices.

In 2003, Padinger and Sariciftci published a paper reporting a record OPV PCE

of 3.5% [35]. This was a huge improvement over the previous record of 2.5% [36],

but that was not what made the paper exciting. The exciting pieces of information

were:

1. More than one polymer (P3HT instead of MDMO-PPV) made effective OPV

devices

2. Choice of solvent and post-processing annealing conditions could greatly affect

the device efficiency

3. This improvement was most probably related to the microstructure

The first piece of information spurred a creative explosion in conjugated poly-

mer synthesis that has produced numerous polymers yielding higher OPV efficien-

cies than P3HT [37–39]. The realization that morphology and device efficiency are

intimately related resulted in rapid advances in the use of new instrumentation to

study organic nanostructure [40, 41]. At the same time, further OPV device

efficiency increases were realized by the use of optimized morphology-controlling

strategies including the use of thermal annealing [42], solvent annealing [43], and

the application of various co-solvent additives [44, 45]. The most cited paper in all

of OPV research (>2,900 total) was published by Li et al. [43]. It demonstrated the

change in morphology associated with thermal and solvent annealing and was the

first published and certified efficiency record of over 4% for an OPV device.

Figure 3 shows J/V curves of P3HT:PCBM OPV devices from this seminal paper.

In the same month, two other groups also published >4% efficiency with P3HT:

PCBM but with different composition ratio, layer thickness, and annealing treat-

ment [42, 46]. Although the OPV field has expanded widely beyond the P3HT:

PCBM system, P3HT:PCBM remains the “fruit fly” of OPV because the materials

are widely available with sufficient purity, and because all manner of new

processing techniques can be tested with the knowledge that small changes to the

microstructure yield large changes in OPV device PCE.

To demonstrate the pervasive study of P3HT as a model polymer for OPV, we

tracked the number of articles published about P3HT and OPV. In Fig. 1 we show

the number of scientific papers (as counted by Web of Knowledge) published per

year under the search terms “organic photovoltaic”, “P3HT”, and “organic

photovoltaic + P3HT”. This search shows that in 2013, more than 300 out of almost

1,700 OPV papers were searchable with P3HT as the OPV polymer, although P3HT

has not been a record polymer since 2006. Many of the other more than 500 P3HT

articles involve microstructural or photophysical studies that inform the OPV field.
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Fig. 3 (a) Different J/V curves of P3HT:PCBM cells corresponding to devices with active layers

before (no. 1) and after thermal annealing at 110�C for 10 min (no. 2), 20 min (no. 3), and 30 min

(no. 4). The active layer thickness was �210 nm and the film growth time was �20 min. (b) J/V
characteristics under illumination for devices with different film growth rates by varying the

solvent evaporation time, tevp. The tevp for different films were 20 min (no. 1), 3 min (no. 5), 40 s

(no. 6), and 20 s (no. 7). Reprinted with permission from [43]. Copyright© 2005, Rights Managed

by Nature Publishing Group
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2 Relating Processing Conditions to Bulk-Heterojunction

Morphology

One of the stranger lessons to be gleaned from the study of P3HT:PCBM is that the

keys to understanding and controlling P3HT:PCBM BHJ morphology were

published in 1993 [47] and 1994 [48], before the BHJ concept had been introduced

[32–34]. The 1993 paper showed a transmission electron microscopy (TEM) image

and crystal structure for a self-assembled P3HT nanoribbon. The 1994 paper

reported on the solvatochromic and thermochromic properties of P3HT and related

the folding of P3HT, due to reduced temperature or poor solvent, to the strong red

shift in the absorption spectrum.

It is very instructive that in 1993 the strong tendency for P3HT to form ribbon-

like nanostructures was known. Also, the solvents necessary to crystallize P3HT,

the techniques to measure the fibers, and the technique to separate and coat the

fibers were all known. In 1994 the research community knew that poor solvents

caused P3HT to form supramolecular structures with coplanar P3HT chains and

that this resulted in a red shift of the absorption spectrum and formation of vibronic

structure. It was known that the same structures result from cooling a P3HT melt.

But nevertheless, the research community did not start using these ideas to control

P3HT:PCBM morphology until a decade later.

Why not?

The P3HT:PCBM processing conditions did not create a linear and obvious

change in morphology and so the relationship between processing conditions and

morphology to OPV performance was not obvious. The rest of this section points

out the various relationships between processing conditions and the final film

morphology. Many new OPV polymers exist that have higher efficiency than

P3HT:PCBM. In terms of processability, these newer polymers may be more or

less soluble, have lower or higher tendency to crystallize, or have differing mutual

solubility with the fullerene of choice. The discussion focuses on the processing

lessons that can be broadly applied to a variety of OPV materials.

2.1 The Fabrication Toolkit

This section was written from the perspective of a device physicist and is designed

to help graduate students with new OPV materials. From this perspective, polymers

and fullerenes arrive at the laboratory in small quantities and one wishes to learn

whether this new material might be a good candidate for OPV devices. Usually, the

synthesis group supplies basic information about a polymer, such as the band gap of

the dissolved polymer determined using a UV/vis spectrometer, the molecular

weight (MW), and the oxidation/reduction levels of the polymer measured using

cyclic voltammetry (CV).
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At this point the researcher needs to learn how to produce uniform films of the

new polymer mixed with the chosen fullerene without using too much of the

valuable polymer. With the mixture of P3HT:PCBM, the PCE can increase tenfold

with no change in layer thickness, concentration ratio, or deposition solvent

[42]. This means that even if wise coating choices are made about the polymer

solution and a highly uniform film is coated, the resulting PCE may still be much

lower than that for an optimized morphology. The PCE increase for P3HT:PCBM

comes from briefly annealing the film at 150�C, which causes a change in the

nanoscale morphology and the altered morphology leads to an increase in PCE. The

fabrication toolkit can therefore be further subdivided into fabrication steps that

occur before, during, and after coating. The following sections attempt to describe

the many interrelated but independently controlled fabrication parameters that

affect morphology formation. We focus on how fabrication choices affect device

morphology and thus efficiency.

2.1.1 Molecular Weight

Unlike small molecules, polymers do not have a well-defined MW and a polymer

sample contains a distribution of molecular weights so it is difficult to compare the

molar ratio with a small molecule such as C60 or PCBM. Instead, one typically

reports a weight ratio or wt%, so the molar ratio of polymer repeat units with respect

to PCBM is fixed. However, the polymer MW has a large effect on the solubility of

the polymer and the miscibility of the polymer with the fullerene. Smaller MW

polymers or oligomers are in general more soluble and so can be processed with a

wider variety of solvents. However, the smaller MW means that the polymer chains

are less entangled and that all species in both solution and melt phases can diffuse

more quickly. As a result, low MW polymers and oligomers tend to make less

viscous solutions, phase separate on a larger length scale, and low MW films are

more likely to de-wet or form voids.

The relationship between polymerMW and PCE has been exhaustively studied in

P3HT and mixtures with PCBM [49–61]. We will attempt to briefly summarize the

lessons here. First, a lower MW polymer is more soluble and more miscible with

PCBM. Also, in pure P3HT samples, it has been shown that aggregated domain

content (for a given solvent and temperature) increases withMW up to ~20 kDa as a

result of increased regioregularity and reduced sample entropy [54, 62]. Even

higher MW (~70 kDa) P3HT has been shown to form highly crystalline nanofibers

that can be solution processed [63, 64]. In mixed samples, the PCBM interferes with

the formation of pure P3HT domains, so the P3HT is less crystalline. The P3HT

crystallinity can be reintroduced by annealing the sample to allow phase separation.

For a high regioregularity and MW, the solubility of PCBM in P3HT is ~30% [65].

Another important result was the realization that charge mobility did not neces-

sarily scale with crystallinity [58]. Kline et al. and others showed that for pure

P3HT, lowerMW polymer formed samples with higher apparent crystalline content

but that the crystals had few connecting polymer strands leading to poor
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macroscopic charge mobility due to a high activation barrier to charge hopping. In

contrast, in high MW P3HT the crystalline domains were well connected to adjoin-

ing crystalline domains by individual polymer chains, and so the activation barrier

for charge hopping is much lower [54, 58]. A more detailed discussion of the

morphology of P3HT thin films can be found in the chapter “Morphology of P3HT

in Thin Films” by Kim Tremel and Sabine Ludwigs in this book [66]. Various

studies have shown that a MW of less than 20,000 kD is too low for high efficiency

OPV devices [52, 54, 57]. High MW P3HT is also undesirable because it requires

higher boiling point solvents and longer equilibration times for morphology for-

mation [52]. The “Goldilocks” region for MW for P3HT used for OPV is 20,000–

75,000 kD with a maximum possible regioregularity [67, 68].

2.1.2 Solvent Choice

The choice of casting solvents became a clear issue in 2001 when Shaheen

et al. published an article showing a PCE increase from 1.1 to 2.5 % for MDMO-

PPV:PCBM OPV devices cast from toluene and chlorobenzene, respectively

[36]. Subsequent studies showed that toluene was a better solvent for the

MDMO-PPV than PCBM, so the PCBM crystallized out of solution with large

domain sizes (>1 μm) that reduced the device quality [69]. However, chloroben-

zene and dichlorobenzene are equally good solvents for both polymer and fullerene

so the polymer and fullerene remain miscible to higher concentrations and the

resulting domain sizes are much smaller (tens of nanometers) [69].

A zero-order statement about solvent choice is that the solvent must be equally

good for each component to avoid large-scale phase separation. The next thing to

consider is the absolute solubility of the polymer and fullerene. Polythiophene and

C60 have negligible solubility in any solvent, whereas P3HT and PCBM have side

chains that greatly increase their solubility. Nevertheless, concentrations of at least

10 mg/mL are necessary to obtain highly planar films of >80 nm thickness without

defects using spin-coating. In general, a higher solubility is desired so that more

concentrated solutions can be made and a wider variety of coating techniques can

be employed. P3HT and PCBM have shown the highest solubility in polar aromatic

solvents such as chlorobenzene, 1,2 dichlorobenzene, and 1-chloronaphthalene.

Another important consideration is the boiling point (BP) of the solvents. The

BP determines how quickly the solvent evaporates and thereby the formation rate

for polymer and fullerene domains. Polymer domains that equilibrate slowly in high

BP solvents tend to be more crystalline (thermodynamic product) whereas low BP

solvents evaporate quickly and yield mixed amorphous films (kinetic product).

When spin-coating at 1,000 rpm, a 20 mg/mL solution of 1:1 P3HT:PCBM con-

denses to a film in 1–3 s when processed with CHCl3 (BP¼ 61�C), 5–10 s when

processed in chlorobenzene (BP¼ 132�C), and the film remains wet after 60 s when

processed with 1,2 dichlorobenzene (BP¼ 182�C) (Moulé, personal observation)

[70]. The change in structural order in P3HT is observed in a red shift of the

absorption spectrum and formation of a clearly defined vibronic structure [71].
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The idea to increase crystallinity of the P3HT with slower solvent evaporation was

used by Li et al. to achieve the first record PCE over 4% for OPV [43].

With the introduction of semicrystalline polymers like P3HT, it became clear

that the solvent could affect the formation of P3HT aggregated or crystalline

structures in solution as well as in films. Figure 4 shows three liquid state UV/vis

absorption spectra of P3HT dissolved in CHCl3, anisole, and toluene, which result

in the formation of ground state structures that are amorphous, somewhat crystal-

line H-aggregates, and highly crystalline J-aggregates, respectively [72]. The red

shift of P3HT with increased order and (to the eye) very obvious color shift makes it

an easy polymer to work with. Without any device measurement, one can look at

the film and learn a lot about the nanoscopic order by observing the color.

2.1.3 Weight Ratio

The weight ratio between the donor polymer and acceptor fullerene in the final film

has a large effect on the PCE of an OPV device. The ideal or correct weight ratio is

usually defined as the ratio that achieves the highest PCE. However, there is a

strong correlation between weight ratio, layer thickness, and domain size that

makes clear that weight ratio, while easy to control, is not easily understood.

One highly useful generalization for OPV device function is that layers with

matched hole and electron mobilities have higher FF and that devices with

mismatched charge mobilities develop space-charge-limited current (SCLC) layers,

particularly with increased light intensity [73]. We can clearly state that one reason

to adjust the donor/acceptor weight ratio is to increase or decrease the relative

mobilities of the hole and electron carrying materials [74]. One particular example

of this relationship showed that for both P3HT:PCBM and OC1C10-PPV:PCBM,

thicker layers perform better with increased PCBM content whereas thinner devices

Fig. 4 Solution absorption

spectra for P3HT dissolved

in CHCl3 (black) and
anisole (blue), and for P3HT
nanofibers slowly cooled,

filtered, and re-dispersed

into toluene (red) [63]
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perform better with reduced PCBM (Fig. 5). The explanation is that the polymer

absorbs more light than the fullerene in the visible range, so the absorption density

and thereby Jsc is higher with increased polymer content. However, as the layer

thickness increases, the FF is reduced because of the increased path length, which

yields increased recombination and greater series resistance. An increased PCBM

content in the layer balances the charge mobilities for thicker devices, yielding an

increase in FF. For P3HT:PCBM, the total charge mobility is higher and well

matched, so 200–400 nm OPV devices still function well [70]. In contrast, the

hole mobility (μh) is 100 times lower in OC1C10-PPV than in P3HT, so balanced

charge mobility is not possible for any device, and devices thicker than 100 nm

suffer from greatly reduced FF [70].

Early in the OPV literature, it was common to publish a concentration and

thickness dependence of the J/V characteristics for new polymer/fullerene mixtures

[70, 75–81]. This information is very interesting, but ultimately was not as useful as

desired because each group had slight differences in fabrication procedure and

polymer batch that led to large differences in morphology and ultimately in PCE

[82]. The difficulty in comparing samples between different research groups has led

to a tendency for many groups to publish the “hero” efficiency result without

properly reporting all of the fabrication steps necessary to repeat the result. This

tendency to focus on PCE without reporting the details of fabrication has led to a

great redundancy in OPV literature. We recommend that fabrication data still be

published (even if only in the supplemental section) to reduce repeated studies.

Accurately representing the data can be difficult. Figure 6 shows the optimization of

BHJ layer thickness, and wt% PCBM with respect to PCE for a mixture of poly

[4,4-bis(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b]dithiophene-2,6-diyl-alt-4,7-bis
(2-thienyl)-(2,1,3-benzothiadiazole)-50,500-diyl] (PCPDTTBTT) with PCBM

[83]. The color of the points indicates different solvents. The complexity (difficult

readability) of this plot is meant to show that it is difficult to display fabrication

information in a sufficiently dense format. Tables are popular but often fail to

present the trend in the data. Nevertheless, publishing detailed fabrication infor-

mation will reduce redundancy and confusion in the literature.
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devices with thickness L¼ 215 nm (open squares) and L¼ 105 nm (closed squares), and for
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2.1.4 BHJ Layer Thickness

As indicated in Figs. 5 and 6, the BHJ layer thickness and PCBM concentration ratio

are not independently optimized fabrication parameters. This is because an increase

in the BHJ layer thickness increases both the total light absorbance and the transport

distance to the electrode. Several articles and reviews describe how light absorbance

into BHJ layers increases nonlinearly as a result of interference between incident

and reflected radiation [8, 84–86]. This interference pattern means that more light is

absorbed into a BHJ layer that is 70–100 nm thick than into a layer that is 120–

150 nm thick. Peumans et al. pointed out that constructive interference is maximized

in a BHJ layer with thickness near λ/4n and minimized at a thickness near λ/2n,
where n is the refractive index of the active layer. Peaks in simulated sunlight

absorbance occur at 80, 210, and 330 nm for a thermally annealed mixture of 1:1

P3HT:PCBM and at 110 and 230 nm for a solvent-annealed 1:1 P3HT:PCBM

device [84, 85]. There are differences between thermally annealed and solvent-

annealed samples in both the internal morphology [87, 88] and thermally induced

mixing between the BHJ layer and poly(3,4-ethylenedioxythiophene):poly(styrene

sulfonate) (PEDOT:PSS) [85, 89]. When PSS mixes with P3HT, the P3HT is

oxidized and bleaches, which reduces the effective thickness of the active layer

[85, 89].

Figure 7 shows Jsc, FF, and PCE for P3HT:PCBM and OC1C10-PPV:PCBM

devices as a function of layer thickness [70]. Both device types show a peak–dip–

peak in Jsc with increasing layer thickness. However, the first peak (~70 nm) in the

Jsc of OC1C10-PPV:PCBM devices is much higher than the second peak, indicating

that the electrical quality of the layer decreases with increasing thickness. As

indicated above, the charge carrier mobilities in the hole-carrying and electron-

carrying domains must be matched for high Jsc or PCE. Because the μh of OC1C10-

PPV is much lower than μe of PCBM, this device type builds up a space charge

layer and thicker devices show reduced performance. In contrast, the thicker

Fig. 6 Optimization of

PCE data with respect to

BHJ layer thickness, wt%

PCBM, and casting solvent

for a mixture of

PCDTTBTT with PCBM.

The colors indicate
different solvents:

chlorobenzene (black),
o-xylene (red),
chlorobenzene + anisole

(green), o-xylene + anisol
(blue), and chlorobenzene

+ nitrobenzene (magenta)
[83]

P3HT-Based Solar Cells: Structural Properties and Photovoltaic Performance 195



~210 nm P3HT devices have higher Jsc and PCE than devices with lower thickness.

P3HT is able to make good thicker devices with PCBM because the μh of P3HT and

μe of PCBM are comparable [74, 90].

Comparison of the peaks in Jsc between devices based on P3HT and OC1C10-

PPV shows a second systematic difference. The PCE maxima shown in Fig. 7 for

OC1C10-PPV devices are at ~70 and ~190 nm, whereas for P3HT-based devices the

maxima occur at 110 and 230 nm. This shift in the position of the maxima comes

because P3HT absorbs a red-shifted radiation compared to OC1C10-PPV (band

gap¼ 1.9 eV rather than 2.2 eV). Because low energy photons have a longer

wavelength, the interference pattern selects for maximum absorbance at a greater

thickness than for higher energy photons [84].

2.2 The Post-deposition Toolkit

2.2.1 Solvent Annealing

Solvent-coating is a process whereby external forces are used to deliver a thin,

uniform wet film. Spin-coating produces wet films by wicking excess solution off

the substrate using centrifugal forces. Figure 8 shows a plot of wet layer thickness

versus spinning time at 1,500 rpm for a 2:1 mixture of P3HT:PCBM in a chloro-

benzene solvent [91]. Formation of the initial wet film and wicking of excess

solution occurs in the first step (Fig. 8, step a). The wet film contains all of the

polymer that will be in the final film plus solvent. The wet film (Fig. 8, step b) thins

rapidly due to evaporation of the solvent and collapses to the final dry thickness

after ~6 s (Fig. 8, step c) (note that the time of ~10 s mentioned in Sect. 2.1.2

corresponds to a lower spinning speed). The final stage is evaporation of solvent

from the collapsed film (Fig. 8, step d). The order of the polymer as measured using

grazing incidence x-ray scattering shows that crystal ordering occurs slowly in the

wet film and that domain sizes form quickly during solidification.

Fig. 7 Thickness dependence of (a) Jsc, (b) FF, and (c) PCE for 1:1 P3HT:PCBM (squares) and
1:4 OC1C10-PPV:PCBM (triangles) OPV devices illuminated by AM1.5 source at 100 mW/cm2

intensity [70]
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As discussed above, high BP solvents evaporate slowly (10 s–10 h), leaving the

polymer a long time to relax into unstrained and, depending on the polymer,

crystalline domains. In contrast, low BP solvents evaporate quickly (<10 s), leav-

ing the polymer in an amorphous form with strain that can cause dewetting.

In the OPV field, the drying time for a film was not purposefully controlled until

solvent annealing experiments were published by the Yang group in 2005 [43]. The

process of solvent annealing involves covering the wet film (with a petri dish or

other cover), which keeps the atmosphere above the sample rich in solvent and

prevents evaporation. In this way, the sample can be allowed to relax over hours

instead of seconds [88, 92]. Solvent annealing for OPV blends has been widely

reported. The Yang group also showed that the solvent annealing effect could be

realized with any solvent if a high solvent partial pressure above the sample could

be maintained [92]. A simple method for doing this is to spin-coat a wet film and

then to cover the wet film and substrate with an up-turned petri dish. Assuming

negligible mass transfer of solvent to outside of the petri dish, the film remains

solvent-swollen for an arbitrary time period. Several review articles have detailed

the change in morphology with solvent annealing [87, 88, 92]. In general, the longer

relaxation times afforded by high boiling point solvents leads to increased crystal-

linity in P3HT films [88]. The crystallization of P3HT forces PCBM out into a
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Reprinted (adapted) with

permission from

[91]. Copyright © 2013

Wiley-VCH Verlag GmbH
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mixed amorphous P3HT:PCBM phase [93]. With increased PCBM density, the

PCBM also starts to form pure amorphous and crystalline domains [94, 95]. Solvent

annealing causes greater phase separation between P3HT and PCBM than thermal

annealing [96].

2.2.2 Thermal Annealing

A more commonly used method for causing phase separation between P3HT and

PCBM is thermal annealing. Thermal annealing of P3HT and mixtures of P3HT

with PCBM has been studied in great detail [42, 56, 59, 70, 76, 97–117]. Optimized

thermally annealed devices are spin-coated from a chlorobenzene solution in a ratio

that contains 35–45% PCBM by weight. After spin-coating, the metal electrode is

evaporated and then the device is heated for 5–30 min at ~150�C [42]. PCE as high

as 5% for this device type have been reported [42] but 3.5–4.5% PCE is more

common.

Moulé and Meerholz published two articles that described measurement of EQE

as a function of BHJ layer thickness. Several thousand individual P3HT:PCBM

OPV devices were fabricated to establish these data sets [70, 85]. We found that

OPV devices with PCE of ~4% could regularly and repeatably be fabricated using

the thermal annealing method with BHJ thicknesses of 80–350 nm. The solvent

annealing method occasionally brought “hero” devices, but in general was less easy

to control because the trace solvent atmosphere in the glove-box had a large effect

on the final morphology [118]. During the fabrication of so many devices we found

three issues that were likely to reduce device quality (without changing substrates

or metal type):

1. Occasionally, there is a PEDOT:PSS batch supplied that produces exclusively

S-shaped J/V curves with low FF [119, 120] This problem could only be solved

by ordering new PEDOT:PSS and is attributed to slight changes in the doping

level of the PEDOT:PSS itself.

2. The quality of P3HT varies widely between batches, which mostly has an effect

on the FF. Average FF> 0.6 is an indication of “good” P3HT. Typically, a

graduate student can achieve “good” results with a year of practice and with

~50% of the P3HT batches received. Cleaning the P3HT by dissolving and then

dripping into a solution of CH3OH:H2O improves the FF by an average of 0.05.

The improvement most probably comes from the removal of metals.

3. We have also informally found that evaporation of metal electrodes at a high rate

can reduce the FF because the hot metal damages the polymer. We use an initial

evaporation rate of 0.02 nm s�1.

Two different two-component nonequilibrium phase diagrams have been made

for P3HT:PCBM [121, 122]. Figure 9 shows the expected phase behavior of P3HT:

PCBM in a melt or solidifying melt [121]. Thermal analysis is able to show the

mixing ratio of P3HT:PCBM as a function of temperature. All investigations agree

that PCBM has ~30% miscibility with P3HT and that with higher PCBM content,
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phase separation occurs. In addition, it has been widely reported that with heating,

PCBM diffuses through the P3HT and forms extended crystals that are detrimental

to OPV device function [118, 121, 123–125]. Some recent attempts have been made

to generate fullerenes that do not crystallize in order to improve the device

longevity [126].

Although thermal analysis can show the mixing ratio of P3HT:PCBM in a

volume and the melting temperatures of crystals in the melt, it does not specify

the miscibility between the amorphous P3HT and PCBM. Recent bilayer device

investigations [127], neutron reflectometry [65, 128, 129], soft X-ray spectroscopy

[95, 125], and 3D electron tomography images of P3HT:fullerene [96] have

revealed that a mixed domain always exists between P3HT-rich and fullerene-

rich domains. This means that P3HT:PCBM forms four separate domain types:

P3HT and PCBM can each crystallize to form pure domains, P3HT and PCBM mix

in a ~3:7 ratio in a mixed amorphous P3HT:PCBM domain, and amorphous PCBM

with ~10% amorphous P3HT is also commonly found [130]. Spin-coating results in

the rapid formation of a film and the most common phase is the mixed 3:7

amorphous domain type. With either solvent annealing or a short period of thermal

annealing, the mixed domain phase separates into pure P3HT domains and amor-

phous PCBM domains with low P3HT content. With thermal annealing for longer

times, PCBM seed crystals form and Oswald ripening occurs, which leads to

increasingly large pure PCBM domains. Large PCBM domains result in a reduction

of OPV device quality.
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2.2.3 Co-solvent Additives

Examining solvent and thermal annealing as industrial processes showed that there

were clear disadvantages to both post-deposition annealing methods. Solvent

annealing utilizes long times with partially solvent-swollen films to allow the

morphology to develop towards a more equilibrium-like configuration. By more

equilibrium-like we mean a more crystalline, more phase-separated, and more

relaxed structure. However, long annealing times and long solvent removal times

are incompatible with rapid reel-to-reel coating.

There are also disadvantages to thermal annealing as a process in OPV manu-

facture. Thermal annealing also allows the BHJ layer morphology to develop

towards a more equilibrium-like configuration. However, because the whole sub-

strate must be heated, there is a possibility that other layers are affected. For

example, it was shown that with heating to 150�C, P3HT reacts with PEDOT:

PSS to make a mixed doped layer via the following reaction [89]:

2 P3HTþ 2 PEDOT :PSSþ Δ ! 2 P3HTþPEDOT :PSS� þ H2

Also, heating to elevated temperatures increases the diffusion rate of PCBM in

P3HT, which leads to the formation of extended PCBM crystals and reduced device

quality [102, 118, 131–134].

Given these considerations, it was clear that another method for the development

of OPV morphology needed to be invented. In 2006, Zhang et al. published an

article showing that if mixed solvents are used as a casting solution, the higher BP

solvent would remain in the film longer and the film morphology would develop as

if the entire solvent was the higher BP solvent [135]. This result gave rise to several

useful ideas. First, halogenated solvents have always been an issue for scale-up of

OPV because laws governing their release to the atmosphere are quite strict. It

would be much less expensive if non-halogenated solvents could be used or if much

smaller quantities of halogenated solvents could be used [50, 136]. Second, if high

BP solvent-additives can be used to better solubilize both the donor and acceptor

components, a different additive could be used that selectively affects one compo-

nent or the other. Peet et al. published the use of a solvent additive that selectively

solvated PCBM while acting as a nonsolvent for the donor polymer [44]. In

subsequent research that compared several PCBM selective additives, it was deter-

mined that 1,8-di-iodo-octane (DIO) produced BHJ layers with the highest PCE

[137]. Moulé et al. published the use of nitrobenzene (NB) as a nonsolvent additive

for both P3HT and PCBM [45]. Both DIO and NB produce unannealed P3HT:

PCBM devices with PCE near 4% [45, 138]. DIO has been shown to be an essential

solvent additive for many copolymer donors in mixtures with PCBM and PC71BM.

A solvent additive for OPV can be either a good solvent, selective solvent, or a

nonsolvent for both species. The solvent additive must have a higher BP than the

carrier solvent so that as the carrier solvent evaporates off, the co-solvent additive

concentration increases. This means that the wet film thickness and concentration is

created with the main solvent, but the morphology forms under the thermodynamic
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conditions established by the co-solvent. DIO is by far the most popular co-solvent

in terms of citation frequency. It has been used with most of the new low band gap

alternating push–pull copolymers and often yields a superior PCE than films cast

without DIO.

2.2.4 Pre-formed Polymer Particles

A further fabrication technique that has been used for OPV devices is the use of

preformed polymer nanoparticles. Berson et al. published an article that examined

the formation of P3HT nanofibers in solution, followed by coating the nanofibers

with PCBM to form a BHJ layer [64, 139]. The idea behind the experiment was that

highly crystalline P3HT fibers could be formed in solution that would have fewer

defects than P3HT domains in a typical BHJ film. The principle is correct and the

spectrum of P3HT fibers shows considerably more vibronic character than P3HT

films [64, 139]. Subsequent work on P3HT fibers showed that P3HT forms highly

fluorescent J-aggregates in solution under slow cooling conditions [63, 72,

140]. However, OPV devices cast from P3HT fibers have lower PCE than normal

BHJ devices of the same thickness [64, 141]. It is known that the P3HT fibers lie

within the plane of the film, so it is possible that the fibers are poor conductors of

holes. In this case, we expect the Jsc to be lower due to increased recombination at

unattached fibers. Also, the FF is expected to be lower because it probably requires

an activation potential for a hole to hop from one fiber to the next. This activation

barrier would appear as a series resistance and reduce the FF.

The mechanism was tested by adding a small amount of amorphous P3HT to the

P3HT fibers and re-fabricating OPV devices [64]. The OPV devices with some

amorphous P3HT had increased Jsc and FF. The authors concluded that the P3HT

fibers lacked connectivity and that addition of some amorphous P3HT reestablished

the connectivity between P3HT domains [64]. Several other thiophenes were tested

for polymer nanoparticle-based OPV devices. It was found that poly

(quaterthiophene) (PQ12T) was too insoluble and that polymer domains with

extended sizes formed in solution [141]. Oosterbaan et al. fabricated nanofibers

from a series of thiophenes with side chain length from 3 to 9 [139]. They con-

cluded that P3HT has the ideal side chain length for polymer nanofiber OPV.

Shorter side chains leave a less-soluble polymer that is immiscible with PCBM so

OPV device layers do not have enough donor–acceptor interface, which reduces the

charge separation probability. Longer side chains destabilize the polymer fibers and

allow defects within the fiber to form. For long side chains, the miscibility with

PCBM is too high and too much intermixed donor–acceptor phase forms, leading to

increased recombination [139]. Another study of polymer nanofiber OPV was

published by Xin et al., who worked on characterization of P3BT:PC71BM

nanofiber OPV devices (Fig. 10) [142]. P3BT:PC71BM formed OPV devices with

high EQE and increased efficiency compared with the Oosterbaan study. Analysis

of the fabrication method shows that a combination of nanofiber formation (solvent
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annealing) and thermal annealing was used to create the optimized morphology

film [142].

All of the experiments described above were designed to create more crystalline

P3HT domains, and the domain size was controlled by the self-assembly of the

P3HT fibers. An alternative need is to control the domain size between two

noncrystalline polymers. In this case, the domain size can be set by fabricating

polymer nanoparticles in solution [143]. One strategy for fabrication of mixed

polymer nanoparticles is shown in Fig. 11. Here the polymer concentration, sur-

factant concentration, and surfactant strength all affect the size of the final polymer

domain [143].

3 Optical Properties

One remarkable feature of solid P3HT:PCBM blends is that their optical properties

depend largely on the preparation conditions [73, 144, 145]. Because absorption

and emission spectra are easier to record than, for example, X-ray scans and TEM

images, the quantitative analysis of optical data with regard to morphology is of

great interest. Figure 12 shows exemplary optical absorption spectra of as-prepared

and annealed P3HT:PCBM measured at room temperature, together with the

corresponding J/V device characteristics. Here, the films were cast from chloro-

form, a low-boiling point solvent, and were annealed at the given temperatures for

10 min each. With annealing at higher temperatures, the long wavelength features

at 560 and 610 nm attributed to absorption of planarized P3HT chains in polymer

Fig. 10 Solvent annealing followed by thermal annealing yields a morphology for P3BT:PC71BM

that cannot be reached by another fabrication pathway. Reprinted (adapted) with permission from

[142]. Copyright 2010 American Chemical Society
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crystallites become more prominent. At the same time, the short-circuit current and

the fill factor of the device both increase continuously.

A recent model by Spano enables a quantitative analysis of regioregular P3HT

absorption spectra in relation to the morphology [147, 148]. This model was

developed to describe the absorption of and the emission from H-aggregates

comprising parallel-aligned cofacially packed conjugated chains in the case of

weak exciton coupling. In this limit, the splitting of the electronic levels due to

Coulombic interactions is considerably smaller than the vibrational energy. As a

result, interchain coupling leads to the formation of vibronic bands with their width

essentially determined by the exciton bandwidth W. It was shown later that W is

inversely related to the length of the interacting chain segments in a P3HT aggre-

gate [149]. An important prediction of Spano’s model is that the exciton bandwidth

affects the relative intensities of the individual transitions of the vibronic progres-

sion in the absorption. Clark et al. successfully applied this model to optical spectra

of pure P3HT films with a variation in the solvent type used. Higher solvent boiling

points led to smaller W values, which was attributed to an increase in the P3HT

aggregate size [71, 150].

Fig. 11 (a) Preparation of a dispersion of solid polymer nanoparticles in water. First, a solution of

the polymer in an organic solvent is mixed with water containing an appropriate surfactant. A

miniemulsion is then formed upon stirring and ultrasonication. Finally, the solvent is evaporated,

resulting in solid polymer nanoparticles dispersed in water. (b) Strategies for preparation of binary

polymer blends using polymer nanospheres. Phase-separated structures at the nanometer scale can

be prepared either by coating a layer from a dispersion containing nanoparticles of two different

polymers, or by using dispersions that contain both polymers in each individual nanoparticle [143]
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This model has been successfully applied to understand the morphological

changes of the P3HT phase in a 50:50 wt% P3HT:PCBM blend, where information

about the crystallinity and interchain ordering of the polymer phase was determined

[146]. A low and a high boiling point solvent were investigated with the use of

different annealing temperatures. The absorption spectra analysis was compared

with the solar cell performance in devices with identical active layers (Fig. 13). The

low boiling point solvent, chloroform, led to a non-optimized initial film morphol-

ogy. Compared to the as-prepared blend prepared from the high boiling point

solvent dichlorobenzene, the chloroform-cast layer exhibited smaller aggregates,

a lower degree of crystallinity, and a larger absorption bandwidth. Upon annealing,

the degree of crystallinity of the P3HT component increased up to a temperature of

ca. 70�C, with a correlated increase in the aggregate width from ca. 7 to 10 nm. The

glass transition of a 1:1 blend of P3HT:PCBM has been observed to range from

ca. 10 to 70�C [151–153]. It has, therefore, been concluded that annealing above the

glass transition provides the chains with sufficient mobility to allow for the growth

of existing polymer crystallites. Beyond the glass transition range, annealing had a

surprisingly weak effect on the further changes to the degree of crystallinity.

Neither the percentage of aggregated P3HT chains nor the aggregate width of

annealed chloroform-cast layers reached the same level as found in the pristine

P3HT layer cast from chloroform or as found in any of the dichlorobenzene-cast

blends. It is plausible to assume that a further growth of P3HT crystallites in the

chloroform-cast layers upon annealing at higher temperatures is prevented by an

already-existing network of agglomerated PCBM molecules [154]. The Gaussian

line width σ in the absorption spectra, however, decreased throughout the entire

Fig. 12 Optical absorption spectra of P3HT:PCBM photoactive layers and the corresponding J/V
characteristics of solar cells prepared with the same photoactive layer. The as-prepared film is the

condition directly after spin-coating. The given annealing temperatures were applied for 10 min

each, directly from the state after spin-coating. Also shown are the absorption spectra of a film of

pure P3HT and a film comprising PCBM:PS, where the latter was used to determine the PCBM

contribution to the P3HT:PCBM absorption spectra [146]. The active layer thickness was only

100 nm, which causes less absorption in the active layer and a lower photocurrent compared with

optimized devices
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range of annealing temperatures used. This decrease in the absorption line width is

indicative that the intra- and/or interchain disorder is reduced. It was then shown

that the decrease in σ goes along with a prominent increase in the hole mobility,

enabling more rapid extraction of the photogenerated charges to the electrodes. As a

consequence, non-geminate recombination becomes less efficient for higher

annealing temperatures, which revealed itself in a prominent increase in the fill

factor. As an important conclusion, we find that consideration of only the percent-

age of crystallinity and/or of the aggregate size is not sufficient to explain the

overall effect of annealing on device properties.

Fig. 13 Best-fit parameter of the aggregate P3HT component in the absorption spectra of P3HT:

PCBM blends coated from chloroform (CF) and dichlorobenzene (DCB), with subsequent thermal

annealing of the as-prepared film for 10 min at the indicated temperature. σ the Gaussian line

width, Width aggregate width of the P3HT crystalline component, % Aggregate crystalline

percentage of the P3HT component versus the total amount of P3HT, FF fill factor of the

photovoltaic device with the same photoactive layer used in the optical absorption investigation.

Red and black dashed lines show corresponding values measured on as-prepared layers of pristine

P3HT, cast from CF and from DCB, respectively. The glass transition of P3HT:PCBM is shown by

the change from light to dark grey background, with a glass transition temperature of around 60–

70 �C [146]
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Nevertheless, as efficient hole transport necessitates the existence of a percola-

tion pathway of crystalline P3HT throughout the entire layer, knowledge about the

degree of crystallinity and also about the 3D distribution of the different phases

forming the P3HT:fullerene blend are highly important. A well-established method

for obtaining information on these properties is electron tomography (ET) [79, 96,

155]. For example, Loos and coworkers applied ET to determine the amount and

distribution of the crystalline P3HT component in P3HT:PCBM blends [79]. These

samples were investigated directly after spin-coating or after thermal annealing for

20 min at 130�C. The overall degree of crystallinity (DoC) in the annealed samples

was between 40 and 55%, depending on layer thickness. The DoC from ET

compares nicely with the range of values given in Fig. 13 for annealed blends.

Notably, ET on thin layers (50–100 nm) revealed an enrichment of the crystalline

P3HT content close to the bottom side where hole extraction occurs [79]. On the

other hand, 200 nm thick layers had a homogeneous distribution of P3HT crystal-

lites, which is highly beneficial for the efficient collection of holes throughout the

entire active blend.

Raman spectroscopy is another successful optical technique for study of the

degree of molecular ordering in the P3HT phase of the P3HT:PCBM blend. The

in-plane skeleton Raman modes of C¼C and C–C stretching were studied by Tsoi

et al. under excitation wavelengths ranging from resonant to nonresonant

[156]. Although direct electronic excitations in the resonant range could lead to a

strong fluorescent background that can cover Raman signals, this is still an impor-

tant measurement technique because the resonant conditions provide information

about the molecular structure. In order to better understand the changes in the

morphology of the P3HT component, Raman spectra of regiorandom and

regioregular P3HT were compared where the regioregular polymer is known to

have a higher degree of ordering. These results were then compared with the Raman

spectra from a blend of regioregular P3HT with PCBM. The C¼C stretching mode

was found to be the superposition of the ordered and disordered P3HT character-

istics and this was used to quantitatively estimate the degree of molecular ordering

in the blend. The degree of molecular ordering in the nonannealed blend compared

with the annealed blend was found to increase from 42 to 94%, relative to the

ordering of pristine regioregular P3HT. The percentage of crystallinity can then be

estimated based on a known percentage of crystallinity in the pristine P3HT. Tsoi

et al. assumes a crystallinity in the regioregular P3HT of 15% and hence a

percentage crystallinity of 6 and 14% in the P3HT phase of the annealed and

nonannealed blends, respectively. However, optical spectroscopy on pristine

P3HT layers consistently showed a degree of chain aggregation of approximately

40–50% [62, 150], and even higher degrees of crystallinity were reported in bulk

samples [157]. Using 50% as a reference value, the degree of aggregation as

estimated from the Raman spectra is 21 and 47% in the nonannealed and annealed

blends, respectively. This approximation seems to be more reliable, based on the

results of previous studies. Therefore, with an accurate method for determining the

percentage crystallinity in the pristine regioregular P3HT, the analysis of Raman
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spectra provides a simple way to determine the percentage crystallinity in the

P3HT:PCBM blend films.

In conclusion, optical spectroscopy is capable of quantifying some important

morphological parameters of P3HT:PCBM blends. Annealing clearly enlarges the

P3HT crystallites in the composites, but also improves intra- and interchain order

within the polymer domains. It is documented that this improvement assists charge

extraction via a higher hole mobility. Structural disorder was recently proposed to

be one origin of gap states in semicrystalline polymer domains [158]. Although

as-prepared chloroform-cast layers are less crystalline, they contain a noticeable

number of aggregated chains. It has been postulated that free carrier generation in

P3HT:PCBM cells is assisted by the delocalization of holes on fully conjugated

chains [159]. It is, therefore, concluded that the number of aggregated P3HT chains

in as-prepared blends is sufficiently high for the efficient photogeneration of free

carriers (as documented in the next section), while the poor structural order in these

layers prevents the efficient extraction of free carriers to the external circuit [146].

4 Geminate and Non-geminate Recombination

As described in the previous section, optimized samples of P3HT:PCBM exhibit

high fill factors, meaning that the photogenerated current is independent of bias

over a wide range. On the other hand, samples with non-optimum morphology

suffer from low fill factors. In this case, the photocurrent becomes continuously

smaller with increasing bias (decreasing internal electric field), which points to

photocurrent losses that are most prominent at low internal electric field. Clearly,

the identification of these loss processes in relation to morphology is of interest, not

only with regard to an overall understanding of these complex devices but partic-

ularly when targeting the knowledge-based optimization of BHJ devices.

The elementary steps that lead to charge generation and extraction in BHJ solar

cells are shown in Fig. 14. Free carrier formation from photogenerated excitons

(created in either the donor or acceptor phase) involves formation and split-up of

interfacial electron hole pairs (often called geminate pairs because they originate

from the same photoexcited exciton). As these pairs can be generated directly via

optical sub-bandgap excitation, they are commonly denoted as charge transfer

states. Geminate pairs may either split up into free carriers or recombine geminately

to the ground state. Clearly, the competition between these two processes sets the

upper limit for the efficiency of the internal photon-to-charge conversion. The

second important step is the extraction of photogenerated charge to the electrodes.

The efficiency of this process is, in general, not unity because these charges might

recombine with carriers of opposite sign (either free or trapped, photogenerated or

injected) on their way to the electrodes. This recombination is called “non-gemi-

nate” or “free carrier recombination”. Therefore, the efficiency of an organic donor/

acceptor blend is determined by the fate of three elementary states (see Fig. 15): the

photogenerated exciton (mostly singlet excitons) with energy ES1, the charge
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Fig. 14 Processes leading to free carrier generation and extraction. Absorption of light leads to

the generation of a tightly bound intramolecular exciton (in P3HT:PCBM, the absorption in the

visible spectrum is dominated by the polymer). This exciton decays to the ground state within its

fluorescence lifetime or it diffuses to the donor–acceptor heterojunction where it dissociates into

an interfacial electron–hole pair (charge transfer state). Due to the low permittivity of organic

media, the interfacial polaron pair is bound by its mutual Coulomb potential. The charges forming

this pair either overcome this potential to form free carriers, or they recombine geminately. Then,

the free electron and the hole become extracted at the electrodes or they recombine

non-geminately with other charges. The time scale for exciton dissociation, free carrier formation,

and charge extraction is plotted at the top. Numbers should be taken with care because the charge

carrier dynamics in blends depends very much on the chemical structure and morphology of the

donor–acceptor mixture
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Fig. 15 Left: Donor–acceptor bulk heterojunction device and the relevant elementary states.

Right: HOMO and LUMO energies of P3HT and PCBM in the 1:1 blend as determined by

photoelectron spectroscopy (values taken from [160])
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transfer (CT) state with energy ECT, and the charge separated (CS) state with

energy ECS. The CS state is different from the CT state in having overcome any

mutual electron–hole interactions.

Because of the low dielectric constant of organic materials, the interfacial

electron–hole pair is bound by Coulombic forces. Consequently, the energy of the

CT state is expected to be smaller than that of the free electron–hole pair ECT<ECS.

On the other hand, efficient photon-to-electron conversion is energetically favored

only if the energy of the primary excitation is larger than that of the final product,

meaning that ES1>ECS. Energies of the relevant species are listed in Table 1 for

P3HT:PCBM. HOMO and LUMO energies in the blend are depicted in Fig. 15. The

energy of the charge separated state was taken as the difference between the P3HT

HOMO and the PCBM LUMO in the blend. The values suggest that the CT state

has indeed the lowest energy, meaning that its split-up into free carriers is hampered

by a potential barrier. However, note that the simple energy scheme drawn in

Fig. 15 does not account for the heterogeneity of the P3HT:PCBM blend films,

which has a large impact on the photovoltaic performance (see next section).

4.1 Free Carrier Generation Versus Geminate
Recombination

A well-established model to describe free charge generation in isotropic media via

split-up of Coulombically bound geminate pairs is the Braun–Onsager theory [164]

(see also [165] for a detailed discussion on the accuracy of the model). Carriers are

Table 1 Energies of the relevant states and excitations in blends of P3HT with PCBM

Blend Energy (eV) Reference

P3HT LUMOa,b 2.13 [160]

P3HT HOMOa,b 4.65 [160]

PC61BM LUMOa,c 3.80 [160]

PC61BM HOMOa,c 5.80 [160]

P3HT:PC61BM LUMOa,d 3.29 [160]

P3HT:PC61BM HOMOa,d 4.63 [160]

P3HT:PC61BM charge separated statee 1.34

P3HT absorption onsetf 1.68

PC61BM absorption onsetf 1.61

Charge transfer stateg 1.14 [161]
aMeasured by photoelectron spectroscopy (PES) and inverse photoelectron spectroscopy (IPES)
bPure P3HT layer, coated from chlorobenzene on either Si or Au
cPure PC61BM layer, coated from chlorobenzene on either Si or Au
dP3HT:PC61BM (1:1) blend coated from chlorobenzene on Au, once buried interface. Similar

values are seen for as-prepared and annealed samples
eCalculated from the P3HT:PC61BM (1:1) HOMO and LUMO energies given in the rows above
fFrom the extrapolation of the absorption onsets of the pure materials in Fig. 18b
gP3HT:PC61BM (1:1) on PEDOT:PSS, room temperature
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considered to be free if their distance exceeds the Coulomb capture radius, meaning

that the thermal energy is larger than the mutual Coulombic binding energy of the

geminate pair. Free carrier formation involves a Brownian-type random walk that is

well described by the Onsager theory. In general, the photogeneration efficiency

P is a function of both the internal electric field and temperature:

P E; Tð Þ ¼ kd E; Tð Þ
kd E; Tð Þ þ kf

, ð6Þ

where kd is the field- and temperature-dependent rate for charge separation and kf is
the inverse lifetime of the bound e–h pair. Although the Braun–Onsager model was

originally developed for homogeneous media, it has been applied to model BHJ

cells made of poly[2-methoxy-5-(30,70-dimethyloctyloxy)-p-phenylene vinylene]

(OC1C10-PPV) blended with PC60BM [166]. For nonzero kf, the field-dependence
of kd causes P to vary with the internal electric field and therefore with the external

bias. If non-geminate recombination is weak, this field-dependence determines the

course of the photocurrent as a function of applied voltage. Based on this assump-

tion, Mihailetchi et al. concluded that in OC1C10-PPV:PC60BM only 60% of the

bound CT states dissociate into free carriers at short-circuit conditions and room

temperature. Field-assisted generation in PPV-based blends was recently confirmed

by Mingebach et al. [167]. The Braun–Onsager model was also applied to describe

the J/V characteristics of P3HT:PCBM solar cells [73, 168], but this analysis

yielded long CT lifetimes of at least 100 ns [159].

The application of the model to P3HT:PCBM blends was challenged by the

observation of efficient ultrafast free carrier generation in as-prepared and annealed

P3HT:PC60BM thin films using transient absorption spectroscopy (TAS) with a

subpicosecond time resolution [100, 169, 170]. Quenching of the excitons in the

P3HT phase, accompanied by the appearance of a photoinduced absorption signal

assigned to polarons, was shown to occur within 100 fs for as-prepared blends and

within a few picoseconds in annealed blends. The slower build-up of the polaron

population in the annealed sample was attributed to the dynamics of exciton

diffusion to the BHJ. Figure 16 shows exemplary TAS traces for as-prepared and

annealed P3HT:PCBM blends as a function of illumination fluence. Detailed

analysis of the TAS experiments as a function of the pulse fluence suggested that

exciton dissociation leads to two populations, free charges and bound polaron pairs,

with the latter recombining geminately within only 2 ns [169]. These experiments

ruled out the possibility that photogeneration in P3HT:PCBM blends involves a

long-lived CT state and suggested that free carrier formation may not necessarily be

assisted by the electric field. Interestingly, the thermal treatment of these

chlorobenzene-cast blends had a rather small effect on the fraction of generated

free carriers, which was 68 and 85% for the as-prepared and thermally annealed

layers, respectively. Thus, despite a large difference in the PV performance,

exciton-to-polaron conversion proceeds with comparable efficiency in both of

these samples. In contrast, regiorandom P3HT blended with PCBM yielded a

much smaller free carrier formation efficiency of only about 20%, while most
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excitons formed strongly bound CT states that decayed geminately to the ground

state within 2 ns.

Field-independent photogeneration in solvent-annealed P3HT:PCBM was

unambiguously proven by Kniepert et al. using time-delayed collection field

(TDCF) experiments [171]. In a TDCF measurement, as schematically shown in

Fig. 17a, the sample is illuminated by a short laser pulse while being kept at a

constant pre-bias voltage Vpre. After the delay time, td, a rectangular pulse with

voltage Vcoll is applied to sweep out all remaining free carriers. Therefore, TDCF is

analogous to TAS with an electrical probe instead of an optical probe. In contrast to

steady-state current–voltage measurements, classical time-of-flight experiments, or

the photo-CELIV (charge extraction by a linearly increasing voltage upon

photogeneration) technique, TDCF allows application of different biases during

generation and collection of the charge carriers. To measure the field dependence of

free carrier formation, TDCF experiments are performed with variable pre-bias, a

short delay time, and a large collection field. Thereby, the delay time must be

carefully chosen to ensure that geminate recombination is completed within the

delay time. Also, the pulse fluence must be kept low to avoid non-geminate

recombination prior to application of the collection bias. Provided that these

conditions are safely met, the total collected charge as a function of the pre-bias

Fig. 16 Charge induced absorption decay (750–850 nm) for (a) as-prepared and (b) annealed 1:1

blends of regioregular P3HT and PCBM coated from chlorobenzene. The transients of the

as-prepared device show a fluence-independent decay attributed to geminate recombination of

strongly bound CT states at early times. The dynamics of both blends at longer times is entirely

determined by the recombination of free polarons. Lines show global fits to a non-geminate

recombination model including a density-dependent recombination coefficient. The data show

conclusively that free carrier formation is rapid and that geminate recombination is completed

within few nanoseconds. Reprinted (adapted) with permission from [169]. Copyright 2010 Amer-

ican Chemical Society
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measures the field-dependence of free charge generation in competition with

geminate recombination.

Field-independent free charge generation was also seen for P3HT:PCBM blends

coated from chloroform, which had either been dried at room temperature

(as-prepared) or annealed at 150�C for 15 min directly after spin-coating. These

measurements were performed with a delay time of 20 ns, which is well above the

lifetime of the CT state (as determined from TAS experiments, as described above).

For such a short delay, the total collected charge Qtot is perfectly linear over a wide

range of pulse fluences, meaning that non-geminate recombination losses are

Fig. 17 (a) The TDCF experiment. A pre-bias Vpre is applied during illumination with a nano-

second laser pulse. After a given delay, rapid charge extraction is ensured by applying a large

reverse bias Vcoll [171]. (b) Total extracted charge Qtot as a function of pulse fluence for

as-prepared and annealed P3HT:PCBM. The time delay was 20 ns and the collection field was

�5 V. Qtot is perfectly linear in the fluence for both samples over the entire intensity range, ruling

out losses due to non-geminate recombination. (c) Qtot as a function of pre-bias for a pulse fluence

of 0.7 μJ/cm2. The generated charge is found to be independent of bias within an error of 10%

(grey areas). (d) Comparison of the bias-dependent extracted charge and the steady-state J/V
characteristics of the as-cast and annealed blend. In contrast to Qtot(V ), the shape of the J/V
characteristics of the two devices differs greatly, with the as-prepared device exhibiting a much

lower fill factor. Therefore, incomplete charge extraction rather than field-dependent charge

generation must be the main cause for the much poorer performance of the as-prepared device

[172]. The shaded areas indicate the extraction losses
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insignificant for the chosen parameters (Fig. 17b). The dependence of Qtot versus

Vpre measured for a moderate pulse fluence of 0.7 μJ/cm2 is shown in Fig. 17c. The

extracted free charge is independent of pre-bias (within 10%, see grey area in

Fig. 17c) for both as-cast and thermally annealed blends, implying field-independent

charge carrier generation. A very weak dependence of free carrier generation on the

electric field was also seen in TDCF experiments performed on chlorobenzene-cast

P3HT:PCBM, with and without thermal annealing [167, 173]. Further evidence for

field-independent free carrier formation in thermally annealed P3HT:PCBM came

from transient photoconductivity experiments [174, 175].

To summarize, field-independent generation is shown to be common to blends of

regioregular P3HT with PCBM. The importance of this finding becomes evident

when considering that the studied devices were processed under a variety of

conditions (different solvents, thermal annealing, solvent annealing, different

layer thicknesses), which resulted in different morphologies and, consequently, in

a wide range of PV performance parameters.

Before discussing possible morphological pictures to explain these findings, we

turn to the involvement of CT states in the exciton-to-polaron conversion in P3HT:

PCBM blends. The observed insensitivity of free carrier generation to the internal

electric field suggests that this process does not involve split-up of bound CT states.

It has been proposed that the dissociation of P3HT excitons at the heterojunction

generates “hot” CT states (Fig. 18a), which possess a sufficient amount of energy to

overcome the Coulomb barrier without the aid of an electric field [169]. Interest-

ingly, “colder” CT states in P3HT:PCBM can be directly excited by using photon

energies of between 1.2 and 1.6 eV, which is below the energy of the vibronically

relaxed S1 exciton of P3HT. Lee and coworkers measured the external quantum

efficiency and the absorption of annealed P3HT:PCBM over a wide range of photon

energies [163]. The main result of these experiments is displayed in Fig. 18b. The

EQE spectrum was fully reproduced by considering only the wavelength-dependent

absorption of the organic layer in the device while keeping the internal quantum

efficiency constant at around 80%. It was concluded that efficient free charge

generation in P3HT:PCBM does not require the split-up of hot CT states, which

is in contrast to the hot CT model outlined above. In accordance with the interpre-

tation by Lee and coworkers, it was reported that the incident photon energy has no

effect on the charge generation and recombination in either as-prepared or ther-

mally annealed P3HT:PCBM blends [162]. These authors also showed that the

shape of the EQE does not change with bias. Because free carrier generation is

known to be independent of bias upon excitonic excitation, the dissociation of CT

states must also be unaffected by the internal electric field.

An important observation by Lee et al. is that free charge generation is efficient,

even when directly exciting the sub-bandgap CT state. Therefore, a driving force

must exist that counterbalances the mutual Coulomb attraction of these geminate

polaron pairs. One possible cause of this force is the energy landscape in these

blends, arising from its particular three-phase morphology. As pointed out above,

these blends consist of three phases: intermixed regions of P3HT and PCBM,

domains of crystallized P3HT chains, and almost pure agglomerates of PCBM
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molecules. P3HT chains within the mixed domains are believed to exhibit a twisted

conformation, similar to chains in solution or in a solid sample of regiorandom

P3HT. As these twisted chains exhibit lower HOMO energies than those in crys-

tallites of planar P3HT [176], an energy gradient is established that drives holes out

of the intermixed regions [177]. Similarly, Jamieson et al. pointed out recently that

the larger electron affinity of PCBM molecules in pure fullerene aggregates com-

pared to the intermixed domain assists free charge generation [178]. Polaron pairs

generated in the intermixed regions are therefore prone to rapid dissociation into

spatially separated charges, with the hole and electron residing on domains of the

pure donor and acceptor, respectively (Fig. 19a). This model of a morphology-

related driving force is consistent with the observation of efficient dissociation of

even relaxed CT states, and it also provides a reasonable explanation for the

inefficient non-geminate recombination of electrons and holes in annealed P3HT:

PCBM blends.

The situation is different when considering excitons that are formed within

ordered P3HT domains. Troisi and coworkers pointed out that because of the

lower band gap of chain segments within the crystallites, these excitons are repelled

by the more disordered donor–acceptor interface [179]. The authors therefore

proposed that these excitons split via tunneling of the electron through layers of

more distorted polymer chains at the interface into higher and partially delocalized

states on the PCBM aggregates (see Fig. 19b). This long-range exciton dissociation

results in a spatially separated electron–hole pair, stabilized by a more disordered

interfacial region. In a subsequent publication, Caruso and Troisi considered the

Fig. 18 (a) Generation of free charges either via a “hot” charge transfer (CT) state formed by S1
exciton split-up or via a “cooler” CT state that is generated by direct excitation. Reprinted with

permission from [162]. Copyright © 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.

(b) Experimental EQE spectrum under short-circuit conditions (circles) compared with the

absorption coefficient of solid P3HT, PCBM, and the 1:1 P3HT:PCBM blend. Also shown is the

modeled EQE spectrum that assumed a constant IQE of 80% but a wavelength-dependent

absorption (A) of the blend layer according to A¼ A0(1� exp(�2αd)), with α being the absorption

coefficient and d the active layer thickness. Reprinted (adapted) with permission from [163]. Copy-

right 2010 American Chemical Society
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kinetics and energetics of the proposed process in greater detail [182]. For long-

range transfer, the electron transfer rate kET scales approximately like kET(R)¼ k0
exp(�βR) with distance R, where β is an attenuation factor. It is shown that

tunneling through conjugated chains results in values of β as small as 0.2 Å�1.

Fig. 19 (a) Split-up of geminate electron–hole pairs formed in the intermixed region between

polymer-rich and fullerene-rich domains. Backbone twisting and disruption of intermolecular

interactions raise the energies of electrons and holes in the intermixed region. Therefore, a

morphological driving force is established that counterbalances the mutual Coulombic interaction

of the geminate pair. Reprinted (adapted) with permission from [177]. Copyright © 2013 Wiley-

VCHVerlag GmbH&Co. KGaA,Weinheim. (b) An exciton formed within the P3HT crystallite is

repelled from the interface because chains at the boundary to PCBM exhibit a higher band gap.

Exciton split-up can, however, occur via electron tunneling into partially delocalized states in the

PCBM aggregates. Reprinted (adapted) with permission from [179]. Copyright 2011 American

Chemical Society. (c) The frequency of the carbonyl stretch vibration of the PCBM is higher at the

interfaces with conjugated polymers than of PCBM molecules in the interior of fullerene aggre-

gates. Therefore, the dynamics of charge transfer spit-up in polymer:fullerene blends can be

followed through the time dependence of the carbonyl vibration frequency after excitation in a

transient visible/infrared experiment. Reprinted (adapted) with permission from [180]. Copyright

2010 American Chemical Society. (d) Time-dependence of the center frequency of the PCBM

carbonyl stretch recorded at three different temperatures after pulsed excitation of a P3HT:PCBM

blend film with 550 nm light. The independence of the transient on temperature is interpreted in

terms of an activationless split-up of interfacial electron–hole pairs. Reprinted (adapted) with

permission from [181]. Copyright 2012 American Chemical Society. The inset demonstrates that

charge separation occurs on the nanosecond time scale in the P3HT:PCBM blend
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Under these conditions, kET for an exciton formed 23 Å from the interface

(corresponding to six chains in the π-stacking direction) is on the order of

1012 s�1, which leads to polaron formation on a time scale comparable with that

found experimentally in annealed P3HT:PCBM.

In P3HT:PCBM, both mechanisms described above may contribute to free

charge photogeneration. Tunneling, as proposed by Troisi and coworkers, is impor-

tant when exciting the blend at 500–650 nm, where aggregated P3HT absorbs. On

the other hand, sub-bandgap absorption excites CT states predominately in the

intermixed region, and the split-up of these coulombically interacting electron–hole

pairs benefits from the morphology-related driving force. One might, therefore,

expect the IQE to depend on the excitation energy, which is apparently not the case

in P3HT:PCBM. In a very recent work, Vandewal et al. demonstrated the IQE to be

insensitive to excitation energy for various organic donor–acceptor BHJ systems

[183]. It is proposed that photogeneration proceeds via the split-up of thermalized

(electronically and vibronically relaxed) CT states at all illumination conditions,

even if illumination primarily excites the donor or acceptor component. This

situation was encountered in an inefficient blend with a pronounced field depen-

dence of generation, but also for a highly efficient blend with field-independent

generation. Accordingly, we propose that photogeneration in P3HT:PCBM is

entirely governed by the efficient split-up of low-energy CT states.

We note that activationless free charge generation in P3HT:PCBM was unam-

biguously proven with ultrafast vibrational spectroscopy [180, 181]. It had previ-

ously been shown that the frequency of the carbonyl group in PCBM depends on the

local environment: the vibration frequency of a PCBM molecule located in the

interior of a fullerene cluster is lower than that of a PCBMmolecule at the interface

to the donor polymer [184] (see Fig. 19c). Therefore, the motion of the electron

away from the heterojunction during charge separation can be monitored through a

decrease in the carbonyl frequency. For P3HT mixed with PCBM, the time-

dependence of the carbonyl center frequency was independent of the temperature,

meaning that free charge formation via CT split-up does not require thermal

activation (Fig. 19d) [181]. In agreement with this, TAS experiments presented

by Mauer et al. showed free carrier generation in annealed regioregular (rr)-P3HT:

PCBM blends to be independent of temperature [185], indicating again

activationless geminate pair separation.

In conclusion, free charge generation in blends of regioregular P3HT with

PCBM is independent of electric field and possibly temperature for a wide range

of preparation conditions and efficiencies. Carrier formation seems to be equally

efficient when CT states are formed via the split-up of singlet excitons at the BHJ or

when they are generated directly via sub-bandgap excitation. The findings are

explained by the complex morphology of these layers, which comprise pure and

intermixed regions. The answer to the question of why the exciton-to-polaron

conversion in rr-P3HT:PCBM blends is rather insensitive to the preparation con-

ditions might lie in the fact that even samples as-cast from chloroform with very
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poor performance exhibit a considerable concentration of P3HT aggregates, which

guarantee efficient CT split-up at the local scale.

4.2 Charge Extraction Versus Non-geminate Recombination

As pointed out in the previous section, free carrier generation in P3HT:PCBM

blends proceeds at the picosecond time scale, unassisted by the applied electric

field. It must, therefore, be the free carrier recombination (non-geminate recombi-

nation) in competition with charge extraction that accounts for most of the photo-

current loss within the working regime of P3HT:PCBM blends.

The influence of non-geminate recombination on the J/V characteristics can be

best understood by considering the current flowing through the device under steady-

state illumination, Jlight(V), in terms of current densities of generation and of

non-geminate loss:

Jlight Vð Þ ¼ Jgen Vð Þ � JNG Vð Þ, ð7Þ

where Jgen is the generation current density (the generated free charge per unit area
and time) and JNG the loss current density including non-geminate recombination in

the bulk and carrier extraction at the wrong contact (electrons leaving the device via

the anode or holes via the cathode). JNG can be written as [186]:

JNG Vð Þ ¼ ed
n

τ nð Þ , ð8Þ

with τ(n) being the inverse recombination rate parametric in the carrier density n as
given by:

1

τ nð Þ ¼ γnλ: ð9Þ

Here, γ is the non-geminate recombination coefficient and λ+ 1 the order of

recombination. Clearly, non-geminate losses become more significant at higher

carrier density n, e.g., at low fields or as a result of low mobilities, and for a high γ.
In the ideal case, free carriers recombine either with trapped charges (Schottky–

Reed–Hall recombination; SRH) or with free carriers of the opposite sign (bimo-

lecular recombination). In the first case, λ+ 1¼ 1 and the lifetime of the free carrier

does not depend on carrier density. In contrast, for bimolecular recombination,

λ+ 1¼ 2 and an increased density of photogenerated charge accelerates recombi-

nation. Although there is some evidence that the SRH process cannot be neglected

in P3HT:PCBM devices [175, 187], the consensus is now that the non-geminate

photocurrent loss is mainly due to bimolecular recombination.
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Various methods have been applied to P3HT:PCBM in order to quantify the

parameters that describe non-geminate recombination (see, e.g., [187–194]).

Knowledge about γ and λ+ 1 was mostly derived from transient pump-probe

measurements (see, e.g., [169, 189, 195]). In these experiments, a short laser

pulse excites the sample and the fate of the photogenerated charge is followed by

measuring the transient polaron-induced absorption signal. In a homogenous

medium with low carrier mobility, the decrease in carrier density via

non-geminate recombination is predicted to follow Langevin-type bimolecular

recombination:

dn

dt
¼ � n

τ nð Þ ¼ � γLn
2 ð10Þ

with λ+ 1¼ 2 and the Langevin recombination coefficient γL¼ e(μe + μh)/ε0εr.
However, most publications show that the free carrier dynamics in bulk

heterojunction devices is not guided by simple Langevin-type recombination.

TAS transients of annealed P3HT:PCBM could be described only when assuming

a higher order recombination process with dn
dt / �n3. This finding was explained by

bimolecular recombination dn
dt / �γ nð Þn2 with a recombination coefficient that

itself depends on charge density [189]. Earlier work by Nelson suggested that

charge recombination in polymer:fullerene blends occurs via diffusive motion of

polarons in the presence of an exponential density of traps [196]. Increasing the

density of photogenerated charge fills these traps and thus accelerates non-geminate

recombination. Carrier-dependent mobilities in P3HT:PCBM blends were indepen-

dently proven by two groups [197, 198]. TAS experiments performed by Shuttle

et al. also showed that bimolecular recombination in annealed P3HT:PCBM blends

is severely slowed down compared with the Langevin limit, with values of γ/γL of

the order of 10�2–10�3. This finding is in agreement with earlier work by Pivrikas

et al. [188]. Suppressed recombination was attributed to the particular

nanomorphology of these blends that consists of an interpenetrating network of

spatially separated (and energetically separated) pathways for electrons and holes.

The basic finding of a higher order but suppressed recombination, compared with

the Langevin limit, was consistently seen in follow-up TAS experiments on both

as-prepared and annealed P3HT:PCBM blends [169, 185, 195, 199], and was

confirmed by flash photolysis and time resolved microwave conductivity

experiments [191].

One disadvantage of these all-optical pump-probe techniques is that they require

high excitation densities and thus do not provide information on the fraction of

charge surviving recombination under different bias conditions. An elegant

approach to quantify these processes is to perform TDCF measurements with

increasing delay time. Integration of the transients during delay and during collec-

tion yields the quantities Qpre(td) and Qcoll(td), respectively, from which the total

collected charge can be calculated via Qtot(td)¼Qpre(td) +Qcoll(td). The example

shown in Fig. 20 is the dependence of these quantities as a function of delay time for
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Fig. 20 Determination of the coefficient of bimolecular recombination by performing TDCF

experiments with variable delay between the excitation pulse and application of the collection

bias. (a) Scheme of the experiment. (b) Experimental TDCF photocurrent transients (open
squares) measured on a 200 nm thick layer of slow-dried P3HT:PCBM (1:1) during application

of different collection biases Vcoll. The collection bias was applied 150 ns after the laser pulse

(t¼ 0 in this graph). Solid lines show fits to the data using a numerical drift diffusion model with

constant electron and hole mobilities. A noteworthy observation is that charges can be fully

extracted from these layers within a few hundreds of nanoseconds for a sufficiently high collection

bias [171]. (c–f) Qpre, Qcoll, and Qtot plotted as a function of the delay time td for as-prepared and

thermally annealed chloroform-cast P3HT:PCBM, and with the pre-bias Vpre set either to 0.55 V

(near open circuit) or to 0 V (short-circuit conditions) [172]. Solid lines show fits with an iterative

model that considers bimolecular recombination of free charges in competition with their

extraction
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chloroform as-cast and annealed P3HT:PCBM for a pre-bias of 0.55 and 0 V. In all

cases, the increase in Qpre with td is due to field-induced extraction of

photogenerated carriers, leaving less charge available when the collection bias is

switched on. Decreasing the pre-bias, and thereby increasing the internal field,

accelerates the sweep-out of carriers, reducing the amount of available charge upon

starting collection after the delay time td. If Vcoll is chosen to be sufficiently high to

avoid recombination during collection, the course of Qtot (td) is a measure of the

total non-geminate recombination loss during delay.

This set of data displays some important differences between the as-prepared

and annealed samples. First, the extraction of charges from the annealed layers is

faster and far more efficient. For example, half of the initially photogenerated

carriers are swept out of the device at 0 V within 1 ms and non-geminate recom-

bination is almost absent at short-circuit conditions (Qtot is essentially independent

of td). When raising the bias close to Voc, extraction is slowed down and the carrier

density in the sample declines as a result of non-geminate recombination. For the

as-prepared layer, non-geminate recombination is seen for both short-circuit and

open-circuit conditions, rendering extraction inefficient for both bias conditions.

Also, extraction is considerably slower and recombination is more efficient in these

samples.

BecauseQcoll is a direct measure of the charge present in the layer at a delay time

td, the recombination dynamics can be determined via an iterative procedure

[171]. For the data shown in Fig. 20, this analysis yields γ¼ 3.5� 10�17 m3 s�1

and γ¼ 1.2� 10�18 m3 s�1 for the chloroform as-cast and the annealed P3HT:

PCBM layer, respectively. The value for the annealed sample agrees very well with

the bimolecular recombination coefficient measured by TAS at carrier densities

typical for steady-state AM1.5 illumination (see, e.g., [189, 195]). To compare

these values to the Langevin limit, the mobilities of the electrons and the holes in

the blend must be known. Information on these quantities can be gained from drift-

diffusion simulations of the photocurrent transients with different collection biases

(see Fig. 20b). This yields mobilities of 1.2� 10�7 m2 V�1 s�1 and

1.7� 10�7 m2 V�1 s�1 for the faster carrier in the as-prepared and annealed blends,

respectively. Assuming that the faster carrier determines non-geminate recombina-

tion dynamics, recombination is reduced by three orders of magnitude compared

with the Langevin limit in the annealed layer whereas it is still suppressed by a

factor of 20 in the as-cast blend.

Although suppressed bimolecular recombination in P3HT:PCBM blends has

been seen in numerous experimental studies, there is still no consistent model to

explain values of the Langevin reduction factor γ/γL as low as 10�4. Koster

et al. pointed out that if electrons and holes move in separate regions and recom-

bination takes place only at the donor–acceptor interface, non-geminate recombi-

nation kinetics will be determined not by the faster but by the slower carrier:

γ ¼ e
εmin μe; μhð Þ [200]. The analysis of space-charge-limited currents (SCLC) in

chloroform-cast P3HT:PCBM blends revealed holes to be less mobile than elec-

trons, particularly for low annealing temperatures [73, 171]. This view has been
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challenged by Monte Carlo simulations of non-geminate recombination in phase-

separated blends [201]. Although these calculations allowed carriers to recombine

only at the interface, the non-geminate recombination coefficient was less affected

by the slower carrier mobility than Koster and coworkers had proposed (see

Fig. 21). The surprisingly weak effect of the slow carrier mobility on the recombi-

nation coefficient was attributed to the fact that carriers are distributed homoge-

neously in their respective phases, meaning that there is a population of the slower

carriers close enough to the interface to be able to recombine with the faster

carriers. It is, therefore, most likely that the reduced recombination originates

mainly from the energetic barrier formed at the heterojunction due to increased

morphological disorder in the interfacial region; however, other reasons such as an

inhomogeneous distribution of electrons and holes in the device or unbalanced

transport might also account for this effect [203, 204].

The strongly suppressed non-geminate recombination is highly beneficial for

device performance as it prevents free charges from recombining prior to extraction

to the electrodes. Quantitative information on the photocurrent loss due to

non-geminate recombination, JNG, can be obtained by combining transient

photovoltage (TPV) with charge extraction (CE) measurements, as shown by

Fig. 21 Effective bimolecular recombination coefficient βeff calculated by Monte Carlo modeling

of a phase-separated blend with an average feature size of 4 (black) and 35 nm (red). Simulations

were performed in the absence of energetic disorder (squares) or by assuming a Gaussian-type

DOS with a width σ¼ 75 meV (triangles). Open symbols represent an electric field F¼ 0 and

closed symbols are for F¼ 107 V/m. The Langevin limit is shown by the dotted line and the dashed
line is for Langevin-type recombination limited by the slower carrier. Ref 23 refers to the model in

Shuttle et al. [202]. In all cases, the hole mobility was 10�4 cm2/V s. Reprinted with permission

from [201]. Copyright 2008 by the American Physical Society
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Shuttle and coworkers [205]. In TPV, the layer is under steady-state illumination

with white light of appropriate intensity and the voltage across the device is

measured with a large serial resistor. Therefore, the sample is under quasi-open-

circuit conditions. The sample is then illuminated with a short and weak laser pulse,

which increases the charge carrier density and thus causes the voltage across the

device to increase. The decay of the transient photovoltage back to its steady-state

value is, therefore, a direct measure of the non-geminate recombination rate

[189]. To determine the charge within the illuminated blend layer by CE, the device

is held under steady-state illumination at a certain bias and then is switched to short

circuit (zero bias) while at the same time the light is switched off. The current

transient after the switch to short-circuit conditions is integrated and corrected for

the capacitive charge [206].

Fig. 22 (a) Average charge density in an annealed P3HT:PCBM layer (coated from xylene

solution) as a function of cell voltage and illumination intensity as measured by charge extraction

(CE). (b) Reconstruction of the measured current–voltage characteristics under steady-state

illumination from Eqs. (7) and (8), with the carrier densities shown in (a) and carrier density-

dependent recombination rates measured with TPV. (c) Charge carrier lifetimes and (d) bimolec-

ular recombination coefficients as a function of carrier density as obtained by CE and TPV

measurements on pristine (blue triangles) and thermally annealed (red circles) P3HT:PCBM

blends. (a, b) reprinted (adapted) with permission from [207]. (c, d) reprinted (adapted) with

permission from [205]. Copyright 2010 American Chemical Society
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As shown in Fig. 22, the carrier density within the blend layer changes with

illumination intensity I, cell voltage V, and temperature T. Combining n(I, V, T )
with charge carrier lifetime data determined with TPV at comparable carrier

densities allows calculation of the loss current density JNG via Eq. (8). Finally,

the current characteristics under steady-state illumination are reconstructed with the

assumption of a field-independent generation current density, Jgenffi Jsc. This

approach has been successfully applied to both as-prepared and annealed P3HT:

PCBM layers [173, 205]. The data in Fig. 22c, d also show that the annealed device

displays larger carrier lifetimes and lower recombination coefficients than the

as-cast sample at comparable carrier densities. This has been quoted as the main

cause for the superior performance of the thermally treated sample [173, 205].

We will, finally, comment briefly on the importance of establishing high electron

and hole mobilities in P3HT:PCBM blends. Clearly, a high mobility of both types

of carriers ensures rapid extraction of photogenerated charge out of the blend

layers, rendering these carriers less vulnerable to recombination loss. Goodman

and Rose [208] and later Mihailetchi et al. [209] stated that unequal carrier

mobilities cause formation of space charge within the active layer, which renders

part of the blend essentially field-free. As a consequence, the extracted current

becomes significantly smaller than the photogenerated current:

Jph ¼ q
9ε0εrμmin

8q

� �1=4

G0:75V0:5: ð11Þ

Here, G is the generation rate and μmin the mobility of the slower carrier. A

characteristic feature of space-charge-limited photocurrents is that they possess a

sublinear dependence on generation rate (illumination intensity). As demonstrated

in Fig. 23, as-cast blends of chloroform-coated P3HT:PCBM blends exhibit rea-

sonable electron mobilities but very poor hole mobilities. As pointed out in Sect. 3,

the poor hole transport in these as-prepared devices is a result of the low degree of

crystallinity in combination with poor ordering within the polymer aggregates. As a

consequence, the performance of this device is space-charge limited, as evidenced

by the sublinear increase in photocurrent with light intensity. Annealing the device

improves μh, thereby reducing the mobility imbalance, which concurrently results

in a large improvement in device performance. Poor hole mobility was also

identified as the main cause of the poor performance of devices made from low

molecular weight P3HT [57, 210].

To conclude this section, non-geminate recombination is identified as the main

loss channel in poorly performing as-prepared P3HT:PCBM blends. This is for two

reasons: First, the coefficient for bimolecular recombination is larger in as-prepared

blends, possibly caused by a higher degree of intermixing of the donor and acceptor

component. Second and more important, as-prepared P3HT:PCBM blends exhibit

lower mobilities, rendering free charges more vulnerable to non-geminate recom-

bination and causing severe space–charge effects at solar illumination conditions.
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5 Summary, Conclusions, and Outlook

From 2003 to 2013, P3HT:PCBM was the “fruit fly” system to study for under-

standing organic photovoltaic properties. The understanding of these properties has

not been straightforward because of the complex way that P3HT and PCBM

interact with each other, with themselves, and with the substrates. In particular,

mixed BHJ films, which self-assemble from solution in the length range from

10�10 to 10�5 m, have a hierarchical variety of film features. Because the film forms

via self-assembly, changing the fabrication conditions that affect the solvation of

Fig. 23 (a) Zero-field mobilities for electrons (closed circles) and holes (open circles) at room
temperature for chloroform-coated 1:1 P3HT:PCBM blends as a function of postproduction

annealing temperature. Also shown is the hole mobility in pure P3HT (triangles). Mobilities

were derived from space-charge-limited current measurements on the corresponding unipolar

devices. Reprinted with permission from [73]. Copyright © 2006 Wiley-VCH Verlag GmbH &

Co. KGaA, Weinheim. (c) Slope of the power-law increase m in the photocurrent as a function of

illumination intensity in a log–log representation as a function of annealing temperature for a

100 nm thick P3HT:PCBM blend coated from chloroform (CF) or dichlorobenzene (DCB)
[146]. (b) J/V characteristics under simulated AM1.5G illumination for the devices in (c) for

selected annealing temperatures cast from chloroform (top) and dichlorobenzene (bottom) [146]
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one component more than the other can lead to a dizzying variety of optical,

electrical, and morphological features that are not particularly easy to measure

and are difficult to interpret. Further complicating the literature are polymer

samples with a variety of molecular weights and regioregularities. Mixtures have

different mixing ratios, and are cast from different solvents.

Regarding charge carrier dynamics, charge generation in P3HT:PCBM was

shown to be ultrafast and activationless, even when exciting low energy CT states.

Therefore, formation of free charge must be driven by particular energetics at the

mesoscale, which counterbalance the Coulomb attraction of the geminate pair

forming the CT state. Recent quantum dynamic simulations suggest that delocali-

zation of electrons and holes on well-ordered domains assists free charge genera-

tion by reducing the Coulomb binding of interfacial CT states [211]. Because most

blends of regioregular P3HT with PCBM studied so far exhibit a significant fraction

of crystallized P3HT chains, charge delocalization might explain why free charge

generation is field-independent, irrespective of the exact preparation scheme. A

second particularity of well-performing P3HT:PCBM devices is highly reduced

non-geminate recombination. In comparison to the Langevin limit of electron–hole

recombination in an isotropic homogeneous medium, free charge recombination in

P3HT:PCBM is slowed down by a factor of 100–1,000. This vast reduction in

recombination speed allows the use of thick and well-absorbing blend layers,

without risking inefficient charge extraction and low fill factors.

In total, it took thousands of people 10 years, and more than 103 published

articles, to reach this level of understanding about how P3HT:PCBM BHJ OPV

devices really function, how the materials self-assemble, and how to alter the self-

assembly process via fabrication conditions to achieve a desired morphology for

efficient charge generation and extraction. The lessons learned from P3HT:PCBM

are being applied to a variety of new polymers and fullerenes with the goal of

making better OPV devices. Mixed solvents, a high level of synthesis control, and

highly specialized methods to measure the morphology are now necessary to

produce new insights into BHJ function. Thus, the low hanging fruit have been

eaten.

Also, advanced electronic and optical measurements are needed to describe

common features of BHJ OPV devices. Clear (although complicated) optical and

electrical models have been developed that do a good job of predicting the effi-

ciency and other I/V characteristics of a given donor–acceptor mixture.

So is OPV all figured out? If not, what is next? Now that the science of

determining how to synthesize high efficiency materials, how to process the

mixtures, how to fabricate the devices, how to characterize each step of the film

formation, and how to measure the optical and electrical features of the device have

been established, we still need to reliably engineer good devices. In particular, it is

necessary to determine the following:

– How to coat BHJ layers quickly and without defects

– How to protect films against O2 and UV light, which destroy device function
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– What other impurities degrade BHJ function under the conditions of heat, light,

electric field, and mechanical stress.

– What electrode materials are flexible, transparent, low resistance, and provide

greater device longevity

– How to fabricate multiple BHJ layers in series (which is difficult due to the

problem of dissolving previously deposited layers.)

The future of OPV research is bright and active, but the challenges that remain

require continued increases in our understanding of the device complexity. Mea-

surements will be even harder, because we will be searching for the low concen-

tration impurity states (at 1 ppt to 1 ppm) that degrade device function, rather than

assuming that these impurities either do not exist or are not important.
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