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Foreword

Health care expenditures have risen about 150% in Germany during the past
decade. Laws designed to limit these costs have not been able to reverse this
trend. During the same time period, the average hospital stay and the number of
hospital beds have decreased, and the number of employed physicians has con-
siderably increased. These changes indicate a dramatic restructuring of the health
care system. Medical progress in prevention, diagnosis, therapy, and follow-up is
closely related to all these developments. Without confirmed benefit, the financ-
ing of medical progress will not be included in the catalogue of services provided
by obligatory health insurance. The challenge to clinical research is to provide the
unprejudiced evidence necessary to include new knowledge in medical treatment
and to remove procedures from the catalogue of services provided that offer no
value for patients in an evidence-based process.

Clinical economics is the interdisciplinary branch of medical science that pro-
vides the concepts and problem-solving approaches required to address these
problems. Interest is centered on benefit to patients and not the effectiveness of a
treatment. This patient-benefit orientation is exceptional and sometimes appears
to conflict with benefit to the hospital or service provider (profit-oriented point of
view) and the economic assessment. Generally speaking, patient benefit and ben-
efit to the hospital and the economy are not mutually exclusive. Contradictions,
however, cannot be avoided and permanently provide points of conflict. This is
the inherent challenge in the development of health care systems based on social
consensus and medical ethics.

The data, concepts, and ideas presented in this book, which has been written
by an international panel of experts, should help make the medical progress
aimed at patient well-being affordable.

Reinhard Marre
Medical Director

Ulm University Clinic
Ulm, Germany
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Preface

This is an important and timely book. As health care costs soar, there is
increasing interest in examining what society and particularly patients receive
in return for these expenditures. Optimizing Health brings together the best
thinking from both sides of the Atlantic to explore these issues. It employs
disciplinary perspectives from economics, ethics, philosophy, psychology,
clinical practice, and epidemiology to explore various ways by which the value
for patients have and can be determined. It concludes with a discussion of
changes required in practice, research, and health care systems to maximize
the outcomes received from the provision of medical care services from the
patient’s perspective.

The first section of the book provides theoretical perspectives from economics
and systems thinking that help us to focus on how one might determine the value
of medical care for patients. The next section considers the ethical and philo-
sophical dilemmas that face developed countries in distributing medical care.
How is justice served and evidence-based medicine employed to increase the
value of medical care for patients?

The section on psychology deals with measuring outcomes from the patient’s
perspective and involving patients in medical decision making. Measuring qual-
ity of life and gaining valid quality of life information when patients cannot
respond for themselves are important topics covered by these chapters. Other
chapters consider ways that patients can become more involved in medical deci-
sion making with the expectation that it will increase the value of medical care
for patients.

A major section of the book about clinical practice discusses problems that can
reduce the value to patients of medical care. The problems discussed include
overdiagnosis, aggressive treatments that do not result in better patient outcomes,
findings that an early diagnosis does not always result in a better outcome, and
the extent of medical error in treatment.

The final sections deal with cost-effectiveness analyses and applications of
clinical epidemiology. The chapters include a number of original investigations
and applications of new methodologies. All-in-all, the volume is must reading for



practitioners, policy makers, and researchers who want to find in one place the
state-of-the-art thinking and future directions of valuing medical care from the
patient’s perspective.

Ronald Andersen
Wasserman Professor Emeritus

Departments of Health Services and Sociology
University of California School of Public Health Los Angeles

Los Angeles, Calfornia, USA
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1
“CLINECS”: Strategy and Tactics to
Provide Evidence of the Usefulness of
Health Care Services from the Patient’s
Perspective (Value for Patients)

FRANZ PORZSOLT AND ROBERT M. KAPLAN

1

Point of Departure

Most attempts to describe the value of health care were market oriented and left
the aspects of effectiveness with the care providers (Roberts, 1989; van de Ven,
1996). A recent approach entitled “Evidence-Based to Value-Based Medicine”
(Brown et al., 2005) provides an elegant link between health economics and
evidence-based medicine but does not include the final step from evidence-based
to everyday medicine. In this chapter, we define the term “CLINECS.” The term
was created by fusing the names of the disciplines that contribute to the assessment
of useful health care services, that is, clinical practice, clinical epidemiology, health
economics, psychology, ethics, and philosophy (Table 1.1).

We characterize a health care service as useful if the patient or service recipi-
ent and other members of society recognize it as valuable. When applying the
term value, we refer to various characteristics: a perceived and quantifiable change
in the state of health; an objectively determined change in the state of health; and
a change in the state of health as assessed in longitudinal studies.

Accordingly, the value of a health care service from the patient’s perspective is
a perceived value. This value has no absolute dimension. It depends on the con-
text in which it occurs and may change over time.

Of course, health care services are valued by persons other than patients. Because
they are publicly financed, their value must also be defined from the viewpoint of
other stakeholders in the system. The opinion of the responsible patient must, how-
ever, be given priority. Otherwise, we do not fulfill the goal of a health care system
and pay too little attention to the ethical principle of patient autonomy.

When evaluating health care services, we must recognize that there may be
discrepancies in the perspectives of observers. This means that an observer’s
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description of the value of a health care service does not have to coincide with the
evaluation by the patient. When evaluating health care services, the expected health
condition is compared with the observed one. There is often (but not always)
agreement on the patient’s state of health, which is observed by two persons at the
same time after treatment. In other words, the observed health condition is iden-
tically perceived by these two persons. If we compare the health conditions these
two people expected as results before the treatment began, we can predict with
some certainty that in most cases these expectations diverge. If one of the two
people is the patient and the other a relative, a physician, or a member of the
public,1 the patient assesses the value of the health care service differently from
his or her relatives, the physician, or the member of the public.

Perceived gains or losses of health assessed in longitudinal before/after com-
parisons are also valuable for the assessment of health care services. We call the
value perceived by the patient as value for patients (VFP).

A discussion of VFP is long overdue. Health and health care services have
become the most important economic sectors in all industrialized countries.
Globalization of the economy makes it necessary to reach decisions concerning
health and health care services together with neighboring countries and interna-
tional partners. To enlighten the discussion, we must use terms that have been
mutually agreed upon, name common goals, and have transparent strategies and
tactics for achieving these goals.

Semantic Hygiene

International discussions are often hindered because different cultures attach
different meanings to identical terms. A classic example is the term evidence.
In English, evidence means the data that support a statement. In German and
all Mediterranean languages, the term evidence is used to indicate that a state-
ment does not need the support of data, that is, it is obvious. Even within one
culture different disciplines use identical terms with different meanings, such
as the term effectiveness as used in epidemiology (Last, 1988) and in health
economics. Terminologic confusion is complete when, in addition, individual
scientists in a culture and in one discipline associate terms with their individ-
ual scientific concepts. We encountered this unfortunate situation during the
early 1990s when we began comparing existing data for describing the useful-
ness of health care services. We need not explain that misunderstandings can
be avoided only if we accept the necessity of semantic hygiene and agree on
common standards.

The necessary differentiations are listed in Figure 1.1. For an economic assess-
ment, both components of a possible action, the input and the output, must first

1. “CLINECS”: Strategy and Tactics 3

1We mention the public and publicly financed health care services because our statements
should also apply to health care systems which, in contrast to the German system, are not
financed by a health insurance program.



be considered. Both components can be measured in any number of dimensions.
Input need not always be measured in monetary terms, and output can be expressed
as an improved laboratory value or lengthening of life expectancy. When comparing
input and output, each of these terms is used as a higher category, which contains
every kind of input or output.

At the second level, in which different kinds of results are considered, we dif-
ferentiate between output and outcome. Here the term output has a different mean-
ing at the first and second levels. At the first level, we used the term output to
differentiate between input and output. At the second level, at which we consider
the output more carefully, it can be represented in dimensions that are relevant to
patients, that is, (re)gained years of life or improved quality of life. In this case,
we refer to the result as an outcome. If the result has dimensions other than years
of life or quality of life, we refer to it as an output. Applying common definitions
can advance discussions about health care services and allow us to distinguish
between effective and useful health care services. Three examples are presented
to further explain this difference.

● Lowering elevated blood pressure describes an output. If, as a result of lowered
blood pressure the rate of strokes, heart attacks, and kidney damage are reduced,
they can be described as different outcomes of lowered blood pressure.

● Improved diagnostic possibilities (including screening) increase our knowledge by
providing a diagnosis. This kind of result we call output because it does not neces-
sarily lead to the desired effects on the quantity and quality of life for the patient.
If, however, as a result of the output (lowered blood pressure) strokes, heart disease,
and kidney disease are avoided and quality of life improves or length of survival
increases, we call these additional results outcomes. This problem must be taken
into consideration regarding the results of early disease diagnosis, which almost
always fulfills the criteria of an output but not necessarily those of an outcome.

● The third example concerns prevention. Most prevention programs produce
outputs but not outcomes. Whether the goal of prevention—avoiding an unde-
sired event—is achieved, such a when taking aspirin to prevent another heart
attack, is not easy to confirm. Not everyone who takes aspirin after an infarct
can avoid another infarct. We are well advised, not only for financial reasons,
to choose those programs in which achievable benefit for the patients can be
confirmed with clearly measured outcomes.

4 Franz Porzsolt and Robert M. Kaplan
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FIGURE 1.1. “Doctor’s dictionary.” Important differences among economic terms.



The last of the important differentiations applies to outcome and income. Even
if the discussion of this pair of terms generally causes amusement, it can quickly
become reality. The terms conceal the problem that the public financing of health
care services should be limited to effective services, as was demanded in the
1930s by the British epidemiologist Archie Cochrane and later confirmed by
Warren & Mosteller (1993). This means that not all health care services can be
publicly financed. The health care systems of industrialized nations are no longer
in a position to support all effective health care services. Because the resources
are limited, we must apply principles of equality and justice to allocate the
resources in a way that offers the most health for the most people.

Treading on Thin Ice

Psychological effects are probably much more powerful than ever expected. This
means that many effects we attributed to chemical (internal medicine) or physi-
cal (surgery, radiotherapy) interventions are only related to, but not necessarily
caused by, pharmacological or surgical treatment. It is more likely that the observed
effects are mediated by psychological effects, such as “knowledge framing”2

(Porzsolt et al., 2004). As a consequence, the value of many medical services
appear in a different light; their specific values decrease while their nonspecific
values increase. We foresee that a considerable portion of our health care serv-
ices, including medications, are not really as valuable as they are claimed to be.

Our German book Klinische Ökonomik [Clinical Economics] (Porzsolt et al.,
2003) offered concrete examples of inappropriately evaluated health care services
in many fields of medicine. We need not avoid a controversial topic—in the com-
ing years there will be considerable reshuffling of health care services. Without
going into details, classic medical services will increase in importance. These
services comprise not only biomolecular knowledge and technical abilities but
also communicative capacities and empathy—in short, the attitudes patients expect
when they seek medical help and do not just want to be “serviced” by a hired
physician with excellent credentials.

How far we are willing to go is our own decision. Even if the concept seems
clear, its practical application must be prepared with utmost care. We are talking
about remodeling the most powerful market segment in our economic system on
which innumerable jobs and even our prosperity depends. If we agree that the
health care system needs a fundamental reform of its outcomes and outputs, it
would be foolish to hinder these reforms only because we fear adverse economic
results for individual stakeholders.

1. “CLINECS”: Strategy and Tactics 5

2Knowledge framing effects are observed in daily clinical practice and are desirable in this
setting. They are conceptually identical to placebo effects, which are observed in clinical
trials, where they are considered bias and are therefore undesirable.



The most effective and important parameter is time. Rash decisions and actions
do not help anyone. Carefully prepared concepts that provide all stakeholders
with the possibility of adjusting to the changed conditions and preparing the required
solutions can induce the necessary corporate identity that is lacking in nearly all
industrial nations but is necessary to overcome the present economic stagnation.
If we realize that we can decide how pressing the need for change is, we will no
longer need to tread so gingerly.

Bridge Principles

The differentiation between outputs and outcomes was offered as a criterion in the
evaluation of publicly financed services. Measures that improve outcomes should be
candidates for public funding, whereas others should not. This inviting rule, which
sometimes bears the decorative adjective evidence-based is, unfortunately, not feasi-
ble because only a pathetic pile of publicly financed health care services would be
left. For most of the provided health care services, the desired outcomes have not
been systematically documented, or the validity of the data is so weak that only
slogan sadists3 are able to deal with such complex concepts without difficulty.

This leads to the equally critical, as well as ethically, medically, economically,
and legally important, question. Under which conditions should we accept out-
puts in the place of outcomes to avoid withholding potentially useful health care
services from patients while simultaneously minimizing the heath and economic
risks of a treatment for individuals and society as a whole as much as possible?
To help answer this question, we have worked up Hans Albert’s bridge principles
(1985) and present them in the second part of our discussion (see Chapter 6).

Goal

The bridge principles have shed light on the importance of defining goals. The
field of medicine can profit tremendously from this because goal definitions are
more criminally neglected in medicine than in other fields. For outsiders it is dif-
ficult to believe (insiders are too close to notice) that concrete treatment goals are
far too rarely determined prospectively during the daily clinical routine. Most of
our health care systems envisage no explicit remuneration for common agreement
on treatment goals reached in advance. It is justifiably feared that general financ-
ing of communicative medicine could be abused as a license to print money.
If, however, the agreement on a common treatment goal could legally be remu-
nerated, important components in the provision of health care could be suggested.
A structured conversation between patient and physician would also be stimu-

6 Franz Porzsolt and Robert M. Kaplan

3Slogan sadists are contemporaries who use the contents of frightening slogans (such as
evidence-based medicine) without digesting the meaning, thereby creating problems for
others.



lated, such as the prospective determination of an individual’s goal of health care
provision, which could later be examined. It is almost predictable that improved
initial communication between doctor and patient could achieve various desired
effects. We offer two examples: A considerable portion of low-value diagnostic
procedures, which often ineffectively but lucratively make up for a lack of commu-
nication, would be omitted by a clear definition of goals. Moreover, determining
a concrete goal of health care provision would guarantee the prerequisites that are
necessary to decide under which conditions outcomes can be replaced by outputs.

Solutions

Once common goals and a common language have been identified, possible solu-
tions for optimizing health care services can be discussed. Our proposed solution
is shown in Figure 1.2 and is based on a simple principle. The value of health care
services from the patient perspective and, thereby, from the viewpoint of clinical
practice, presents a necessary but not sufficient condition. The points of view
represented in other disciplines must also be taken into consideration.

The assessment of usefulness or value is divided into two parts by the differ-
entiation between outputs and outcomes from the patient/clinical-practice per-
spective (vertical division in Figure 1.2). This division emphasizes the importance
we place on this difference. The horizontal division is influenced by the view-
points of the various scientific disciplines.

The first horizontal level describes the viewpoint of clinical epidemiology,
which offers a methodological tool with which to confirm the validity of scien-
tific statements. As it is likely that only 20% of all medical statements are based
on hard scientific facts, we believe that testing the validity by clinical epidemiol-
ogy is of great importance for subsequent decisions concerning public funding of
health care services.

The second contribution of clinical epidemiology concerns the differentiation
between efficacy and efficiency. The efficacy of a measure is proven if the data
derive from the special conditions in a clinical study (such as defined inclusion and
exclusion criteria and standardized procedures according to the study protocol). If
the data were gained under everyday conditions, we speak of proof of efficiency.
This important difference has been overlooked because we gather data in clinical
studies and apply them under everyday conditions without first having tested
whether the recorded effects collected under “ideal” conditions (such as the effects
of lowering blood fat levels) can also be found under everyday conditions. If we
want to regain control over the financing of our health care systems, we must
create transparency at these unclear interfaces.

The second horizontal level, health economics, introduces efficiency and
reminds us that, in addition to outputs and outcomes, we must consider what
investment or input that is required to achieve the desired results must be taken
into consideration. This input can be measured in monetary or nonmonetary units.
Because the patients’ perspective has the highest priority in this approach, we
believe that the burdens and undesired effects of diagnosis and therapy the patient

1. “CLINECS”: Strategy and Tactics 7



has to accept and the limitations in health-related quality of life are of great
importance.

This second level contributes two aspects to the concept of “CLINECS.” The
second aspect of health economics concerns questions of health insurance, remu-
neration, and additional patient fees. These aspects make up a considerable
portion of traditional health economy but are of only secondary importance for
our discussion.

The third horizontal level consists of the fields of psychology, ethics, and phi-
losophy. We hope to demonstrate that psychological guidance of health and illness
should be given considerably more attention. The quality of the doctor–patient
relationship has a central position and must be recognized as an important eco-
nomic factor. Discussions about the (unfortunately still controversial) concept of
subjective health (felt assurance, perceived health), which are fundamental, have
just begun. Medical care controlled by economic restraints is required to achieve
health benefits for the entire population under the constraints of available resources.
An intrinsic part of this requirement is the need for evaluation. No matter what
one thinks of the “economization” of medicine, it has become unavoidable because
the service providers require remuneration, and resources are limited.

The core of our project is the concept of value for patients. To improve the
health of entire populations, we must attend to the values created by our health
care services. Only when the concepts of the value of a health care service have
become concrete can reasonable negotiations about the monetary value of this
service be possible.

A second, special aspect of this level concerns the bridge principles. Hardly any-
one would have expected that these considerations, which originally were developed
from moral philosophy, would gain importance for economic decisions in the health
care system. These bridge principles are discussed by Hans Russ in Chapter 6. They
provide a structured introduction to the choice of appropriate criteria to apply so one
can identify the value of health care services.

In the following chapters, authors describe these three levels and present con-
crete examples. We cannot offer a perfect prototype for solving problems, but we
do offer a matrix that allows multiple possibilities for improvement.
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2
Systems View of Health Care

ROBERT M. KAPLAN

10

The art of medicine concentrates on diagnosis (finding problems) and treatment
(fixing problems). The task of physicians might be described as “find it and fix
it.” The find-it/fix-it model exemplifies what engineers call linear thinking. The
linear model has been the predominant view of the world since the time of Sir
Isaac Newton, who focused his attention on discrete components of the world
and assumed that these components operated independently from one another.
Many things work in a linear fashion. For a complex machine or organism, linear
function means that each component operates independently of the others. The
environment receives relatively little attention. Ackoff (1994) explained that
the industrial revolution, which began in England during the 18th century, ush-
ered in new ways of thinking that dominated nearly all fields for several centuries.
This thinking was dominated by three concepts: reductionism, analysis, and
mechanism.

Reductionism is the belief that everything we experience is made up of com-
ponent parts. Just as an automobile represents contributions from many factories,
we assume that humans are also a conglomeration of component parts. Science
has involved the study of taking things apart. The parts become smaller and smaller
until the scientist arrives at the ultimate parts, which are no longer divisible. These
are the basic elements. Reductionists believe that to understand something it must
be disassembled into its component parts. It is usually assumed that these parts
function independently of one another.

Analysis is the process by which things are divided into their components.
These things may be tangible, such as the human body or a machine. However,
ideas can also be disassembled.

Mechanism, the third basic component of linear thinking, is the belief that
cause and effect can be described by one relationship. If x causes y, we may under-
stand the mechanism of y by manipulating x. For example, if sun exposure causes
red skin, we can recreate the red skin by placing a person in the sunlight. The sun-
light is the mechanism that causes sunburn. Investigators rarely accept explana-
tions at this global level. Instead, they search for finer mechanisms that explain
relationships at a more basic level. In contrast to this linear thinking, a recent and
more popular trend is toward “systems” thinking.



Understanding complexity is a fundamental goal of science. During the 19th
century, Descartes proposed reductionism as a remedy to being overwhelmed by
information. According to Descartes, complicated phenomena could be under-
stood by dividing them into their component parts. It was assumed that this division
would not distort the phenomenon that was being studied. This approach has led
to many productive sciences. It is also apparent, however, that there are dense
interconnections among the component parts of most phenomena. Virtually all
sciences have come to this same conclusion (Checkland, 1994).

In contrast to mechanistic understanding, systems thinking considers the whole
rather than the individual parts. A system is defined as a whole that cannot be
divided into independent parts. The functioning of each part cannot be understood
independently of the functioning of other parts. The value of individual parts is
lost when the whole is disassembled. For example, an automobile broken down
into component parts cannot be used to transport people. A human eye cannot see
if it is removed from the body, just as a steering wheel does not direct an auto-
mobile when it is removed from the machine (Gharajedaghi & Ackoff, 1984).

Traditional scientific analysis represents an attempt to understand organisms
by taking them apart and examining each part separately. This can be useful in
determining the structure but may not inform about function. The traditional “find
it and fix it” medical model builds upon traditional linear thinking. If a prostate
gland is too large, it must be surgically reduced, high blood pressure must be
lowered, and hyperactive children must be made less active. Mechanistic think-
ing has certainly produced some sensational successes. Many patients benefit
from hernia repairs, total joint replacement, and pharmaceutical control of blood
pressure. However, finding and fixing one problem often creates a new one. Easy
solutions, even those derived from understanding basic mechanisms of disease,
might invite new problems.

Systems thinking has now found its way into virtually all sciences. It has had
a profound effect in manufacturing industries and was used to create the astound-
ing rebound in the Japanese economy following World War II. Systems analysts
studied variation using formal statistical methods. Many of these ideas were
influenced by Shewhart, a physicist and self-trained statistician who worked for
the Western Electric Company. Shewhart realized that many resources were used
to inspect products. During the 1920s, one in four employees in the Western
Electric laboratories were inspectors. Identification of a faulty product might lead
to a reprimand of the responsible employee. Shewhart recognized that, even under
relatively primitive conditions of manufacturing, there was predictable variation
in defects. The distribution of defects remained constant over time. Shewhart rec-
ognized that there are random sources of variation that cause some defects.
Inspectors and managers were often reacting to random variation. The way to
improve the product was to separate the sources of variation that were random
from the sources that could be controlled. Inspection alone was not enough to
improve the products.

One of the key components in Shewart’s thinking was that quality was associ-
ated with reproducibility. Reproducibility meant reducing variation through the
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standardization of procedures. He emphasized that a certain amount of variability
is expected and that managers or inspectors should understand random variation
and not attend to variations within an expected range. Many of the problems, he
argued, were caused by overattention to random variation. Shewhart was the
intellectual father of many important leaders in the business and manufacturing
communities. Most notably, Demming (1994) and Juran (1993) have promoted
Shewhart’s ideas and have had a profound effect on industries throughout the
world. American companies, such as Xerox, Ford, Motorola, McDonnell Douglas,
Hartford Insurance, and others, have implemented these ideas. Demming pro-
moted the ideas in Japan, and many believe that the remarkable success of the
Japanese economy has benefited from systems thinking.

What does this have to do with health care? Many doctors and patients
are offended by the suggestion that concepts from manufacturing science could
have anything to do with medical care. Doctors save lives, they do not manufac-
ture bicycles. The difficulty is that many of the problems that characterize poor
manufacturing also exist in medicine. For example, consumers want products on
which they can depend. If you buy an automobile, you expect it to function for
a certain period of time, and you assume it was manufactured under a clearly
defined protocol. The manufacturers might be confident enough in their production
process to offer a warranty guaranteeing that it will operate for a certain number
of miles or a fixed duration of time. We expect that a certain model of automo-
bile manufactured in different plants would have the same level of reliability.

In health care, we expect that a patient with a defined medical problem who
appears in the offices of different doctors should get the same diagnosis and treat-
ment. We also assume that the treatment is administered in a standardized way
that leads to the best result. However, diagnoses differ among places, and there is
high variability in the use of medical procedures and the way they are applied.
Consumers cannot expect that the services they purchase will be delivered in
a reliable way.

Consider clinical decision making and clinical variation in treatment for the
same disease. Berwick (1991) offered the case of Brian, a 16-year-old patient sus-
pected of suffering from osteomyelitis.1 Although the clinical picture and a bone
scan were consistent with the diagnosis, no organism could be recovered from
Brian’s bloodstream. Antibiotic therapy was started on an empirical basis, but
Brian continued to spike fevers for a week. He was transferred for further evalu-
ation. The clinical question of greatest importance was this: Did Brian really have
osteomyelitis caused by an organism sensitive to the current antibiotic, or was
another entity involved, such as osteomyelitis with a resistant organism or even
a different disease, such as lymphoma? The diagnostic strategy included careful
observation. Over the next 14 days, Brian was closely monitored, and his tem-
perature was repeatedly measured. During this period, his antibiotic regimen
was changed three times, he underwent numerous radiological examinations,
and had a biopsy of both the bone and the bone marrow. During those 2 weeks,

12 Robert M. Kaplan

1Osteomyelitis: inflammation of the bone marrow and the adjacent bone.



100 temperature measurements were recorded in Brian’s chart on 22 pages of
nursing notes (Berwick, 1991). On what evidence was Brian’s treatment based?

While working at the Bell laboratories, Shewhart observed how machine oper-
ators overreacted to variations over which they had little control. When operating
machines, different personnel reacted differently to changes on machine gauges.
Furthermore, Shewhart noticed that the same technician would react differently
to the same changes on a gauge when studied at different points in time. When
they overreacted to changes in gauges, they often produced more variability by
tampering with the system.

Berwick’s patient may be similar. Six house officers and five consultants adjusted
antibiotic doses based on a stream of 101 temperament measurements. Is this rem-
iniscent of manufacturing technicians overreacting to changes on gauges? Medical
management involves a stream of decisions about starting antibiotics, changing
antibiotics, obtaining laboratory tests, repeating tests, and so on. How much of this
effort is wasted because it responds to random variation? Berwick challenged his
colleagues to think about some of the ramifications of their practice (Berwick, 1991,
pp. 1219–1220).

What do clinicians measure and respond to clinically based on what measurements?
The list is endless. Measure prothombin2 and change anticoagulants. Measure oxygen ten-
sions and change respirator settings. Measure fever and change antibiotics. Measure blood
pressure and change antihypertensive agents. Measure leukocytes and change chemother-
apies. Measure pain and change analgesia. Measure electrolytes and change intravenous
fluids. Measure and change, measure and change.

The art of medicine requires each physician to use his or her intuition when
ordering measurements and deciding on changes. As a result, different physicians
might react to the same case in different ways. Furthermore, because some of the
variation is random, the same patient might receive different treatments for the
same condition on repeated visits to the same doctor. Physicians are overwhelmed
with data and are required to take decisive action, even when they are uncertain
about the exact nature of the problem. Random variation may lead to decisions
that, in turn, produce more variation. In some cases, this places patients at risk.

Conclusions

This chapter introduces systems thinking. These ideas are clearly not new in health
care and, in fact, are now common in discussions of quality improvement and
health care reform. However, it may be valuable to reframe some of the discus-
sion in the “CLINECS” terminology. Much of clinical medicine still uses linear
thinking and considers simple inputs and outputs. We manipulate single variables
(inputs) and look for responses on output variables. However, some of the
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responses or outputs may not clearly be related to patient outcomes. Inputs may
be related to outputs. In the example of Berwick’s patient, more tests were related
to changes in treatment regimens. Yet, variations in inputs may not lead to better
patient outcomes. In the following chapters these issues are explored in greater
detail.
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The simplest definition of justice is the fair distribution of burdens and benefits.
A just society seeks to implement this principle for all its citizens. Within spheres
of justice is an array of resources, such as money, honors, food, shelter, health
care, welfare, and education, that a just society attempts to distribute justly
(Walzer, 1983). Within fields of justice is an array of criteria, such as urgency of
need, capacity to benefit, value to society, future potential, and past services ren-
dered, that a just society would consider when distributing a scarce resource
(Schneiderman & Jecker, 1996). How can we proceed from these generalities to
the specifics of health care justice?

In his book A Theory of Justice, the philosopher John Rawls (1998) proposed
a thought experiment that provides a good place to start. He asks us to imagine
behind a “veil of ignorance” (that is, before we are born) the kind of society we
would want to enter. We would not know anything about the strengths and weak-
nesses we would bring into the world. We would not know, for example, whether
we would be rich or poor, highly intelligent and strong, endowed with a sturdy
constitution or predisposed to life-long illness, or severely disabled, mentally or
physically.

What kind of society would we want to enter? Would we not want a society
that enabled us to live as best as reasonably possible no matter what our capaci-
ties or limitations? If we were lucky enough to be healthy and strong and gifted
physically or mentally, we would want to have the opportunity to exercise these
capacities and prosper and be successful. If we were not so lucky and were depend-
ent on others to make use of our limited capacities, we would want those who
were more fortunate to help us.

Thus, we would want society to distinguish between what is unfortunate and
what is unfair (Englehart, 1996). When illness strikes, it is unfortunate. (Just look
around; despite our worthy efforts to make people feel responsible for their own
states of health, cancer and drunken drivers strike the slim and fit, as well as the
overweight and slothful.) We would regard a society that fails to take responsi-
bility for assisting a citizen in recovering from this misfortune as unfair. In other
words, we would consider health care an obligation of a just society—a funda-
mental matter of fairness. As Daniels stated, “[h]ealth care is of special moral



importance because it helps to preserve our status as fully functioning citizens”
(Daniels, 2002). Or, as noted by Zollner (2002), “Equity should be everybody’s
concern, because inequities in health are everybody’s loss. They harm many people,
operate on a socioeconomic gradient, and put a strain on economic development
and social cohesion.”

Unlike most European countries, the United States does not seem to recognize
health care as a matter of both ethics and economics. How does one account for
this difference? Despite contrasts drawn by social critics who emphasize ele-
ments of North American capitalism versus European socialism, there is, in fact,
great similarity in the values shared by all liberal democracies: politically—
respect for individual rights and the rule of law; economically—belief in a free
market and free enterprise to maximize society’s material benefits. At the same
time, all these societies, including the United States, recognize that restraints
must be imposed on economic freedom to “eliminate or compensate for natural
variations or for the contingencies of social life” (Rhodes, 2005). At the present
time, no European country attempts to support its citizens with a totally regu-
lated, centralized economy; nor has the United States ever had a totally unregu-
lated, free market economy. All these countries recognize that to safeguard
a liberal democracy, to maintain what in Europe is called “solidarity,” it is nec-
essary to redistribute material goods actively from the more fortunate to the less
fortunate.

Why has the United States failed to apply this notion to universal health care?
Exploring this question and examining the problems encountered by the United
States in addressing what most European nations consider an essential obliga-
tion of a just society gives us an opportunity to examine the notion of justice
itself.

We have to look to history and culture, as well as the economic and political
systems, for answers. Quite obviously, the North American and European con-
tinents have had vastly different historical experiences. Among the features that
characterize North American culture and history is a self-image of rugged indi-
vidualism best symbolized by a solitary, heroic figure who in reality rode the
plains only briefly, yet has continued to ride the plains for over a century in
mythology—the American cowboy. Along with this self-image is the distrust of
a centralized bureaucracy (especially because it usually demands the cowboy’s
tax support), a preference for private enterprise as opposed to government enti-
tlements, even to the point of believing in the free market approach to address-
ing all sorts of social needs, including health care. Thus, many Americans have
come to conceive of justice in a way that is peculiarly American. To them, jus-
tice exists in the lavish, widespread wealth and high standard of living that have
been achieved by calling forth each person’s best efforts and allowing the ben-
efits of these efforts to be distributed in an unfettered way. The material suc-
cesses of capitalism have confirmed the beliefs of the true believers. Small
wonder that these true believers—and there are many—view with suspicion if
not alarm any hand other than the “unseen hand” that “unjustly” tries to alter
this state of affairs.
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The American economist Henry Aaron dourly summarized the above perspec-
tive (Aaron, 2003).

The U.S. health care administration, weird though it may be, exists for fundamental reasons,
including a pervasive popular distrust of centralized authority, a federalist governmental
structure, insistence on individual choice (even when, as it appears to me, choice some-
times yields no demonstrable benefit), the continuing and unabated power of large eco-
nomic interest, and the virtual impossibility (during normal times in a democracy whose
Constitution potentiates the power of dissenting minorities) of radically restructuring the
nation’s largest industry—an industry as big as the entire economy of France.

Two other features of the U.S. society have interfered with achieving universal
health care. Far more than European countries, the United States is inhabited by
people who have emigrated from many parts of the world. They constitute many
religions, ethnic groups, and races. Unlike the more homogeneous societies of
Europe, such as Scandinavian countries, whose citizens tend to share similar
physical and cultural traits, they could almost be (and, more than Americans, are)
blood relatives, many Americans have difficulty seeing (and having empathy for)
other, very different Americans, as members of the same family. They do not eas-
ily embrace what is a standard concept in Europe, “solidarity.” Although this
indifference is distressing, it may prove not to be a failing unique to the United
States. The European concept of solidarity is being severely tested as more and
more countries experience their own waves of immigrants and rising health care
costs. In fact, it will be interesting to see which comes first: achievement of an
all-inclusive universal health care by the United States or abandonment of the
principle of all-inclusive solidarity in Europe.

Another feature of U.S. society that has interfered with achieving universal
health care is a toxic side-effect of the belief in the superiority of the free market
as a solution for social problems—powerful, self-interested, profit-oriented health
care institutions. This is a risk for European countries that are beginning to look
at this approach as a way to deal with their own mounting health care costs. How
effective is the market- and profit-oriented approach to providing a just health
care system? In the United States, this idea was given its most expansive test dur-
ing the 1970s and 1980s under the rubric “managed competition.” The idea was
to encourage large health care institutions to compete with each other for the
health care dollar of consumers under limited guidelines intended only to keep
the process on track. Consumers (or their representatives) were expected to
choose what they considered the best health care plans based on quality and price.
Competition was expected to favor the most desirable health care plans and weed
out the less desirable ones and, most importantly, reduce health care costs. The
underlying premise was that choosing a health care plan was no different than
choosing a car. Products of varying value and price would be presented to the
informed consumer, who would choose at a preferred intersection of these two
variables—just like choosing between a Volkswagen and a Porsche.

Many problems soon became apparent, some of which were readily pre-
dictable. Patients rarely are as capable of making informed choices about their
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future health care needs as they are about a car. This is so whether they are
healthy and unable to imagine what they will require when they become sick or
if they are forced to choose under the stress of an active illness. Many patients
discovered too late that the cheap health care plan they had chosen did not cover
treatments they later needed.

● In some instances, patients, unwilling to accept any cost tradeoff, sued to receive
the more expensive treatments, and the courts agreed, thus undermining an
important element of cost control. For example, patients went to court to obtain
costly bone marrow transplantation for metastatic breast cancer, whose value
had not been established and, in fact, was later disproved. The courts, moved
more by the pleas of desperately ill patients than by the cold calculations of
medical evidence, forced health care plans to ignore contract limitations and
cover the costs.

● Health care did not fit into the standard notion of production and consumption.
In the usual business transaction, the producer offers and the consumer chooses.
In medicine, however, the physician makes the diagnosis and determines the
treatment—hence in every important respect controlling both production and
consumption.

● As health care plans struggled to control costs, they engaged in various strate-
gies of risk selection (“cherry picking”), seeking the healthy and avoiding the
sick, especially the really sick.

● For-profit health care plans had a conflict of fiduciary obligation, often focus-
ing on raising the value of their stock to please their shareholders at the expense
of serving their patients.

● A paradox emerged that distinguishes health care from the usual market model.
Whereas a successful business increases productivity and efficiency as it gath-
ers more experience over time, in medicine it is just the opposite. As medicine
improves, it produces more survivors of once-fatal illnesses, thereby creating a
negative feedback by “plugging the system” with more elderly, disabled, and
chronically ill persons.

As can be seen from the above, the struggle over health care in the United
States has led to experiences that may soon plague countries that already have
universal health care, but are undergoing similar strains on the system owing to
social, technological, and economic changes. From these experiences arise cer-
tain inescapable questions.

● Can policy makers reconcile the obligations of society to all its citizens
(universality) by allowing freedom of choice (individualism)?

● Can policy makers reconcile the inevitable necessity of health care rationing
with the rising expectations of citizens in a liberal democracy?

An experiment in the state of Oregon attempted to do what no country has done:
It openly sought citizen input for determining health care treatment priorities. The
experiment was directed at improving the range of options for patients who were
dependent on state-funded welfare and had the most difficulty affording health
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care. Through a series of community meetings, an “Oregon Health Plan” was
devised that aggregated individual preferences and placed conditions and treat-
ments in a hierarchy, depending on the expressed preferences of those who took
(and had) the time to participate in these community meetings. It was agreed that
all treatments above a certain level of the state’s budgetary limit would be insured,
and all those below it would not. Although the process met with considerable crit-
icism and controversy (including its limitation to poor patients on welfare), one
certain benefit was that, by granting priority to the most cost beneficial treatments
and eliminating marginally or rarely beneficial treatments that were very expensive,
the roster of qualified patients could be enlarged and the range of useful treatments
expanded. One conceptual flaw, however, was that the cost-benefit analyses were
aimed only at the cost to society and the benefit to the individual. Benefit to soci-
ety was not considered. As a result, one important consideration was neglected:
the interdependence between the individual and society. Justice, you recall, is the
fair distribution of both benefits and burdens. In this case, the fact that individu-
alism cannot survive without the support of the community was overlooked—an
unfortunate characterization of many American choices and perhaps of future
European choices.

One of the most serious problems in the pursuit of a just health care system is
that politicians and policy makers in all countries tend to be preoccupied with how
to pay for health care—for example, how much should remain a public obligation
and how much should be privatized, how much should be guaranteed by the state,
and how much should be an individual’s responsibility. Little to no thought is
given to what should be paid for—as though health care is a commodity that needs
no examination with regard to what health outcomes should be achieved.

In the end, all societies have to acknowledge that the soaring costs of health
care are inevitable. Better health will always be an infinite demand, becoming
more and more pronounced as more and more treatments for ailments and condi-
tions once accepted as normal are deemed to be serious—albeit curable—medical
problems. As the social critic Ivan Illich (1976) predicted, people who are preoc-
cupied with the ordinary fatigues, aches, and pains of living rarely want to
acknowledge that they are unhappy with their jobs or their relationships or that
they are despondent because they are trapped in stressful, unfulfilling life pursuits
or experiencing existential despair. Rather, they want to hear that they are physi-
cally ill, for which medicine must assume responsibility. “Diagnosed ill-health,”
says Illich, “is infinitely preferable to any other form of negative label or to no
label at all.” It relieves people of social and political responsibilities and enables
them to cash in on their insurance policies.

What, then, is the ethical solution that could provide for individual desires, as
well as societal responsibilities? First, we must accept that everyone is not enti-
tled to everything. Everyone is entitled to a so-called fair opportunity, namely a
decent minimum level of health care. What is a decent minimum? In my opinion,
it is a level of health care that enables a person to acquire an education, hold a
job, and raise a family. Alternatively, if the person, because of ill health, is unable
to meet these goals, the goal is to attain a reasonable level of function within the
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person’s limits, as well as a reasonable level of comfort, whether it be from pain
or other forms of suffering.

This ensures that society’s needs for productive citizenry are recognized. How
about the individual’s freedom of choice? Would there be different levels of
health care if we allow this? Yes. Is this not unethical? In my view, no—for the
simple reason that if all citizens have at least sufficient health care, that is, a
decent minimum that enables them to participate in society, inequalities can be
ethically justified for those who wish to obtain more expensive and elaborate
health care on their own because their privilege does not deny others their rights.
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Ethical Dilemma

When 1000 women undergo mammography, breast cancer is diagnosed in 33 of
them. Without mammography, breast cancer would be found in only 20 women.
With mammography 4 of 1000 women die of breast cancer; without mammog-
raphy 5 of 1000 women die of breast cancer. These facts present the difficult
question of whether is it justified to save the life of 1 woman and burden 13 with
the diagnosis of breast cancer and the consequent therapy and follow-up. We sci-
entists have the duty to present facts lucidly. The interpretation of these facts and
the conclusions drawn from them are not the task of science but of the society
concerned.

Mammography Saves Lives

Nyström and colleagues (2002) demonstrated that mammographic screening can
reduce the risk of dying of breast cancer by 21%; that is, every fifth woman could
be saved by screening. In a Cochrane review, Olsen and Gotzsche (2001) found
the data insufficiently convincing to support a general recommendation for mam-
mographic screening. Nevertheless, it is now available throughout Germany
beginning in 2006. The biologic advantages seem to have convinced other experts
(http://www.krebsgesellschaft.de/re_mammographie 2005). If one in five women
can be saved, it is indeed an impressive number that coincides with the expecta-
tions of an effective measure, as shown in Figure 4.1.

From this point of view, one must assume that all women die of breast cancer,
and of course this is not true. General mortality statistics show that about 4% of
all women die of breast cancer. In Germany this adds up to about 18,000 women
annually and about 40,000 in the United States (Todesursachenstatistik, 2004 and
American Cancer Society, 2004). This means that about every 20th woman dies
of breast cancer. Because mammographic screening does not protect women from
dying of a heart attack or a severe infection, it cannot save one of five women; at
most, it saves one of five of every 20th women because only every 20th woman



dies of breast cancer. Actually, 1 of 100 women can be saved from dying of breast
cancer by mammography, as shown in Figure 4.2.

To better understand this mathematical example, remember that mammo-
graphic screening is not only performed on diseased women but on all women in
a certain age group. If we wish to assess the efficiency of mammography, its suc-
cess must be measured on all women who are examined. We are not talking about
making special measures available to a certain population or withholding them.
The question is the efficiency of mammography. Because we offer far more serv-
ices in the health care system than we can pay for, we have no other choice but to
evaluate the various public services, compare them, and then choose those that
provide the best relation between effort and outcome for the patients.

It is obvious that not all women profit from mammography—only those with
breast cancer and, among them, only every fifth woman. If these two limitations
are added up, 1 of 100 women profit from mammographic screening for breast
cancer.

The risk of dying of breast cancer in the study by Nyström et al. (2002) was
only 0.5%, not 4% to 5%, as stated in the general mortality statistics on which we
based our initial assumption. Now we see that not every 20th woman risks getting
breast cancer, only every 200th.
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FIGURE 4.1. Mammography screening reduces the risk of dying of breast cancer by 21%.
Does this mean that every fifth woman is saved or only every fifth woman at risk—or that
every fifth woman without mammography would die of breast cancer? It is not easy to
interpret epidemiologic statements without exact data.



We wonder how this considerable difference arose. All persons die have the
cause of death recorded in mortality statistics. The average age of women when
they die is 80 years. In the study by Nyström et al. (2002), however, only women
between the ages of 50 and 69 were screened, which is a considerably younger
population. Breast cancer is more common in older women than in younger ones.
This explains the discrepancy in the prevalence.

If only every 200th woman risks dying of breast cancer and every fifth of these
can be saved, only 1 per 1000 women can be saved, as demonstrated in Figure 4.3.
Further variables, such as whether mammography is performed annually or every
2 years and which subgroups are included, are not considered in this discussion
of the general problem.

Nyström et al. (2002) reported a relative risk reduction of 21%, which is
impressive; but because he used the relative, not the absolute, risk reduction, the
prevalence must be taken into consideration. Nyström et al. (2002) also followed
this rule. Without considering the prevalence, the absolute risk reduction was
0.1%, or a reduction in mortality from 0.5% to 0.4%. When applied to individu-
als, this means that 1 of 1000 women profit from breast screening.

The calculation of relative risk often leads to overestimation of the effects.
Gerd Gigerenzer (2002) impressively described this problem in numerous state-
ments and books with concrete examples (Gigerenzer et al., 1989, 1999). Of
course, only a portion of the involved individuals are affected, and importance is
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FIGURE 4.2. If all women who took part in a screening program were included in the
calculation, only 1 of 100 women could be saved.



placed on demonstrating medical progress. If 1 of 1000 women has a survival
advantage through mammographic screening, 999 women undergo mammogra-
phy to no advantage or even with disadvantages.

Disadvantages

Even if the benefit of a medical measure is minimal, considering the individual
concerned one could say that every, even small, success must be supported. What
about side effects? A fundamental principle in medicine is nihil nocere, or “do no
harm.” Every medical intervention has undesired effects, which can be severe and
affect many patients. Mammography is no exception.

One undesired effect is frequent misdiagnosis. After mammography, 242 of
1000 women screened are initially suspected of having breast cancer. In most of
these 242 “patients” this is a false-positive result, which is indisputably upsetting,
even if the initial diagnosis is often corrected by a second opinion. During a care-
ful evaluation one must consider that 999 women undergo mammography to no
advantage, and 242 of these suffer considerable anxiety for a short time (Barratt
et al., 2005). We have only touched on a technical problem that should soon be
solvable. Nonetheless, only 64 of these 242 women with suspected breast cancer
have biopsies. In such cases, biopsy is the correct measure to clarify the situation.
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FIGURE 4.3. If, in addition, the risk in every age group for which data exist is considered,
only 1 of 1000 women can be saved.



Many women experience suspicion of having breast cancer. Other women who
really do have breast cancer, however, are missed by the procedure. The breast can-
cers of 10 of the 1000 women who undergo mammography is not discovered. Most
of these 10 women discover their breast cancer themselves by self-examination
during the screening intervals. Mammography does not benefit these 10 women
at all.

Table 4.1 shows only the successful diagnoses in women who have undergone
mammography. Of the 33 breast cancers in this group, only 23 were discovered
by mammography; 10 additional breast cancers were discovered during the screen-
ing interval. Anxiety due to false-positive diagnoses was temporarily suffered by
219 women.

Calculation of the likelihood radio (LR) for the diagnosis of breast cancer by
mammography from Table 4.1 results in a positive LR(+) of 10 [LR+ = (23:10) ÷
(219:967) = 10] and a negative LR(−) of 0.4 [LR− = (10:33) ÷ (748:967)]. A pos-
itive LR of 10 means the chance of diagnosing breast cancer by mammography
in a patient with breast cancer is 10 times greater than the chance of diagnosing
breast cancer by mammography in a healthy woman. A negative LR of 0.40 means
the chance of missing a breast cancer during mammography in a woman with
breast cancer is 0.40 times greater than the chance of not diagnosing a breast
cancer in mammography in a healthy woman.

A positive or negative LR expresses the gain in information if the test result
is positive. The closer the LR is to 1, the less information is gained from the test.
A positive test result (for example, to prove the existence of a disease) is valuable
if the LR of this test exceeds 3.0 and is extremely valuable if the LR exceeds 10.0.
During mammography screening we can calculate a LR of 10, which means that
the procedure is valuable from a statistical point of view. Analogously, a negative
test result to exclude the existence of a disease is valuable if the LR of this test is
below 0.3 and is extremely valuable if the LR is below 0.1. The negative LR of
mammography screening is 0.4, which means that an unsuspicious finding does
not exclude breast cancer with sufficient certainty.

Table 4.1 does not show that there are 33 diagnosed breast cancers in the group
with mammography and 20 cases diagnosed in the group without mammography.
These numbers describe the successes of the diagnostic procedure. If therapeutic
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TABLE 4.1. Results for 1000 women who underwent screening
mammography.
Condition Breast cancer Breast cancer Total

discovered not discovered

Breast cancer 
discovered by 
mammography 23 219 242

Breast cancer not 
discovered by 
mammography 10 748 758

Total 33 967 1000



successes are considered, which are also not shown in Table 4.1, one finds that
death resulting from breast cancer in the mammography group could be prevented
in 4 of 1000 women and in 5 of 1000 women without mammography if all women
at risk of death from breast cancer could be saved.

Ethical Problem

The unnecessary biopsies and the false-negative results are recognized problems
that, however, can be reduced with increasing experience, better techniques, and
general medical progress. The ethical dilemma, then, arises because more women
are stigmatized as having breast cancer “diagnosed” by mammography screening
than can be saved through the consequences of this stigma.

Expressed in numbers, this means that among 1000 women who undergo
mammography 33 breast cancers are discovered, whereas only 20 are discovered
without mammography. If one considers this diagnostic success, the difference
adds up to 13 women. However, if treatment success is considered, the difference
is only 1 of 1000 women because four of the women diagnosed by mammogra-
phy die of breast cancer. Without mammography five of the affected women die
of their breast cancer. The ethical dilemma is usually not perceived because diag-
nostic successes are discussed separately from therapeutic successes. The conse-
quences resulting from the difference between diagnostic and therapeutic success
receive too little attention. If our assumption that there are just as many breast can-
cers in the groups with and without mammography is correct, we must conclude
from the data that without mammography not every breast cancer is discovered
and not every undiscovered breast cancer causes death.

If breast cancer is confirmed by mammography, these women receive treatment
and lead the rest of their lives as diseased, even if they would never have been aware
of their cancer without the mammography. Every overdiagnosis is, unfortunately,
accompanied by overtreatment. Zahl et al. (2004) have shown that the rate of
overdiagnosis is about 50% in Sweden and Norway. These women are treated
only because they have breast cancer. They are treated according to the same prin-
ciples as are applied to every other women with breast cancer: operation, radio-
therapy, and hormone or chemotherapy. These women in the overdiagnosed
group would never have been disadvantaged by their cancer if it had not been
discovered.

In all medical fields we have to live with the problem that it is almost impos-
sible to predict with certainty whether an individual patient will profit from a
certain treatment. We can, however, quote the probability of successful treatment
in many diseases. When screening, an additional problem is that a biologically
irrelevant disease (pseudodisease) is often discovered (see Chapters 11 and 23).
When breast cancer is diagnosed, 12 of 1000 women become cancer patients
through mammography but without gaining any recognizable advantage from the
diagnosis or the subsequent therapy. In 1 of 1000 women, the diagnosis and
following therapy prevent death as a result of breast cancer.
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The ethical problem that must be accepted in this case—to save one life with
many cases of overdiagnosis—cannot be solved scientifically. The decision must
be made by those involved. Physicians and scientists can and must provide infor-
mation and give advice to the best of their knowledge. The involved population
cannot, however, answer the question alone whether the diagnostic measure and
therapy is to be paid for through public funding or privately. Because the question
must be answered by the general public, it becomes obvious that these decisions
can be reached only with great care, circumspection, and self-critical reflection.

Prostate Cancer

A similar situation exists with prostate cancer, the only difference being that up to
now there are fewer data available. About 11,000 men die of prostate cancer every
year in Germany (Todesursachenstatistik, 2004) and approximately 30,000 in the
United States (American Cancer Society, 2004). The average age at diagnosis is
71 years, and 80% of these men survive 5 years after diagnosis; the general life
expectancy for men is 75.59 years at birth in Germany (Lebenserwartung, 2004). This
indicates that most men with prostate cancer survive just as long as those without it.

Screening with prostate-specific antigen (PSA) has been generally available for
the past decade and a half. The recommended screening age is 50 to 69 years.
Compared with breast cancer studies, there are relatively few studies on prostate
cancer. In a study involving 10,000 men, Hugosson et al. (2004) demonstrated that
640 of these men in the screened group were found to have prostate cancer. In the
unscreened group, only 224 cases of prostate cancer were discovered. Nevertheless,
in the two groups only 227 and 224 men, respectively, received treatment for their
prostate cancer. The diagnosis had no therapeutic consequence. However, more
men were caused anxiety in the screened group than in the unscreened group.

Coldman et al. (2003) showed that the number of men with prostate cancer has
doubled in some regions in Canada during the previous 15 years. The survival times
in men with prostate cancer discovered through PSA screening have generally
increased. However, in regions in which more prostate cancers have been discovered
through more intensive PSA screening, survival gains are slightly shorter than in
regions in which less intensive screening is carried out. This result also indicates that,
as with breast cancer, many of these patients do not die of prostate cancer.

If screening does not provide survival benefits, it remains for us to examine if
there are improvements in quality of life. According to Penson et al. (2005),
aggressive operative therapy of prostate cancer leads to urinary incontinence in
10% to 14% of the men and to impotence in 72% to 78%.

Possible Consequences

The consequences that can be deduced for the solution of this ethical problem
affect various stakeholders in the health care system. It could be deduced that the
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pool of reliable data must be greatly increased. This can be achieved by more
public funding of health care services that offer not only health benefits but data
on the effectiveness of these health services. This demand is less a cost-cutting
measure than an obligatory caution. Because the additional work must be taken
into consideration, costs would initially rise. In the midterm, data would become
available that enable decisions to be reached that presently cannot be made owing
to a lack of appropriate information.

Improved data provide better information to involved patients, decision mak-
ers, and service providers. Improved data also enable us to identify the subgroups
among involved patients who would profit from medical progress. As an impor-
tant side effect we increase the chance of being able to continue financing the
health care system with appropriate financial means.

Summary

The value of screening procedures has hitherto been measured by their effective-
ness. The sensitivity and specificity of the measure are evaluated. False-positive and
false-negative results are regularly included in the discussion. Further potential
disadvantages of screening are direct injuries caused by the investigation (such as
radiation exposure during radiographic examinations or possible injuries during
endoscopy or biopsy). These are included in the considerations.

Improvements in our diagnostic technologies should also remind us that dis-
eases are discovered and treated that, even without diagnosis and treatment,
would influence neither the patient’s survival nor his or her quality of life, even
if only positive cases were correctly identified and the examinations could be
carried out without risk.

Current data on the examples of breast and prostate cancer show that these
considerations are not only theoretically correct but also have practical conse-
quences. The aim of this chapter was to collect the figures necessary to reflect
reality. This analysis has nothing to do with discrediting or praising an established
screening method. It is simply the task of science to produce transparency.
Interpretations of the findings and the conclusions drawn from them exceed
scientific competence. These decisions must be reached by the general public.
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5
Paradoxes of Medical Progress:
Abandoned Patients, Physicians, 
and Nurses

PETER STRASSER

30

Johann Nepomuk Nestroy, Austrian author and actor (1801–1862), said of
progress that it appears to be much greater that it really is. This is not only
because no one wants to contradict the promise that the term itself implies—
advancing toward improvement. Above all, it concerns the fact that every advance
of a certain dimension is accompanied by undesired collateral results, which in
extreme cases can invalidate the benefit of the progress.

In relation to medical progress, which cannot be denied, I am going to discuss
a series of typical collateral results that certainly must be viewed as undesired.
I conceive the dynamics of progress/collateral results as a kind of practical paradox.
If you increase the progress, you also increase the undesired collateral results.
Four such paradoxes are discussed in relation to medical “progress”: (1) the
person as a virtual patient; (2) the disappearance of the “good” doctor; (3) the
apparently autonomous patient; and (4) the overburdening of the “good helper.”

The Person as a Virtual Patient

The more medicine is available, the more people feel sick or threatened by
disease. This is not only because humans are constantly becoming older on aver-
age. Even if you ignore the illnesses and misery of the aged, the paradox “more
medicine, more disease” remains. The reasons are manifold.

● Improved diagnostic methods and lowering the thresholds for initiating treat-
ment cause an increasing number of persons at increasingly younger ages to
join the company of those who already consider themselves patients, so-called
future patients. This is especially true in societies such as ours, which widely
promote, offer, and expand examinations for screening and disease prevention.

● Increasing health consciousness in all segments of society has resulted in
a large portion of leisure activities being devoted to disease prevention, whether
one eats healthy food, avoids legal drugs, or practices sports to increase fitness
or compensate for deficits. Although essential illnesses do exist, regardless of



what one thinks or how one talks about them, there are also many marginal,
intermediate, and preliminary areas that can be semantically manipulated. We
live in a culture in which entire industries profit from people who define them-
selves not as healthy but as not yet sick and, accordingly, learn to lead their
entire healthy lives as disease-prevention existences. This is the origin of the
virtual patient, who lives to avoid becoming ill.

● In addition, with the increase in treatment possibilities in modern medicine the
probability also increases of embarking on a “treatment career” according to the
motto, “Something can always be done.” The term treatment career means that
one learns to feel like a sick person in the long term even when an illness has
already been overcome. An individual lives not as someone who is healthy
again but as a formerly ill person, in the shadow of a temporary disease remis-
sion, so to speak.

● Risk research increases the number of disease-causing situations. On the patient
side, on which we all virtually stand, the feeling intensifies of living in a situa-
tion that could cause disease until something that would conventionally be
enjoyed even seems suspicious (for example, one must consult a nutrition advi-
sor before enjoying food). The fact that the French drink more red wine than
other Europeans is no longer considered part of a specific French hedonistic
culture but as a national health factor—people who drink red wine live longer.

● Owing to the diverse offers for psychotherapy, ever more normal human con-
flicts are considered abnormal, whether they concern child-raising problems,
marital conflicts, sex, or fear of dying. There are now quasi-medical profes-
sionals for all these problems.

In general, we can say that the well-being of the virtual patients always remains
equivocal, as exemplified by the popularity of continually new healthy types of
sports, diets, spiritual activities, and so on. The mood of the consumers generally
worsens with the constant fear of not having done enough to stay healthy and, if
one reaches old age, to have to live the life of a useless, permanently multimorbid
individual.

Disappearance of the Good Doctor

The more importance attributed to ethics in medicine, the less place there is for
the traditional role of the “good doctor.” The Good Doctor is the title of a book
by Klaus Dörner (2001), the long-term superintendent of the Psychiatric Clinic in
Gütersloh, Germany, who demands that more attention be paid to physicians’
virtues instead of abstract ethical principles. The good doctor is defined as one
who approaches his or her patients with good will, which exceeds the purely
professional physician’s role of practicing the art of medicine. The “family physi-
cian” is the role model for a good doctor and is often mentioned. This physician
reacts in the broadest sense of the term as a family member and not as a hand-
worker who enters the home to repair a technical defect.
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● Medical progress brings with it a series of changes in the doctor–patient
relationship, whereby the transformation of many previously trusting relation-
ships into those of a contractual nature, involving the eventuality of law suits,
is decisive. The more thoroughly and detailed these treatment contracts legalize
the relation between doctor and patient, the more difficult it becomes for the
physician to behave holistically toward the patient, that is, according to the tra-
ditional model. This model is continually being fobbed off onto the lower levels
of hospital hierarchy, especially the nursing staff.

● When relationships are legalized, good will, which is characteristic of the
good doctor, becomes increasingly rare. Good will, or benevolence, becomes an
abstract ethical and legal norm. Moreover, good will is imitated in service
industry slogans to guarantee patient satisfaction. Accordingly, the duty of the
hospital is to be like a hotel in that physicians (but especially other health
professionals) react in a customer-oriented, friendly manner. This excludes a
holistic relationship similar to that in a restaurant, where the staff learns to give
the customer the feeling of being at the center of gastronomic good will but
without inner conviction.

● In an advertisement in Austrian Television, the actor Tobias Moretti could be
seen sitting on a bench on the lawn in front of an inn. He asked the audience
“Do you know what the best inns in the world are?” After taking a sip of red
wine, he answered, “Hospices.” This example shows how the lack of a good
doctor and the repression of death are connected in our society. A good doctor
is necessary for a good death and, for many, a priest or pastor as well. If these
companions are lacking in hospital rooms, the fantasy of the living demands
something be made of death that resembles spending a pleasant summer after-
noon on a sunny bench. It is unnecessary to mention that Moretti’s view has
nothing in common with the reality of the multitude of elderly who live in
increasing misery until they finally die owing to the demographic change in our
society.

● These developments also explain the boom in medical ethics, which has hardly
anything to do with the actual results of ethics in medicine. Whereas power lies
in the technical apparatus, the dexterity of the physicians, and the economic
resources, ethicists and ethics commissions are required to compensate for the
increasing lack of good doctors and their intrinsic authority with the authority
of ethical principles. Moreover, technical advances and the legalization of the
doctor–patient relationship leads to a multitude of morally sensitive questions
that have hitherto not arisen. (An extreme example is the “wrongful-life” trials,
in which individuals with severe handicaps go to court to sue doctors for not
having diagnosed their handicaps before birth and aborted them but allowed
them to be born and burdened with life. Lawyers still have enough common
sense to agree unanimously that no one has the right not to be born.)

● The crux of the matter is that the ethics boom in hospitals is not only the result
of increased moral sensitivity but also an expression of a structural crisis in the
doctor–patient situation. The causes of this crisis cannot, however, be effectively
compensated by ethics experts and certainly cannot be eliminated by them.
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The Apparently Autonomous Patient

The more insistence is placed on patient autonomy, the less rational and psycho-
logical freedom patients have in some circumstances. In addition to the principle
of benevolence, the principle of patient autonomy is a fundamental principle of
modern medical ethics. In reality, however, one must assume that the greater the
value placed on autonomy, the more difficult it is for the patient to practice his or
her autonomy and to apply it in his or her own interest.

● Individuals who are seriously ill seek medical assistance also by demanding
authoritative advice on what is best for them. They want to be released from the
burden of making a decision which they are not competent to make as layper-
sons. The advice of the good doctor, who is both competent in his or her med-
ical field and humanely caring instead of just orienting himself or herself to the
ethical and legal norms helps the patient initially develop something like auton-
omy in the face of the existential depths of his or her own suffering.

● The fewer good doctors there are, the greater is the importance placed on
informed consent of the patients. The model is the completion of the contract
that occurs between the well informed parties to their mutual advantage. However,
informed consent, which burdens the patient with the load of weighing risk,
does not make an autonomous decision possible because abstract risks and
chances cannot be weighed. There exists no “scale” laypersons could use for
such purposes. Even if the patient, for example, makes a decision after reading
pages of information on the ways to remove a brain aneurysm operatively, such
a decision, regardless of the objective advice of a physician, is primarily the
expression of the individual patient’s personality, support from friends or fam-
ily, or private loneliness. (One could call such a decision “autonomous” based
on the information provided, but this is more of a linguistic label to justify the
physician’s actions than a warranted decision per se.)

● This also affects so-called shared decision making. Undoubtedly, there are
diagnostic situations in which the responsible physician cannot provide a
definite treatment recommendation as long as she or he merely adheres to the
available empirical evidence because of a lack of prognostic clarity or the
presence of a poor prognosis (for example, prostate screening in elderly men or
chemotherapy for advanced-stage cancer with metastases). Many factors sup-
port the following argument: In such situations, patient preference should be
accorded greater importance than the professional opinion of the physician. It is
certainly a characteristic of the good doctor that she or he considers this when
dealing with patients. It is also true, however, that patient preference, whenever
she or he must make a vital decision as a medical layperson, is more often influ-
enced by such factors as personality, family, and momentary mood than by
objective information.

● The lack of autonomy of the patient who is obligated to be autonomous is also
reflected in the fact that his or her will to live forces him or her to grab at every
pharmacological and surgical straw of hope, regardless of the reasonableness of
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such interventions. The patient unavoidably becomes a slave of medicotechni-
cal possibilities that are dutifully offered by specialists, beyond the help of the
good doctor. (An inherent difficulty of informed consent is that even the most
zealously informing physician represents postoperative suffering or, for exam-
ple, life after heart transplantation, summarily and merely as a possibility.
Otherwise, the doctor could be accused of wanting to influence the patient
negatively.)

● This makes the widespread desire for actively assisted death understandable.
It expresses a justified desire in light of the fear of being dragged through fur-
ther medical interventions as a terminally ill patient. Faced with death, patients
demand autonomy over their lives, which was demanded of them the entire
time. Whether one should advocate the authorization of actively assisted death
is an altogether different question. The answer to this question depends on
the possibility of abuse of a liberal regulation, the social side effects (such as
brutalization), and of course religious attitudes.

Overburdening the Good Helper

Lacking good doctors, more holistic care is expected to be practiced by other
health professionals, with the inherent danger that their professionalism can be
practiced only by distancing themselves from the patients. In 1989 Waltraud
Wagner and three other nursing aides admitted to having murdered a number of
patients in Pavilion V for the Elderly in the Medical Department of the Lainz
Hospital in Austria. Initially Wagner was an exceptionally committed, competent
nurse. She was highly trusted by the physicians, who apparently hardly concerned
themselves with her psychological situation.

● The first of these murders was actually committed out of pity, which indicates
that good help could no longer be compensated by professional distance.
Owing to constant overstress, a reactive mixture of destructive feelings mixed
with fantasies of power over the patients’ fates developed from holistic care.
As later investigation revealed, good doctors, whose caring relationships with
the elderly patients could have provided a stabilizing setting for the nurses in
their nursing duties, were lacking. All supportive auxiliary measures to help the
nurses learn to deal with their destructive impulses, their loneliness, and their
exhaustion were also missing.

● Holistic care is one of the most complex human activities that occurs in hospitals,
sometimes under conditions of extreme pressure. There are reports in the litera-
ture that show how the nursing staff turn to measures of ritual self-protection
before entering and after leaving a ward for the elderly (Schützenhof, 1999).

The staff of a ward I know practice an equilibrium ritual every day after the early shift.
Before they leave the realm of nursing . . . a bottle of wine is opened, and every nurse
drinks a glass. In this way they symbolically rinse away the filth, the noise, and the smells
and prepare for normality.
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Although elderly wards are a special case, the general fundamental problems of
good help can be studied there especially well. Whoever show themselves to be
particularly caring to the patients without support from the entire hospital sur-
roundings, including the doctors, are in danger of damaging their own mental
health, which can have disastrous results for the patients.

● In her book Entweihung und Scham, Grenzsituationen in der Pflege alter
Menschen (Defilement and Shame: Precarious Situations in Nursing of the
Elderly), Katherina Gröning (2000) dramatically illustrates the above-mentioned
situation.

The ward was mostly occupied by elderly, long-term patients. Some patients had been
operated, and the anesthesia caused states of severe confusion with the corresponding
additional conditions of disorientation and phenomena which we refer to as regression of
libido. . . . An elderly patient smeared himself with his own feces, whereby the nursing
staff punished him in the following manner. They cleaned his body, but not his face, so that
he lay in bed for a long time with feces on his face.

Gröning commented:

Obviously the nurses experienced the patient’s smearing himself with feces as an attack
on their honor and as a defilement of the clean hospital. The patient had . . . polluted the
institution and dishonored the nurses by his behavior. The behavior of the nurses also
constituted a counterdefilement. The patient was paid back in kind.

If Gröning’s interpretation is correct, the incident described is even consoling
when considered a second time. One recognizes to what a high degree the patient
is perceived as a person, even by those for whom it probably would be easier to
view him in a sort of neutral working situation that must be brought back into
order. But would not the ability to distance oneself here be a sign of greater pro-
fessionality? This question is double-edged. Although distancing oneself belongs
to the role of professionality in nursing, it can just as well turn a person into
an object as a result of an inability or unwillingness to approach patients in a
holistic manner (that is, with the required respect as well as humane care).

● The described precarious situations provide no conclusions concerning the
beneficent mixture of professionality and devotion, which allows so many of the
hospital personnel to both endure and master difficult interpersonal situations.
One could even argue that with the increasing importance accorded the nursing
staff the typical phenomena of overcontrol and overburden can be observed
among highly motivated but relatively inexperienced rotating ward physicians.
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6
Theory Behind the Bridge Principles

HANS RUSS, JOHANNES CLOUTH, AND FRANZ PORZSOLT
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Decisions must be made constantly in all areas of life. This is also true for
medical research and health care, when, for example, one must decide which
parameters to apply to measure effectiveness (output) or value for patients
(outcome) of medical interventions. In patients with diabetes mellitus, lowering
elevated blood glucose is an output. We accordingly call outputs the results of all
health care services. If the result of a health care service can be described as
(re)gained years of life or (re)gained improvement in quality of life, we refer to it
as an outcome.

One could ask whether new drugs to treat malignant diseases should be judged
by the lengthening of survival (outcome), the remission rate (output), or both.
It becomes clear that the evaluation of health care services is hardly possible
without an underlying theoretical concept. Here we turn to philosophy, which has
long dealt with such questions. If we wish to apply this knowledge from other
branches of science, we must at least become familiar with some of its funda-
mental terms.

The so-called bridge principles are aids to answer exactly these questions,
which we call normative questions. These aids make it possible to apply empirical
knowledge to the assessment of norms or rules of action.

To understand the idea behind bridge principles, it helps first to take some
concepts of philosophy of science and (originally) ethics into consideration. It
has proved to be exceptionally problematic to develop a generally accepted and
functioning procedure to find justifiable answers to these questions. An essential
principle of philosophy of science states that our empirical knowledge cannot
be used to justify norms—more factors are required for that—but to criticize
suggested norms. Norms that withstand this criticism can be maintained in this
respect. Norms that do not are to be discarded.

Whether empirical knowledge can be rendered useful in this manner depends
on the character of the empirical statements and the normative propositions. Our
first example, “HbA1c is often elevated in patients with diabetes mellitus,”
describes an empirical statement. The second example, “HbA1c should regularly
be controlled in patients with diabetes mellitus,” is a normative proposition.



Empirical statements and sets of statements describe or explain facts. They are
descriptive or explicative. The first of the above-mentioned examples is descrip-
tive. Our third example, “If HbA1c is elevated, it should be regularly controlled,”
is a mixed statement. “If HbA1c is elevated . . .” is a descriptive statement. “. . . it
should be regularly controlled” is a normative statement. Descriptive or explica-
tive statements can be fundamentally true, whereby the term “true” refers to the
descriptive function of language. A statement is true if it suitably describes a
fact. Empirical statements and sets of statements (for example, observational
statements, hypotheses, theories, or explanations) can principally be true in the
above-mentioned sense.

Normative statements, however, cannot be true. They formulate instructions for
actions, for instance, characterizing actions as obligatory, forbidden, or permitted.
They are not of descriptive, but prescriptive, character. Norms as instructions for
action must be valid (see second example).

The difference between empirical and normative statements is clarified in our
fourth example. The statement of empirical science, “Reduction of excess weight
can reduce blood-glucose values of patients with type II diabetes mellitus,” is fun-
damentally true and describes a fact. It is empirical.

The statement, “Diabetics should lose excess weight.” is, from a philosophical
viewpoint, a norm. It is a recommendation or an order; that is, it is prescriptive
and therefore not true. It is either valid or invalid. That is one of the differences
between empirical and normative statements. In brief, empirical knowledge says
something about how things are, not how they should be.

This interpretation has sometimes been questioned. According to certain tenets,
some descriptive terms have the same meaning as some evaluative terms, whereby
correct action is to be deduced from such terms. Others believe that norms, like
empirical facts, can be recognized by observation. Such opinions, however, are
laden with difficulties (Moore, 1965; Harman, 1977; Czaniera, 2001; Russ, 2002).

The statement remains that empirical knowledge per se cannot answer a
normative question. It is not normative in character.

If one proposes to apply empirical knowledge to the evaluation of norms, the
difficulty arises that no purely normative propositions can logically be validly
deduced from merely descriptive propositions. This is a formulation of Hume’s
law. The philosopher David Hume (1711–1776) became aware of this problem
during his moral-philosophical investigations (Selby-Bigge, 1975).

Initially, descriptive or explanatory statements, which are not normative, could
perhaps be used for a logically valid deduction of rules of action. Relevant norms
for actions cannot, however, be deduced from empirical knowledge. “Relevant”
is needed here for further explanation, as sentences with normative components
can be deduced but are irrelevant in the normative sense because they do not say
what should be done. For instance, scientific knowledge states that reduction of
excess weight helps normalize blood glucose levels, but this does not implicitly
state what should be done. Let us look at the two following examples.

One could imagine a type II diabetic who is not interested in normalizing his
or her blood glucose values. The decision to lose weight does not result from the
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knowledge that the subject can reduce the blood glucose level when weight is lost
because he or she does not aim to achieve the goal that could be attained by losing
weight.

Another type II diabetic has the goal of reducing his or her blood glucose level
without taking drugs. In this case, knowledge of the possible effects of weight
loss and the goal the person has set leads to the decision to lose weight.

It is instructive here that what ought to be done is evaluated differently, although
in both cases the empirical knowledge is the same. Which action is considered
right depends essentially on the goal that has been set. This means that goal ori-
entation itself has the character of a norm. In the first of the two diabetics, we are
talking about a permission or prohibition norm; for instance, “the blood glucose
level may be lowered but does not have to be” or “the blood glucose level should
not be lowered.” In the second case, we are talking about a command, “The blood
glucose level should be lowered.” Empirical knowledge itself is not normative,
and it does not permit any relevant normative conclusions. Norms are prerequi-
site to be able to reach normative conclusions. Whoever ignores this commits
a so-called is/ought fallacy.

However, empirical knowledge is not irrelevant for answering normative
questions. There is a logically correct way to apply empirical knowledge to the
critical examination of norm proposals. The purpose is to reject any norm that
does not withstand the criticism. For this, a sort of bridge must be constructed
between descriptive and normative propositions. Norms usually have a certain
function. They serve to guide human action. There are various empirically deter-
minable conditions under which norms cannot fulfill this function or cannot fulfill
it in the desired manner. A sound bridge between descriptive and normative propo-
sitions exists when arguments can show that, in the face of certain empirical
knowledge, a norm cannot be considered regulative for human action. Propositions
that connect empirical statements with norms in this manner are called bridge
principles (Albert, 1985; Russ, 2002).

Bridge principles must be founded; otherwise they would be unfounded and
thereby arbitrary. The justifications can be connected to the just-mentioned regu-
lative function of norms. To avoid is/ought fallacies, founded bridge principles
are necessary. Let us assume that a norm has been suggested that requires some-
thing humanly impossible. One can argue that such a demand cannot guide human
action because the required action cannot be performed. Therefore, this norm is
to be rejected; it is invalid. What is humanly possible and what is not, however,
is an empirical question. Therefore, certain empirical knowledge about human
nature would be used to criticize norms. Critical rejection of a norm cannot, how-
ever, be immediately deduced from empirical knowledge. It is descriptive and
states only that a certain action cannot be carried out. A specific premise is
required to criticize a norm, a bridge principle, which is founded on the under-
standing of the nonfunctionality of the norm and establishes a relationship between
empirical knowledge and the norm in question. An action required by a certain
norm, which, according to our empirical knowledge, cannot be performed, does
not have to be performed. The norm is invalid.
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This kind of criticism of norms can be applied to different empirically assess-
able requirements of norms, which results in different bridge principles. It is use-
ful to state them in a detailed, conditional way to state clearly the kind of criticism
that is being applied. In short, we are talking about judging a certain norm using
our empirical knowledge. Norms that do not withstand such criticism are no
longer considered. It is justified to reject them.

A bridge principle was just named: the ought-implies-can principle, which is also
referred to as the practicability principle or realizability postulate. A variation can
be formulated as follows: If, according to empirical knowledge, the action required
by the norm is not possible, the norm does not come into consideration from an
empirical point of view.

The formulation stating that the norm “cannot be considered from an empiri-
cal viewpoint” indicates that norms must fulfill further criteria to be acceptable,
such as the criterion of logical consistency. A justification of this bridge principle
has already been implied. Norms have the function of guiding human action. If an
action is required that is not realizable (the reduction of serious results caused by
diabetes mellitus is not always measured), the norm cannot be practically effec-
tive; that is, its function cannot be fulfilled. In view of this fact, it makes no sense
to maintain this norm. It is rejected. A practical example is a diabetic who is
urgently advised to perform more physical activity but who is not able to follow
this recommendation.

Three kinds of a lack of realizability can be differentiated. First, a nonrealiz-
able action is required. Second, it is required to reach a nonreachable goal. Third,
an action is required that is not suitable to achieve the required goal. In the second
case, the norm in question cannot become practically effective because it demands
that something be realized that cannot be realized. The norm cannot lead to the
effect it is intended to produce. It is rejected. The third case, in which the norm’s
intended effect cannot be produced in the manner required, is similar. This norm
no longer comes into consideration.

In all three cases, the actual critical instances are of empirical nature. Assertions
that an action is not realizable, a goal is not attainable, or a goal cannot be reached
in a certain way, are descriptive and per se do not say anything about what should
be done. Normative conclusions can only be reached with the relevant bridge
principles, that is, instructions for action can be accepted or rejected.

Sometimes allegations that are false according to our empirical knowledge are
included in justifications for rules of action. Because the justifications are incor-
rect, the norms are unfounded. This creates problems in their function for the
regulation of human action. Unfounded norms are confronted with a general com-
pliance problem. This is especially obvious when norms are doubted or conflicts
between norms arise. If no reasonable answer can be given to the question of why
a certain rule should be followed or why one rule of action is preferred over
another, no one would understand why it should be followed. Experienced clini-
cians immediately think of the problems inherent in the application of guidelines.
Either such norms are not followed, which would make them ineffective, or their
observance is forced. This requires sanctions, which, however, lead to compliance
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with rules of action only to a certain degree. In this case, their practical applica-
tion is continually endangered. Insufficient justifications undermine the willing-
ness to follow norms; they thwart or endanger at least their practical effectiveness.

Justifications for norms can be erroneous, among other things, in view of empir-
ical facts. For the above-named reasons, they undermine the action-regulating
function of a certain norm. The norm is not longer valid. The relevant bridge prin-
ciple is called the congruence principle and can be formulated as follows: If the
justification for a certain norm is not valid according to our empirical knowledge,
this norm does not come into consideration from an empirical point of view.

Moreover, some norms of action, if they are practically effective, can have results
that are unacceptable. They can be associated with implications that make it appear
prudent to reject them. Approval of a certain drug demands that it has been proved
to reduce certain complaints. However, side effects generally occur with this drug
that are believed to be considerably more serious than the original complaints. In
view of these unacceptable negative consequences, approval is to be rejected.

Such considerations are, of course, possible only for such implications that are
recognized. In such cases the norms in question cannot become practically effec-
tive in the desired manner, that is, without causing unacceptable negative results.
This is the reason for the so-called connecting principle. This bridge principle can
thus be briefly described as: Norms should only be applied if their expected con-
sequences are accepted. Because estimating the consequences also presents an
empirical problem, and the known results belong in the domain of empirical
knowledge, the following bridge principle is needed to apply the known impli-
cations to norm criticism: If, according to empirical knowledge, unacceptable
consequences are to be expected from following a certain norm, this norm does
not come into consideration from an empirical viewpoint.

Norms are not only expected to guide our actions but also to be more appro-
priate than possible alternative norms. What do we mean by “more appropriate”?
This refers to different aspects of a discussion about norms. For example, diverse
norms permit a certain goal to be realized equally whereby the use of resources
differs. The application of one norm requires, for example, fewer financial
resources than another. It is generally expected to use resources wisely. This is
part of the desired way of doing things, which can hardly be contested. Some
norms can be superior to others in this aspect.

Norms can also be tested for whether they are more conductive to that which
is recognized to be right than the competing norms (for instance, if they create a
lesser degree of psychological resistance). There certainly are further facets of
“more appropriate.” Norms that prove to be weaker in such cases are omitted
because they cannot provide practical guidance in the desired manner. They are
not efficient enough. It is an empirical problem to discern whether and to what
degree instructions for action use resources appropriately and whether the norms
are more conducive. Statements such as, “This rule of action is more efficient
than that one” are descriptive. A bridge principle is required to be able to apply
norm criticism to them (that is, the principle of comparative assessment). We
summarize the various kinds of norm evaluation under the term “effectiveness”:
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When a certain norm does not represent the most effective alternative from the
empirical point of view, this norm does not come into consideration from an
empirical standpoint. We want to assess norms according to their effectiveness.
Difficult questions can result when some norms are better in certain aspects of
effectiveness but worse in others when compared to alternative suggestions. What
is considered effective in these circumstances must be decided according to the
individual situation.

To provide the reader with instructions for practical application of the described
principles, Table 6.1 demonstrates with the aid of bridge principles which end-
points for the evaluation of health care services (in this case, therapeutic success
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TABLE 6.1. Applicability of various endpoints for evaluating therapeutic success in patients
with diabetes mellitus.
Parameter Endpoint: death Endpoint: HbA1c Endpoint: HRQoL

Bridge Principle: A study investigating HbA1c is easy to HRQoL is easy to
Should implies can the endpoint “death” measure measure and the 
(realizability would require Appropriate costs are acceptable.
postulate). If observation for longer Appropriate
something is than 10 years and
required, it must would be very
be achievable. expensive.

Inappropriate
Congruence Principle: The association between Postprandial blood The relationship

There is a confirmed early death as a result glucose peaks seem between HRQoL and
relationship between of a stroke or heart to have a higher late complications is
measurement and attack and poorly predictive value than controversial.
result. controlled diabetes HBA 1c. Appropriate

mellitus is correct. Uncertain
Appropriate

Connecting Principle: There is no possibility It is known that controls Implications cannot be
Only norms should to finance long-term should be performed expected from
be applied whose studies, which are regularly. The mone- measuring HRQoL
recognized implicat- necessary to provide tary costs are because HRQoL data
ions are accepted; evidence. acceptable. have hardly proven
norms with unaccep- Inappropriate Appropriate relevant to actions.
table results are to Uncertain
be rejected.

Comparative Evaluation: Are other endpoints, Measuring postprandial In comparison to other
Are other criteria such as HRQoL, blood glucose peaks endpoints, meas-
more appropriate for blindness, amputation, could be more useful uring HRQoL
the evaluation than or heart attack, more than measuring HBA1c. provides fewer data
this criterion? useful than the Uncertain that are relevant

endpoint “death”? to action.
Uncertain Inappropriate

Sum score Inappropriate Appropriate (< 7 points) Inappropriate

Estimation of appropriateness is in italics. If an endpoint is inappropriate from the view of a single
bridge principle, this endpoint is to be considered entirely “inappropriate.” Otherwise, the individual
points are added up for a sum score. A sum of 4–7 points means an endpoint is “uncertain”; 8–12
points indicates the endpoint is “appropriate.”
HRQoL = health-related quality of life.



in diabetes mellitus) are “appropriate,” “uncertain,” or “inappropriate.” To be able
to quantify statements, we have awarded 3 points to the qualification “appropri-
ate,” 2 points to “uncertain,” and 0 to “inappropriate.” For the evaluation and inter-
pretation of these results it should be taken into consideration that an endpoint is
considered inappropriate when it is judged inappropriate by the application of a
single bridge principle. If application of all bridge criteria results in the qualifi-
cation “appropriate” or “uncertain,” we recommend adding up the points into a
sum score. The validity of the sum score remains to be confirmed.

In summary, the evaluation of health care services is hardly possible without
a theoretical concept. We turn to philosophy and learn that the consistent formu-
lation of the desired goal is one of the essential prerequisites for avoiding irrele-
vant assumptions and false conclusions. We also understand that the evaluation of
health care services can receive considerable support from the application of
bridge principles. The table demonstrating the application of bridge principles
can be useful for the practical application of these principles. The statement
attributed to Albert Einstein that “a good theory is really practical” seems to be
true. We hope hereby to have placated those whom we disturbed with theoretical
considerations.
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7
How to Measure Quality of Life

ROBERT M. KAPLAN

43

Throughout this book, we have considered the assessment of inputs and outputs
of health care systems. Furthermore, we have suggested that measuring outputs is
not enough. The goal of health care is to provide value for patients. This requires that
we show the value of investments in terms of patient outcomes. But how can patient
outcomes be quantified? In this chapter we consider the quantification of patient-
reported outcomes.

Health is a highly valued human asset. Studies on the preference for various
states of being show that virtually everyone rates good health as their most desired
state. Despite the perceived importance of health, health status has remained dif-
ficult to define. There are two common themes in definitions of health. First, pre-
mature death is undesirable, so one aspect of health is the avoidance of mortality.
The health status of nations is often evaluated in terms of mortality rates or infant
mortality rates.

Second, quality of life is important. Disease and disability are of concern because
they affect life expectancy and/or life quality (Kaplan, 2005). For example, can-
cer and heart disease are the two major causes of premature death in the United
States. In addition, disease or disability can make life less desirable. A person
with heart disease may face restrictions in activities of daily living and may be
unable to work or participate in social activities. Even relatively minor diseases
and disabilities affect quality of life. A cold, for example, may interfere with the
ability to concentrate, work, or attend school. The cold, however, lasts only a short
time. A chronic disease, such as arthritis, may affect the quality of your life for a
long time (Pauwels & Rabe, 2004).

Within the last few years, medical scientists have come to realize the impor-
tance of quality of life measurement. Many major diseases, including arthritis,
heart disease, and diabetes, or even digestive problems, are evaluated in terms of
the degree to which they affect life quality and life expectancy (Kaplan, 2005).
One can also evaluate treatments for these conditions based on the amount of
improvement they produce in quality of life. Figure 7.1 summarizes the number
of publications under the topic of quality of life identified in PubMed between
1972 and 2004. In 1972, PubMed did not identify any publications under the



quality of life topic heading. However, over the next 30 years, the number of arti-
cles that use the quality of life key word grew dramatically. In 2004, PubMed
identified 5399 articles. Over these 30 years, the tools for quality of life measure-
ment became more refined, allowing sophisticated analysis of patients’ perceived
outcomes for a variety of illnesses. Today, health-related quality of life (HRQoL)
is studied in a variety of subjects throughout the stages of life and in the commu-
nity. The U.S. Food and Drug Administration now considers quality of life data
in their evaluations of new products, and nearly all major clinical trials in medi-
cine use quality of life assessment measures. Several approaches to quality of life
measurement are reviewed.

What Is Health-Related Quality of Life?

There are numerous methods for assessing health-related quality of life. There is
now an entire journal devoted to quality of life measurement, and several profes-
sional societies focus on the topic. Methods of assessing health-related quality of
life represent at least two conceptual traditions. One grows out of the tradition of
health-status measurement. Several efforts to develop measures of health status
were launched during the late 1960s and early 1970s. All the projects were guided
by the World Health Organization’s (WHO) definition of health as a “complete
state of physical, mental, and social well-being and not merely absence of dis-
ease” (WHO, 1948). The projects resulted in a variety of assessment tools,
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including the Sickness Impact Profile (Bergner et al., 1981), the Quality of Well-
Being Scale (Kaplan et al., 1998), the SF-36 (Ware & Gandek, 1998), and the
Nottingham Health Profile (Lowe et al., 1990). Many of the measures examined
the effect of disease or disability on performance of social role, ability to interact
in the community, and physical functioning. Some of the questionnaires have
separate components for the measurement of physical, social, and mental health.
The measures also differ in the extent to which they consider subjective aspects
of life quality (Kaplan et al., 1993).

Perhaps the most important distinction among methods to assess quality of life
is the contrast between psychometric and decision theory approaches. The psy-
chometric approach attempts to provide separate measures for the many dimen-
sions of quality of life. The best known example of the psychometric tradition is
the Sickness Impact Profile (SIP). The SIP is a 136-item measure that yields
12 different scores displayed in a format similar to a Minnesota Multiphasic
Personality Inventory (MMPI) profile (Bergner et al., 1981).

The decision theory approach attempts to weight the various dimensions of
health to provide a single expression of health status. Supporters of this approach
argue that psychometric methods fail to consider that different health problems
are not of equal concern. A runny nose is not the same as severe chest pain. In an
experimental trial using the psychometric approach, one often finds that some
aspects of quality of life improve whereas others become worse. For example, a
medication might reduce high blood pressure but produce headaches and impo-
tence. Many argue that the quality of life notion is the subjective evaluation of
observable or objective health states. The decision theory approach attempts to
provide an overall measure of quality of life that integrates subjective functional
states, preferences for these states, morbidity, and mortality.

Common Methods for the Measurement of Quality of Life

A variety of methods have been proposed to measure quality of life, but we can-
not review and critically discuss them all here. Instead, we present some of the
most widely used psychometric and decision-theory-based methods. Readers
interested in more detailed reviews should refer to Walker and Rosser (1993) and
McDowell and Newell (1996).

Psychometric Methods

SF-36

Perhaps the most commonly used outcome measure in the world today is the
Medical Outcome Study Short Form-36 (SF-36). The SF-36 grew out of work by
the Rand Corporation and the Medical Outcomes Study (MOS) (Kind, 1997).
Originally, it was based on the measurement strategy from the Rand Health
Insurance Study. The MOS attempted to develop a very short, 20-item instrument
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known as the Short Form-20 or SF-20. However, the SF-20 did not have appro-
priate reliability for some dimensions. The SF-36 includes eight health concepts:
physical functioning, role–physical, bodily pain, general health perception, vital-
ity, social functioning, role–emotional, and mental health (Kosinski et al., 1999).
The SF-36 can be administered by a trained interviewer or self-administered. It
has many advantages. For example, it is brief, and there is substantial evidence
for its reliability and validity (Ware et al., 1981, 1992, 1995, 1999a,b; Ware &
Sherbourne, 1992; Kosinski et al., 1999). The SF-36 can be machine-scored and
has been evaluated in large population studies.

Despite its many advantages, the SF-36 also presents some disadvantages. For
example, it does not have age-specific questions, and one cannot clearly deter-
mine whether it is equally appropriate at each level of the age continuum. The
items for older, retired individuals are the same as those for children (Stewart &
Ware, 1992). Nevertheless, the SF-36 has become the most commonly used
behavioral measure in contemporary medicine.

Nottingham Health Profile

The Nottingham Health Profile (NHP) is another profile approach that has been
used widely in Europe. One of the important features of the NHP is that the
items were originally generated on the basis of extensive discussions with
patients. The NHP has two parts. The first includes 38 items divided into six
categories: sleep, physical mobility, loss of energy, pain, emotional reactions,
and social isolation. Items within each of these sections are rated in terms of
relative importance. Items are rescaled to allow them to vary between 0 and 100
within each section.

The second part of the NHP includes seven statements related to the areas of
life most affected by health: employment, household activities, social life, home
life, sex life, hobbies and interests, and holidays. The respondent indicates whether
a health condition has affected his or her life in these areas. Used in a substantial
number of studies, the NHP has considerable evidence for its reliability and validity.

Another important strength of the NHP is that it is based on consumer defini-
tions of health derived from individuals in the community. The language in the
NHP is simple, and the scale requires only a low level of reading ability. The psy-
chometric properties of the NHP have been evaluated in a substantial number of
studies. However, the NHP, like most profile measures, does not provide weight-
ings of relative importance across dimensions. As a result, it is difficult to
compare the dimensions directly with one another (Lowe et al., 1990).

Decision Theory Approaches

Some approaches to the measurement of health-related quality of life combine
measures of morbidity and mortality to express health outcomes in units analo-
gous to years of life. The years of life figure, however, is adjusted for diminished
quality of life associated with diseases or disabilities (Kaplan & Anderson, 1996).
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Modern measures of health outcome consider future as well as current health
status. Lung cancer, for example, may have little impact on current functioning
but a substantial impact on life expectancy and functioning in the future. Today
a person with a malignant tumor in a lung may be functioning very much like a
person with a chest cold. However, the cancer patient is more likely to remain
dysfunctional or to die in the future. Comprehensive expressions of health status
need to incorporate estimates of future outcomes as well as to measure current
status (Kaplan, 1994a).

Within the last few years, interest has grown in using quality of life data to help
evaluate the cost-utility or cost-effectiveness of health care programs. Cost stud-
ies have gained in popularity because health care costs have grown so rapidly
in recent years. Not all health care interventions return equal benefit for the
expended dollar. Objective cost studies might guide policy makers toward an
optimal and equitable distribution of scarce resources. Cost-effectiveness analy-
sis typically quantifies the benefits of a health care intervention in terms of years
of life or quality-adjusted life-years (QALYs). Cost-utility is a special use of cost-
effectiveness that weights observable health states by preferences or utility judg-
ments of quality (Kaplan & Groessl, 2002). In cost-utility analysis, the benefits
of medical care, surgical interventions, or preventive programs are expressed in
terms of common QALYs (Gold, 1996).

If a man dies of heart disease at age 50 and we expected him to live to age 75,
we might conclude that the disease precipitated 25 lost life-years. If 100 men died
at age 50 (and also had a life expectancy of 75 years), we might conclude that 2500
(100 men × 25 years) life-years had been lost. Yet death is not the only relevant
outcome of heart disease. Many adults suffer myocardial infarctions that leave
them somewhat disabled for a long time. Though still alive, they suffer diminished
quality of life. Quality-adjusted life-years take into consideration such conse-
quences. For example, a disease that reduces quality of life by one-half takes away
0.5 QALYs over the course of each year. If the disease affects two people, it takes
away 1 year (2 × 0.5) over each year. A medical treatment that improves quality of
life by 0.2 for each of five individuals results in the equivalent of 1 QALY if the
benefit persists for 1 year. This system has the advantage of considering both
benefits and side effects of programs in terms of the common QALY units.

Of the several approaches for obtaining quality-adjusted life years, most are
similar (Kaplan et al., 1998). The most commonly used methods are the EQ-5D,
the Health Utilities Index (HUI), the Quality of Well-being Scale (QWB), the
Health and Activities Limitations Index, and the Standard Gamble.

EQ-5D

The approach most commonly used in the European community is the EQ-5D.1

This method, developed by Paul Kind and associates, has been advanced by a
collaborative group from western Europe known as the EuroQoL group
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(Kind, 1997). The group, originally formed in 1987, comprises a network of
international, multicenter, multidisciplinary researchers, originally from seven
centers in England, Finland, The Netherlands, Norway, and Sweden. More
recently, researchers from Spain, as well as from Germany, Greece, Canada, the
United States, and Japan, have joined the group. The intention of this effort was
to develop a generic currency for health that could be used commonly across
Europe. The original version of the EuroQoL had 14 health states in six domains.
In addition, respondents placed their health on a continuum ranging from death
(0) to perfect health (1.0). The method was validated in postal surveys in England,
Sweden, and The Netherlands. More recent versions of the EuroQoL, known as
the EQ-5D, are now in use in a substantial number of clinical and population
studies (Gudex et al., 1996; Hurst et al., 1997). Although the EQ-5D is easy to
use and comprehensive, there have been some concerns about ceiling effects.
Substantial numbers of people obtain the highest possible score. However, we do
not anticipate this problem in the current study as all participants will be recruited
because they have serious medical conditions.

Health Utilities Index

The Health Utilities Index (HUI)2 is a family of health status and preference-
based, health-related quality of life measures suitable for use in clinical and pop-
ulation studies (Feeny et al., 1995, 1999). Each member of the family includes
a health status classification system, a preference-based multiattribute utility func-
tion, data collection questionnaires, and algorithms for deriving HUI variables
from questionnaire responses. This study will use the Health Utilities Index Mark
2 (HUI-2). HUI-2 consists of six dimensions of health status: sensation (vision,
hearing, speech), mobility, emotion, cognition, self-care, and pain (Feeny et al.,
1995). There are five or six levels per attribute. HUI-2 focuses on capacity rather
than performance. Multiplicative, multiattribute utility functions based on com-
munity preferences have been estimated for HUI-2 (Torrance et al., 1995) and
HUI-3 (Feeny et al., 1999). This form of function can represent a simple type of
preference interaction among the attributes.

Evidence on test-retest reliability in the 1991 Statistics Canada General Social
Survey has been reported. Agreement (kappa statistics) was high for most attrib-
utes. For the overall score, the intraclass correlation was 0.77. Evidence on agree-
ment among assessors (self and proxy assessment) was provided by Glaser and
colleagues (Glaser et al., 1997a,b, 1999). Results indicate that self and proxy
assessments should not be viewed as interchangeable; agreement varies by attrib-
ute, and in general agreement was moderate to high. Evidence on responsiveness
and construct validity has been published (Barr et al., 1996, 2000; Feeny et al.,
1998; Furlong et al., 2001). Evidence of construct validity in the 1990 Ontario
Health Survey is provided in Grootendorst et al. (2000). The HUI-3 described the
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burden of morbidity for both stroke and arthritis, showing disease effects on the
attributes that had been expected to be affected by these health conditions.

Self-Administered Quality of Well-being Scale

The self-administered Quality of Well-being Scale QWB-SA3 combines prefer-
ence-weighted values for symptoms and functioning. The preference weights
were obtained by ratings of 856 people from the general population. These judges
rated the desirability of health conditions to place each on the continuum between
death (0) and optimum health (1.00). Symptoms are assessed by questions that
ask about the presence or absence of various symptom complexes. Functioning is
assessed by a series of questions designed to record functional limitations over
the previous 3 days within three separate domains (mobility, physical activity,
social activity). The three functional domains and symptoms/problems scores are
combined into a total score that provides a numerical point-in-time expression of
well-being that ranges from zero (0) for death to one (1.0) for asymptomatic,
optimal functioning.

The QWB has been used in numerous clinical trials and studies to evaluate
medical and surgical therapies for conditions, such as chronic obstructive pul-
monary disease (Kaplan et al., 1984), human immunodeficiency virus (HIV)
infection (Kaplan et al., 1995, 1997a), cystic fibrosis (Orenstein et al., 1990;
Orenstein & Kaplan, 1991), diabetes mellitus (Kaplan et al., 1987), atrial fibril-
lation (Ganiats et al., 1992), lung transplantation (Squier et al., 1995), arthri-
tis (Kaplan et al., 1996, 2000), end-stage renal disease (Rocco et al., 1997),
cancer (Kaplan, 1993b), depression (Pyne et al., 1997a,b), and several other con-
ditions (Kaplan et al., 1998). Furthermore, the method has been used for health
resource allocation modeling and has served as the basis for an innovative exper-
iment on rationing of health care by the state of Oregon (Kaplan, 1993a,b).
Studies have also demonstrated that the QWB is responsive to clinical change
derived from surgery (Squier et al., 1995) or medical conditions, such as rheuma-
toid arthritis (Bombardier et al., 1986), acquired immunodeficiency syndrome
(AIDS) (Kaplan et al., 1995), and cystic fibrosis (Orenstein et al., 1990). The self-
administered form of the QWB (QWB-SA) was developed more recently. It has
been shown to be highly correlated with the interviewer-administered QWB and
to retain the psychometric properties (Kaplan et al., 1997b).

Health and Activities Limitation Index

Where European investigators have invested in a standardized health-related
quality of life instrument, the EQ-5D, and the Canadians have de facto adopted
the HUI-3 as a national survey instrument, the United States has no one stan-
dardized instrument used broadly in national data sets. We have several national
surveys of health, such as the National Longitudinal Study of Aging (LSOA), the
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Health and Retirement Study (HRS), the National Health and Nutrition
Evaluation Study (NHANES), the National Health Interview Survey (NHIS), and
the Medical Expenditure Panel Survey (MEPS).

There has, however, been an effort to develop an ad hoc measure in association
with one of our largest national data sets, the NHIS (Erickson et al., 1989). This
measure is now called the Health and Activities Limitation Index, or HALex
(Erickson, 1998). This index grew out of a desire to have a single summary index
of health for the NHIS data to compute a health-weighted summary of life
expectancy measuring achievement on the Healthy People 2000 goals. This sum-
mary was called “Years of Healthy Life” and was developed by the National
Center for Health Statistics retrospectively to use the NHIS data (Erickson et al.,
1995). The HALex has two dimensions, a seven-level classification of activities
and function limitations ranging from “no limitations” to “limited in instrumental
activities of daily living (IADLs)” and “limited in activities of daily living (ADLs)”
and a self-rated overall estimation of health using the five-level, “excellent, very
good, good, fair, poor” classification. The resulting classification scheme has 7 × 5
= 35 health states. Building on prior attempts to develop a national composite
index for health states through a process using correspondence analysis, these
states were weighted retrospectively to correspond to roughly what the investiga-
tors presumed they would be weighted by the HUI Mark I (Erickson, 1998).

Although its retrospective development may bring into question its validity,
comparison to other indexes collected in various studies has shown favorable
performance at a population level (Gold et al., 1996). This measure has two other
attractive properties. First, it is computable in one of the major national data sets
for health in the United States, the NHIS, so any study that collects data on activ-
ity and functional limitations and self-rated health sufficient to score the HALex
can compare results to this large national survey in the United States. Second, col-
lecting sufficient data to score the measure does not seem onerous. Accordingly,
we include scoring this measure as one goal of the research proposed here.

Standard Gamble Utility

Some analysts do not measure utilities directly. Instead, they evaluate health out-
comes by simply assigning a reasonable utility (Feeny et al., 2002). However,
most current approaches have respondents assign weights to different health
states on a scale ranging from 0 (for dead) to 1.0 (for wellness). The most com-
mon techniques include category rating scales, the standard gamble, and the time
tradeoff. An important difference between methods is the incorporation of risk or
preference information. Utility assessment specifically includes attitude toward
risk in the judgment. These judgments under uncertainty are truly utilities (Feeny
et al., 1995, 1999). The methods described above (HUI2, QWB, EQ-5D, HALex)
assess health status by applying standardized weights to health states. Some
investigators prefer to obtain utility ratings directly from the patient. In this study,
we use the Standard Gamble to obtain a direct assessment of patient-rated utility.
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The advantage of the standard gamble method is that it is clearly linked to
economic theory. The standard gamble offers a choice between two alternatives:
choice A—taking a gamble on a new treatment for which the outcome is uncer-
tain. The respondent is told that a hypothetical treatment will lead to perfect
health with a probability of p or immediate death with a probability of 1 − p. The
alternative (choice B) is living in the current health state with certainty. In other
words, the respondent can choose between remaining in a state that is intermedi-
ate between wellness and death or taking the gamble (entering a lottery) and try-
ing the new treatment. The probability (p) is varied until the subject is indifferent
between choices A and B.

The standard gamble has been attractive because it is based on the axioms of
utility theory. The choice between a certain outcome and a gamble conforms to
the exercises originally proposed by von Neumann and Morgenstern (1944).

Disease-Specific Measures

This chapter has focused on the generic quality of life scales. However, there
are significantly more disease-specific measures. Validated measures of health-
related quality of life are available for illnesses, such as arthritis, diabetes, heart
disease, kidney failure, and virtually every other major health condition. Two
examples are the Arthritis Impact Measurement Scale (Meenan, 1982) and the
University of California, San Diego (UCSD) Shortness of Breath Questionnaire
(SOBQ) used in studies of patients with emphysema (Eakin et al., 1998).

The Arthritis Impact Measurement Scales (AIMS) is a health index designed
at the Multipurpose Arthritis Center at Boston University. It is intended to meas-
ure physical health and social well-being for patients with rheumatoid arthritis
(Meenan, 1982). The resultant scale includes 67 items with questions about func-
tioning, health perceptions, morbidity, and demographics. The AIMS contains
scales for mobility, physical activity, social activity, activities of daily living,
depression, anxiety, and arthritis-related symptoms. In effect, it is an adaptation
of an early version of the QWB (Kaplan & Anderson, 1996) with a series of items
designed to tap more specifically the effect of arthritis on functioning and quality
of life. Factor analysis of the AIMS has produced three subscales: physical func-
tion, psychological function, and pain. Most current applications of the AIMS use
composite scores for these three areas.

The Shortness of Breath Questionnaire (SOBQ) includes 25 items that evalu-
ate self-reported shortness of breath during the performance of various activities
of daily living. Evaluations of the questionnaire show it to be highly correlated
with other quality of life instruments, such as the Quality of Well-Being Index
and the Center for Epidemiologic Studies Depression Scale. The questionnaire
has high internal consistency (alpha = 0.96) and is significantly correlated with
performance measures, such as the distance that can be walked in 6 minutes
(Eakin et al., 1998).
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Summary

The CLINECS model requires an assessment of value for patients. To achieve
this, we must go beyond the assessment of health care outputs. These outputs
must be evaluated in relation to patient outcomes. A key component of patient
outcomes is health-related quality of life.

Assessment of health-related quality of life has become a standard component
of the evaluation of health outcomes. There are several important distinctions
among commonly used approaches. Generic measures are used to evaluate health
outcome for any illness or disease. Generic measures can typically be classified
as derived from psychometric or decision theory. Psychometric approaches
include the Sickness Impact Profile, the SF-36, and the Nottingham Health
Profile. Decision theory approaches are used to estimate outcomes in terms of
quality-adjusted life-years (QALYs). Methods used for this purpose include the
EQ-5D, the HUI, and the QWB. Disease-specific measures are available for a
wide variety of health conditions. Although disease-specific measures may be
more sensitive for outcomes of a particular condition, they cannot be used for
cross-illness comparisons or for cost-effectiveness analysis. Assessment of health-
related quality of life is a rapidly developing field, and we anticipate major new
developments over the next decade.
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The proportions of old people and people suffering from dementia are steadily
increasing in industrial societies. Consequently, the number of people depending
on institutional care is growing. Such care is provided in general hospitals, geri-
atric hospitals, nursing homes, private homes, senior residences, and by the fam-
ilies. Obviously, there are large differences in costs and efficacy of these various
types of care. In general, quality of life data have been increasingly appreciated
as the key outcome measure for the assessment of therapeutic interventions and
for the usefulness of various treatment facilities. Quality of life is defined by the
World Health Organization (WHOQOL Group, 1995) as:

. . . an individual’s perception of their position in life, in the context of the culture and
value systems in which they live, and in relation to their goals, expectations, standards, and
concerns. It is a broad ranging concept, effected in a complex way by the person’s physical
health, psychological state, level of independence, social relationships and their relation-
ships to salient features of their environment.

Many of the instruments in use to measure quality of life represent brief global
measures that cannot be applied to patients with severe dementia. The most impor-
tant reason for the slow growth of empirical data in this area probably relates to
the obvious methodological problems of obtaining reliable subjective accounts
of individuals with severe dementia who have compromised cognitive abilities,
frequently with concurrent impairment of communicative skills.

Because of these impairments in this group of patients, most of the available
instruments are not applicable for assessing quality of life-related issues by
means of traditional measures, such as questionnaires or interviews, which
require a highly complex procedure of introspection and evaluation involving
several components of cognition, including implicit and explicit memory
(Barofsky, 1996).
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Facing these problems, attempts have been made to develop direct observational
methods (Lawton et al., 1996) that measure positive affects, such as pleasure,
interest, and contentment, as well as negative affects, such as sadness, anxiety/fear,
and anger according to operationalized criteria during a series of 10-minute direct
observations. An alternative approach was chosen by the Bradford Research
Group in the United Kingdom (Kitwood & Bredin, 1997) with Dementia Care
Mapping (DCM) based on the psychosocial model of “person-centered care,”
which provides detailed observational ratings covering aspects of articulation,
feeding, social withdrawal, passive engagement, walking, and a number of indi-
cators of well-being.

Literature searches (up to 2003) of MEDLINE, Embase, Psyclit, and Cinahl
using the keywords “dementia,” “well-being,” and “quality of life” were con-
ducted. Lawton and colleagues (1998) developed the Minimum Data Set (MDS)
comprising cognition, activities of daily living, time use, depression, and problem
behaviors. Lawton (1994) also proposed including observations of demented
patients’ emotional behaviors. Most of the measurements are derived from exist-
ing instruments and are confined to a few of the following dimensions: affect,
activity, enjoyment, self-esteem, and social interactions. Ready and Ott (2003)
concluded from their review that the psychometric properties of most of the avail-
able instruments have to be regarded as preliminary.

As mentioned above, there existed no quality of life assessment tools for
patients with severe dementia as representative of our population. Unfortunately,
the instruments developed for demented patients were not found applicable to our
patients, who were in advanced stages of dementia (for example, the Mini Mental
State Examination could not be completed by any of our patients). For this rea-
son, in 1998 the Department of Palliative Geriatrics at the Wienerwald Geriatric
Center launched a project to develop a new instrument based on observations
made by the staff (physicians, nurses, physiotherapists) completely independent
on the patients’ ability to cooperate.

Methods

Patients

In the present study, 217 consecutive patients (44 men, 173 women) were
included. The average age was 84 years (range 61–105 years). Most of the patients
suffered from severe dementia according to the International Classification of
Diseases, 10th edition, (ICD-10) (34.5% were F00—dementia in Alzheimer’s dis-
ease; 61.5% were F01—vascular dementia; 4.0% were F02—other). It appeared
that more women (38%) had been diagnosed as suffering from Alzheimer’s dis-
ease than men: 23% [χ2 (df 2) = 6.05; p = 0.049]. As concerns age, the patients
with Alzheimer’s disease (87.3 ± 5.7 years) and vascular dementia (86.3 ± 7.0
years) were significantly older than those with other diagnoses (78.5 ± 15.6 years)
(t = 3.27, p = 0.002 and t = 2.74, p = 0.007 respectively).



Development of the Item Pool

Thirteen staff members comprising doctors, nurses, and therapists from the
Department of Palliative Geriatrics at the Wienerwald Geriatric Center in Vienna
observed severely demented patients during a 1-year period (May 1998 to April
1999). The patient’s behavior was documented on one of the wards (32 beds).
Based on this documentation, 65 items for the description of behavior in demented
inpatients were derived and allocated to categories supposedly reflecting aspects
relevant to their well-being, such as voice, language, mood, eye contact, accept-
ance of body contact, gait, muscular tension, hand movement, sleep, activities,
communication, and independence in food intake. This approach is different from
prevailing approaches, which are mainly based on the use of items from existing
instruments measuring specific aspects.

Subsequently, 771 assessments of 217 inpatients in various situations, such as
eating, dressing, and grooming, were obtained with this list between June 1999
and September 2000 by both physicians and nurses. Each of the original 65 items
was scored on a 5-point Likert scale from 0 = never to 4 = always.

Further Assessments

Patients were diagnosed according to the ICD-10. They were rated by means of
the Brief Cognitive Rating Scale (BCRS) (Reisberg et al., 1983), the Global
Deterioration Scale (GDS) (Reisberg et al., 1982), the Barthel Index (Mahoney &
Barthel, 1965), and the Spitzer Index (Spitzer et al., 1981).

The BCRS describes the severity of cognitive impairment providing five main
axes (concentration, short-term memory, long-term memory, orientation, self-care
ability) and five coaxes (language, psychomotoric function, mood and behavior,
drawing skills, calculating skills), each rated on a 7-step scale.

The GDS is a proxy rating scale to assess the severity of dementia in elderly peo-
ple on a 7-point Likert-type scale (1 = no impairment; 7 = most severe impairment).

The Barthel Index was used to assess activities of daily living in 10 areas (feed-
ing, transfers bed to chair and back, grooming, toilet use, bathing, mobility,
climbing stairs, dressing, stool control, bladder control).

The Spitzer Index is a global quality of life measure covering five areas (activ-
ity, daily life, health, social relations, and future perspectives with a maximum
score of 10 points.

The BCRS, GDS, and Spitzer Index were rated by physicians and the Barthel
Index by nurses. All ratings, including the 65-item list, were made on the same
occasion. Data collection was carried out using electronic questionnaires imple-
mented through the Quality-of-Life Recorder technology (Sigle & Porzsolt, 1996).

Statistical Analysis

Descriptive statistics were generated for demographic data and diagnostic categories
and for the BCRS and GDS scales, the Barthel and Spitzer Indices, and the newly
developed instrument. A factor analysis (principal component analysis, oblimin with
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Kaiser normalization as rotation method) was performed based on these 771 assess-
ments. The number of interpretable factors was determined by interpretation of a
scree plot. The consistency of the factors was tested by Cronbach’s alpha coeffi-
cients. To improve the consistency of the scales, items were deleted based on the
criteria of changes in magnitude of Cronbach’s alpha coefficients and on the fit of
the item with the content of the core items of the factors. To test the stability of the
factor structure, we conducted separate analyses for doctors and nurses. For testing
construct validity, we used the two external criteria Brief Cognitive Rating Scale and
the Barthel Index. Spearman rank correlation coefficients were calculated to test for
interrater reliability. We included only data in which the electronic recording
confirmed that it was obtained at exactly the same time.

Results

Most patients suffered from severe dementia, as indicated by the results (all given
as the mean ± SD) of the BCRS (57 ± 8.8) and GDS (5.7 ± 1.1), the low level of
activities of daily living (Barthel Index 26.8 ± 29.7) in the present sample, and the
distribution of diagnoses according to the ICD-10.

Of the 771 assessments, 386 were performed by nurses and 385 by physicians.
Based on the electronic recordings, we identified 22 pairs of assessments made at
the same time by a nurse and a physician. A planned feasibility analysis after 120
assessments resulted in the exclusion of the Spitzer Index because of a general
floor effect (mean score < 3).

The factor analysis suggested five factors based on the interpretation of the
scree plot. The results of the five-factor solution are provided in Table 8.1, which
shows high eigenvalues and an explained variance of more than 60%. To improve
the consistency of the five factors, 18 of the original 65 items were deleted based
on the criteria of changes in magnitude of Cronbach’s alpha coefficients and on
the fit of the item with the content of the core items of the factors. In a next step,
eight further items were excluded owing to different factor loadings among raters
and content considerations, leaving the following five factors: communication
(15 items), negative affect (10 items), body contact (5 items), aggression
(4 items), and mobility (6 items). The factor structure matrix, including the single
items for physicians and nurses, is shown in Table 8.2 and demonstrates a high con-
gruency of the factor structure between the two groups of raters on the item level.
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TABLE 8.1. Eigenvalues and explained amounts of variance for the
five-factor solution

Eigenvalues % of Variance Cumulative %

Factor Nurse Physician Nurse Physician Nurse Physician

1 10.0 10.7 24.4 26.0 24.4 26.0
2 5.7 6.1 13.8 15.0 38.2 41.0
3 4.9 4.8 11.9 11.8 50.0 52.1
4 2.5 2.1 6.1 5.0 56.1 58.0
5 2.0 2.5 4.9 6.1 61.0 63.9

Extraction method was the principal component analysis.
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TABLE 8.2. Structure matrix
1 2 3 4 5

Factor Nurse Physician Nurse Physician Nurse Physician Nurse Physician Nurse Physician

Communication
ITEM 59 0.82 0.83 −0.19 −0.14 0.04 −0.32 0.29 0.05 0.06 0.25
ITEM 62 0.81 0.64 0.02 0.16 0.08 −0.39 0.28 0.22 −0.09 0.34
ITEM 6 0.79 0.78 −0.26 0.13 −0.07 −0.29 0.18 0.08 0.10 0.17
ITEM 61 0.79 0.67 −0.23 −0.13 0.10 −0.56 0.22 0.09 0.08 0.25
ITEM 8 0.78 0.81 −0.20 0.08 −0.16 −0.25 0.14 0.12 0.12 0.18
ITEM 65 0.73 0.77 −0.27 −0.13 −0.05 −0.05 0.52 0.10 0.01 0.48
ITEM 56 0.70 0.69 −0.08 0.08 −0.15 0.07 0.07 −0.06 0.05 0.10
ITEM 14 0.70 0.85 −0.11 −0.11 0.02 −0.10 0.44 −0.06 0.15 0.26
ITEM 32 0.66 0.64 −0.14 −0.06 0.35 −0.48 0.03 −0.11 0.15 0.22
ITEM 31 0.65 0.65 −0.12 0.01 0.32 −0.54 0.08 0.00 0.15 0.19
ITEM 13 0.64 0.76 −0.24 −0.04 0.06 −0.42 0.11 0.13 0.12 0.20
ITEM 50 0.64 0.77 −0.40 −0.19 −0.04 −0.17 0.46 −0.03 0.19 0.35
ITEM 64 0.62 0.61 0.05 0.13 0.06 −0.17 0.49 −0.21 0.03 0.40
ITEM 60 0.59 0.69 0.12 0.17 −0.27 0.03 0.01 0.28 −0.11 0.07
ITEM 15 0.45 0.73 0.03 −0.13 −0.08 0.19 0.34 −0.19 0.12 0.06

Negative affect
ITEM 18 −0.08 0.04 0.83 0.87 −0.03 −0.14 −0.08 0.11 −0.28 −0.02
ITEM 22 −0.04 0.09 0.80 0.74 0.11 −0.34 −0.10 0.08 −0.20 0.00
ITEM 3 −0.07 0.02 0.75 0.82 0.16 −0.18 −0.13 0.17 −0.11 −0.06
ITEM 24 −0.09 −0.01 0.74 0.76 −0.05 −0.18 −0.05 0.12 −0.37 0.08
ITEM 27 0.04 0.02 0.66 0.77 −0.13 −0.10 −0.17 0.45 −0.45 −0.05
ITEM 17 −0.28 −0.17 0.66 0.71 −0.08 0.14 −0.16 0.38 −0.58 −0.12
ITEM 25 −0.30 0.17 0.65 0.63 0.03 −0.02 −0.29 −0.02 −0.08 −0.07
ITEM 54 −0.20 −0.20 0.62 0.58 −0.09 0.10 0.19 0.28 −0.34 0.05
ITEM 53 −0.10 −0.01 0.60 0.50 −0.07 0.23 0.14 0.17 −0.28 0.01
ITEM 47 −0.28 −0.26 0.53 0.61 0.00 0.11 −0.26 0.37 −0.45 −0.11

Bodily contact
ITEM 35 0.00 0.17 0.02 −0.03 0.93 −0.76 −0.08 −0.13 0.11 −0.11
ITEM 34 0.01 0.27 0.00 0.07 0.93 −0.81 −0.09 −0.12 0.12 −0.09
ITEM 33 0.03 0.37 0.00 0.14 0.90 −0.77 −0.09 −0.06 0.12 0.00
ITEM 36 −0.06 −0.21 0.01 0.10 0.89 −0.81 −0.13 −0.15 0.16 −0.08
ITEM 37 −0.06 −0.27 0.01 0.15 0.86 −0.76 −0.12 −0.16 0.17 −0.06

Aggression
ITEM 4 −0.14 0.01 0.25 0.27 −0.19 0.08 0.13 0.91 −0.88 0.08
ITEM 19 −0.24 −0.05 0.31 0.18 −0.22 0.16 0.13 0.84 −0.83 0.09
ITEM 1 0.05 0.20 0.28 0.20 −0.07 0.12 0.01 0.71 −0.78 0.08
ITEM 29 0.22 0.11 0.20 0.21 −0.10 0.05 0.03 0.84 −0.77 0.15

Mobility
ITEM 40 0.42 0.56 −0.31 −0.23 −0.20 0.08 0.79 −0.14 0.22 0.80
ITEM 41 0.49 0.64 −0.28 −0.27 −0.23 0.07 0.71 −0.19 0.23 0.63
ITEM 57 0.01 0.01 0.01 0.08 −0.05 0.00 0.68 0.14 −0.18 0.70
ITEM 42 0.04 0.07 0.07 0.06 −0.02 0.05 0.68 0.20 −0.18 0.80
ITEM 43 0.43 0.63 −0.43 −0.15 −0.08 −0.09 0.66 0.00 0.22 0.64
ITEM 55 0.41 0.46 −0.14 −0.07 −0.10 0.04 0.42 −0.23 0.03 0.34

Extraction method was the principal component analysis; rotation method was the Oblimin with
Kaiser normalization.



In addition, it appeared that the factors were generally unrelated to each other
except for significant correlations between the factors “communication” and
“body contact” (r = 0.25; p < 0.001 each) and “mobility” and “negative affect”
(physicians: r = 0.22; p = 0.001; nurses: r = −0.33; p < 0.01). Cronbach’s alpha
coefficients as a measure of internal consistency were high for both nurses and
physicians (Table 8.3). The congruence of nurses’ and physicians’ ratings is fur-
ther demonstrated by similar item severity (relative ratings) and selectivity of the
single factors (Table 8.4).
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TABLE 8.3. Cronbach’s alpha coefficients
Factor No. of items Nurse Physician

1 – Communication 15 0.93 0.94
2 – Negative affect 10 0.88 0.89
3 – Body contact 5 0.90 0.90
4 – Aggression 4 0.86 0.87
5 – Mobility 6 0.81 0.82

TABLE 8.4. Item severity and selectivity
Item severity Item selectivity

Parameter Nurse Physician Nurse Physician

Communication
59 Responds to distant calls 0.57 0.63 0.82 0.85
62 Seeks contact 0.53 0.56 0.81 0.71
06 Speaks comprehensibly 0.64 0.69 0.79 0.81
61 Contact possible 0.83 0.90 0.79 0.74
08 Speaks meaningful groups of words 0.59 0.68 0.77 0.82
65 Eats and drinks by him/herself 0.66 0.68 0.79 0.78
56 Reads newspaper 0.24 0.19 0.69 0.64
14 Carries out simple orders 0.39 0.64 0.73 0.84
32 Maintains visual contact 0.72 0.74 0.65 0.71
31 Visual contact possible 0.80 0.85 0.63 0.72
13 Comprehends single words 0.89 0.88 0.63 0.81
50 Uses both hands intentionally 0.62 0.67 0.70 0.79
64 Worries about others 0.25 0.23 0.65 0.63
60 Rings the bell 0.29 0.31 0.58 0.67
15 Carries out complicated orders 0.08 0.24 0.47 0.64

Negative affect
18 Full of despair 0.40 0.43 0.82 0.86
22 Sad/crying 0.32 0.36 0.77 0.75
03 Whining voice 0.33 0.32 0.72 0.83
24 Nervous/anxious 0.37 0.40 0.76 0.75
27 Wailing 0.30 0.31 0.69 0.80
17 Tensed 0.36 0.43 0.73 0.72
25 Resigned 0.27 0.38 0.65 0.63
54 Restless/confused 0.25 0.31 0.62 0.59
53 Problems falling asleep 0.25 0.36 0.59 0.49
47 Muscular tension 0.37 0.43 0.60 0.62

(Continued)



For testing construct validity, we used two external criteria, the Brief Cognitive
Rating Scale (BCRS) used by physicians and the Barthel Index used by nurses
(Table 8.5). The correlation coefficients between the various areas of the BCRS
and the two relevant scales of the new instrument (communication and mobility)
indicate satisfactory validity. The second criteria, the Barthel Index (a measure of
activities of daily living), was significantly correlated with the scales “communica-
tion” and “mobility” of our instrument. Furthermore, the latter correlated with the
scale “negative affect” and “acceptance of body contact” in the expected direction.
When testing for gender differences concerning the factors, we found significant
differences for all but one factor (Table 8.6). The interrater reliability between
subsamples of physicians and nurses also proved to be satisfactory (Table 8.7).

Discussion

The special problem associated with assessing well-being in patients with severe
dementia is their lack of competence, which compromises the reliability of their
reports. Consequently, observer ratings are the only alternative for such self-
ratings. However, observer ratings have the potential risk of overrating the well-
being of patients if the provider and rater of health care services are identical. We
have controlled for this risk by semiquantitatively describing the frequency of
distinct behavior patterns in demented patients.
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TABLE 8.4. (Continued )
Item severity Item selectivity

Parameter Nurse Physician Nurse Physician

Body contact
35 Body contact possible on shoulders 0.77 0.87 0.92 0.78
34 Body contact possible on arms 0.81 0.91 0.90 0.80
33 Body contact possible on hands 0.82 0.94 0.88 0.73
36 Body contact possible on the head 0.63 0.63 0.91 0.88
37 Body contact possible on the face 0.56 0.55 0.88 0.84

Aggression
04 Aggressive voice 0.27 0.27 0.89 0.90
19 Aggressive acts 0.21 0.19 0.85 0.84
01 Loud voice 0.32 0.33 0.80 0.80
29 Insults others 0.23 0.22 0.81 0.88

Mobility
40 Walks upright 0.37 0.40 0.92 0.95
41 Walks straight up to something 0.33 0.36 0.87 0.87
57 Departs from ward 0.07 0.05 0.53 0.46
42 Wanders around 0.16 0.17 0.53 0.62
43 Sits upright 0.57 0.57 0.80 0.81
55 Willing to help on ward 0.13 0.09 0.55 0.54



The results of this study demonstrate that the behavior of old old patients with
severe dementia can be described by the five factors of the Vienna List. By
explaining more than 60% of the total variance, these five factors obviously cover
a considerable part of the possible spectrum of behavior in these patients.
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TABLE 8.5. Correlations with BCRS scores and the Barthel Index
Parameter Negative Bodily

Communication affect contact Aggression Mobility

Physicians
BCRS 1: concentration −0.71* 0.05 0.07 −0.02 −0.45*

BCRS 2: short−term memory −0.67* 0.02 0.11 −0.01 −0.42*

BCRS 3: long−term memory −0.68* 0.14 0.09 0.08 −0.46*

BCRS 4: orientation − 0.65* 0.12 0.12 0.11 −0.40*

BCRS 5: everyday life 
competence −0.47* −0.04 −0.04 −0.10 −0.44*

BCRS 6: language −0.71* −0.02 0.02 −0.09 −0.37*

BCRS 7: psychomotorics −0.41* −0.01 0.06 −0.10 −0.59*

BCRS 8: mood and behavior −0.60* 0.10 −0.02 0.03 −0.34*

BCRS 9: constructive skills −0.55* 0.03 0.02 −0.06 −0.34*

BCRS 10: calculation skills −0.59* 0.17* 0.09 0.09 −0.35*

Main axis −0.73* 0.07 0.09 0.02 −0.49*

Co-axis −0.71* 0.07 0.04 −0.03 −0.49*

BCRS total score −0.74* 0.07 0.06 −0.01 −0.50*

Nurses
Barthel item 1: feeding 0.70* −0.21* −0.10 0.02 0.63*

Barthel item 2: transfer 0.46* −0.27* −0.17* −0.08 0.83*

Barthel item 3: personal care 0.41* −0.17* −0.02 −0.12 0.36*

Barthel item 4: toilet use 0.47* −0.25* −0.20* −0.12 0.67*

Barthel item 5: bathing 0.08 −0.07 0.04 −0.06 0.09
Barthel item 6: moving 0.43* −0.28* −0.18* −0.09 0.83*

Barthel item 7: stairs 0.32* −0.23* −0.14 −0.03 0.72*

Barthel item 8: dressing 0.51* −0.23* −0.22* −0.09 0.67*

Barthel item 9: bowel 0.48* −0.20* −0.16* −0.15* 0.57*

Barthel item 10: bladder 
control 0.44* −0.20* −0.22* 0.14 0.56*

Barthel Index 0.56* −0.28* −0.20* −0.10 0.83*

BCRS: Brief Cognitive Rating Scale.
*p < 0.001.

TABLE 8.6. Factor scores of observations by gender of the patients
Factor Observations of Observations of

malesa femalesa

(n = 123) (n = 648) t-score p

1 – Communication 34.8 ± 13.2 33.8 ± 11.8 0.82 0.415
2 – Negative affect 9.5± 6.7 14.8 ± 6.7 −8.37 < 0.001
3 – Body contact 14.9 ± 4.3 16.7± 4.9 −4.18 < 0.001
4 – Aggression 3.1± 3.0 4.3 ± 3.5 −3.21 0.001
5 – Mobility 8.1 ± 5.5 6.3 ± 5.5 3.38 0.001

aMean ± SD.



Because nurses and physicians have contact of different intensity with patients
and their corresponding different perspectives, it was surprising that their assess-
ments correlated highly in three of the five factors. The two factors aggression
and mobility yielded higher scores among nurses than among doctors.

As concerns aggression, there are mainly two explanations for this difference.
First, nurses spend more time and have closer contact with the patients and conse-
quently have a higher risk of inducing aggressive behavior. In addition, the extended
period of contact increases the chance of experiencing an episode of aggressive
behavior. Secondly, patients normally behave differently toward nurses and doctors
owing to differences in role expectation and familiarity related to the frequency of
contact. However, we consider this latter explanation as unlikely in these patients
because of their cognitive impairment.

Regarding mobility, it is plausible that the doctors report lower scores for
mobility of the patients because they mainly see the patients under certain cir-
cumstances, such as during rounds where the ward routines limit the mobility of
the patient.

Because these five factors encompass most of the behavioral repertoire of
demented old old patients, we assume that the factors can be regarded as a useful
approach to describing the well-being of these patients.
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9
Patient Empowerment: Increased
Compliance or Total Transformation?
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Over the past decade, the idea of patient empowerment has been increasing
in popularity. Although there is no consensus on the definition of this term, the
concept contains some essential elements on which all can agree. They include
involvement of the patient in decisions about personal health care and increased
sharing of knowledge by health professionals to ensure that decisions are made
wisely. However, it is not surprising that there is a range of views about the degree
of power that patients should and do have and the context in which they should
exercise this power. These views are rooted in ideological, political, and historical
frameworks; and they center on ideas about professional dominance and, more
broadly, on changes in structures and institutions that deliver health care.

Many reasons are given to support patient empowerment. Professionals argue
that only through patient empowerment can patients comply with the advice they
provide (Feste & Anderson, 1995). Advocates of equity in health care argue that
only through policies that allow patients to become engaged in decisions about their
own health can health needs of the poor be addressed (Anderson, 1996). Those con-
cerned with health care costs and coverage argue patients must become involved in
their own care to reduce waste and coverage (Segal, 1998). Patients themselves,
especially women, are demanding information to make choices about their own
health in some societies (Linden, 1994).

The literature suggests that, historically, arguments to support patient empow-
erment derive from two views about the role and power of patients. One view is
that compliance with doctors’ orders, which is critical to good health and health
improvements, can best be pursued and maintained when the patient becomes
actively involved in decisions about his or her own health. This view, discussed
widely by medical professionals, suggests that improved compliance with medical
advice is a critical element in good health. The other most widely argued inter-
pretation of health improvements suggests that the health of individuals improves
not merely by complying with doctors’ orders but also by transforming patients’
own ideas and attitudes about health. This transformation comes about, first, by
dealing with health in the context of the social and economic situation and then
by having professionals provide the knowledge and skills that build confidence
for people to have power over their own lives (Anderson, 1996). The former view



is one that is embedded in the biomedical interpretation of health, and the latter
is embedded in the socioeconomic interpretation about how health improves.
These two views are not mutually exclusive. However, the arguments and con-
cerns that support each view do not have the same priority.

The purpose of this chapter is to explore in some detail the views that relate
patient empowerment to improved health. I examine the historical development
of each position and the arguments that support the importance of patient empow-
erment in each context. I then review the evidence that relates to improved health
outcomes in the context of each view. In the discussion, I highlight practical and
conceptual issues arising from the previous descriptions.

Good Health as Compliance

Those who understand patient empowerment in the context of compliance argue that
the value of patient empowerment is that it improves patients’ responses to medical
directives. This view is rooted in the discipline of social psychology and proposes
the patient as an active participant in the management of illness and health. As
Salmon and Hall (2003) discussed, this approach is historically based on the view
that the body is a machine that can be supported and repaired within a scientific
and Western framework. Good health is defined as the absence of disease, and the
role of the medical profession is to cure or prevent disease and keep the body
functioning as a well maintained organism.

Patient empowerment in the context of compliance focuses on three main
issues. The first is patient acceptance of professional directives and responsibil-
ity. The second is patient education, and the third is the provision of information.

Concerning the first issue, professionals have traditionally controlled the
management of disease in individuals, thus relieving patients of responsibility.
However, as patients confront areas that are problematic for medicine (such as
unexplained symptoms, chronic pain, and disease), the professional has difficulty
accepting full responsibility, largely because the reasons for the patient’s compli-
ance and the effect of medical treatment are not clear. As a result, clinicians now
encourage patients to deal with their own health problems.

Regarding the issue of patient education, Feste and Anderson (1995) examined
this dialogue in the context of diseases such as diabetes, which require not only
drug compliance but also a lifestyle change. They pointed to the development of
an empowerment approach that is rooted in both psychology and education. This
approach to disease control rejects the earlier approach of compliance, in which
education is used by health professionals to persuade patients to follow specific
behaviors. Instead, education is seen as a way to enable patients to increase their
self-reliance and expand their freedom of choice. By focusing on the role of
education and, specifically, health educators in health improvement, the new
approach to compliance is broadened to take into account factors beyond the rigid
biomedical view of health. These factors include the patient’s lifestyle as well as
the attitudes and behaviors of both health professionals and patients. However,
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because the approach sees health improvements as a result of individual compli-
ance and professional dominance over patient choices, it deals with empowerment
within the relatively limited context of causes and cures of disease embedded in
the biomedical model of health.

Patient empowerment through education is rapidly expanding owing to access to
information on the Internet (Hersh, 1999). Grol (2001) cited findings suggesting
that 40% to 50% of people who access the Internet do so to find medical infor-
mation. He went on to point out, however, that both the quality and accessibility
for laymen is variable; and, at present, there is little research to investigate the
impact of this information on patient care or doctor–patient communication. The
potential of this type of information is increasingly being recognized, as reflected
in the rapidly proliferating literature.

As suggested above, the area of chronic disease is highly suitable for investi-
gating patient empowerment. The literature here is most prolific and continues to
expand. The studies come mainly from research in Western industrial societies,
where considerable experience and institutional support for these types of inves-
tigation exist. Investigations into behavioral changes in diabetics (Kidd et al.,
2004) and people with lower-back pain (Skelton, 1997) are typical of studies of
this nature. Designed as intervention studies (where patient education is the crit-
ical intervention), these investigations attempt to measure changes in behavior in
individuals within the context of self-management of their illness. They focus on
outcome rather than process. Those who look at education (Skelton, 1997) rather
than merely the provision of information (Kidd et al., 2004) often present new
theories about how patient education is conceived and implemented (Feste &
Anderson, 1995).

What is the evidence that patient empowerment in the context of compliance
is improving the quality of medical care and providing better health outcomes?
In a study that compared different approaches, including evidence-based medi-
cine and clinical practice guidelines, professional development, assessment and
accountability, total quality management, and patient empowerment, Grol (2001)
reviewed the literature to answer this question. He said that most research has
been focused on doctor–patient communication, and he cited reviews that showed
that patient satisfaction and compliance improve when the doctor is more involved
in sharing information with the patients. However, many patients, although hav-
ing positive feelings about receiving information, do not want to be involved in
decision making, which could reflect a reluctance to accept responsibility for
their own health. The conclusion is that the value of empowering patients by
providing more information and education has yet to be demonstrated on a wide
scale.

In addition, Grol pointed out two dangers. The first concerns unrealistic
expectations on the part of patients, who now have access to information. These
expectations include demands on professionals to provide alternative treatments
and views about positive outcomes of their medical problems. The second is the
expansion of consumerism through advertisement of services and medicines.
Increased advertising by drug manufacturers has led to patients demanding
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patented medicines. Not only are these medicines more expensive than their
generic counterparts, many can be bought over-the-counter (OTC) without a
prescription. OTCs being taken without the indications having been discussed
with the doctor have become a large public health problem. The recent example
of painkillers being removed from the market by the U.S. Food and Drug
Administration highlights such dangers.

Health as Equity

Health improvements that are analyzed in the context of equity contribute another
approach to the value of patient empowerment. Equity in health refers to address-
ing differences in health among groups of people that reflect unfairness and that
are avoidable (Evans et al., 2001). Thus, any discussion about equity implies an
ethical/moral judgment, which is not the case in discussions about compliance.
Much of the early work concerning equity and social justice in health emerged
from the developing countries in the wake of the departure of colonial govern-
ments after World War II. Evidence from The Rockefeller Foundation (Bryant,
1969) and from the experience of British medical doctors working in Africa
(King, 1966) indicated that health was not only a result of the provision of health
services. Poor health resulted equally from a lack of resources and limited access
to the limited resources available. The socioeconomic environment also played
a major role, particularly in the poor health of the impoverished.

These concerns laid the basis for the World Health Organization’s conference
on Primary Health Care in 1978 (WHO/UNICEF, 1978). At this time, the mem-
ber nations of the WHO accepted primary health care as the policy for all nations,
resulting in national policies committed to taking into account equity and partic-
ipation (key to empowerment) as key elements (Rifkin, 2003). Policies support-
ing equity and empowerment have continued to be a concern of international
United Nations agencies (WHO, 1986; World Bank, 2000). Their concern is sup-
ported by data that concludes there are wide health disparities among groups in
the same geographic area and that these differences are perpetuated by socioeco-
nomic disparities (Bravemann & Tarimo, 2002). The conclusion for some is that
these gaps can be closed only by confronting the wider causes of poor health. One
approach is to provide opportunities for the poor to gain knowledge, skills,
experience, and confidence to change their own lives (Anderson, 1996; Rifkin &
Pridmore, 2001). In this context, empowerment goes beyond mere participation
in health care. It addresses the issue of transformation, focusing on patient and
community changes in attitudes and behavior rooted in a shift of control from
professional to lay person (Sen, 1997).

Patient empowerment in the context of equity focuses on three major issues:
social justice, the distribution of health care related to resources and costs, and the
role of health promotion. In the literature, the issue of social justice within the
wider social context has been addressed by Rawls (1971). In the health context,
the Nobel Laureate Amatya Sen, in his book Development as Freedom (1999),
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used health extensively to illustrate his arguments. Essentially, the social justice
argument says that those with limited opportunities due to their economic and/or
social conditions are denied their human rights to good health. To gain these
rights, access to health services is a necessary, but not sufficient, condition. The
circumstances that keep people in poverty must also be addressed. In the context
of health, professionals have a duty to address health problems in a holistic way
and to provide opportunities for the poor to transform their conditions and behav-
iors. To do so, professionals must examine and address the structures that con-
tribute to inequities. Anderson (1996) provided an example of this approach in
her research on immigrant women in Canada who have a chronic illness. Her
investigation shows how these women were unable to make use of services
provided (in this case management of diabetes) because they lacked confidence,
self-esteem, and incentives. In addition, the structure of health care support did
not encourage these women to seek and use the available health services.

The second issue—service provision related to resources and costs—is at the
center of health system reforms in national health care systems. It has been
argued that health services provided mainly by governments are inefficient and
often ineffective (Kaul, 1997). Reforms that focus on decentralization have been
promoted to correct these problems. A wider role for lay people who are com-
munity leaders and reflect local concerns about health services is a key element
to ensure accountability and transparency at the local level. Patient empowerment
in this context is discussed in terms of economic reforms of health care provision
and uses the language of economists rather than of health professionals. Central
to this view of empowerment is demand-driven reforms that promote a greater
role for the consumers (patients) of health services. This role would be supported
by access to information, including alternative assessments of problems, and
mechanisms to create inputs to health budgets at the service-provider level (Segal,
1998). Segal argued that if the above conditions are met consumers (patients) will
have a greater capacity to follow healthy life styles and reduce risks of poor health
outcomes.

The third issue is the focus on health promotion as a means by which
empowerment can develop. In his book Health Promotion Practice: Power and
Empowerment, Laverack (2004) explored the relationship between health promo-
tion and empowerment in detail. After a review of the literature and a discussion
of the importance of WHO’s Ottawa Charter (WHO, 1986) to the advocacy of
empowerment of lay people, he proposed a method by which to pursue empow-
erment as a goal in health programs. Emphasizing both the process and outcome
of transformation as the key to health improvements, Laverack provided a frame-
work for action for health workers. The framework is useful to those concerned
with structural change and demand-driven reforms in quest of improvements in
health outcomes and health care provision.

Patient empowerment in the context of equity defines health in holistic terms,
taking into account the socioeconomic-political environment, as well as causes of
and cures for disease. The literature concerning these issues is far more encom-
passing than that considering empowerment with reference to compliance. Data
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used when presenting this view rarely come from intervention studies or from
studies confined to Western industrial societies. Rather, a literature search reveals
publications that cover topics from most countries in the world and look at the
range of health determinants, including income, female literacy, and household
expenditure, as well as health service access and utilization. A good example of
the diversity of analysis can be found in Evans et al. (2001), where studies range
from social inequalities and the burden of health in the United States to examin-
ing adolescent lives and livelihoods in Tanzania.

What is the evidence that patient empowerment in the context of addressing
equity is improving the quality of medical care and providing better health out-
comes? Although a great deal has been written about the potential improvements,
the evidence to support these outcomes is weak. Authors critically reviewing the
data, rather than advocating an approach, conclude that there is a major barrier
in the existing health provision environment (Rifkin, 2003). Some studies have
concluded that health professionals assume a dominant role in discussions with
patients (Aady, 2000). They are neither trained nor prepared to surrender this role
and resist changes that demand an equal partnership. Health professionals are
also resistant to changes that move their understanding of health into the wider
socioeconomic environment; they prefer to stay in the biomedical domain in
which they have been trained and are experienced.

Discussion

The preceding examination of patient empowerment raises a number of points for
discussion. From the practical side, both health professionals and policy makers seek
answers to critical questions. Professionals want to know about the interest, capac-
ity, and ability of lay people to become involved in decisions about their own health.
They also want to know whether and why the process of involvement is related to
health outcomes. For the policy maker, questions focus on what changes in institu-
tions and structures are necessary to incorporate patient involvement. They also want
to know whether patient empowerment can be cost-effective and efficient or if time
and money will be wasted in terms of improving health outcomes.

On the conceptual level, the issue of power and control is pivotal. The word
“empowerment” has “power” at the center. Discussions about patient empower-
ment are, at the root, discussions about who has what power and how is it exer-
cised. Answers to this question are ideological as well as political. The ideology
revolves around the belief in the superiority of Western scientific medicine
in achieving health improvements versus the value of a holistic view of health.
It also revolves around the ethical issues of resource distribution to target the
poor. The politics revolve around the resistance of those who have power to relin-
quish it. Basically, professionals and policy makers want to achieve a balance
between professional and lay concerns. How this balance is to be achieved is seen
differently in the context of compliance than it is in the context of equity. In addi-
tion, the differing views can be regarded as conflict rather than consensus.
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Those who advocate patient empowerment in the compliance context are
accused of limiting the context to biomedical concerns. It is argued that they do
not wish to examine the implications of empowerment in a more holistic way
because it means confronting the question of professional dominance. Such con-
frontation would lead to questioning the power and control of professionals and
the legitimacy of the concepts on which they base their domination. The equity
argument, however, raises concerns about bringing scientific decisions into an
explicitly political realm. Not only can the authority of professionals be under-
mined, but such politicization of health care decisions could be detrimental to
health care as well as unrealistic to implement.

Whereas this dichotomy has historical roots that were traced earlier in the
chapter, the past decade has seen a shift from the defense of a fixed position to a
search for mutual interests. During a period labeled “postmodern,” the trend is to
highlight the contributions of various interpretations and meanings and focus on
the value of a range of views in specific situations. To be precise, we are presently
experiencing exploration of an interpretation of patient empowerment in both
views and the application of a mix that is most relevant to the specific problems.
This approach leads to identifying commonalties rather than differences and to
searching for the relevance of theory and practice. Discussions of patient empow-
erment for compliance and/or equity focus on both process and content, on using
both “top down” (professionally led) and “bottom up” (lay-person led) solutions,
on educating both professionals and patients (not merely providing information),
and on recognizing change as inevitable.

Conclusion

There is a growing interest in the role of patient empowerment in improving health
care. This chapter has identified several issues that have been highlighted in the lit-
erature, including the role of the health professional, the expectations of the patient,
the evidence to support the contribution of patient empowerment to health outcomes,
and the questions and conflicts that focus on power and control. In a rapidly chang-
ing world where information is global, where the search is on to make health care
most efficient and effective, and where transparency and accountability are both
public and personal issues, the relationship between health professionals and their
patients has become increasingly important. Research is still needed to help define
the exact nature of this relationship and its value to personal health improvements.
However, at the moment there is a window of opportunity to be creative and inno-
vative about these changes and see a relationship in which both professional and
patient become empowered through mutual learning and interaction.
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During the last decades, a great change has taken place in doctor–patient
relationships (Shorter, 1991). Improved diagnostic and therapeutic competence
among physicians has led to increasing neglect of history taking and considera-
tion of patients’ interests. The patients’ biology has become more important to
physicians than their psyche, and patients often do not have the opportunity to
voice their concerns or express their anxieties. This often causes patient dissatis-
faction with the consultation, and there is a loss of trust and mutual respect in
the doctor–patient relationship. A greater consideration of patients’ concerns and
more information exchange between physician and patient could therefore result
in a more effective health care system. Decisions have to be made based on the
doctor’s knowledge and the patient’s preferences.

There are various ways to combine the physician’s knowledge with the patient’s
preferences in the decision-making process, such as the “decision making models”
consisting of the paternalistic model (Charles et al., 1997, 1999a,b), the informed
decision-making model, the physician-as-agent model, and the shared decision-
making model (Charles et al., 1997, 1999a,b, 2000; Gafni et al., 1998). These
models have in common that the information flow between doctor and patient is
either one-sided (informed decision-making model—information flow from
doctor to patient), physician-as-agent model—information flow from patient to
doctor), or nearly nonexistent (paternalistic model). The shared decision-making
model contains a two-way flow of information. After having exchanged their
knowledge, the two partners (patient and doctor) decide together about the next
action to take. Because of its growing actuality and changing physician behavior
(Vevaina et al., 1993; Gafni et al., 1998; Frosch & Kaplan, 1999), one can find
a lot of information about this model in the literature. This chapter contains a
systematic review of the topic. The following issues are covered.

● Components of shared decision making
● Target parameters and outcomes of fundamental components of shared decision

making
● Advantages and disadvantages of shared decision making
● Prerequisites for shared decision making



● Causes for low validity of some studies
● Implementation of shared decision making and alternatives

Methods

A systematic literature search was performed in the following databases:
MEDLINE (1990–2001), Embase and Scisearch (1980–2001), Catline,
Cochrane, Kluwer-Verlagsdatenbank, Medikat, Psychinfo, Psychlit, Psyndex,
Russmed articles, Russmedbooks, Serline, and the Verbunddatenbank des Biblio-
theksverbundes Bayern. The search was implemented by using the following terms
in a standardized manner: “shared decision-making”; “evidence-based medicine”;
“informed consent”; “informed patient”; “placebo effects”; “effects of informed
consent”; “result of informed consent”; “impact of informed consent”; “informed
consent on outcome”; “effect of shared decision-making on outcome”; “shared
decision-making and outcome”; and “effects of shared decision-making.”

Furthermore, a hand search for Edward Shorter (1991) and a purposive search in
the British Medical Journal using the term “decision” were performed. The
received literature was classified into “quantitative” (Giacomini & Cook, 2000a,b;
Kielhorn & Schulenburg, 2000) and “qualitative” (Britten, 1995; Jones & Hunter,
1995; Keen & Packwood, 1995; Kitzinger, 1995; Mays & Pope, 1995a,b; Pope &
Mays, 1995a; Giacomini & Cook, 2000a,b; Kielhorn & Schuldenburg, 2000) stud-
ies, reviews, and discussion papers. The validity of “quantitative” studies and
reviews was assessed using a special question list introduced by Sackett and col-
leagues (1996) in their book Evidence-based Medicine: How to Practice & Teach
EBM. Qualitative studies were evaluated analogously with the help of an appropri-
ate question list (Keen & Packwood, 1995; Mays & Pope, 1995b; Pope & Mays,
1995; Green & Britten, 1998; Poses & Isen, 1998; Patton, 1999; Sofaer, 1999;
Giacomini & Cook, 2000a,b; Kielhorn & Schulenburg, 2000). Finally, the papers
were separated into valid and partly valid studies, depending on the number of
obtained affirmative answers to the question lists (valid—more than half of the
questions affirmed; partly valid—half or fewer of the questions affirmed).

Results

Components of Shared Decision Making

Shared decision making involves a decision being made by patient and physician
together (Charles et al., 1997). The procedure of shared decision making can be
divided into three main phases (Charles et al., 1999a), the first of which can be
further broken down (Towle & Godolphin, 1999) into three categories.

● Information exchange: development of a doctor–patient relationship (Ong et al.,
1995; Charles et al., 1997; Towle & Godolphin, 1999); establishment of the
patient’s preferences for amount and format of information (Towle &
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Godolphin, 1999); establishment of the patient’s preferences for his or her role
in decision making (Charles et al., 1997; Towle & Godolphin, 1999); consider-
ation of the patient’s concerns and expectations, identification of choices, and
evaluation of the research evidence (Towle & Godolphin, 1999); and finally
presentation of the research evidence to the patient and support for his or her
consideration of it in regard to treatment preferences (Entwistle et al., 1998b;
Charles et al., 1999a; Towle & Godolphin, 1999)

● Deliberation (Charles et al., 1999a; Towle, & Godolphin, 1999)
● Decision (Charles et al., 1997; Towle & Godolphin, 1999)

Target Parameters and Outcomes of Fundamental
Components of Shared Decision Making

There is not much evidence in the literature with regard to the realization of
all aspects of shared decision making. Only implementation of the fundamental
components of this process has been widely evaluated. Those fundamental com-
ponents are information about therapy options, decision support, and delibera-
tion. It is often not possible to separate these three main parts, which is why they
are generally summarized as “decision aids” or “patient decision support” in the
literature. Articles dealing with the implementation of decision aids and the eval-
uation of their target parameters (often in comparison with conventional methods)
are discussed in this section.

A definition of decision aids was made by O’Connor and colleagues (2002).

Decision aids are interventions designed to help people make specific and deliberative
choices among options by providing information on the options and outcomes relevant to a
person’s health status. The specific aims of decision aids may vary slightly, but in general
they seem to enable people to:

1. Understand the probable outcomes of options;
2. Consider the personal value they place on benefits versus harms;
3. Participate in deciding about their health care.

Today, making decisions about screening or therapy options is often problematic
for various reasons. Therefore, decision aids should help the patient find the right
solution for his or her problem. They are more detailed than the usual information
leaflets and take the specific preferences and values of each patient into account.
Furthermore, they consider the patient’s own risk profile. In the meantime, about 80
forms of decision aids (decision boards, interactive computer programs, video and
audio tapes, and so on) have been developed, but only some of them have been
applied in consultations. They are usually based on the “decision analysis.”

To make an evaluation of decision aids possible, so-called target parameters
have been defined: the patient’s knowledge about his or her problem, realistic
expectations with regard to this problem, an increase or decrease in the decisional
conflict, satisfaction with the decision-making process and its results, preferences
and decisions for a screening or therapy option (are there differences compared
to conventional methods?), effects on participation in the decision-making

76 Hana Kajnar



process, mental effects, physical effects, lasting agreement with the chosen
option, agreement between personal values and the chosen option, regretting the
decision, and compliance.

The target parameters—knowledge, realistic expectations, participation in the
decision-making process, physical effects—were influenced in a positive way by
the decision aids, whereas it was not possible to determine the effect on the other
parameters, partly because of the limited amount of research done on these topics.

Advantages and Disadvantages of Shared Decision Making

The advantages and disadvantages of shared decision making for physicians,
society, and patients are explained below.

Advantages

Physicians have to know and to implement the newest evidence, which means they
are obliged to always be up to date (Bennet et al., 1997; Entwistle et al., 1998a). If
patients are well informed and can participate in the decision-making process, there
are fewer misunderstandings during the consultations, and the patients are more sat-
isfied. Consequently, they do not go to see or even change their physician as often.
This could lead to lower costs for the health care system (Charles et al., 1999a). An
obvious advantage for patients is better outcomes, which were discussed above.
With the help of shared decision-making interventions, screening options whose
advantages have not yet been confirmed, such as prostate-specific antigen (PSA)
screening, could be used by patients more efficiently (Bennet et al., 1997).

Disadvantages

It is still not clear whether shared decision making takes more time than other
forms of doctor–patient relationships. If this were the case, it would lead to higher
costs for the health care system (Charles et al., 1999a). Furthermore, paternalis-
tic doctor–patient relationships could be destroyed by introducing this model, and
the placebo effect of “the doctor knows best” would disappear when the patients
are confronted with uncertainty in medicine. Conflicts could also arise when the
two participants in the shared decision-making process prefer different solutions
to the patient’s problem. This would be the case if the patient chose an ineffective
or even dangerous option against the physician’s advice (Entwistle et al.,
1998a,b). The physician would be confronted with ethical and legal problems
because, in the end, he or she is responsible for the implementation of the less
effective, less safe therapy option (Geiselmann, 1994).

Prerequisites for Shared Decision Making

Demands for Research

It should be possible for patients to choose their preferences in a valid and reli-
able way with the help of decision aids. Unfortunately, this is often not the case.
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There is a “procedural invariance in preference assessment in health care”
(Sumner & Nease, 2001), which means that the process of choosing a health
outcome preference influences the decision made.

Two decision tools for the same problem could lead a person to two different
decisions (Charles et al., 1997). The content and form of information should be
presented in a way that enables patients to make a valid, reliable decision (Quill
& Suchman, 1993). This is difficult to realize for several reasons. Each patient
interprets a verbal estimation of risk (for example, “low” risk of stroke) in a dif-
ferent way (Mazur & Merz, 1994b). Relative risk estimations and absolute risk
estimations for the same event are interpreted differently. The sequence and par-
ticularity of information, or even the color of the presentation, can influence the
patient’s choice (Tymchuk & Ouslander, 1991; Mazur & Merz, 1993; Mazur &
Hickam, 1997; Carrere et al., 2000; Wolf & Schorling, 2000) The scaling of infor-
mation (for instance, long, detailed scale versus short, less detailed scale showing
adverse events) also influences the patient’s choice (Mazur & Hickam, 1994,
1996; Mazur & Merz, 1994a). It makes a difference to the patient whether the
same information is presented in a positive or a negative way (O’Connor, 1989;
Malloy et al., 1992). Consequently, there is still a demand for research on the pre-
ferred format and quantity of information for patients. Physicians should be
taught to explain this information to patients effectively (Feldman-Stewart et al.,
2000). Furthermore, it is necessary to adapt the format and content of information
to special patient groups (Doyal, 2001).

Another prerequisite for shared decision making is the determination of impor-
tant outcomes for the patient. Here the outcomes model plays an important role.
The model considers not only measurable physiological parameters but also the
quality of life and life expectation while planning therapy (Kaplan, 1999; Sieber
& Kaplan, 2000). Strategies should be developed to motivate patients to partici-
pate in the decision-making process. Many patients are not able to communicate
their concerns properly, which results in dissatisfaction, distrust, and more phys-
ical complaints (Barry et al., 2000; Bell et al., 2001). Not all patients profit from
the model of shared decision making. For example, some patients want to be
informed thoroughly but are not interested in participating in making the decision
(Robinson & Thomson, 2001). Other patients are used to the paternalistic doctor–
patient relationship and do not accept any change in this respect. Research on
recognizing patients for whom this model is suitable and profitable is sorely
needed.

Competence of Physicians and Patients

An important prerequisite for shared decision making is the ability of doctors and
patients to communicate their concerns, understand each other, and take part at
the decision-making level as equal partners. This process helps avoid misunder-
standings (Britten et al., 2000). Towle (1999) demands “competencies for patients
and physicians for informed shared decision-making.” Entwistle et al. (1998a,b)
reported similar competencies for physicians and patients. Finally, it is the duty
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of the physician to determine if the patient wants to participate (Bates, 2001). In
some situations the patient is interested in sharing the decision, whereas in others
she or he prefers the doctor to decide (McKinstry, 2000). In any case, the physi-
cian has to practice evidence-based medicine to be able to give the patient valid,
relevant information (Rubin et al., 2000).

Discussion

Components of Shared Decision Making

Patient–physician communication and particularly the process of shared decision
making have become increasingly important in communications research. It is
assumed that the doctor–patient communication influences patient behavior, sat-
isfaction with the consultation, compliance, understanding of medical informa-
tion, quality of life, and the health outcome. However, this relationship is highly
complex because it requires an interaction between individuals in different hier-
archal positions, is usually involuntary, deals with essential problems, and is
emotionally demanding (Ong et al., 1995).

Therefore, it is difficult to divide the process of shared decision making into
consecutive components and develop a theoretical model to guide its realization.
It is clear that a fixed behavior checklist is difficult to put into practice because
human interactions and situations are so varied. Furthermore, the components of
such a behavior checklist could not be measured easily, as they do not appear
sequentially (as in a checklist) but often simultaneously or in a different sequence.

The patients’ views of important components of shared decision making have not
yet been investigated thoroughly. The implementation of fundamental principles of
shared decision making (establishing patient preferences and their influence on the
decision-making process, physicians’ respect for and acceptance of patients’ deci-
sions) as orientation for the decision-making process seems to be more realistic
than a fixed behavior checklist (Charles et al., 1997). Nevertheless, a precise check-
list for shared decision making could provide useful guidance in physician–patient
communication for inexperienced doctors.

Target Parameters and Outcomes of Fundamental
Components of Shared Decision Making

As already described, the target parameters—knowledge, realistic expectations,
participation in the decision-making process, physical effects—were influenced in
a positive way by the decision aids. In contrast, it was not possible to determine
the effect on the other parameters partly because of the limited amount of research
done on these topics.

The studies that were evaluated also had some limitations. In addition to the
limited number of articles on some target parameters, the studies were extremely
heterogeneous. Many different decision tools were evaluated, and the context
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varied. Therefore, it is not surprising that there was no clear trend toward a
positive or negative effect in the outcomes of some of the target parameters.
Furthermore, different decision-making models were often applied simultane-
ously or successively during one consultation. Among the studies included in this
chapter, only one decision-making process (shared decision making or its funda-
mental components) was implemented and evaluated.

This probably also influenced the outcomes of some target parameters.
Furthermore, the subjects who took part in the studies were not always patients
who had a medical problem but healthy volunteers. Nevertheless, it is possible to
say that the target parameters (knowledge, realistic expectations, participation in
the decision-making process, physical effects) were influenced in a positive way
because despite their inhomogeneity most of the reviewed articles did show a
clear effect.

Patients’ views on shared decision making were (contrary to the physicians’ opin-
ions) mostly positive. A possible explanation for this observation is the fact that they
received more attention than during conventional consultations. Furthermore, they
were asked to participate actively. Despite learning about risks and side effects,
they were satisfied with the decision-making process. Obviously, patients can be
confronted with negative information in a constructive way.

Many physicians were dissatisfied with the decision aids for several reasons.
Not every decision tool is appropriate for each situation. In some situations, the
decision board can be more helpful than an informational video. Therefore, it is
understandable that some doctors were satisfied with a specific decision tool,
whereas others thought it to be inappropriate. Whereas some physicians thought
that a decision tool would take too much time, others did not. Whether a decision
tool can be integrated into the consultation in a time-effective way also depends
on the situation and the decision aid.

Advantages and Disadvantages of Shared Decision Making

It is clear that shared decision making has both advantages and disadvantages.
Because knowledge of the newest evidence and good cooperation among physi-
cians constitute prerequisites for informing the patient and, thus, for shared decision
making, implementation of this model could lead to a better quality of health care.
Furthermore, the patients’ satisfaction with their care could be increased because
they have the opportunity to participate in the decision-making process and have
better health outcomes. As a result, patients would not go to see or change doctors
as often. Together with the well reasoned use of screening and therapy options, this
could lead to a more effective health care system and lower costs.

On the other hand, it is still unknown whether the costs and the time spent on
implementation of the various decision aids are acceptable. Some other estab-
lished forms of the doctor–patient relationship could be destroyed by introducing
this model. For each patient, the physician has to consider whether he or she
would benefit from shared decision making. This model is not appropriate for
every person, medical field (for example psychiatry), or situation.
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Prerequisites for Shared Decision Making

There are some prerequisites for shared decision making that should be fulfilled.
Some of the methods applied for the choice of preferences do not represent real
patient preferences in a valid, reliable way. Furthermore, many decision aids are
demanding and require greater patient comprehension. Especially elderly patients
may have problems with these complex decision tools. If the patients are not sure
about how to decide, they often rely on suggestions or the subjective opinions of
their physician. In such cases, the doctor should be aware of the ethical responsi-
bility. It is still not clear what the form and amount of information for the patient
should be to avoid manipulation by the way the information is presented. The
information should be complete, comprehensive, and objective and should give
the patient the opportunity to make a decision in accordance with his or her
personal values.

Health outcomes involving quality of life are especially important to patients.
Hence, they should be considered by the research more intensively. Researchers
should try to find a way to motivate patients to take part in decision making. It is
still not clear whether this is possible. For this purpose, patients’ views on shared
decision making should be particularly taken into account. Nevertheless, it is the
task of the physician to decide whether the path of shared decision making should
be taken.

Finally, some communication issues—such as directive, nondirective, open
versus closed questions, and time spent on consultation, all of which influence the
shared decision making process—and the acceptance of these issues by patients
should be investigated more thoroughly. It is also important to implement follow-
up studies to determine the long-term effects of shared decision making. Physicians’
requirements, which are theoretical and difficult to put into practice, are also part
of shared decision making. Fundamental principles, such as the ones described
earlier (see Target Parameters and Outcomes of Fundamental Components of
Shared Decision Making) would be easier to realize. Many patients cannot learn
the required competencies. It is the task of the doctor to lead the interested
patients to shared decision making.

Causes for Low Validity of Some Studies

Quality-of-life outcomes, such as anxiety, are often used to evaluate the shared
decision-making process. Unfortunately, these outcomes are difficult to measure
(Coulter, 1994), and the validity and reliability of the methods applied is often
questionable. Furthermore, the communication process is difficult to judge because
several decision-making models may be applied during one consultation, and the
patient’s behavior can be interpreted differently. It is not clear whether participation
in the decision-making process can be completely measured. Many instruments
used for this purpose cannot distinguish between different degrees of participa-
tion (Elwyn et al., 2001). Verbal and nonverbal behavior can be interpreted in
many ways. Finally, the patient’s thoughts are difficult to measure, and therefore
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correct description of the communication process is demanding (Charles et al.,
1997). Obviously, studies that deal with communication processes cannot be
blinded. Consequently, systematic biases may occur (if, for example, the same
physician cares for both the experimental and the control groups). Contamination
among patients in different groups is also possible (if, for example, they meet in
the waiting room). Many studies included healthy volunteers. Furthermore, some
studies had only a small number of participants or did not have a control group.
In summary, all these factors decrease the quality of the studies.

Realization of Shared Decision Making and Alternatives

Obstacles to Shared Decision Making

There are some obstacles to the realization of shared decision making. For
various reasons, many physicians distrust the application of evidence-based med-
icine, which is a prerequisite for this decision-making model (Oliver et al., 1996;
Elwyn et al., 1999). Furthermore, problems can also occur on the part of the orga-
nizational structures. Lack of time and continuity in the care of a patient—
patients are often cared for by several doctors from different medical fields—play
an important role. Another problem is the fact that for many diseases no evidence
regarding appropriate screening or therapy exists, or there are fluctuations in the
quality of the evidence (Entwistle et al., 1998a,b). Moreover, the research is often
financed by the pharmaceutical industry, and the evidence may therefore be
biased (Chatterton, 1999). It is difficult to inform the patient in these cases.
Furthermore, it is also unknown what amount of information is enough. Problems
can also result from the financing of the health care system (Entwistle et al.,
1998a,b; Parker, 2001). Should the doctor, as the agent of the patient, support the
patient’s choice of an expensive but probably ineffective therapy or consider the
costs to the health care system and refuse the therapy? Of course, problems can
also occur regarding patients’ attitudes. Some people do not want to be informed,
whereas others believe in fate or are afraid of taking responsibility.

Despite of all these obstacles, the British National Health Service has devel-
oped strategies for more intensive patient participation in the decision-making
process (Department of Health, 2001). Unfortunately, the German health care
system still fails to promote a more patient-orientated approach to doctor–patient
communication (Klemperer, 2003).

Alternatives

As an alternative for special circumstances or a complement to shared deci-
sion making, “community informed consent” (Irwig, 2000) was suggested.
Furthermore, better establishment of self-help groups (Bates, 2001) who cooper-
ate closely with experts may create a lobby for patients. This would promote an
exchange of information within the scope of shared decision making.
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Summary

It is the task of the physician to decide whether a doctor–patient relationship
would profit from shared decision making or another decision-making model.
This depends, of course, on the person and the situation. For example, in urgent
medical situations, a different decision-making process, such as the paternalistic
model, seems to be more appropriate. In summary, it can be stated that shared
decision making has both positive and negative aspects. The two partners have to
decide together whether this model has advantages or disadvantages for the
patient in a specific situation. Nevertheless, the patient is the one who needs help,
and the physician has the knowledge and power to provide it. This means that, in
practice, neither can ever act as a completely equal partner. However, it is impor-
tant that the physician always respect the patient.
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11
Overdiagnosis and Pseudodisease: 
Too Much of a “Good Thing?”

ROBERT M. KAPLAN

87

Evidence-based medicine promotes a scientific basis for medical decisions. It
often goes beyond the argument that diagnosis and treatment is always valuable.
In addition to finding (diagnosing) and fixing (treating) a disease, evidence must
show that a patient can benefit from diagnosis and treatment. Our CLINECS
model (see Chapter 1) distinguishes outputs from outcomes. Services received do
not necessarily translate into value for patients. There are occasions when diag-
nosis and treatment offers no benefit or when they may even produce harm. In
this chapter we consider circumstances in which accurate diagnosis may not
necessarily lead to better patient outcomes.

Overdiagnosis

The “find-it-and-fix-it” medical model is concerned with the diagnosis and treat-
ment of disease. However, the underlying objective is to extend life expectancy
and improve quality of life (Kaplan, 2005). There are many cases in which a diag-
nosis may reduce quality of life without any clear benefit. One of the best
examples is a classic paper by Bergman and Stamm (1967). These pediatric car-
diologists were concerned about the overdiagnosis of heart murmurs in children.
The well trained ear of a pediatric cardiologist can detect murmurs in large num-
bers of children. One study found that 44% of normal infants in Nashville,
Tennessee, had innocent heart murmurs (Quinn & Campbell, 1961–1962).
Bergman and Stamm (1967) surveyed more than 20,000 children from the Seattle
schools. They identified 93 in whom either heart disease or rheumatic fever had
been diagnosed at some time in their lives. Among them, 18 actually had heart
disease, and the other 75 had no evidence of current problems. However, 40% of
those with a previous diagnosis of heart disease were currently restricted in their
activity because their parents feared potential heart attacks. The best evidence
indicated that these children should not be restricted and that the reduced physi-
cal activity may actually be harmful. Confusion about heart disease and incorrect
concerns about exertion played a major part in the families’ decisions to restrict



their children. The heart disease was not causing the restriction; instead, it was a
misunderstanding of the implications of a former diagnosis.

Mammography Controversy

In January 1997, the U.S. National Institutes of Health convened a panel to
make recommendations about the use of screening mammography for women
between the ages of 40 and 50 years. In contrast to the diagnostic testing used
when a women belongs to a high risk group or has felt a lump in her breast,
screening mammography is used to evaluate asymptomatic women. Most sys-
tematic reviews of screening mammography show little benefit of screening,
particularly for women under the age of 50 (Olsen & Gotzsche, 2001). The
Panel’s review shocked the American Cancer Society. They called the panel’s
conclusion “outrageous.” The headline of USA Today (January 24, 1997) read,
“Mammogram Panel Only Adds to Furor.” Commentators on morning talk
shows were outraged by the committee’s decision. What controversial state-
ment could evoke these reactions? The panel concluded that each woman
should decide for herself. They suggested that women consider the costs and
the possibilities of being frightened by benign tumors before they decide
whether they should undergo mammography. In other words, the panel said that
routine mammography has some risks and some benefits, and women should
take these factors into consideration. Many believe that women cannot handle
these ambiguities. For example, Richard Krausner, the former Director of the
National Cancer Institute, decided to disregard the report of his expert panel.
He announced that he would ask another panel appointed by the President to
look at the same question.

The controversy over screening mammography is similar to the controversies
of screening for other types of cancer (Kaplan, 2005). Unfortunately, the issues
are complex. In this chapter I spell out the rationale for taking a cautious view
of screening. Admittedly, this is controversial territory. However, it is important
to understand why most panels of experts, after reviewing the evidence, have
suggested a cautious position on screening. I begin with the biases inherent in
screening for cancer.

Pseudodisease

Diagnostic technologies have greatly increased in number and precision. Better
magnification allows pathologists to see many abnormalities that were formerly
overlooked. Blood tests enable detection of abnormalities that were previously
undefined. New chemical assays identify proteins and antigens that are specific
to particular tumors. We have assumed that greater diagnostic acumen leads to
better health because diseases can be diagnosed early. In addition to identifying
more diseases, better testing might also identify more pseudodiseases.
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Pseudodisease is disease that never produces clinically meaningful effects. All of
us have identifiable abnormalities. However, many of these problems should not
worry us because they never produce significant problems for our quality of life
or life expectancy. Black and Welch (Black & Welch, 1997; Black, 2000) argued
that there is a huge reservoir of pseudodisease that can be identified as diagnos-
tic testing improves. Advances in imaging and diagnostic testing will lead to con-
tinual increases in the incidence and prevalence of cancer and other microscopic
diseases.

Black and Welch (1993) used thyroid cancer to illustrate their point. Citing data
from the Connecticut Tumor Registry, they noted that the prevalence of clinical
thyroid cancer, defined as a tumor larger than 2 cm, was about 1 case per 1000
adults between 50 and 75 years of age. However, if microscopic inspection of the
thyroid improves, more adults will have abnormalities. For example, in a study of
Finnish adults, Harach and colleagues (1985) made slices at 2.5-mm intervals at
autopsy. In adults of the same age, they found 36% had some evidence of thyroid
cancer. More troubling was the realization that slicing the gland at 2.5-mm inter-
vals would still leave many tumors undetected because there would be intervals of
2.5 mm between the slices. The method would detect tumors larger than 2.5 mm
but would capture only one-fifth of the tumors 5 mm in size. Applying this simple
logic, they realized that most, if not all, adults aged 50 or older have thyroid
cancer (Black & Welch, 1993).

The thyroid cancer example is an important one. Thyroid cancer is not a major
cause of death. The common assumption is that a diagnosis of cancer identifies a
person on a pathway toward death. However, most of us may have cellular tumors
that can be identified through improved technologies. At present, few people rec-
ommend screening for thyroid cancer. However, many physicians and organiza-
tions advocate screening for breast, prostate, and colorectal cancers. We are less
concerned about the potentially identifiable thyroid cancers because they are
likely to be a pseudodisease. Might there also be pseudodisease in the breast,
prostate, or colon?

Upward Spiral of Treatment Intensity

Improvements in technology and the increased detection of pseudodisease
might lead to an increasing spiral of treatment intensity. Black and Welch
(1997) described a cycle of increased treatment intensity.

The cycle begins when improved technology lowers the threshold for disease
detection. For example, improved microscopic techniques can identify more thy-
roid cancer, and new developments in prostate-specific antigen (PSA) screening
yield even greater numbers of prostate cancers (Kaplan, 2005). This occurs
because new cases are uncovered that would have been missed with cruder tech-
nologies. As a result, the incidence and prevalence of the disease increase.
However, less severe cases are also found. This increase in the number of cases
detected boosts confidence in the new technology by giving clinicians the satis-
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faction that they are finding cases that previously would have been missed. As a
result, more screening tests are conducted.

Identification of disease early in its course might improve survival. However,
many of these detected cases are probably pseudodisease. In other words, they are
cases that would have never caused clinical problems. These cases might be
treated, and long-term follow-up might show good health outcomes. However, it is
also likely that these cases of pseudodisease would never have become clinical
cases had they not been detected. Autopsy studies consistently show that most
young adults who died from noncardiovascular causes have fatty streaks in their
coronary arteries, indicating the initiation of coronary disease (Strong et al., 1999).
Cancers of the breast and prostate have been identified in as many as 30% (breast)
(Kaplan & Wingard, 2000; Horton, 2001) and 40% (prostate) (Fowler et al., 2002;
Vis, 2002) of older adults who died from other causes. Many people with undiag-
nosed disease are never harmed by the pathology; indeed, they may never know
they even have the problem. As diagnostic technology improves, our ability to
diagnose more of this reservoir will increase, and problems will be identified in
many individuals who would not benefit from treatment. The problem has been
fiercely debated in relation to cancer screening tests, such as mammography and
the PSA assay (Gelmon & Olivotto, 2002; Vis, 2002). When pseudodisease is
detected, there is an apparent benefit of treatment, even though treatment had no
real benefit. The apparent benefit, which is an artifact, in turn leads to more screen-
ing. Refinements in testing could lead to the false impression of an epidemic. The
apparent epidemic would in turn lead to even more screening.

Ironically, testing may have a greater chance of detecting pseudodisease than real
disease. The chances of finding a disease through a screening program is directly
proportional to the length of time the disease is in a preclinical phase. This is
inversely related to the rate of disease progression (Black et al., 2002). For exam-
ple, a rapidly progressing disease might be absent at the time the screening test is
performed and may be beyond a point where it can be treated the next time the
screening is conducted. Consider, for example, rapidly developing ovarian cancer.
A women may have no evidence of the disease when screened at age 40. At age 42,
she may develop a rapidly progressing tumor that is beyond intervention when
screened again at age 43. Conversely, a case of pseudodisease that progresses
slowly can be detected over many years. However, because the disease progresses
so slowly, identification and treatment might have little or no effect because it is
unlikely the disease will ever to produce clinically meaningful problems.

Conclusions

This chapter furthers the discussion about the relationship between inputs, out-
puts, and outcomes. Many traditional views argue for the greater use of diagnos-
tic tests. It has been suggested that more investment in screening (inputs) can lead
to identification of more cases to be treated (outputs). However, translation of
outputs to outcomes has not always been clearly established. The chapter offers
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examples suggesting that testing can identify cases of pseudodisease, or disease
of little clinical significance. In these cases, expenditure of resources is of little
value to patients. The following chapters continue to explore these issues.
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Most people receiving chemotherapy and radiotherapy for cancer are not cured.
One-third to one-half of radiation treatments delivered in Europe and North
America are given with palliative, not curative, intent, with an even lower percent-
age for chemotherapy treatments (Coia et al., 1988; Maher et al., 1990; Lawton &
Maher, 1991; Maher, 1991; Coia, 1992). Across Europe, the “cancer population” is
becoming increasingly older with more co-morbidities and with changing attitudes
toward cancer and its treatments.

Treatment for incurable cancer is costly. By the 1990s it was estimated that in
the United States alone radiation therapy given to palliate locoregional disease
from non-small-cell lung cancer (NSCLC), together with that given for bone and
brain metastases from all solid tumors, cost approximately $1 billion every year
(Hanks, 1992).

There are three types of palliative studies are available in the literature on which
to base clinical decision making: prospective randomized trials and meta-analyses
(McQuay et al., 1997; Ben-Josef et al., 1999; Ratanatharathorn et al., 1999; Roos &
Fisher, 2003; Wu et al., 2003); retrospective audits; and patterns-of-care studies
(Lawton & Maher, 1991; Maher et al., 1992; Lievens et al., 2000a,b; Roos, 2000;
van der Linden & Leer, 2000). Interpretation of such studies is hampered by
the significant variation in the type of palliative treatments offered and the aims
of therapy among countries (Priestman et al., 1989; Palmer et al., 1990) and
also among centers within the same country. Interpretation of all three is hampered
by non-patient-, non-tumor-related factors that influence palliative practice (Chow
et al., 2002).

Variations in Palliative Therapy

Clinical trials, in particular, have had less influence on palliative treatment than
in other areas. In a survey, fewer than 3% of clinical oncologists were influenced
by the published literature when treating common metastatic cancers (Price et al.,
1986). It is rarely acknowledged, however, that differences in culture and attitude
to health care may affect the influence of a palliative trial, no matter how well



12. Palliative Medicine Today 93

designed or how significant the results. A British trial compared two fractions
with ten fractions of radiotherapy for palliation of inoperable non-small-cell lung
cancer (NSCLC). The results showed comparable symptom relief, side effects,
and survival in the two groups; and the trial recruited more than 300 patients in
less than 2 years, with the subsequent audit showing a demonstrable change
in practice as a result of the trial (Bleehen et al., 1991; Goddard et al., 1991). This
confirmed the willingness of the British oncologist to accept an option involving
less rather than more therapy. During the same time period, however, when a
series of Radiotherapy and Oncology Group (RTOG) studies in the United States
suggested that low-dose radiation therapy in a few fractions was as effective for
palliating bone metastases as a higher dose in more fractions, the trial was imme-
diately reanalyzed using slightly different outcome measures, and the opposite
conclusion was obtained, illustrating the American preference for more rather
than less therapy (Tong et al., 1982; Blitzer, 1985).

More recent reviews have confirmed the continuing variation in the applica-
tion of palliative treatments and measurement of outcomes among countries
(Macbeth & Stevens, 2004). Therapy described as palliative tends to be dele-
gated to less experienced therapists, which must inevitably lead to less rigorous
audit, less carefully designed trials, and lower priority given in training programs
(Crellin et al., 1989). In a survey of British clinical oncologists divided into
equal groups according to seniority, 8% of those in training estimated that less
than half of their workload was palliative, compared with 50% of those of more
than 15 years standing. Similarly, one-third of oncologists in training estimated
that two-thirds or more of their workload was palliative compared with 10% of
their senior colleagues.

Different ways of organizing health care may exert different pressures. Until
recently in the United Kingdom, 90% of cancer patients were treated under the
state-funded National Health Service (NHS), with treatment free at the point of
delivery, avoiding a “fee for service” approach. Resource limitation significantly
influences choices made by British doctors. International surveys have confirmed
that centers funded largely through fee for service tend to use higher doses of
radiotherapy and more complex treatments for palliative patients than those reim-
bursed in other ways (Maher et al., 1992).

In the United States, health care has revolved around specialists, part of whose
salary or departmental funds depend directly or indirectly on specific tests per-
formed or therapy delivered, with a higher rate of procedures of all kinds. With
managed care programs becoming more prevalent, the situation is changing, but
in countries where the approach has historically been one of fee for service, the
general population, as well as the medical profession, appears to have a more
pronounced desire for intervention. For example, in the United States juries
involved in litigation tended to be lenient about sins of commission, in contrast
to sins of omission. This can be compared to the British approach, as Clare put
it in an editorial in the British Medical Journal, “whereas in America it is better
to do something than nothing, in Britain medicine is cautious about making mat-
ters worse” (Clare, 1988).
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The precise role of specialists differs in different health care systems.
Treatment policy is affected by which type of specialist sees a patient first. This
is illustrated by the results of two surveys comparing North American and
European practice. In one, a group of North American doctors from a variety of
disciplines were asked which therapy they favored for a patient with advanced
NSCLC and extensive positive regional nodes. Radiation therapy, chemotherapy,
and surgery were favored by radiation therapists, medical oncologists, and sur-
geons, respectively. Similarly, when a variety of British health professionals
were asked what benefits in terms of extension of survival and symptom relief
would be required before recommending an intense regimen of palliative
chemotherapy for patients with advanced solid tumors, family doctors required
a 75% chance of symptom relief and/or a potential extension of survival of 24
months. Oncologists would be satisfied with a 50% chance of symptom relief
and a 12-month extension of survival before recommending such therapy (Slevin
et al., 1990).

Surrogate Surveys

Surrogate surveys can be used to illustrate “invisible” differences in attitude,
which may have a significant difference in the delivery of palliative treatment.
During the 1990s, a number of surrogate surveys were published in which theo-
retical case histories were circulated to a number of specialists who were asked
how they would treat these patients. Such studies have the advantage of allowing
variations in attitude to be explored (Maher & Jefferis, 1990). One such ques-
tionnaire surveyed a large group of radiation oncologists, and the results illustrate
a number of the problems in design and interpretation of palliative studies.
Although these are now 10 years old, the points illustrated are just as relevant
today.

The questionnaire was sent to all clinical members of The European Society
for Therapeutic Radiology (ESTRO), the American Society for Therapeutic
Radiology (ASTRO), and the Canadian College of Radiation Therapy, with 644
valuable responses (278 replies from 21 European countries, 99 from Canadians,
and 268 from North Americans). It was composed of two sections. The first gave
three case histories and asked respondents about the management of three theo-
retical patients, including radiotherapy techniques proposed, aims of treatment,
whether treatment should be described as radical or palliative, estimated survival,
and cure rate. The cases involved a 64-year-old man with brain metastases from
small-cell lung cancer, a 59-year-old man with inoperable NSCLC and mediasti-
nal nodes, and a 64-year-old woman with bone metastases and breast cancer
(Table 12.1).

The second section concerned aspects of service organization, such as
staffing equipment, patient workload, proportion of all treatments perceived to
be palliative in each unit, management of terminal care, and funding. Some of
the results are summarized in Tables 12.2 and 12.3.
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TABLE 12.1. Case histories
Parameter Characteristics

Case A (brain metastases)
History Primary = small cell cancer

Age 64 years, male
Widower, lives alone, good general condition, 
Disease initially limited to mediastinum 
Treatment:
6 months of chemotherapy
1 month mediastinal radiotherapy
Apparent complete remission
Therapy complete 4 months ago
Now cerebral metastases

Tumor Multiple cerebral metastases on CT scan
Symptoms Headache and vomiting (responded to steroids)

Case B (primary squamous cell carcinoma of the bronchus)
History Age 59 years, male

Married, with adult children
Tumor 4-cm hilar mass on chest radiograph

Mediastinoscopy revealed positive mediastinal nodes (N2)
Bronchoscopy: squamous cell cancer right main bronchus

Symptoms Hemoptysis

Case C (bone metastases)
History Primary = cancer of the breast

Age 64
Married housewife with adult children
T2NX breast cancer treated with mastectomy
2-year symptom-free interval

Tumor Multiple hot spots on bone scan
Sclerotic, not lytic lesions on radiograph
On tamoxifen

Symptoms Pain T6-T9
Not radicular
No neurological signs

The survey confirmed the variation in therapy offered, attitude to advanced dis-
ease, differences in aims, uncertainty as to predicted survival of individual
patients, and differences in the role of radiation and medical oncologists in the
management of advanced cancer.

In general, Americans reported that they would give twice as much treatment
in terms of total dose and number of fractions of radiation as their Canadian col-
leagues. The European countries came somewhere in between.

Between one-third and one-half of the total workload was considered pallia-
tive, and there was a relation between this proportion and attitude to the treatment
of advanced lung cancer. Most of the departments estimating less than 50% pal-
liative treated the NSCLC case radically and vice versa. Although there has been
a closing of these gaps over the last 10 years, there are still significant differences
in attitude between Canada and the United States and among the various coun-
tries in Europe
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Differences in attitude toward the management of advanced disease were indi-
cated by the fact that 90% of both Canadians and Americans thought the NSCLC
patient would not live more than 2 years. Although 36% of Canadians considered
the patient incurable, only 3% of Americans considered this to be the case.
Similarly, 40% of Canadians, 53% of Europeans, and 85% of Americans
described their treatment as radical, and only 10% of Canadians aimed to extend
life. If treatment was described as palliative, one-fourth of Europeans and more
than half of Americans aimed to extend life using palliative radiotherapy.

TABLE 12.2. Management of radiotherapy for non-small-cell lung cancer (case B)
Parameter Canada Europe USA

Management NSCLC
Median dose of radiotherapy (Gy) 40 (20–60) 56 (8–75) 60 (30–73)
Median number of sessions 15 (5–30) 28 (1–37) 32 (10–60)

Treatment aims for NSCLCa

Curative 40% 53% 85%
Palliative 69% 47% 39%
Relieve symptoms 86% 69% 95%
Prevent symptoms 58% 50% 94%
Extend life 37% 69% 92%

Management—terminal care
Radiotherapist 38% 47% 15%
Medical oncologist 2% 53% 60%
Family doctor 60% Not known 26%

From Price et al. (1986).
NSCLC = non-small-cell cancer.
aA small number described treatment as both curative and palliative.

TABLE 12.3. Management of radiotherapy for metastatic disease (brain metastases and
bone metastases)
Parameter Case A (brain metastases) Case C (bone metastases)

Canada Europe USA Canada Europe USA

Management
Median dose 
(Gy) 20 (10–40) 30 (13–60) 30 (22.5–55) 20 (8–30) 30 (5–50) 30 (10–46)
Median no.
of sessions 5 (1–15) 10 (2–30) 11 (10–30) 5 (1–10) 10 (1–25) 10 (7–42)

Aims
Relieve 78% 87% 96% 100% 97% 99%
Prevent 65% 39% 80% 47% 35% 79%
Extend life 22% 23% 48% 1% 5% 11%
Give hope 24% 20% 44% 15% 12% 38%

Predicted survival
< 6 months 80% 67% 60% 0% 1% 2%
7–12 months 20% 30% 35% 7% 10% 8%
1–2 years 0% 2% 3% 36% 40% 38%

From Price et al. (1986).



These differences in attitude had important effects on therapy in that those
describing treatment as radical and/or aiming to extend life gave significantly
higher doses and more fractions of radiation than those who did not. Another con-
sequence of such variation is that populations participating in a palliative study
would clearly vary among countries.

Although there was agreement that treatment of metastatic disease should be
described as palliative, again there was significant variation in therapy. This could
be related to differences in the precise aims of treatment and predicted survival.
Those who aimed to prevent symptoms gave more therapy than those who aimed
only to relieve them; and those who predicted a longer survival also gave more
therapy. A difference in predicted survival of only a few months appears to have
a significant impact on proposed therapy, but doctors are inaccurate in their pre-
dictions, as has been indicated by other studies (Sadler et al., 1992). Recent
reviews have confirmed that prediction of prognosis has a significant impact on
the type of treatment offered and is a very inexact science. The entry criteria for
many palliative trials is a survival of more than 3 months, whereas the actual
median survival is less than 3 months.

Giving Hope

Perhaps one of the more striking differences in aims between the surveyed
groups was the relative importance placed on “giving hope.” For example, for
the patient with brain metastases, less than one-fourth of Canadians or
Europeans included this as one of their aims compared with more than one-half
of Americans. Those who included it gave more radiation that those who did not.
There appeared to be a preference among American therapists to use more anti-
cancer therapy, rather than supportive care alone, in advanced disease. For exam-
ple, again considering the patient with brain metastases, if palliative
radiotherapy was considered inappropriate, 80% of Canadians would offer no
other oncological therapy, and 2% proposed chemotherapy. Fewer than half of
Americans surveyed would accept an option of no further anticancer treatment,
and one-fourth would offer chemotherapy.

Giving hope persists as an important aim for palliative treatment. For example,
a recent study explored the use of second-line palliative chemotherapy in the
treatment of breast cancer and showed that giving hope was one of the most
important aims for oncologists offering such therapy (Grunfeld et al., 2001,
2005). The involvement and training of cancer specialists in supportive care var-
ied among countries. For management of NSCLC during the 1990s, just under
half of European radiotherapists participated in the terminal care of their patients
compared to 38% of Canadians and 15% of Americans. More than half of the
Canadians perceived a family doctor to be involved, and 2% expected involve-
ment a medical oncologist. In comparison, only one-fourth of American radiation
therapists thought a family doctor would be involved and 60% considered a
medical oncologist.
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Reimbursement to the Provider

The study provided limited support for a relation between the method of reim-
bursement and the type of therapy given. In Canada, 90% of departments are
funded entirely through government agencies, with private or university funds
making up less than 10% of the support. In the United States, most centers are
primarily funded privately, with only 43% having less than 75% private funding,
59% no federal government support, and 75% no local government support. In
Europe there is more varied approach: 60% receive some government funding,
23% get research-based funds, and 38% have other sources of income, including
private funds. In the more mixed European situation, there was a weak but sig-
nificant correlation between funding, dose, and number of fractions in that the
institutions that were all partially privately funded gave higher doses and more
fractions than those that were completely government funded. This relation was
confirmed in later studies (van der Linden & Leer, 2000).

Conclusions

A number of factors unrelated directly to the disease or the patients may affect
palliative practice. For example, there are differences in attitude toward treating
advanced disease with a small chance of cure in terms of treating disease accepted
as incurable, organization of health services, medical training, litigation rate,
availability of resources, and method of reimbursement. There are also differ-
ences regarding the point in the natural history of disease at which patients are
referred to an oncologist and a lack of reliable prognostic factors to allow esti-
mation of survival time.

If clinical trials are to recruit successfully and change practice, priorities might
include clarification of prognoses of patients currently treated, agreement as to
the most appropriate measure of outcome, and acknowledgement of the effects of
cultural differences on palliative treatment.
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13
Medical Geography—Who Gets the
Goods? More May Not Be Better

ROBERT M. KAPLAN

Geography can contribute to the understanding of medicine and health care.
Medical geography is a research tool used to map the incidence and prevalence of
diseases. It has been used by epidemiologists to identify areas where certain prob-
lems are common and other areas where these problems are absent. Although
medical geography has never become a major field of study, local variations in ill-
ness rates were recognized during the fourth century BC. Hippocrates1 stressed that
the healer must understand the environment in which patients live to be effective.
Between 1835 and 1855, maps were used to identify where people were at risk of
contracting cholera. It was recognized that tables of numbers were ineffective in
communicating important information and that visual maps more clearly identified
regions where attention was necessary. During the 1970s, McGlashan and
Armstrong (1972) published an entire book on techniques on medical geography.

Geographic Distribution of Health Services

The difference in disease rates among communities is complicated by another vari-
able. We have always assumed that if a doctor diagnoses an illness the illness exists.
Furthermore, we assume that any qualified doctor presented with the same problem
will come to the same diagnosis. Keen observers are aware that there is variability.
Professionals make errors in diagnosis, but we assume that these errors are random.
Thus, if the distribution of disease is the same in different communities, we would
expect the rates of reporting to be roughly equivalent. However, physicians are
quite different in the rates of illness they detect and in the services they recommend.
Wennberg and his colleagues have devoted the past quarter century to the descrip-
tion of this problem (Wennberg, 1998; Wennberg et al., 2002). Wennberg suggested
that a major factor in the use of medical services is “supplier-induced demand.”
This implies that providers create demand for their services by diagnosing illnesses.
When new diagnostic technologies gain acceptance from physician groups, new

1Hippocrates: “father of medicine.” He lived between about 460 and 377 BC in Greece.
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epidemics of “disease” appear. One of the earliest documented cases of supplier-
induced demand was described by Glover in the United Kingdom. Glover (cited in
Wennberg, 1990) recorded the rates of tonsillectomy in the Hornse Burrough
school district. In 1928, a total of 186 children in the district had their tonsils
surgically removed. The next year the doctor who enthusiastically supported ton-
sillectomy was replaced by another physician who was less attracted to the proce-
dure. In 1929, the number of tonsillectomies had been reduced to only 12.

In most surgical subspecialties, surgeons agree on the need to perform surgery
in some well defined cases, which might include amputation of a toe with gan-
grene, removal of some well defined tumors, or intervention to repair a compound
fracture. However, for most surgical procedures there is substantial discretion
when determining the need for surgery.

Boston Versus New Haven: A Case Example

Boston, Massachusetts and New Haven, Connecticut in the United States are
similar in a variety of ways. Both are traditional New England cities that have
multiethnic populations. The two cities have approximately the same climate and
are both home to prestigious Ivy League universities. Because the cities are near
one another, we would expect their costs of medical care to be approximately the
same. Using data from the mid-1970s, Wennberg (1990) demonstrated that, in
fact, medical care in Boston cost nearly twice as much as in New Haven.

Figure 13.1 shows the distribution of costs in cities in Connecticut and in
Massachusetts during the 1970s. In 1975, Medicare paid $324 per recipient per
month for people in Boston and only $155 per month for residents of New Haven.
The situation has not changed much. In 1989, per-capita hospital expenditures for
acute care were $1524 for residents of Boston and $777 for those living in New
Haven. By 2000, medical care in the United States had changed, but most differ-
ences between practice in Boston and New Haven remained. Figure 13.2 shows
the comparison between Boston and New Haven in 2000. Medicare still spends
$1.64 in Boston for each dollar spent in New Haven.

Further study by Wennberg (1990) showed that Boston has more hospital
capacity than New Haven. In Boston, there are 4.3 hospital beds for every 1000
residents, whereas in New Haven there are fewer than 2.3 beds per 1000 resi-
dents. Residents of Boston are more likely to be hospitalized for a wide variety
of acute medical conditions than are residents of New Haven. For a variety of
medical conditions, such as pneumonia or congestive heart failure, Bostonians are
more likely to be cared for as hospital inpatients, whereas residents of New Haven
are treated outside the hospital.

Boston is rich with medical institutions. New Haven has only one major med-
ical school (Yale), whereas Boston has three medical schools. Furthermore, the
Harvard Medical School is associated with a variety of teaching hospitals. Boston
has four hospitals associated with various religious establishments, whereas there
is only one religiously affiliated hospital in New Haven.
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The Boston versus New Haven comparison is particularly interesting from a
public policy perspective. U.S. Medicare is a federal program meant to provide
equal benefit to all of its recipients. Yet, on average, Medicare spends twice as
much in Boston as it does in New Haven (Fisher et al., 1994). Are New Haven
residents getting a bad deal? Because the government is spending less on New
Haven residents, it might be argued that their health should suffer. However, evi-
dence does not show that residents of Boston are any healthier than residents of
New Haven. In fact, some evidence implies that Boston residents may be worse
off. For example, people in Boston are more likely to be rehospitalized for the
same condition than people in New Haven (Fisher et al., 1994). Residents of
Boston appear to have more complications from medical treatment. More may
not necessarily be better. Indeed, there is some suggested evidence that more may
be worse (Fisher et al., 1994, 2003).

Medical-Use Maps

In 2003, an estimated $1.7 trillion was spent for hospital care in the United States.
According to data from the U.S. Center for Health Statistics, more than $5670 per
person was spent on hospital care (Smith et al., 2005). Of course, that amount was
not spent on each individual. You may not have been hospitalized in 2003, but
some people were hospitalized for extended periods or for services that were very
expensive. Averages do not tell us much about individual cases.

Health care spending in the United States is considerably higher than in other
developed countries. Reinhart and colleagues (2004) created an index of expendi-
tures that was concerted to purchasing power parity and then compared health care
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spending across countries. In comparison to the United States, the next highest
country, Switzerland, spent only 68% of the U.S. level. Belgium and Denmark
spend about half as much, and Portugal and Spain spend about one-third as much.
Turkey spends about 6% of the U.S. rate. Despite these large variations in invest-
ment, there is remarkably little evidence for differences in health outcomes, par-
ticularly among the most developed countries. The United Kingdom, for example,
spends about $4 per capita on health care for every $10 spent in the United States.
However, life expectancy in the United Kingdom (80.4 years for women and 74.4
years for men) is slightly longer than it is in the United States (79.5 years for
women and 73.9 years for men), and infant mortality is slightly lower (5.6/1000
vs. 6.9/1000, respectively; http://www.OECD.org [2003]). Among 13 countries in
one recent comparison, the United States ranked 12th when compared on 16 health
indicators (Starfield, 2000).

We would expect the average costs to be similar in regions serving an equal
number of people. Yet that is not the case. For example, per-capita costs in
Chicago were nearly $1500, whereas they were closer to $750 in San Diego.
A map summarizing hospital expenditures by hospital service area is shown in
Figure 13.3. The map shows expenditures in 3436 geographic hospital service
areas. These areas are grouped into 306 hospital referral regions. The maps are
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based on the analysis of Medicare claims. Analysis of Medicare claims has an
important methodological advantage over virtually any other database. Medicare
pays for health care for essentially all individuals 65 years or older. The analyses
use essentially the entire claims database or a representative 5% sample. Usual
sources of sampling error are essentially absent from these analyses.

To build the maps, hospital service areas and referral regions must be
defined. To create hospital service areas, three steps are required. First, all acute
care hospitals in the 50 states and in the District of Columbia were identified.
This was accomplished using American Hospital Association and Medicare
provider files. The names of these locations are then entered into a database. In
the second step, each hospitalization record submitted to Medicare is broken
down by zip code. Detailed analysis is used to align zip codes with the hospi-
tal that serves the area. In cities where there are multiple hospitals, rules are
used to assign claims to particular service areas. There are approximately
42,000 zip codes in the United States, and these zip codes can be aggregated
into 3436 hospital service areas. In 1993, most Americans lived in an area
served by three or fewer local hospitals.

Although there are 3436 hospital service areas, not all of these areas have
a facility offering advanced, tertiary medical care. The service areas can be
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$4,020 to $4,340 not populated

$2,729 to $3,336$3,702 to $4,020

$3,336 to $3,702

FIGURE 13.3. Medicare reimbursements for all services. (From Wennberg, 1998.)



aggregated into 306 hospital referral regions. Referral hospitals are those that
perform both major cardiovascular surgery and neurosurgery. Most Americans
(91%) live within hospital referral regions where more than 80% of the hospital-
izations occur locally. The study of these referral regions is important because the
referral centers should be capable of most advanced care. Although the regions
vary in geographic size and population, it is still reasonable to expect that the
rates at which procedures are required are roughly comparable.

Using information on rates by referral region, Wennberg and colleagues (1987)
were able to analyze the Medicare claims data and to present the results in
graphic form using maps. Contrary to expectation, the maps reveal wide variation
in the use of various medical services.

The Dartmouth Atlas of Health Care systematically reviews variations in the
use of a wide variety of medical services. One example is the use of techniques for
the diagnosis and treatment of breast cancer. There is controversy about the age for
initiating screening for breast cancer using mammography. The analyses consis-
tently show that screening women older than 50 years of age produces health ben-
efit. Among women between the ages of 50 and 74, periodic screening results in
significantly lower rates of death from breast cancer (Navarro & Kaplan, 1996).
Thus, screening women of Medicare age is commonly advocated. Nevertheless,
there is substantial variation in the percentage of female Medicare recipients who
have undergone mammography one or more times. For example, in Michigan and
Florida, mammography is performed routinely. In Lansing, Michigan, nearly 35%
of all women in Medicare had undergone mammography, and similarly high rates
were observed in Fort Lauderdale and Sarasota, Florida. However, only 13% of the
women in Oklahoma City had obtained mammograms, and a variety of other cities
had similar rates. Salt Lake City, for example, had a rate of 13.4%.

For women diagnosed with breast cancer, there is substantial variation in
the treatments delivered. During 1992–1993, more than 100,000 women in the
Medicare program had surgery for breast cancer. For women who have breast can-
cer, the surgeon has several major options: lumpectomy, which involves removal
of the tumor; partial mastectomy or quadrantectomy, which requires the removal
of surrounding tissue; or total mastectomy, which involves complete removal of
the breast. Clinical trials have shown little or no difference in survival rates
between women who undergo lumpectomy followed by irradiation or chemother-
apy and women who undergo total mastectomy. Because the outcomes are likely
to be similar, the woman’s own preference should play an important role in the
decision-making process. However, the Dartmouth Health Care Atlas shows that
there are some regions in the country where mastectomy is typically performed
and other regions where lumpectomy is the operation of choice. Considering the
proportion of women who had breast-sparing (lumpectomy) surgery, women were
33 times more likely to have lumpectomy if they lived in Toledo, Ohio than they
were if they lived in Rapid City, South Dakota (48.0% vs. 1.4%). Figure 13.4
shows the variation map for breast-sparing surgery. The proportions of women
having breast-sparing surgery in Patterson and Ridgewood, New Jersey, were
37.8% and 34.8%, respectively. At the other extreme, only 1.9% had breast-
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sparing surgery in Ogden, Utah and 3.8% in Yakima, Washington. In general,
breast-sparing surgery is more widely used in the Northeast than anywhere else in
the United States.

The Dartmouth Atlas also shows remarkable variability in the distribution of
general physicians and specialists. Figures 13.5 and 13.6 show the maps for
psychiatrists and orthopedic surgeons, respectively. The map of psychiatrists
reveals an interesting pattern. There is remarkable variability in the number of
psychiatrists per 1000 persons in hospital service areas. There are 43.9 psychia-
trists per 1000 persons in White Plains, New York, 38.4 in San Francisco, and
35.5 in Manhattan. There are, however, only 2.8 psychiatrists per 1000 persons
in Oxford, Mississippi and 3.0 per 1000 in Fort Smith, Arkansas. The map shows
that psychiatrists tend to live in major metropolitan areas and to be focused
on the West or East coast. They are at a high concentration in New England.
There is also a substantial concentration near the ski areas of Colorado and in
southeastern Arizona. Orthopedic surgeons are much more common in the west-
ern half of the country than the eastern half. There are some pockets in the east-
ern United States that have more orthopedic surgeons, such as the New England
states and western Florida. However, the number of orthopedic surgeons per
100,000 residents tends to be low in Tennessee, Kentucky, Illinois, and other
midwestern states. Analysis tends to show that there are more operations
performed in areas where there are more orthopedic surgeons. However, the
correlation is not absolute.

19.4 to 48.0% (61 HR Rs)
14.5 to < 19.4% (60)
11.3 to < 14.5% (62)
 8.1 to < 11.3% (59) 

  1.4 to < 8.1% (64)
Not Populated

FIGURE 13.4. Percentage of breast cancer surgery in Medicare women that was breast-
sparing (by hospital region 1992–1993). (From Wennberg, 1998.)
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Variation and Cost

Many medical conditions are associated with higher prevalence and treatment than
others, as shown on the maps. For example, there is not a large variation in treat-
ment options for problems such as fracture of the hip. Patients who fracture their
hips are likely to be admitted to the hospital wherever they live. However, the
Dartmouth group estimated that 80% of patients who are admitted to hospitals
have been diagnosed with a high variation of medical conditions, such as pneu-
monia, chronic obstructive pulmonary disease, gastroenteritis, and congestive
heart failure. They argued that hospital capacity has a major influence on the like-
lihood that a patient will be hospitalized.

This relation is illustrated in Figure 13.7. The figure shows the relation
between hospital beds per 1000 residents and hospitalization for high variation
medical conditions. The correlation between hospital beds and admissions is a
remarkable 0.76. In hospital referral regions where there are fewer than 2.5
beds per 1000 residents, the hospital discharge rate for high variation condi-

13.88 to 43.88 (61 HRRs)
9.73 to < 13.88 (61) 
7.85 to < 9.73 (61) 
6.29 to < 7.85 (60)
2.51 to < 6.29 (63)
Not Populated

FIGURE 13.5. Psychiatrists per 100,000 residents by referral region (1993). In 1993, most
major metropolitan areas and the East and West Coasts had much higher numbers of psy-
chiatrists per 100,000 residents than the Plains states, the Ohio Valley, and the South.
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tions was 145 per 1000. Among regions that had more than 4.5 beds per 1000
residents, the rate was 219.8. More beds mean more hospitalizations. These
data argue that the decision to admit patients to the hospital is influenced by
factors other than the patients’ medical conditions. When beds are available,
they are more likely to be used. When more hospital beds are used, health care
costs go up.

It seems plausible that communities with greater hospital resources are better
able to care for their populations. More health care should lead to more health.
However, several analyses have shown that people are slightly more likely to die
in communities where more acute hospital care is used (Fisher et al., 2003). The
obvious explanation is that these communities have people who are older, sicker,
or poorer. Careful analyses controlled for age, sex, race, income, and a variety of
variables related to illness and the need for care have been carried out. None of
these variables was able to explain the relationship. In other words, the analysis
suggests that more is not better. In fact, it implies that more may be worse (Fisher
& Welch, 1999; Fisher et al., 2003).

8.53 to 15.19 (60 HRRs)
7.12 to < 8.53 (61)
6.39 to < 7.12 (62)
5.70 to < 6.39 (61)
3.23 to < 5.70 (62)
Not Populated

FIGURE 13.6. Orthopedic surgeons per 100,000 residents by hospital referral region (1993).
In 1993, the numbers of orthopedic surgeons per 100,000 residents in the United States
tended to be far higher in the West, in Florida, and in parts of the Northeast. The numbers
in the Midwest and South tended to be low.
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Summary

In the language of CLINECS, this chapter considers inputs. Inputs are invest-
ments in health care and are reflected in the number of health care providers and
the number of services they provide. There are remarkable differences between
developed countries in the number of services offered. In the United States, for
example, we spend well more than twice as much per capita than in countries
such as Sweden, Italy, or Japan. More inputs may lead to more outputs in terms
of cases diagnosed and treated. However, we have little evidence that there is
value to patients. Surprisingly little evidence shows that patients in the United
States obtain better outcomes than those in other developed countries.

Even within the United States; there is substantial variation in inputs as defined
by health services uses. The Dartmouth Health Care Atlas shows remarkable
variation in health service inputs across demographically similar regions. This
raises important questions. It challenges many of our basic assumptions about
health care. For example, most consumers assume that if they see a competent
doctor the correct diagnosis will be made and the proper treatment offered. We
assume that the distribution of disease is roughly equal in different areas. It
appears that different providers, confronted with the same burden of illness, may
have vastly different rates of diagnosis and treatment. Epidemiological studies
that depend on physician diagnosis may be severely biased by the different
approaches to illness in geographically different areas.

The Atlas also raises important questions for health policy. Areas that have
greater capacity to provide care indeed do offer more services. This, in turn,
results in greater expense. The Medicare program pays nearly twice as much for

FIGURE 13.7. Association between allocated hospital beds and Medicare hospitalizations
for a high variation of medical conditions (HVMC) (1992–1993). HRR = hospital referral
region.
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service in some communities as it does in others. Providing more hospital beds
may lead to more services without necessarily improving the population’s health
status.

Finally, the Atlas suggests that decisions about health care are influenced by
factors beyond the patient’s health state. When providers have greater capacity,
they offer more services. These decisions are primarily made by providers, and it
is not clear that patients are consulted. In later chapters we consider methods for
involving patients in the decision-making process.

To understand the best pathways to good health outcomes, we need new mod-
els to quantify health outcomes and quality of life. We review these models
in other chapters and then describe methods by which to analyze the cost-
effectiveness of medical procedures. Methods for shared medical decision-
making are also reviewed.
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For most major cancers, there is evidence that patients from affluent neighbor-
hoods have better survival than patients from deprived neighborhoods, and that
this is not simply due to chance (Kogevinas, 1990; Kogevinas et al., 1991;
Carnon et al., 1994; Sharp et al., 1995; Pollock & Vickers, 1997; Coleman et al.,
1999) or extent of disease at the time of diagnosis (Schrijvers et al., 1995a,b).
The underlying mechanisms are complex and difficult to address (Tomatis,
1995).

A pioneering effort to compare cancer survival of cancer patients in the
United States and Europe was carried out during the early 1960s (Cutler, 1964).
The study indicated that survival was considerably better for Americans than
Europeans for most cancer sites. At that time, few cancer registries had been in
existence long enough to provide survival data, so the analysis was limited to
a comparison between some northern European countries and the state of
Connecticut in the United States, which is covered by the Connecticut Cancer
Registry.

The opportunity to compare cancer survival in European and U.S. popula-
tions again arose when the results of the EUROCARE (EUROpean Cancer
Registry based study on cancer patients’ survival and CARE) project
(Coleman et al., 2003), and the Surveillance and Epidemiology End Results
(SEER) program became available (U.S. Department of Health and Human
Services, 1973–1995). Both data sets derive from population-based cancer reg-
istries. Population-based survival studies are essential for evaluating the effec-
tiveness of health provision and the availability of effective therapies for
cancer among populations and countries. Such investigations differ substan-
tially from those based on clinical series, as they avoid problems due to the
inevitable selection of patients that occurs in single-hospital or multicentric
studies.

The purpose of this chapter was to compare survival in European and U.S.
populations for the major cancers in adults and children and to offer an interpre-
tation of any differences.
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Cancer Survival in Adults

Five-year relative survival rates for major cancers in adult patients in Europe and
the United States are shown in Table 14.1. European patients had significantly
lower survival rates than American patients for all cancer sites considered except
stomach cancer. Survival differences were extremely large for prostate cancer
(relative survival 56% vs. 81%) and melanoma (relative survival 76% vs. 86%).
Differences were large for colon, rectum, breast, and uterine cancer. For lung, cer-
vical, and ovarian cancer and lymphomas, survival differences between the con-
tinents were small.

Because the European data refer to 17 countries at various stages of economic
development and with differing social structures and health care systems, an
overview of survival for each European country in comparison to the United
States is given in Table 14.2. For most cancer sites and most countries, survival
was lower in Europe than in the United States. For stomach cancer, several coun-
tries had significantly higher survival than in the United States. Survival was sig-
nificantly higher for cervical cancer patients in Iceland and for non-Hodgkin’s
lymphoma patients in Austria than in the United States. For a few other cancers
and for countries that contributed small numbers of cases (Austria, Iceland,
France, The Netherlands, Switzerland), survival was higher than in the United
States, but the differences were not significant. All of the European countries con-
sidered, including the most affluent (Sweden, The Netherlands, Switzerland), had
significantly lower survival rates than the United States for colon, rectum, breast,
and prostate cancers (Gatta et al., 2000).

TABLE 14.1. Standardized 5-year relative survival for 12 cancers in adult patients diag-
nosed in the United States and Europe between 1985 and 1989

Europe (EUROCARE) United States (SEER)

Cancer Survival (%) 95% CI Survival (%) 95% CI

Stomach 21.1 20.3–21.8 19.4 17.4–21.6
Colon 46.8 45.8–47.7 60.2 58.8–61.6
Rectum 42.7 41.7–43.8 57.3 55.2–59.5
Lung 9.1 8.7–9.5 13.0 12.4–13.6
Breast, women only 72.5 71.9–73.1 82.4 81.5–83.3
Skin, melanoma 76.0 74.5–77.5 86.1 84.1–88.1
Cervix uteri 61.8 60.4–63.1 66.1 63.3–69.1
Corpus uteri 73.2 71.9–74.6 83.2 81.4–85.0
Ovary 32.9 31.7–34.1 39.5 37.3–41.8
Prostate 55.7 54.3–57.1 81.4 80.0–82.8
Hodgkin’s disease 71.7 69.7–73.8 74.9 71.6–78.4
Non-Hodgkin’s lymphoma 46.7 45.3–48.1 50.3 48.4–52.3

EUROCARE = EUROpean Cancer Registry-based study on cancer patients’ survival and CARE;
SEER = Surveillance and Epidemiology End Results; CI = confidence interval.



Cancer Survival of Children

Five-year survival rates for childhood cancers are shown in Table 14.3. Survival
for acute nonlymphocytic leukemia was 40% in Europe and 34% in the United
States (not significant), but survival rates for other hemopoietic malignancies
were similar in the two places.

Among tumors of the central nervous system (CNS), survival was 4% to 7%
lower in Europe than in the United States for ependymoma and medulloblastoma
(not significant), but survival rates for astrocytoma were similar. Among other
solid tumors, survival was 7% to 9% lower in Europe than in the United States
for neuroblastoma, Wilms’ tumor, and osteosarcoma and 8% higher in Europe for
retinoblastoma. For neuroblastoma and Wilms’ tumor, the 95% confidence inter-
vals (CI) overlap very little.

Five-year survival rates for all malignancies combined and lymphoid leukemia
are shown in Table 14.4 by geographic region. Finland, Iceland, and southern
Sweden had the highest survival at 75%, and eastern European countries had the
lowest survival at 55%. Among other populations, survival was 72% in the south-
ern European countries, 66% in the United Kingdom, 65% in Denmark, 55% in
the eastern European countries and 67% for the other western European coun-
tries. For the United States it was 70%, which is roughly comparable to that in
Italy, West Germany, and other western European countries.

Five-year survival was also calculated for the same geographic groups for lym-
phoid leukemias [International Classification of Childhood Cancer (ICCC) Ia]
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TABLE 14.2. Five-year relative survival for 12 cancers diagnosed in the United States
(SEER) and Europe (EUROCARE) between 1985 and 1989

Survival in the European countries with higher survival than the 
Cancer United States (%) United States

Stomach 19 Austria (27%),* Spain (26%),* Germany (26%),*

France (25%),* Iceland (24%), Italy (23%),*

Switzerland (23%), Finland (20%)
Colon 60 None
Rectum 57 None
Lung 13 None
Breast, women 82 None
Melanoma of skin 86 Austria (89%), Switzerland (89%), Sweden (88%)
Cervix uteri 66 Iceland (85%),* Austria (69%), Sweden (68%), 

The Netherlands (68%), Switzerland (67%)
Corpus uteri 83 The Netherlands (84%)
Ovary 40 Sweden (45%), Austria (44%), Spain (41%),

Switzerland (40%)
Prostate 81 None
Hodgkin’s disease 75 France (76%), Switzerland (76%)
Non-Hodgkin’s 50 Austria (63%),* France (53%), Iceland (54%)

lymphoma

*The differences in survival are significant (the 95% confidence intervals do not overlap).
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TABLE 14.3. Five-year survival for European and United States children (0–14 years) diag-
nosed with cancer from 1985 to 1989

No. of cases 5-Year survival (95% CI)

EU (excluding 
ICCC eastern 

Diagnostic group groupa EU USA EU USA Europe)b

Lymphoid leukemia Ia 4663 878 75 (74–76) 77 (74–80) 76 (74–80)
Acute nonlymphocytic Ib 915 146 40 (37–43) 34 (27–43) 42 (27–43)

leukemia
Hodgkin’s disease IIa 704 145 92 (90–94) 90 (86–95) 93 (86–95)
Non-Hodgkin’s IIb 860 141 75 (72–78) 73 (66–81) 77 (66–81)

lymphoma
Ependymoma IIIa 300 79 48 (42–54) 55 (45–68) 49 (45–68)
Astrocytoma IIIb 1265 375 73 (70–75) 72 (67–77) 74 (67–77)
PNET/medulloblastoma IIIc 759 153 48 (44–51) 52 (45–61) 49 (45–61)
Neuroblastoma IVa 1094 265 48 (45–51) 57 (51–63)* 48 (51–63)*

Retinoblastomac V 470 92 95 (92–96) 87 (85–90)* 96 (85–90)*

Wilms’ tumor VIa 951 221 83 (80–85) 90 (86–94)* 85 (86–94)*

Osteosarcomac VIIIa 288 62 61 (55–66) 68 (56–80) 62 (56–80)
Ewing’s sarcoma VIIIc 305 56 60 (55–66) 61 (49–76) 62 (49–76)
Rhabdomyosarcoma IXa 624 124 62 (58–66) 60 (52–69) 64 (52–69)
Germ cell: testisc Xc 106 20 95 (89–98) 100 (89–100) 98 (89–100)
Germ cell: ovaryc Xc 78 21 87 (78–93) 90 (77–100) 92 (77–100)

EU = Europe; USA = United States; PNET = primitive neuroectodermal tumors; Germ cell = germ
cell carcinoma.
aICCC group: International Classification of Childhood Cancer (Kramárová and Stiller, 1996).
bEUROCARE population excluding children from eastern European countries.
cRetinoblastoma and testicular germ cell tumors in children aged 0–4 only; osteosarcoma and ovarian
germ cell tumors in children aged 10–14 only.
*The differences in survival are significant ( p < 0.05) between the United States and Europe.

TABLE 14.4. Age and site standardized 5-year survival for all cancers combined and for
lymphoid leukemia; children diagnosed 1985–1989 in Europe and the United States

No. of cases 5-Year survival (%) and 95% CI

Lymphoid Lymphoid 
Region All cancers leukemia All cancers leukemia

Nordic countriesa 904 240 75 (72–78) 83 (78–88)
Western Germany 5364 1603 72 (71–73) 78 (76–80)
Italy 833 203 71 (68–74) 76 (70–82)
Other western European countriesb 1187 528 67 (64–70) 77 (73–81)
UK 5880 1613 66 (65–67)* 73 (71–75)
Denmark 640 171 65 (62–68)* 74 (67–81)
Eastern European countriesc 1340 305 55 (52–58)* 62 (56–68)*

United States 3476 878 70 (68–72) 77 (74–80)

European data are from EUROCARE, U.S. data are from SEER.
aFinland, Iceland, and southern Sweden.
bAustria, France, The Netherlands, Spain, and Switzerland.
cEstonia, Poland, Slovakia, and Slovenia.
*The differences in survival are significant ( p < 0.05) between European regions and the United States.



(Kramárová & Stiller, 1996), which represented about one-fourth of all the malig-
nancies. The Nordic countries again had the highest survival (83%), and
Germany, Italy, and the other Western countries had survival figures similar to the
average for the United States (77%). Eastern European countries had the lowest
survival (62%) (Gatta et al., 2002).

Interpretation of Cancer Survival Differences

Colorectal, prostate, stomach cancers, and Hodgkin’s disease were selected for a
discussion of results. The first pair of diseases were chosen for the large variation
we found between cancer patients in the United States and Europe. Stomach can-
cer and Hodgkin’s disease had similar survival in the two populations.

Before attempting to interpret these differences, it is important to consider
whether the two data sets are comparable and to discuss a number of methodolog-
ical issues. Differences in the age and sex distribution of cancer patients in the
United States and Europe were accounted for using standardization procedures.

Mortality from other causes of death can bias survival comparisons, especially
among older patients, because general mortality varies from region to region and
country to country. This problem was addressed by calculating relative survival as
the ratio of the survival observed for the cancer patients to that of the age-matched
population (of which the patients formed part). Relative survival was calculated in
slightly different ways for the U.S. data (Ederer I method) (Ederer et al., 1961) and
European data (Hakulinen method) (Hakulinen & Abeywickrama, 1985).
However, the 5-year relative survival calculated by the two methods never differed
by more than 0.1%. Distribution by race was not considered in this study.
However, the proportion of nonwhites is lower in the EUROCARE than the SEER
population (about 10% of the U.S. cancer cases occurred among Blacks (U.S.
Department of Health and Human Services, 1973–1995). It has been shown that
black patients in the United States have lower survival than the average (Mayberry
et al., 1995). If the analysis had been restricted to Caucasians (this does not include
Mexicans and Asians) in the United States, the survival differences between the
United States and Europe would have been slightly enhanced.

Other possible biasing factors are the quality and comparability of the data
from the cancer registries. For example, the definition of cancer, the quality of
registration, and the completeness of follow-up may not be the same in all reg-
istries. The magnitudes of the effects introduced by these differences can be esti-
mated, although they cannot always be controlled for in the analysis.

In the present study, although we considered only malignant tumors, we com-
pared broad cancer categories defined on the basis of the anatomical site of the
malignancy as defined by the third digit of the International Classification of
Diseases (ICD) code (World Health Organization, 1977). Variations between reg-
istries and countries in case mix, subsite, and histological characteristics can ren-
der survival comparisons less valid because survival is known to vary by subsite
and histotype. This was the case for stomach cancer, for which the proportion of
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tumors in the cardia (proximal subsite of stomach with unfavorable prognosis
compared to other gastric cancers) was higher in the SEER than in the EURO-
CARE series (U.S. Department of Health and Human Services, 1973–1995; Gatta
et al., 2000). There are large differences in the stomach cancer incidence: it was
lower in the United States (5.9/100,000/year) than in Europe (12/100.000/year)
(Parkin et al., 1997). Incidence rates are higher for distal stomach cancers than for
proximal stomach cancers, the latter being quite constant among populations and
over time. The declining incidence of gastric carcinomas has been observed
throughout the world, although with different patterns, as the decline has gener-
ally been confined to the distal subsite and not to cardia cancer (Verdecchia et al.,
2003). The survival difference between the two continents may be almost totally
due to the different case mix of stomach cancer patients.

The above considerations suggest that the survival differences we have found
between cancer patients in the United States and Europe are unlikely to be due
principally to statistical or registration artifacts (Gatta et al., 2000, 2002).

Real survival differences may be explained in terms of three basic factors: lead
time bias due to earlier tumor detection; better prognosis due to better response
to treatment at an earlier disease stage; and more aggressive (or effective) treat-
ment protocols. The latter two factors lead to a genuine survival advantage. It is
possible that all three of these factors may be more prevalent in the United States
than in Europe, although currently available data do not allow any firm conclu-
sions at this point.

The specific EUROCARE (high-resolution) study on colorectal cases—whose
objective was to examine the extent to which the disease stage, staging proce-
dures (number of lymph nodes examined), and treatment explain the differences
in cancer survival (Ciccolallo et al., 2005)—supports the above speculation. For
colorectal cancer (Table 14.5), survival differences between Europe and the
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TABLE 14.5. Three-year relative survival and distribution of cases by various parameters:
EUROCARE and SEER study on colorectal cancer for patients with cancer diagnosed dur-
ing 1990–1991

Distribution (%)

Registry 3-Year Stage Surgical 
(no. of cases) survival Dukes’ stagea determinant resection

Twelve 
or more 
nodes

A B C D Unstaged examinedb Resected

United States 69 24 30 23 18 5 28 92
(n = 11,191)

Europe 57 14 34 21 21 9 13 85
(n = 2492)

aA = localized within bowel wall; B = penetrates the bowel wall; C = spread to the regional lymph
nodes; D = distant metastases.
bIn patients who underwent resection.



United States appeared mostly attributable to differences in stage at diagnosis.
There were also wide variations in diagnostic and surgical practice between
Europe and the United States.

For both colorectal and prostate cancer, the inclusion of small or clinically
silent lesions identified by screening and preclinical diagnostic activity boosts
overall survival in one area compared to an area where such activity is less wide-
spread. One indicator for early diagnosis of colorectal cancer is the proportion of
all colorectal cancers that are adenocarcinomas in polyps; this figure was much
higher among cases in the United States than in Europe (13% vs. 2%, respec-
tively) (Gatta et al., 2003). Endoscopy and the fecal occult blood test (FOBT)
have been actively recommended by the American Cancer Society. A survey
showed that in 1987 a total of 24% of people over 50 years of age had undergone
endoscopy at some time in the past; this proportion increased to 38% in 1992. The
percentage of people older than 50 years of age who reported undergoing
the FOBT within the previous year increased from 15% in 1987 to 18% in 1992
(Breen & Kessler, 1995; U.S. Department of Health and Human Services, 2000).
We do not have equivalent information for Europe. The European Union deliv-
ered recommendations to member states to implement screening for colorectal
cancer only in 2000 (Advisory Committee on Cancer Prevention, 2000).

Nevertheless, it is likely that earlier diagnosis may be responsible for lead time
bias for some cancers. The recent dramatic increase in identification of prostate
cancer in the United States (Merril et al., 1996) is in part due to the increasing
frequency of surgery for adenoma of the prostate (with a concomitant increase in
the incidental finding of asymptomatic prostate cancer), as well as the rapid
implementation of new diagnostic procedures, including transrectal, ultrasound-
guided needle biopsy and, above all, serum assay for prostate-specific antigen
(PSA) (Potosky et al., 1995). The incidence of prostate cancer in the United
States is more than double that detected in Europe (Parkin et al., 1997).

The relative excess risk of death reported for prostate cancer shows impressive
differences between the United States and Europe during the first year after diag-
nosis, which suggests a marked effect of early diagnosis in the United States
(Gatta et al., 2000). We cannot state that the proportion of patients cured in the
United States did not increase at all over time and was higher in the United States
than Europe because of the high access to early detection in the United States.
Owing to the effect of earlier tumor diagnosis, we cannot exclude that lead time
bias would affect the observed survival differences. The estimation of cured
patients is not an easy task.

In contrast to cancer in adults, childhood cancer survival in Europe (except
eastern Europe) is similar to that in the United States. This is probably partially
due to the fact that childhood cancers are generally more responsive to therapy
than adult cancers, but it must also reflect accessibility to these treatments.
Survival was low in eastern European countries. In western Europe, survival from
all childhood cancers combined ranged from 65% to 75%. Differences in the
availability of effective treatments and in access to up-to-date therapeutic proto-
cols probably explain the international differences in childhood cancer survival.
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The findings of the childhood cancer survival analysis also have some rele-
vance for the interpretation of differences in adult cancer survival. In most coun-
tries, the data for both adult and childhood cancers are collected in the same way
by the same cancer registries. The overall similarity of childhood cancer survival
estimates reported here for Europe and the United States suggests that the trans-
Atlantic differences seen for almost all adult cancers are unlikely to be due
mainly to bias.

Hodgkin’s disease in adults is responsive to therapy at all stages of presenta-
tion, and agreed protocols have been available for decades. As with childhood
cancers, the availability and access to therapeutic protocols for Hodgkin’s disease
offer likely explanations for the survival similarity between the two populations.

Geographical variation in cancer survival was much greater in Europe than in
the United States. For colorectal cancer patients, for instance, 5-year survival was
low in eastern Europe (less than 25% in Poland and no more than 35% in Estonia
and Slovenia), whereas in western Europe survival varied from 41% to 54% for
colon cancer and from 38% to 53% for rectal cancer (Gatta et al., 1998). Among
patients diagnosed in the nine SEER registry areas during the same period
(1985–1989), survival of colorectal cancer ranged from 56% to 65% (U.S.
Department of Health and Human Services, 1973–1995). In Europe, the national
health care systems are almost entirely public (Micheli et al., 2003). The health
system in the United States is completely private, with a small federal contribution
to health costs through the Medicaid and Medicare programs. In the United States
up to 1998 (Hoffman & Schlobohm, 2000), one in six Americans did not have
health insurance, so one would expect cancer survival inequalities to be higher in
the private sector (McDavid et al., 2003) than in the public health system.

High survival rates in the United States with little geographical variation
between the SEER registries could arise from the fact that the SEER registries are
not fully representative of the entire population of the United States, as they cover
only the more affluent areas (Mariotto et al., 2002). Broadening the comparison
to include a wider range of U.S. populations would be an interesting future step.
A large trans-Atlantic collaborative study called CONCORD (related to the his-
tory of the Battle of Lexington and Concord) is ongoing (McDavid et al., 2004)
with the objective to measure and explain these differences in cancer survival.

Summary

Cancer survival in the United States is higher than in Europe for many (but not
all) adult cancers. No systematic differences are seen for childhood cancers.
Methodological differences in collection, quality, and analysis of data have been
explored and seem likely to play a relatively minor role in the differences in can-
cer survival between Europe and the United States. The differences in cancer sur-
vival for European and the U.S. populations may stem at least in part from
differences in clinical practice. Biological and health care system factors are both
likely to be involved, but their relative importance is unknown.
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Today we cannot clearly explain the existing cancer survival variation between
patients in the United States and Europe. The CONCORD study aims to obtain
reliable estimates of cancer survival differences from large populations on both
sides of the Atlantic and to determine the extent to which any differences are due
to artifacts and/or differences in tumor biology, definition of disease, stage at
diagnosis, and health care systems between contributing countries.

The CONCORD study has three phases.

● Phase 1 involves estimating population-based cancer survival rates in each
country or region. The American cancer registries cover a larger population
than that of the SEER regions. Furthermore, centralized data quality checks and
analyses can increase the quality and comparability of the data.

● Phase 2 involves specialized studies to explore survival differences in detail.
Clinical information will be obtained from the medical records of 500 repre-
sentative patients diagnosed with cancer of the breast, bowel, or prostate in each
contributing state, province, or country. Data will cover the diagnostic workup,
tumor stage, treatment, tumor pathology, and health care system. The main
innovation in CONCORD is the inclusion of data on clinical follow-up, partic-
ularly recurrence, metastasis, and the appearance of a new primary tumor.

● Phase 3 will obtain tumor pathology material from a random sample of patients
included in the phase 2 studies. This material will be reviewed by independent
expert pathologists who do not know the original diagnosis. This review will
enable assessment of the impact of any international differences in disease def-
inition on international differences in cancer survival.

The results of the CONCORD study will provide a firm scientific basis for for-
mulating policy on health education and on the organization of cancer treatment
and care. The CONCORD study will therefore help governments achieve its
strategic objectives on cancer (Department of Health, 2000).

What should we do until these questions are solved? Cancer survival differ-
ences in Europe must be understand to remove disparities. The EUROCARE
high-resolution studies (studies on samples of patients collecting specific clinical
information not routinely collected by cancer registries) have this specific aim,
and the results from the pilot studies have provided suggestions for health plan-
ners. The EUROCARE study has had an impact on national plans in the United
Kingdom (National Board of Health Plan, 2000) and Denmark (Berrino et al.,
1997), where survival rates for patients diagnosed with several of the most com-
mon cancers were lower than in comparable western European countries and in
Italy, where the aim has been to reduce geographic disparities in cancer survival
(Coleman et al., 2000).
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15
Patient Safety: What Does It Mean 
in the United States?
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123

Mistakes are at the very base of human thoughts, embedded there, feeding the
structure like root nodules. If we were not provided with the knack of being
wrong, we could never get anything useful done. We think our way along by
choosing between right and wrong alternatives, and the wrong choices are made
as frequently as the right ones. We get along in life this way. We are built to
make mistakes, coded for error. The capacity to leap across mountains of infor-
mation and land lightly on the wrong side represents the highest of human
endowments (Thomas, 1974).

Patient safety in the United States was jumpstarted by the publication of To
Err Is Human: Building a Safer Health System by the Institute of Medicine in
2000. This report was written as part of the work of the IOM Committee on
the Quality of Health Care in America. With a companion report, Crossing the
Quality Chasm: A New Health System for the 21st Century (Institute of
Medicine, 2001), this committee has had a major impact on health care in the
United States, shifting the focus of policy and action from finance and cost
containment to safety and quality. This chapter surveys the patient safety
movement in the United States. It is difficult to separate patient safety from the
overall issue of quality of care, so this chapter partially addresses the broad
issue of quality with an emphasis on safety. The research behind To Err is
Human was all hospital-based, and most of the patient safety actions in the
United States are in the hospital sector. Studies suggest that medical errors
are at least as common in office practice with serious consequences, and
parallel efforts at safety in office practice are getting started and are also
discussed here.

The bottom line is this: As stated so eloquently by Lewis Thomas (1974) and
as embodied in the title To Err Is Human, it is natural for humans to make mis-
takes. The patient safety effort is not about making people better or safer; it is
necessarily focused on the development and application of safer technologies and
systems of care.



Origins of Safety and Quality in Health Care

Concerns about safety and quality in health care are as old as antiquity. Alexander
the Great is quoted as saying, “I die by the help of too many physicians!” (Lewis,
1974). In 18th and 19th century America, health care was a disorganized trade of
highly questionable quality, with many “snake-oil salesmen” roaming the coun-
try. During the early 20th century, with the reform of medical education, health
care quality started to receive attention, especially in teaching hospitals (Lewis,
1974). During the 1950s, Osler Peterson led an observational study of general
practice in North Carolina that was highly critical and fueled an academic bias
against community general practice that lasted for decades until the specialty of
family medicine was born (Peterson et al., 1956).

During the 1960s, Avedis Donabedian (1966) at the University of Michigan
developed a framework for measuring the quality of care that is largely used to
this day, distinguishing technical and interpersonal quality and addressing struc-
tural, process, and outcome quality as complementary measures. Contrary to the
current “outcomes movement,” Donabedian (1968) emphasized process quality
as the most important.

Safety and quality remained largely academic concerns until the managed care
movement swept the United States during the 1990s. The main focus of managed
care became cost containment, and the concept of managed care as appropriate
care raised questions about consistency in health care and whether evidence-
based clinical guidelines should be followed regularly in the care of patients.
Perceiving a large gap between the best care known through clinical evidence and
the care being delivered to the masses through a fragmented cottage industry of
medical practices, the IOM launched its quality initiatives in 1994 (Council of the
Institute of Medicine, 1994.).

Overuse, Underuse, and Misuse of Care

1998 was a watershed year in the quest for quality improvement of health care
in the United States. Three major reports were issued detailing serious quality
of care concerns. The most widely noted was the IOM National Roundtable
on Health Care Quality published in the Journal of the American Medical
Association (Chassin & Galvin, 1998). This report cited three types of quality
problems: overuse, underuse, and misuse. Numerous examples of each type were
presented, such as overuse of hysterectomy and other elective surgeries, underuse
of lifesaving therapies, such as beta-blockers after myocardial infarction, and
misuse of antibiotics for viral infections. Conclusions such as the following led
to the formation of the IOM Committee on the Quality of Health Care in America
in 1998 (Chassin & Galvin, 1998).

The burden of harm conveyed by the collective impact of all of our health care quality
problems is staggering. It requires the urgent attention of all the stakeholders: the health
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care professions, health care policymakers, consumer advocates and purchasers of care.
The challenge is to bring the full potential benefit of effective health care to all Americans
while avoiding unneeded and harmful interventions and eliminating preventable compli-
cations of care. Meeting this challenge demands a readiness to think in radically new ways
about how to deliver health care services and how to assess and improve their quality. Our
present efforts resemble a team of engineers trying to break the sound barrier by tinkering
with a Model T Ford. We need a new vehicle or perhaps, many new vehicles. The only
unacceptable alternative is not to change.

A second national panel, The Advisory Commission on Consumer Protection
and Quality, called for a national commitment to improve health care quality, con-
cluding the following (Advisory Commission on Consumer Protection, 1998).

Exhaustive research documents the fact that today, in America, there is no guarantee that
any individual will receive high-quality care for any particular health problem. The health
care industry is plagued with overutilization of services, underutilization of services, and
errors in health care practice.

Finally, the RAND Corporation conducted an extensive literature review of
peer-review publications between 1993 and 1997 and substantiated that serious
and pervasive quality-of-care problems occurred for acute, chronic, and preven-
tive care in all medical settings in the United States (Schuster et al., 1998). By the
end of 1998, the concern for the quality of health care in the United States was
out in the open, setting the stage for the dramatic reaction to the publication of
To Err Is Human.

Medical Errors in Hospitals

Headlines across the United States in November 1999 reported that between
44,000 and 98,000 deaths per year occur in American hospitals due to medical
errors. Even at the lower number, this was more than breast cancer, human
immunodeficiency virus (HIV) infection/acquired immunodeficiency syndrome
(AIDS), or automobile accidents. At the higher number, it was more than all three
combined! Medical errors were between the fourth and eighth leading causes of
death! Where did these numbers come from?

The major research behind To Err Is Human came from two studies conducted
many years before the landmark report. Both studies were conducted by a Harvard
team led by Lucian Leape and Troyen Brennan, using a retrospective review
process looking for evidence of adverse events caused by medical care, not by the
disease process. The first study was conducted in 1984 at New York hospitals and
found adverse events in 3.7% of hospitalizations (Brennan et al., 1991; Leape et al.,
1991). The second study was conducted in 1992 at hospitals in Colorado and Utah
and found adverse events in 2.9% of hospitalizations (Thomas et al., 2000). In both
of these studies, more than half of the adverse events resulted from medical errors
that could have been prevented. In the New York study 13.6% of adverse events led
to death, whereas in the Colorado and Utah study 6.6% of adverse events led to
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death. The 98,000 deaths per year in the United States is an extrapolation of the
New York study, and the 44,000 deaths per year is an extrapolation of the Colorado
and Utah study (Institute of Medicine, 2000).

Medication-related errors occur frequently in hospitals and received special
attention in the IOM report. One study conducted at two prestigious teaching hos-
pitals found that 2 of every 100 admissions experienced a preventable adverse drug
event, resulting in average increased hospital costs of $4700 per admission, or about
$2.8 million annually for a 700-bed teaching hospital (Bates et al., 1997).

To Err Is Human offers a series of recommendations that have largely been car-
ried out. There was a call for leadership and greater knowledge in medical errors
and prevention by funding a Center for Patient Safety in the U.S. Agency for
Healthcare Research and Quality (AHRQ). Patient Safety Centers have sprung up
throughout the United States funded by this AHRQ initiative. The report called for
a combination of mandatory reporting of serious events and voluntary reporting of
near-misses, which has since been implemented. The accreditation process of U.S.
hospitals conducted by a Joint Commission on Accreditation of Healthcare
Organizations (JCAHO) has increasingly used patient safety measures in its
reviews since the IOM report. Hospitals across the United States have placed a pri-
ority on developing systems for ensuring patient safety, and public attention has
not waned. Much progress is being made with information technology to guide
care and prevent human errors. Five years after publication of To Err Is Human,
there is consensus that many promising efforts have been launched, but the task is
far from complete. Efforts to improve patient safety need to expand and accelerate
to achieve the results called for in the IOM reports (Altman et al., 2004).

Save 100,000 Lives

A major force in the United States for improving the safety and quality of health
care is the Institute for Healthcare Improvement (IHI) in Boston led by Donald
Berwick. At its annual quality forum in December 2004, IHI launched a campaign
in U.S. hospitals to save 100,000 lives through six evidence-based practices.

Many other U.S. health organizations and health systems have signed on to this
campaign. Evidence was presented that if U.S. hospitals adopted six straightfor-
ward practices with 90% consistency, 100,000 lives would be saved. This effort
moves patient safety beyond avoiding medical errors to promoting best medical
practices. Each of these practices is described briefly here; further details and
references are available on the IHI website “Save 100k Lives Campaign”
(http://www.ihi.org/IHI/Programs/Campaign).

Rapid Response Teams

Pioneered in Australia and applied successfully in the United States, rapid
response teams are physicians, nurses, and other critical care workers who may
be called by anyone in the hospital when a patient begins to deteriorate. Patients
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are assessed and interventions started at the earliest sign of a serious decline. This
strategy has been used successfully to reduce greatly the frequency of cardiac
arrests and hospital mortality.

Improved Care for Acute Myocardial Infarction

Evidence shows that when eligible patients receive prompt administration of
aspirin and early use of beta-blockers, mortality from acute myocardial infarction
(AMI) is reduced. Yet these medications have not been consistently used owing
to a lack of standardized order sets and inconsistent implementation.

Prevention of Adverse Drug Events

Adverse drug events (ADEs) occur frequently when patients are transferred from
home to hospital, from the intensive care unit (ICU) to the floor, from the hospi-
tal to a skilled nursing facility, or back home. Across these transitions, informa-
tion about medications is usually hand-written from sources that may not be
accurate or complete. Adverse side effects of medication, some serious, are often
missed, and the medication is repeated.

Prevention of Central Line-Associated Bloodstream Infection

Forty-eight percent of ICU patients have central venous catheters, and there are
about 5.3 bloodstream infections per 1000 catheter-days in the ICU. A bundle of
best practices that may prevent many of these are hand hygiene, maximal barrier
precautions, chlorhexidine skin antisepsis, appropriate catheter site, administra-
tion system care, and no routine replacement. Knowing these precautions are not
enough, they still must be applied consistently.

Prevention of Surgical-Site Infection

Many hospital-acquired infections are related to surgery, and most are prevent-
able. A bundle of services that greatly reduce surgical-site infections include
guideline-based use of prophylactic antibiotics, appropriate hair removal, and
perioperative glucose control.

Prevention of Ventilator-Associated Pneumonia

Nosocomial pneumonia occurs in up to 15% of patients undergoing mechanical
ventilation. A bundle of best practices to prevent many of these pneumonias
includes five components: elevating the head of the bed to at least 30 degrees,
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daily “sedation vacations,” daily assessment of readiness to extubate, prophylaxis
of peptic ulcer disease, and prophylaxis of deep vein thrombosis.

Medical Errors in Office Practice

Office practice in the United States remains largely a cottage industry of inde-
pendent private practices of various size. For this reason, the diffusion of innova-
tions, such as electronic health records, is slow and now lags behind other, more
organized countries such as the United Kingdom. Medical errors are common in
office practice and include improper diagnosis, lack of patient information, pre-
scription errors, failure to follow up on test results, and improper patient manage-
ment (Sanders & Esmail, 2003). A prospective study of primary care practices in
the Boston (USA) area found that 25% of patients had had an adverse drug event,
and 11% of them were preventable (Gandhi et al., 2003). Another widely cited
study of office practice revealed that only about half of the patients received the
recommended care (McGlynn et al., 2003).

Preventing medical errors in office practice is a large task in a culture that val-
ues the autonomy of independent private practice. Most of the leverage for
change comes from policies adopted by health insurance plans and government
regulations. Because medical errors drive up costs, those that pay for care have
the greatest incentive to improve safety. A decade of health information technol-
ogy has been declared in the United States to improve patient information, pro-
vide clinical decision support, and improve communication through the use of
online methods (Brailer, 2004). Technology alone cannot solve the problem with-
out improving the human factors. The greater use of health care teams working in
integrated practices is seen as an important step in improving office practice
(Lawrence, 2002; Grumbach & Bodenheimer, 2004).

How U.S. Consumers View Medical Errors

A recent survey of adult Americans on the safety and quality of health care was
conducted by the Henry J. Kaiser Family Foundation. They found that nearly half
of all consumers worry about the safety of their health care. One-third report that
they or a family member have been a victim of medical errors, and one in five vic-
tims says the error resulted in serious harm. Only 28% of patients and family
members who experienced an error were told about it by the physicians involved.
What do consumers think are the leading causes of medical errors? The survey
found overwork, stress or fatigue of health professionals (74%), doctors not hav-
ing enough time with patients (70%), not enough nurses in hospitals (69%), and
health professionals not working together or not communicating as a team (68%)
as the most common responses (Henry J. Kaiser Family Foundation, 2004).
American consumers are well tuned to the problems of safety and quality in
health care and can play a pivotal role in demanding change.
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Summary

The IOM report Crossing the Quality Chasm identifies six aims for any health
system: safe, effective, patient-centered, timely, efficient, and equitable care
(Institute of Medicine, 2001). Safety is given first priority as a prerequisite for
quality. In the United States, the patient safety effort has remained primary and
overshadows the others. The media and the public remain focused on medical
errors as a scandal that should not occur. New health information technology is
seen as the panacea, but technology alone cannot solve problems and is likely to
create new ones. Patient safety comes from creating a culture of safety in which
everyone participates and systems are in place to ensure that the current best prac-
tices of safe care are consistently being employed. Other industries, such as man-
ufacturing and electronics, have achieved near perfection, or six-sigma quality,
through investing and implementing safety systems. Health care in the United
States has a long way to go but is moving in the right direction with tools and
methods that override human error and with strong leadership necessary to
achieve organizational change.
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Optimized Team Interaction:
Experience from the Aviation Industry
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In times of increasing cost constraints, there is increasing tension between eco-
nomic efficiency and safety. In numerous economic sectors, product quality is
deliberately reduced to save costs. The expenses resulting from complaints are set
off against the saving potential offered by cheaper production methods. This
approach can be optimized by defining specific error or rejection rates (for exam-
ple, production of cheap textiles). So long as this approach is used for products
with no or few safety requirements, there is no reason to object to the concept, as
customers themselves define the desired quality level by purchasing. In some
areas, however, this type of cost optimization cannot be accepted. When human
lives and health are at stake, management following cost-cutting principles can—
as soon as the public takes notice—trigger the ruin of the respective company.

Common Goal of the Medical and the Aviation Industry:
Risk Minimization

For this reason, industries sensitive to safety, such as medicine or aviation, must
follow a different principle when defining their quality requirements. Maximum
safety and minimum risk must be the topmost corporate objectives, even if only
for ethical reasons; but there are also economic reasons for this target. The total
loss of a large airplane costs an average of approximately half a billion euros. One
single accident (“complete loss of production”) can mean the end of an airline
(for example, Birgen Air). If, on top of this, an airline is charged with negligence,
which is mainly attempted by lawyers in the American legal system, there is vir-
tually no upper limit to the possible claims of the damaged parties. (If, for exam-
ple, it is proven that the crash of an Egypt Air plane after departure from the
United States was caused by the suicide of one of the pilots, Egypt Air is fully
liable. In this case, the insurance company is released from any indemnification,
and the claims of the victims’ relatives would certainly add up to several billion
euros, a sum that would mean the ruin of the airline).



The phenomenon having started in America, doctors and medical institutions
are also increasingly exposed to extremely high financial claims from damaged
parties. In the medical field as well, a single human error can trigger a human and
a financial catastrophe. Therefore, there are also substantial economic interests in
avoiding complications and accidents in the health care system.

Why Do Catastrophes Happen? A Philosophical Question

Why do disasters and catastrophes happen? Are we inevitably left unprotected to
an unfavorable fate? In the past, efforts to find an answer to these questions
inevitably led into the world of metaphysics. Evil spirits, magic, and witchcraft
were considered the causes of “negative events.” Rather unspecific means were
used to “get rid of” possible “catastrophe triggers,” including exorcism and the
burning of witches. In those days, humans and their actions were hardly consid-
ered responsible for, and had little influence on, avoiding catastrophes. The power
of destiny was the dominating factor. When the ideas of the Enlightenment
pushed human beings’ own personal responsibility into the foreground, safety
could be enormously increased in many fields of human life (the plague, for
example, was known to be transmitted not by the evil eye, but by fleas).

Acceptance of Self-Determined Risks and Risks Determined
by Others

The personal acceptance of risk, however, is not an objective variable but highly
dependent on the subjectively perceived question of how far the actual risk poten-
tial is personally determined. A motorcyclist, for example, readily and voluntarily
accepts an extremely high risk when exceeding the speed limit on a winding road
on his Sunday joyride (self-determined). After an accident caused by the described
driving behavior, the motorcyclist’s readiness to accept a risk involved in the treat-
ment of a polytrauma drops toward zero (determined by others). For the medical
and the aviation industry, this means that the “customer” has extremely high
expectations with regard to safety. In addition, it is normally difficult to assess per-
sonal risk because this assessment is influenced by emotions (fear of a meteorite
impact but no fear of driving a car when under the influence of alcohol).

A Definition of Safety

In the past, any airline flight included a high risk. Detailed investigations of acci-
dents—mainly conducted in the United States after World War II—made it pos-
sible to identify their most important causes. Especially when the financial
resources for risk minimization are limited, optimal use of the limited resources
is paramount. The return on investment is highest when investments are made in
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exactly those fields where the highest risk is encountered. Reacting in this sense
to the main risk areas resulted in an increase in flight safety to approximately 1.2
million flight-hours per total loss. Here, the following “equation” applies.

Safety = prevention strategy/threat

A serious threat requires a powerful defense strategy to increase the “value”
of safety. To identify the respective risk areas, a detailed error analysis is
required. Because aviation catastrophes are of high public interest, the pressure
to identify root causes of accidents is much higher in aviation than in many other
fields. The detailed investigation of more than 500 total losses of large jetliners
(takeoff weight of more than 20 tons) since 1960 has made it possible to create
an extensive database that reveals weak points and system deficits with the great-
est possible objectivity.

Humans: At Risk and Rescuer

A detailed investigation of the work environment combined with the analysis of
the flight-recorder data and the voice recorder in the cockpit provides a clear pic-
ture of the working conditions and errors that lead to a catastrophe. Accident sta-
tistics suggest that the human being in the cockpit causes about three-fourths of all
accidents. The large share of human errors suggested the initially considered bril-
liant solution of replacing the fallible human by an “infallible” digitally operating
computer. This measure was meant to eliminate all human insufficiencies from the
human/machine control loop. A computer never gets tired, is not emotional, does
not need a holiday, has a constant level of motivation, and so on. (A considerable
share of human work has been taken over by robots. In many cases, this measure
has increased productivity and guarantees consistent product quality.)

Automation and Safety

In aviation, an increased degree of automation has not changed the share of
human errors as the cause of accidents. Even after the introduction of the so-
called high-technology (HITEC) airplanes, the factor “human error” still
accounts for 75% of all accidents. Up to now, the assumption that an increased
degree of automation would necessarily lead to an increase in safety has not
proved true. In some cases, the human error was simply replaced by a computer
error. Experience has shown that the digital computer increases or guarantees
safety only in “trivial” cases. Because even the best programmer is not able to
anticipate all possible situations, the computer frequently fails when unconven-
tional decisions are required or when influencing variables that have not been
planned to occur in the respective context by the programmer must be weighed
and assessed. Plainly speaking, the machine is an aid so long as support is not
necessary but can fail when a demanding decision is required.
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Is Artificial Intelligence the Ultimate Solution?

Extensive and comprehensive research projects have made us recognize that so-
called artificial intelligence (AI) has narrow limits. Even such a trivial phenome-
non such as healthy common sense can be imitated by a computer only to a
limited degree. The artificial generation of intuition or of ingenious new ideas by
digital technology is miles away.

Risk Factor Software

The problems resulting from the use of a complex calculating program can be
demonstrated with a small intellectual experiment. Imagine a high-capacity com-
puter whose task is to control an operation or a flight fully automatically. Before
using the computer for the first time, a software test must be carried out for rea-
sons of safety. Assuming that 100 parameters have an impact on a flight (which
is a highly conservative approach if you take into consideration that more than
30,000 parameters are constantly monitored in a modern airplane), then 2100 or
1.27 × 1030 system conditions result from those 100 parameters.

Even if a still-to-be-designed megacomputer were able to check 100 million
(108) system conditions per second, the test run would take 1.27 × 1030 divided by
108 years, that is, 4 × 1015 years. The dimension of this figure becomes clear when
compared to the age of our earth, which is “only” approximately 5 × 109 years.
This arithmetic example shows that complex software is most likely to be faulty
and that there is no possibility to prove freedom from fault. A software test must
therefore always be limited to a more or less comprehensive random sampling.

How easily minor errors can have serious consequences was demonstrated by
the U.S. National Air and Space Administration (NASA) Mars mission of 1999.
An unmanned spacecraft crashed on the red planet because entry into the Mars
orbit had been calculated incorrectly. One department had used nautical miles to
measure the distance, and the other department had used kilometers. When
exchanging the data, the units of measurement were, by mistake, not matched
(programming error). Because complete control of a complex calculating pro-
gram is impossible, operations that decide the life or death of a person commit-
ted to our care must always be subjected to a plausibility check carried out by
a specialist as the last control instance.

Optimized Team Interaction

If the computer is ruled out as the ultimate safety system, how else can complex
operations involving quick and difficult decisions be controlled? We must seek new
answers in fields of activity that depend on the smooth, safest possible interactions
between human and machine. In this context, findings in biology, psychology, and
social sciences are gaining importance.

To be able to utilize the capacities of the human brain optimally and to correct
potential errors, we have to create operating structures that can identify and cor-
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rect possible errors. The interdisciplinary exchange of ideas and experience has
shown that an optimal interaction between humans (team) and machine(s) in
solving complex tasks under time pressure requires the use and observance of
rules and standards that are applicable to all systems. In this context, it is of
minor importance whether operating procedures in the operating theater, in the
cockpit of an airplane, or in the control stand of a power station are considered.

Parallel Connection of Thought Machines

Because a single person is always highly prone to error, the solution of the prob-
lem is to have him or her supported and controlled by a second person with the
best possible and most suitable qualification.

The probability that two persons working independently of each other will
make exactly the same mistake at the same point during an operating process is
relatively low so long as the two “thinking machines” collect and evaluate the
available facts independently from each other before discussing and clarifying the
further steps (parallel connection of several independent thinking machines). If
they have different opinions, the reasons for a decision, as well as its advantages
and disadvantages, must be discussed. The independent thought processes of
those individuals influencing or controlling the processes results in a safety net-
work that can cushion human errors. The “mesh size” is determined by the qual-
ifications of the respective individuals and the quality of cooperation.

Error Omission in the Legal Sense

To develop effective defensive strategies, information on the actually occurring
problems must be available. Unfortunately, the legal treatment of human errors
according to the principle “errors must be punished and errors with severe con-
sequences must be punished severely” has caused much harm. The legislator
assumes that threatening with or inflicting a severe penalty can keep people from
acting against the rules. This approach might be true with regard to the planning
of crimes (bank robbery, shoplifting), but an accidental human error cannot be
avoided by the threat of punishment. Possible sanctions prevent an objective
investigation and follow-up of an incident and impede the development of effec-
tive defensive strategies to avoid similar problems in the future. The fear of pun-
ishment leads to hushing up and incorrect assignment of guilt.

Zero Defect Strategy?

Quality management, too, is only partially suitable for error omission. The com-
plete and continual documentation of production steps and operating procedures is
performed to guarantee constant high quality. However valuable these measures
may be, there remains one serious weakness. Dynamic processes in which
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flexible reactions to unexpected problems are required cannot be recorded with-
out a gap; and, despite all efforts, the fact remains that humans do not work with-
out ever failing. “Errare humanum est” As a consequence, the aim cannot be
human action without error but the creation of structures that ease unavoidable
human errors or that eliminate the unintended effects of errors before they can
develop their undesired effects.

Nonpunitive Error Management

To be able to tackle the problems, we must create an environment characterized
by an atmosphere of mutual trust. The open discussion of errors made must not
be endangered by the threat of punishment or the fear of a possible career inter-
ruption. It should be made clear that the “real professional” distinguishes himself
or herself by the fact that he or she addresses errors openly and discusses them.
This concept is based on the conviction that even the best expert can make nearly
any serious mistake under unfavorable conditions. It is not the mistake itself that
is “reprehensible” but the hiding of valuable information from colleagues. It has
been shown in the past that progress is primarily achieved by investigating and
following up mistakes, failures, and catastrophes (that nearly happened).

Every pilot has experienced elements of accident scenarios of others. If we suc-
ceed in identifying and eliminating single links in a possibly fatal chain of errors
before a catastrophe happens, the system works. If the relevant knowledge is
acquired only after a catastrophe, the system has failed.

Limits of Confidentiality

To gain colleagues’ confidence in a nonpunitive reporting system, certain prereq-
uisites are required. The reporting system must be operated independent of the
disciplinarian. The relevant incidents must be collected and analyzed by an inde-
pendent organizational unit. Protection of the reporting person must have top pri-
ority. Analogous to confession in church, the confessing person must be protected
under all circumstances. Serious incidents are reported only if the staff fully trusts
the reporting system. If we do not succeed in building up a basis of confidence,
only minor incidents are reported, which frequently result in the assignment of
guilt to others. Experience with nonpunitive reporting systems has shown that it
is usually single persons, not abstract organizations, who enjoy the trust of the
staff members. An accepted confidant is prerequisite for the system’s success. Of
course the required basis of confidence cannot be built up over night; rather, it is
a time-consuming process. A suitable confidant is an experienced colleague who
is appreciated by everybody and who has already reached his or her own profes-
sional goals. This person should be supported by younger colleagues as well as
contact persons for staff members his or her own age.
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Human Factor Research Project

The analysis of accident statistics involves the dilemma that, owing to the for-
tunately low number of catastrophes, it is difficult to make valid statistical
statements. Reference to the number of incidents that have actually occurred is
often missing. A comprehensive survey is therefore essential to obtain an objec-
tive picture of the safety situation: A well structured analysis of as many catas-
trophes that have almost occurred as possible demonstrates the hidden part of
the “incident iceberg,” in other words, that which is outside the immediate
access of the event analysts. The question of how large this normally invisible
part is also arises.

To get a better idea of situations that are potentially critical for safety, the avi-
ation industry has conducted a Human Factor Research Program. It has been the
most comprehensive study of its kind. A 120-page questionnaire was filled in by
2070 pilots. The survey asked for explanations and descriptions of the critical
incident that was last experienced. The answers added up to 3,200,000 data
records. Evaluation of the data took more than 2 years. Table 16.1 shows the six
risk classes that resulted from this evaluation.

The mean risk value in the above survey is 3.4, that is, an incident in which the
safety critical impacts could be almost entirely controlled by the pilots. It is strik-
ing that the higher risk classes 4, 5, and 6 together make up for more than 40%
of all critical incidents. A large portion of the reported events represent signifi-
cant danger potential. In contrast to a collection of reports on safety critical inci-
dents, the questionnaires do not reveal how the event developed in detail (no
scandalous stories); they deal only with possible influencing and disturbance
variables (this is done also for reasons of anonymity).
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TABLE 16.1. Risk classes
Risk class Example

1 There was an irregular incident. But there was no need to act. It was clear that there
would be no safety-relevant effects. (“No problem.”)

2 There was an incident relevant to safety. Appropriate actions of the crew made it possi-
ble to avoid the building up of any effects that would have impaired safety. (“Routine.”)

3 There was an incident relevant to safety. The crew was able to control all the effects of
the incident completely. (“Well done”)

4 There was an incident relevant to safety. The effects of the incident could be controlled
only partially by the crew (cockpit, cabin). (“Things turned out all right in the end.”)

5 There was an incident relevant to safety. The effects of the incident could not be con-
trolled by the crew (cockpit, cabin). In the end, it was possible to manage the situation
only because no further aggravating factors occurred. The last link in the error chain
was missing. (“By a hair’s breadth....”)

6 There was an incident relevant to safety. The situation got completely out of control, and
we survived only by chance. (“Oh, shit!”)



Based on the survey data, four main categories were established that cover the
major aspects of the problems.

TEC: technical problems, failure of systems
HUM: human errors
OPS: operational problems, complications
SOC: aggravating social factors

The OPS category refers to influences complicating the operating procedure
beyond the standard rate. SOC refers to the team situation in the cockpit, such as
communication deficits, bad crew resource management (CRM; a strategy for
optimal utilization of all resources and information available to a team), conflicts
(which quite often are not openly expressed), a too steep or too flat hierarchy,
psychological problems, and so forth.

For evaluation, the different risk categories were first considered separately. If
the above factors occur alone, the following percentages result (percentage of the
total number of incidents).

Technical problems, failure of system 7.7%
Human errors 4.9%
Operational problems, complications 1.2%
Aggravating social factors 0.7%

It shows that when considering individual incidences technical problems are at
the top of the scale (7.7% of all events) followed by human factors (4.9%). At first
sight, this is surprising. How does this figure explain the fact that 75% of all acci-
dents worldwide are human factor accidents? The analysis shows that cockpit
crews are normally well able to manage a single error. The safety network of
“structured cockpit work” eases solitary human errors.

Effect of Simultaneously Occurring Risk Factors

In a second step, the analysis comes closer to the actual risk potential. Two cate-
gories are combined (for example, TEC + HUM or OPS + SOC, and so forth).
Here we see that the dangerous impact of the human factor increases when it is
combined with other factors. If operational problems (complications) and a
human error occur simultaneously, the portion of safety critical incidents
increases to 8.3%. Statistics show that a well organized working environment has
considerable risk-reducing influence. The largest risk group with two combined
factors is the combination of human factor (HUM) and problematic social climate
(SOC). This combination is responsible for 13.7% of all incidents. This reveals
that the working atmosphere has a much larger influence on risk than
complications.

All three categories (HUM, HUM + OPS, HUM + SOC) together, however,
account for only 26.9% of all safety critical incidents. What makes up the most
important share of the often potentially fatal human factor?
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Social Factors: “Turbofactor” with Regard to Human Error

The next evaluation step considers combinations of three risk factors (for exam-
ple, TEC + OPS + SOC). By far the most frequent safety critical situation (37.8%
of all events) consists of the following combination.

1. A complication develops (OPS).
2. In this situation of increased stress a human error occurs (HUM).
3. The negative effects of the error cannot be corrected or eased because the

working climate (SOC) is not optimal.

This means that a negative social climate has the effect of a “turbocharger”
when a human error occurs: In many cases, tense human relationships turn a
“harmless” error into a potentially life-threatening situation. A tense atmosphere
is usually not identical with a dispute. In many cases, the working climate is bur-
dened without the person responsible for the bad climate noticing it. The others
involved in the situation frequently only sense an “undefined feeling of unease.”
A first negative impression, too much or too little respect, contempt, misunder-
standings, a bad mood brought from home, lack of motivation, and so on can
reduce the efficiency of a team considerably.

A first and important step to ease the problem is to express clearly one’s own
feeling of unease or other personal feelings. Normally, a considerable inner
reluctance needs to be overcome to be able to do this. However, statements such
as: “I do not feel comfortable with our teamwork” or “I have the feeling that there
are problems nobody addresses” can be a first step to improving cooperation.

Especially in professions characterized by the image of brilliant experts who
solve any problem without difficulties, it is a real challenge to address “soft” psy-
chosocial factors. Nonetheless, this area must not be neglected or repressed, as
this risk potential was not discovered, articulated, and put into the foreground by
psychologists ignorant of aviation problems but by the people responsible for the
problems.

Working Climate and Safety

Everyone knows that the working climate has an influence on the quality of work
and on safety. It is surprising, however, that the impact of “atmospheric distur-
bances” is so high. According to the above findings, the fact that colleagues do
not get along well with each other ranges highest on the scale of safety problems.
Social tensions in the team increase the risk of a safety critical incident by five-
fold: in other words: an optimal working atmosphere could mitigate or ease 80%
of all safety critical human errors.

The study has thus proven a quantitative connection between the social climate
and the risk of dangerous incidents. Not only the number of incidents increases
but also the risk class. (The mean risk of incidents caused by the human factor
amounts to 3.57.)

16. Increasing Safety with Team Interaction 139



Training for Optimized Teamwork

What does this statement imply for our work organization and for training? The
efforts to achieve optimal CRM and optimal team structures must be intensified. In
the past, bad team behavior and a miserable atmosphere in the work environment
were frequently tolerated with the argument, “But she (or he) is technically quite
competent!” This statement should no longer be accepted. Survey evaluations show
that bad team behavior triggers a major share of safety-critical incidents, and they
are frequently not eased by excellent abilities but simply by good luck.

This implies that deficits in team behavior must be addressed by individual col-
leagues as well as by trainers and superiors. As already mentioned, this is more
easily said than done, as the subject often requires more far-reaching discussions.
A first reaction to this result of the survey could be to ask not to assign any
“unpleasant” colleagues to the job who do not immediately create a “great atmos-
phere” in the team. In general, however, this measure would not ease the prob-
lem, as everyone occasionally (often unconsciously) burdens the work climate for
colleagues by his or her behavior. Therefore, providing all colleagues with tools
that ensure optimal handling of social problems is probably a more successful
plan (in a wider sense).

Social competence obviously is also important for managing safety problems
in technically oriented fields of endeavor, a fact that has been seriously underes-
timated in the past.

Risk Categories

Figure 16.1 shows the percentages for the individual risk groups. The figures
reveal that the survey made it possible to break down the fine structure of the
safety-relevant human factors. When adding up all categories in which the factor
HUM appears, the total is 79.1%, and this is the figure that corresponds more or
less with the 75% of the International Air Transport Association (IATA) accident
statistics.

Social Problems in the Team

What does the term SOC mean if you look at it more closely? The structure of the
questionnaire deliberately addressed possible impairments. Approximately 32%
of these unfavorable CRM events are triggered by a single-handed action of one
pilot. This figure shows that a behavior that is not jointly coordinated and agreed
upon poses a safety problem. There is normally no ill will behind such an
approach. Time pressure, target fixation, or unexpected complications shortly
before the expected completion of a task can turn a good team player into a
“Rambo” in no time.
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A single-handed attempt by one team member is usually triggered by the cap-
tain. Because of the hierarchical structure and the overall responsibility, it is nor-
mally a simple matter for the boss to stop a single-handed action by a team
member. For a hierarchically subordinate employee, it is much more difficult to
convince the boss of the problematical nature of a decision that was made alone
because he or she must overcome a huge emotional hurdle before expressing
criticism from a subordinate position. The larger the difference in age or in hier-
archy between the team members, the more difficult it can be for the employee
to express criticism.

The fact that approximately one-third of all CRM problems is due to “lone
wolfing” shows that there is an urgent need for action in this field and that
repeated efforts are needed to create a common work basis. To avoid any rush is
an important preventive measure in this context.

The graph in Figure 16.1 shows that the factor SOC ONLY is at the end of the
list, with only 0.7%. This clearly demonstrates that social problems, as an isolated
factor, are practically irrelevant as the cause of a safety-critical event. Great
efforts are being made to create a positive working atmosphere. Existing difficul-
ties become obvious only when additional burdening factors occur.
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FIGURE 16.1. Possible combinations of the various risk categories. The uppermost line
shows the combination of all four groups. Technology (TEC), operational problems (OPS),
human error (HUM), and social problems (SOC) account for 9.1% of all incidents. The
second data block shows the combinations of three factors. By far the largest block
(37.8%) consists of OPS, HUM, and SOC. As to the combinations of two factors, the mix-
ture of HUM and SOC is at the top of the list. The smallest group (in the lowest data block)
comprises social problems, with only 0.7%.



Who Is Going to Teach Optimized Teamwork?

Who should carry out the relevant training? The basics of CRM should certainly
be taught by psychologists. However, this method of teaching can be applied to
only a relatively limited extent, as the actual knowledge transfer takes place in
the working situation and must therefore be explained and accompanied by col-
leagues in the same professional field. To be efficient and accepted, the training
must be implemented in the specific environment and can therefore be rendered
only by specialists (pilots, medical doctors) as trainers and multipliers. The
results of the survey give additional support to these efforts. More training in this
field, however, must never make cutbacks in basic technical training tolerable.
CRM training is no substitute for technical knowledge; it is only a necessary
supplement.

Communication Deficits

The following figures should illustrate the problems assigned to the field of
SOC. It has already been mentioned that “additional aggravating factors in the
field of social interaction” were found in 68.4% of all events. That this rarely
means a dispute in the common sense of the word or an openly fought conflict
has already been explained. In 77.4% of the cases with aggravating factors in the
area of social interaction, communication problems were reported—in 48% of
all incidents.

● Necessary statements were not made, and corresponding hints were not given.
● Unclear concerns were not expressed.
● Important statements were incomplete, insufficient, or were not heard.

In the above cases, the sender of the message is the one who was negligent, as
the quality of communication is entirely determined by whatever arrives at the
other end. For this reason, the sender of a message has the obligation to check
what information the receiver has perceived.

The problem, therefore, is not the captain’s lack of readiness to put a hint
received into the according action, but the missing courage of the first officer to
address deviations consequently and clearly.

No corresponding reaction followed a clearly understood hint in only 23% of
all communication problems. There is a strategy to deal with this type of situa-
tion, too. If there is no reaction to a correcting hint, the concern must be
repeated.

If the first officer does not speak up and the captain is exclusively fixed on the
target, this can result in the noncorrection of an error. (The worst accident in civil
aviation with 583 casualties happened because a young copilot did not have the
courage to correct the experienced trainer captain a second time.)
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Violation of Rules

So-called violation of rules constitutes a large share of human errors by the cock-
pit crew. A few years ago, a Boeing taskforce dealt with this phenomenon. The
study analyzed accidents. When investigating cases of total loss, the investigating
team did not ask what caused the accident but searched for means that could have
prevented it. The survey shows that about 80% of all accidents could have been
prevented by strictly observing the rules and regulations. For this reason, the area
“working in accordance with rules” is of special interest to us in the evaluation of
the cockpit study because the findings of the Boeing study mean that the number
of accidents (at present about 18 per year on average) could be reduced by 80%
(or approximately 14 total losses per year) at once if the pilots observed the rules
strictly.

Seventy-seven percent (n = 940) of all human errors that trigger a safety criti-
cal incident are nonobservances of rules (omission/violation). The total number
of reported violations of rules is 1513, which is much higher owing to the fact that
multiple violations (nonobservance of at least two rules) were reported in 573
cases. The usefulness and protective effect of the rules is not questioned in prin-
ciple. Nonetheless, violations of fundamental rules obviously occur repeatedly as
a result of time pressure, immense routine, complacency, and the feeling of being
invulnerable.

Standard Operating Procedure

There are generally several procedures to fulfill a task, all of which offer the same
level of safety. For this reason, it does not necessarily become clear at first glance why
they should be limited to a few strictly defined standard procedures. There are,
however, several reasons for making and observing binding agreements.

To be able to control each other and to address deviations from the rules, all
cockpit members must be able to refer to commonly accepted procedures. When
applying “personal procedures,” the controlling person can no longer determine
if the working step is desired in the way it is implemented or if an unintentional
human error has crept in. If a crew works in this gray zone, it must rely on its feel-
ings, which are bad or even fatal advisors, as has been documented by many flight
accidents.

Failure and Readiness to Take a Risk

Behaviorism presents another important argument for disciplined work. After a
tolerated rule violation, the threshold for further, often more serious violations is
reduced. For this reason, deviations from rules must be addressed as soon as they
occur to prevent a cascade of violations.
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The captain is responsible for the observance of binding rules. He or she is
assisted by a responsible first officer as a means of support and an additional
“control and redundancy organ.” Thus, a violation of defined rules always
means that the redundancy structure in the cockpit has failed. The tolerance
threshold accepted by the first officer determines the mesh size of the safety
network.

Experience and Adherence to Rules

A high level of self-discipline is required to observe rules that are considered
inflexible after years of successful work. Training and management personnel
are particularly endangered in this respect. A person who has participated in
working out the rules and constantly remembers the often controversial
discussion resulting in their implementation sometimes has great difficulty
adhering to these rules. However, because of the trainer’s model function, a
violation of rules by the trainer has an especially strong negative effect
because human errors occurring in this context most probably are not cor-
rected by the inexperienced colleague because he or she does not expect this
type of rule violation.

Risk and Motivation

In this context, motivation also plays a major role. An investigation by the U.S.
Navy has shown that 90% of the pilots who get involved in a human-error acci-
dent have serious motivation problems. With fading motivation, the readiness to
violate a rule and to accept a higher risk increases. Only those who are highly
motivated work carefully and with foresight. The more reluctantly one performs
his or her job, the more difficult it is to anticipate possible consequences.

Apart from discipline and motivation, the readiness to accept one’s own imper-
fection is an imperative prerequisite for good teamwork. Only a person who
accepts his or her own weaknesses is convincing when asking for and expressing
criticism (passive and active ability to criticize).

Morals and Values

The personal system of values also plays a decisive role. If we do not show
empathy and a certain principal generosity toward our team members, they will
not point out incongruities and possible mistakes with the necessary clarity in a
complex critical situation.
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Summary

The factor “human error” still accounts for 75% of all accidents, even after the
introduction of the so-called high-technology (HITEC) airplanes. Because the com-
puter cannot provide the ultimate safety system, how else can complex operations
involving quick and difficult decisions be controlled? To guarantee the highest pos-
sible human performance level, the following steps should be observed.

● Select the right people.
● Training should include real-life scenarios that are likely to create time pressure

and stress (simulation).
● Implement recurrent training.

Optimized team interaction involves support and control by a second person,
as well as structures and training to enable individuals to recognize impending
errors and verbalize them and to accept such information when received and to
act accordingly.

Known errors or risks cannot be analyzed and eliminated if they are not first
openly discussed. The threat of punishment, however, curtails such discussion.

Because nearly 40% of all dangerous situations result from poor team inter-
action in the face of human error caused by the duress of an unexpected com-
plication, far more research and training must be devoted to the complexities of
human interaction.

It is almost a paradox of human history that man’s efforts to develop machines
to compensate human weaknesses have led to the present situation where the
inherently human abilities of social competence are of utmost importance when
dealing with high technology.
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The application of information technology (IT) in all health care organizations
has become a complex process. For a long time, IT was only used in adminis-
tration, but hospitals with modern management recognized the potential of the
optimal use of IT in all forms of service provision and established hospital infor-
mation systems early.

Because of the long-term effects of IT in health care organizations, it is difficult
to provide evidence of its usefulness. Confirming the benefits of IT requires sophis-
ticated IT controlling and continuous feedback with the users. Management often
only considers IT as an additional cost factor. Lack of transparency in the field of
IT, lack of knowledge about IT processes in management, problems with accept-
ance among users due to obligatory tasks, and the perceived increased amount of
work required from medical and nursing personnel for documentation on personal
computers have worsened these problems.

Well organized IT solutions, such as those that minimize transportation times
by avoiding paper documents or the parallel use of data by different users, can
cut costs. High quality relevant treatment information is also instantly available.
In the United States, for example, 522,000 incorrect prescriptions for medica-
tion could be avoided by consistent IT printout and/or transmission of physi-
cians’ orders, as the supply and administration of medication in a clinical
setting undergoes many clinical and administrative steps (Birkmeyer et al.,
2000).

According to a study sponsored by Microsoft (Rainzer, 2003), approximately
70% of the transactions in the North American health care system are based on
paper forms. In other words, 20 cents of every dollar spent on administrative
costs is for paper forms. The economic feasibility of many institutions in the
health care system today depends directly on the quality of their documentation
and the availability of information—and thereby on the optimal application
of IT. These problems provided the incentive for David Sackett to develop
methods in the field of medicine to solve the problem of floods of worthless
information with the concept of evidence-based medicine more than a decade
and a half ago.
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As a holistic approach, evidence-based information technology (EbIT1) com-
bines evidence-based information from different specialties, such as evidence-
based health care (EbHC), and implements these solutions in the IT structure of
the respective organization. The integration of these principles into hospital infor-
mation systems, intranets, or evidence-based guidelines brings added value to the
organization that can be measured with reference numbers and can contribute to
the development of the organization and its long-term success. Figure 17.1  shows
EbIT as a concept for the transfer of solutions into practice with simultaneous
assessment of its usefulness.

This chapter shows how application of the methods of evidence-based medi-
cine in IT processes can improve access to information in a hospital, improve the
quality of the information, and reduce costs.

Concept of Evidence-Based Information Technology

The conception and implementation of EbIT proceed from the following assump-
tions.

1. Information processing is a key technology for organizations in the health care
system that has hitherto received too little attention.

1The term “evidence-based information technology” was introduced by Dr. Jeremy C.
Wyatt of the University College in London. He investigated the fundamental possibilities
for applying information technology (IT) in the field of medicine.

Hospital Information System, Intranet, Internet

Evidence based
Health Care

EblT

Patient

Transfer

Doctor

Solution

Guidelines, Standards, Oraganizational development

Controlling
Reference
Numbers

PerformanceUsefulness

FIGURE 17.1. Evidence-based information technology (EbIT) as a concept for transfer,
service, solutions, and usefulness for the dissemination of evidence in IT systems. HIS =
hospital information system; EbHC = evidence-based health care.



● Applying this key technology could reveal additional potentials for cost reduc-
tion and improve the quality of service.

● An effective and efficient use of IT requires a modern form of organization.
● Standardizing information processes can improve their quality and reduce IT

costs.

2. Implementation of EbIT requires a “learning” organization.

● Continuous online requests for feedback provide a good assessment of the
acceptance of IT solutions among the users and management.

● Documentation of suggested solutions helps create a knowledge base and pro-
motes accumulation of useful information.

Because information constitutes an indispensable factor in the production and
supply of medical services, it is only logical to organize the process of information
provision according to the rules of evidence-based medicine (EbM). The supply of
information for treatment procedures must fulfill certain requirements. The user
of an IT system evaluates the usefulness of the provided information according to
its relevance (R) and validity (V) and the time and effort (E) required to receive the
information. If the user has to wait too long for the information, the acceptance and
usefulness of the information decrease because the situation demanding informa-
tion might have changed. Figure 17.2 shows the relations among relevance, valid-
ity, and effort in obtaining information.

Many communicating partners are involved in patient treatment, all of whom
require information. It is not uncommon that, together with physicians, nursing
staff, therapists, relatives, administration, health insurance providers, and other
stakeholders in the treatment process, a large number of communicating partners
must be included in the IT solution quickly. Managing the interfaces presents a
large problem because IT systems from the various manufacturers and suppliers
must be coordinated. Figure 17.3 shows a rapidly growing communication net-
work with a number of communicating partners. The example shows 28 directly
communicating relationships with eight communicating partners. This could rep-
resent, for example, eight medical subsystems, such as the laboratory, radiology
department, and so on, all of which must exchange data. Interface problems arise
not only because of technical reasons but also the different terminology used by
the various specialist groups.
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Evidence-based medicine, together with evidence-based nursing (EbN) or
other disciplines that combine internal and external evidence, are like parts of a
building whose roof is EbIT. Without this edifice of valid and relevant informa-
tion that reaches the right service provider in the health care system in the right
place at the right time, it would be difficult to achieve safe, effective, patient-
oriented treatment. The concept EbIT therefore provides a holistic approach to
supplying information during the treatment process and the related secondary
processes, as shown in Figure 17.4.

Information plays an essential role in all evidence-based concepts. It is the task
of IT to transport information in an appropriate manner, that is, at the correct time
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Connections =

N = 4

6 connections

N = 8

28 connections

N2 − N
2

FIGURE 17.3. Number of connections depending on the number of communicating partners
(Comer, 2002).
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FIGURE 17.4. Evidence-based information technology in the context of evidence-based
medicine, evidence-based nursing, and other evidence-based applications.



to the correct place and to the correct user securely and reliably. The solution of
an IT-related user problem should itself be fashioned on evidence-based rules.
That this is not always the case is demonstrated by dissatisfied users, overspent
IT budgets, and problems with the quality of information provision.

Figure 17.5 illustrates the structured procedure used in EbM applied to solve an
IT user problem. First, an answerable question is formulated and then answered
according to internal evidence. In the next step, external evidence for this specific
problem is sought, and the identified information is examined for validity and rele-
vance. If this external evidence is sufficient to justify changing an established
method of operation, the new solution is applied and documented. In the final step,
after application of the IT solution the user is included in a feedback process, and
the solution is evaluated from his or her point of view. This final step integrates the
user in the solution and promotes a learning organization. Documentation of
evidence-based solutions builds up a knowledge base in the organization.

The following problematical areas arise from the EbIT problem-solving con-
cept consisting of the six steps shown in Figure 17.5.

● According to which assessment criteria can internal and external evidence be
evaluated?

● How can the outcome of an IT solution be assessed from the user’s point of
view; that is, how useful is the solution to the user.

Evaluating the quality of information from different knowledge sources in the
field of IT is confronted with the same problems as when evaluating the quality,
validity, and relevance of medical information. EbM has solved the problem of
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evaluating the scientific validity of medical information according to the well
known classes of evidence Ia through V (Classes of Evidence according to the
FDA, 1998; Sackett, 1999). The classes of evidence from the field of medicine
can be compared with external evidence from the field of IT.

Systematic studies about the effectiveness and usefulness of IT solutions, if
existent, are available only at hardware and software manufacturers. Professional
associations and user groups in the field of IT represent independent sources of
information; but because of the intimate connection of an IT solution with the
respective organizational form and the difficulty of determining its long-term
effects, transference of knowledge from one organization to another must be
critically tested. Table 17.1 presents a summary of step 4, “critical evaluation of
external evidence,” to show how external information from the IT can be com-
pared with grades of external evidence from the field of medicine. This is neces-
sary because IT information can directly affect the validity and relevance of
medical information processed in a hospital IT system.

The outcomes of an IT service or an IT solution can only be measured in the
context of the organization using the EbIT, that is, the IT user(s). Aside from
established reference numbers used for the assessment of IT service, such as ful-
fillment of service-level agreements (SLA) or the availability of IT systems, so-
called soft factors such as user satisfaction and faith in the competence of
the solution must also be taken into consideration. This is referred to as IT
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TABLE 17.1. Comparison of classes of evidence from evidence-based medicine with exter-
nal sources in the field of information technology
Grade of 
external Class of evidence in Information technology 
evidence medicine (based on) evidence (based on) Source

Ia Meta-analyses of randomized Handbooks with installation Standardizing agencies
controlled trials (RCTs) in instructions Manufacturers’, 
systematic reviews professional, and users’

organizations
Ib At least one RCT
IIa At least one controlled study Documentation of IT System handbooks

without randomization solutions with comparable Best practice
IT system 

IIb At least one quasi- environment and type of Specialist journals
experimental study organization Specialist textbooks

Internet pages of the
manufacturer
FaQ

III Nonexperimental, Reported experience and Discussions and reports 
descriptive studies recommendations from in expert groups

expert groups
IV Reports and opinions from Discussions and reports 

expert groups without in user groups
transparent documentation

FaQ = frequently asked questions; IT = information technology



governance. IT concepts that holistically emphasize the key role IT plays in orga-
nizational processes are needed today. IT controlling requires the prior existence
of an IT strategy, such as the balanced scorecard, calculation of services, and
standard processes according to the Infrastructure Library (http://www.itil.org),
which are available but have been practically implemented by only a few organi-
zations. Service orientation requires a process model for application. Owing to
the enormous speed at which changes are taking place and their complexity, many
organizations in the health care system have not taken full advantage of these
potentials.

Results

Results of the consistent application of the EbIT concept are demonstrated in the
example of a user–help desk system,2 which has been utilized at a hospital for
psychiatry, forensic medicine, neurology, and rehabilitation for 3 years. A form
was developed for the systematic recording of IT problems so all entries can be
stored in a central database and categories of problems, causes of problems, and
user feedback or the status of the reported problem can be called up at any time
from the IT network by the hospital management.

The application of EbIT in a hospital with 800 beds improved the quality of
information and increased user satisfaction. The time saved when searching for
information can be devoted to improving the quality of treatment. The rising qual-
ity of IT procedures and results also produces a learning effect and an increase in
patient volume and thereby a reduction in costs.

The consistent application of EbIT can result in a larger number of users being
served by fewer IT specialists. Three members of the IT support staff in the dis-
trict hospital in Mainkofen serve 650 client personal computers (PCs) and about
1100 IT users. Comparable data from industry assume the need for one IT sup-
port person for about 60 to 80 PCs.3 We achieved an obvious reduction in the nec-
essary number of IT support staff with the same high quality results.

Figure 17.6 shows an evaluation of the distribution of causes of about 4500
IT problems that were documented from 650 users in one hospital during 1
year. This helps the IT management react quickly to IT problems, which
increases the acceptance among IT users. Consistent recording and solving of
IT problems according to an established EbIT pathway makes it possible to ana-
lyze the data from a multitude of perspectives and to carry out preventive main-
tenance of the IT system. If the satisfaction level of the IT users in a certain area
changes, the IT management can react quickly (for example, by offering train-
ing sessions for the user group involved, or systems with frequent errors can be
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2At a user help desk, the reported IT user problems are recorded, handed over to an IT spe-
cialist, and the solution of the problem is documented. User–help desk systems are stored
in databanks and in the local network of an organization.
3According to Compaq, 60 to 80 PCs can be supported by one member of the IT staff.
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exchanged). This increases the quality of the data processed in the hospital
information system.

Documentation of each IT problem and its solution enables the causes of prob-
lems to be classified. The cause of a specific problem can thereby be defined, and
the cost of the solution can be reduced. IT problems caused by the users them-
selves also become obvious and can be reduced by tailored training.

A balanced scorecard can be produced from these online data that supplies man-
agement with a continuous overview of the IT provision, acceptance among IT users,
and important parameters of system security, such as unauthorized use of files.

Figure 17.7 shows the time required to solve IT problems and illustrates that
most IT problems can be solved within an hour. This is especially important for
IT users in a hospital, as IT systems should be available 24 hours a day.

The time saved by avoiding duplication of documentation, transport, and wait-
ing time can be transferred from pure data recording to strategically more impor-
tant tasks, such as quality management. In the Mainkofen District Hospital, 87%
of the time previously required to record sociodemographic data was saved by
changing from paper forms to digital recording systems. For 7500 annual hospi-
tal admittances, the time saved by using a digital form to fill out basic documen-
tation was 13 minutes per case compared to using paper forms. When the basic
documentation has been filled out at admission and discharge, this adds up to a
total savings of 195,000 minutes, or 406 working days. This saved time can be
dedicated to patient care.

Before the introduction of digital forms in the hospital information system, 12
tons of paper forms were printed in the hospital printing shop. EbIT cut the
amount of paper forms by 30%. Avoidance of duplication increased the quality of
the data as well as the time required for transport and filing of the paper forms.

Clinics that have already achieved the change from paper to digital documen-
tation and can illustrate a resulting workflow with the digital forms can certainly
report similar experiences. Considering the huge amounts of circulating paper
documents, IT departments have a considerable task cut out for them. Analogous
savings could be achieved by switching from paper forms to digital forms for
recording meals.

Discussion

The introduction of EbIT, exemplified by the transfer from paper to digital docu-
mentation forms, requires a long process in a hospital in which many professional
groups are involved. It, however, presents the opportunity to discuss and restruc-
ture established procedures that have long remained static. In the Mainkofen
District Hospital, we have already digitalized about 150 processes in the fields of
medicine and nursing. Changing these processes is now achieved with relatively
little effort. When presenting a new process to the hospital information system,
discussions arose concerning critical evaluation or the measurement of outcomes
of interventions in the fields of medicine, nursing, and informatics. The solution
or the presentation of a process was structured on the reality in the hospital infor-
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mation system according to EbM or EbIT methods. Training the users and hospi-
tal management to practice disciplined, structured problem-solving was in itself
a success. This type of problem-solving strategy led to faster, longer lasting,
higher quality solutions, even among professional groups that were previously
unfamiliar with the concept of EbM or EbIT.

Continuous measurement of progress in IT user support by regularly request-
ing user feedback helps identify problematical areas quickly and introduce strate-
gies to rectify them. The evidence-based user–help desk system provides a good
basis for the construction of a balanced scorecard solution and, thereby, for man-
agement of the complex IT process.

By elevating the quality of problem-solving regarding the supply of informa-
tion in medical service provision, the incidence of errors can be reduced and the
processes further optimized. The quality of information is improved by the digi-
tal service requirements because plausibility controls and input assistance are
provided in the form of context-related, helpful instructions on the digital forms.
In Mainkofen District hospital, for example, a so-called service tree was devel-
oped that provides documentation of service reference numbers for invoicing and
cost calculations along with the demands for services.

The entire health care system can increase the quality of processes and cut
costs through consistent and optimal use of IT by avoiding redundancy and
inconsistency. A combination of procedural optimization and integrated IT appli-
cation can change IT structures that are segmented and fragmented into a coop-
erative structure characterized by agreement, functionality, and transparency. If
the fundamental IT processes already function according to the rules of EbIT, a
transparent data-driven IT system ensuring high satisfaction among those who
run and use the system can be achieved through continuous optimization.

Personal experience in a clinic that consistently applies EbIT confirms the
robustness of this concept. The next step is to develop evidence-based clinical
treatment pathways under consideration of economic criteria and to implement
them in the hospital information system.
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Linking inputs, outputs, and outcomes requires systematic analysis. In previous
chapters we have discussed the measurement of all three of these components. In
this chapter, we consider linkages between the inputs and costs to patient out-
comes. The goal is to show that systematic analysis can lead to efficiency in
health care.

Health care costs in most countries have grown exponentially since 1940.
However, the United States provides the best example of the inability to contain
health care expenditures. Although there was a temporary slowdown during the
early 1990s, the rate of increase began to accelerate again after the turn of the cen-
tury. Health care in the United States now consumes about 15.3% of the gross
domestic product (GDP), whereas few other countries in the world spend more
than 10% of their GDP on health care (Smith et al., 2005). Although the rate of
growth has slowed, annual increases in health care costs increased by 7% to 8%
percent each year following the turn of the century. Despite high expenditures, the
U.S. system may not be producing exceptional health outcomes. Among 13 coun-
tries in one recent comparison, the United States ranked 12th when compared on
16 health indicators (Starfield, 2000).

Opportunity Cost Problem

Health care resources are limited, and there is constant pressure to spend more on
attractive new treatments or diagnostic procedures. Without containment, it is
likely that the health care bill will dominate the economies of developed countries
and limit the opportunity to develop other sectors, such as education, energy, or
national defense (Reinhardt et al., Hussey, 2004). Although most provider groups
understand that health care costs must be contained, few acknowledge that their
own expenditures should be subject to evaluation. Successful lobbying to obtain
reimbursement for a specific service may necessarily mean that another service is
excluded. Suppose, for example, that the amount that can be spent on health care
is fixed, and $3 of each $100 (3%) is devoted to prevention. If preventive medi-
cine advocates are able to get $10 of each $100 spent on their services, there will
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be less to spend on other health services. This is called the opportunity cost prob-
lem. Opportunity costs are the foregone opportunities that are surrendered as a
result of using resources to support a particular decision. If we spend a lot of
money in one sector of health care, we necessarily spend less money elsewhere
(Kaplan, 2000). How do we decide which services should get more and which
should get fewer resources?

When confronted with the choice between two good programs, it is always
tempting to support both. The difficulty is that it costs more to offer multiple pro-
grams. The cost of programs is represented in the fees for health insurance or the
cost of health care to taxpayers. A society can choose to offer as many health pro-
grams as it wants. However, more programs require more funding. Employees do
not want the fees for their health insurance to rise, and taxpayers do not want tax
increases. The goal of formal decision models is to obtain higher quality health
care at a lower cost. Although it has been possible to control health care costs in
some European countries (such as The Netherlands), no public policy has ever
been shown to control costs effectively in the American health care system
(Reinhardt et al., 2004; Eddy, 2005). The development of effective health policy
may require the application of generic methods to assess cost effectiveness and
cost utility. These terms are often misunderstood, so we briefly introduce them.

Cost Effectiveness, Cost Utility, and Cost Benefit

The terms cost utility, cost effectiveness, and cost benefit are used inconsistently
in the medical literature (Doubilet et al., 1986). The key concepts are summarized
in Table 18.1. Some economists favor the assessment of cost-benefit analyses.
These approaches measure both program costs and treatment outcomes in dollar
units. For example, treatment outcomes are evaluated in relation to changes in the
use of medical services or the economic productivity of patients. Treatments are
cost beneficial if the economic return exceeds treatment costs. Patients with can-
cer who are aggressively treated with surgery, for example, may need fewer emer-
gency medical services. The savings associated with decreased services might
exceed treatment costs. Sometimes investment in a service results in more gen-
eral economic returns. For example, investment in a psychotherapy program may
reduce overall use of health services. The bottom line for those paying for health
services is improved because there has been a cost offset.

Although there are many reports of cost offsets, in fact, few are well docu-
mented using strict accounting principles (Kaplan & Groessl, 2001). Typically,

TABLE 18.1. Comparison of cost-effectiveness, cost-utility, and cost-benefit analyses
Type of analysis Definition

Cost/effectiveness $ Value of resources used/clinical effects
Cost/utility $ Value of resources used/quality of life produced
Cost/benefit $ Value of resources used/$ value of resources saved or created



health services produce a benefit, and resources are used to obtain desired
outcomes. However, a requirement of a good cost-benefit analysis is that all out-
comes have a dollar value attached. Therefore, side effects of a drug or functional
limitations from a surgical procedure must have a dollar value placed on them.
This poses a variety of problems, as people attach different values to health, and
many people have a difficult time placing monetary values on it. Estimating costs
for these variables can compound the measurement error already introduced by
the tradeoff between mortality and morbidity.

The requirement that health care treatments reduce costs may be unrealistic
(Russell, 1986, 1987). Patients are willing to pay for improvements in health sta-
tus, just as they are willing to pay for other desirable goods and services. We do
not treat cancer to save money. Allowing patients to die would certainly be less
expensive. Treatments are given to achieve better health outcomes. In other words,
treatments should be evaluated in terms of their effectiveness, not just their finan-
cial benefit.

The term cost-effectiveness is rarely used as intended. In many professional
articles, services are described as cost-effective if they are inexpensive. Cost-
effectiveness analysis is an alternative approach in which the unit of outcome is
a reflection of the treatment effect. In recent years, cost-effectiveness analysis has
gained considerable attention. Some approaches emphasize simple, treatment
specific outcomes. For example, Curry and colleagues (1998) evaluated the effects
of various types of health insurance coverage on smoking cessation rates in a
health management organization. They found that people are more likely to use
the services if there is no co-payment. Even though programs with co-payments
may be more effective in getting participants to quit smoking, the programs with
full coverage attract more people and result in the best overall rate of smoking
cessation in the population. However, the program is expensive. 

The major difficulty with cost-effectiveness methodologies is that they do not
allow comparison across very different treatment interventions. Health care
administrators often need to choose between investments in different alternatives.
Should the money be used to support tobacco cessation programs for all
enrollees, or should it be devoted to supporting organ transplantation for a few
patients? For the same cost, they may achieve a large effect for a few people or a
small effect for a large number of people. The treatment-specific outcomes used
in cost-effectiveness studies do not permit these comparisons.

Features of Cost-Effectiveness Analysis

The purpose of cost-effectiveness analysis is to evaluate the comparative potential
of expenditures on various health care interventions. Typically, the analysis starts
with the assumption that some resources are available to spend on health care. The
purpose of the analysis is to identify decisions that maximize the amount of
health gained for the expenditure of these resources. For example, an administra-
tor may need to decide between supporting a program on smoking cessation or
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a program to screen for prostate cancer. The question is whether using the resources
to support smoking cessation will produce more or less health benefit than spend-
ing the same amount of money on a screening project for prostate cancer. There
is not enough money to support both programs, and a decision between the alter-
natives must be made.

Cost-effectiveness analysis typically considers cost-per-unit benefit. A measure
of outcome is often years of life gained, but it can also be cost per tumor identified,
cost per successful smoking cessation, and so on.

Cost-utility approaches use the expressed preference or utility of a treatment
effect as the unit of outcome. The goals of health care are designed to make peo-
ple live longer (decrease mortality) and help them have a higher quality of life
(decrease morbidity) (Kaplan, 2005). Cost-utility studies use outcome measures
that combine mortality outcomes with quality of life measurements. The utilities
are the quality of life ratings or preferences for observable health states on a con-
tinuum between 0 for death to 1.0 for asymptomatic, optimal function (Kaplan
et al., 1993; Kaplan, 1994, 1997, 2005). A state rated as 0.70, for example, is
judged to be 70% of the way between death and perfect health. A year in that state
is scored as 0.70 quality-adjusted life years (QALYs). We return to the discussion
of QALYs later in the chapter. In recent years, cost-utility approaches have gained
increasing acceptance as methods for comparing many diverse options in health
care (Gold et al., 1996; Kaplan, 2005).

Although once thought to be the exclusive domain of economists, the terms
cost-effectiveness, cost-utility, and cost-benefit analysis are now a common part
of the vocabulary of health services researchers and health care providers. The
New England Journal of Medicine requires the consistent use of these terms for
all reports on cost-effectiveness analyses (Kassirer & Angell, 1994).

Standards for Cost-Effectiveness Analysis

Contrary to the portrayal of cost-effectiveness analysis in the popular media, the
purpose of the analysis is not to cut costs but to identify which interventions
produce the greatest amount of health that can be produced using the resources
that are available. Because of the confusion about cost-effectiveness analysis, the
U.S. Office of Disease Prevention and Health Promotion in the Public Health
Service developed standards for cost-effectiveness analysis. In 1993, they appointed
a 13-member panel co-chaired by Louise Russell and Milton Weinstein. The panel
was co-sponsored by a variety of agencies, including the Agency for Health Care
Policy and Research (now known as the Agency for Healthcare Research and
Quality), the National Institutes of Health, the Healthcare Financing Administration,
the Centers for Disease Control, and several others. The panel was created to develop
recommendations for the consistent practice of cost-effectiveness analysis in pre-
ventive medicine, medical therapy, rehabilitation, and public health. Ultimately, the
goal was to create common standards. The work of the panel appeared as a book
(Gold et al., 1996) and in a series of papers published in the Journal of the

160 Robert M. Kaplan



American Medical Association (Russell et al., 1996; Weinstein et al., 1996). In the
following sections, we review some of the major elements of cost-effectiveness
analysis as defined by this panel.

Perspective

The results of cost-effectiveness analysis may depend on the perspective applied.
From the societal perspective, all health care benefits and costs are considered,
regardless of who uses them or pays for them. The administrative perspective eval-
uates the problem through the eyes of a specific agency. Individual perspectives
consider costs and benefits from the viewpoint of an individual citizen or patient.
There may be occasions in which results differ dramatically as a function of per-
spective. A health care organization, for example, may save money by denying a
particular mental health service. From an administrative perspective costs may be
reduced, but from a societal perspective costs may increase because other agencies
may be required to pay for this service or for the consequences of conditions being
left untreated. After much deliberation, the panel decided to apply a societal per-
spective. They concluded that fair decisions must take all parties into considera-
tion. Decision makers must wrestle with who gains and who loses, and they must
consider the broad consequences of their decisions.

Comparators

It makes little sense to say that a program is cost effective. Cost effective in com-
parison to what? Virtually all decisions involve evaluation in comparison to some
alternative. For example, physical therapy for back pain could be compared to no
treatment at all, surgery, or medical management. The choice of the comparator is of
critical importance in the analysis. Evaluations of innovative new therapies should
compare the new approach to care that was usual before the new intervention was
available. The panel recommended that new approaches should be compared to the
best available alternative. In addition, other comparators might be the low cost alter-
native, different intensities of treatment, or care provided by alternative providers.

Many studies compare a treatment group to a control group and report the dif-
ference in outcomes. In such cases, cost effectiveness for the treatment is evaluated
considering only the costs of the treatment. The standards for cost-effectiveness
analysis suggest that costs and effects be evaluated for both the treatment and the
comparator and the difference in cost effectiveness be reported.

Measure of Effectiveness

The purpose of health care is to improve health. Remarkably, many cost-
effectiveness analyses never measure health outcomes. The task force suggested
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that outcomes be measured using quality-adjusted life years (QALYs), which are
measures of life expectancy with adjustments for quality of life (Russell, 1986,
1987). QALYs integrate mortality and morbidity to express health status in terms
of equivalents of healthy years of life. If a woman dies of breast cancer at age 50
and one would have expected her to live to age 75, the disease was associated
with 25 lost life-years. If 100 women died at age 50 (and also had life expectan-
cies of 75 years), 2500 (100 × 25 years) life-years would be lost.

Death is not the only outcome of concern in cancer. Many adults continue to
suffer from the disease, leaving them somewhat disabled over long periods of
time. Although still alive, the quality of their lives has diminished. QALYs take
into consideration the quality of life consequences of these illnesses. For exam-
ple, a disease that reduces quality of life by one-half takes away 0.5 QALYs over
the course of 1 year. If it affects two people, it takes away 1.0 QALY (2 × 0.5)
over a 1-year period. A pharmaceutical treatment that improves quality of life by
0.2 for each of five individuals results in the equivalent of 1 QALY if the benefit
is maintained over a 1-year period. The basic assumption is that life-years can be
adjusted for quality of life by multiplying the time spent in each health state by
its quality of life preference weight to estimate QALYs. QALYs can be added
together and estimated over multiple patients and multiple years. This system has
the advantage of considering both benefits and side effects of treatment programs
in terms of the common QALY units.

Although QALYs are typically used to assess patients, they can also be meas-
ured for others, including caregivers who are placed at risk because they experi-
ence stressful life events. In their report Summarizing Population Health, the U.S.
Institute of Medicine (IOM) of the National academies of Science recommended
that population health metrics be used to evaluate public programs and to assist
the decision-making process (Field & Gold, 1998).

In summary, QALYs combine measures of morbidity and mortality and do not
require medical diagnoses. The measures include time or prognosis and incorpo-
rate preferences for health outcomes.

Accounting for Costs

Costs are an important component of cost-effectiveness analysis. From the soci-
etal perspective, the cost component considers all resources required for the inter-
vention and for the comparator. An evaluation of a preventive intervention, for
example, must consider all costs required to deliver the intervention or the com-
parison program. They include all costs for all people exposed to the program,
regardless of whether they eventually developed a health problem. From an
administrative perspective, direct-cost estimates include all costs of treatment and
any costs associated with caring for side effects of the treatment. Direct costs may
be the only ones recognized by the administrative perspective. However, from the
perspective of the patient or from a societal perspective, several indirect costs
must be taken into consideration. Indirect costs include patient time required for
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therapy, income lost because a family member offers home care, and morbidity
and mortality costs associated with reduced productivity due to disability or pre-
mature death. A thorough analysis must also include the intangible costs associ-
ated with pain and suffering.

In the cost-benefit analysis, the cost savings in reduced health care are subtracted
from the cost of an intervention period. For example, an intervention to manage anx-
iety may reduce the number of visits to health care providers. If the resources saved
by reduced visits exceed the costs of the programs, a cost offset has been achieved.
Although there are bold claims that programs produce cost offsets, careful analysis
rarely shows that intervention programs actually save money (Russell, 1986). Some
cost-effectiveness analyses examine how changes in utilization as a result of a treat-
ment or program affect health care costs. A related approach involves estimates of
productivity gains. These gains may occur because healthy people who live longer
are able to contribute more to the economy and pay more taxes. These approaches
have been seriously criticized because they value only the portion of life used for
paid work. The models exclude or devalue activity, such as child care, school work,
or volunteer efforts. Furthermore, these methods place greater weight on wealthy
individuals and may favor programs that care for the rich.

Discounting Costs and Outcomes

It is commonly acknowledged in economic theory that future gains (or losses)
should be discounted because people have time preferences for outcomes that are
both monetary and otherwise (Berwick et al., 1981). Although there is consider-
able variation among individuals, most people prefer positive events or rewards
sooner and negative events or punishments later in time (Redelmeier et al., 1996).
For example, even if inflation were held constant, most people would choose to
receive $100 today versus $100 one year later. Why? Because they have an extra
year to either invest that money or spend it on things they can enjoy sooner.

Theoretically, health is expected to be valued and preferred earlier in life in the
same manner as money and should therefore be discounted in a similar manner
(Gold, 1996). However, there is still considerable debate about whether this is
correct (Parsonage & Neuburger, 1992). The Cost/Effectiveness Task Force
reviewed the issue and found it to be extremely complex (Gold et al., 1996). They
concluded that until a different consensus is reached and for the purposes of stan-
dardization health outcomes should be discounted at the same rate as monetary
costs. They recommend a discount rate of 3% per year.

Time Horizon and Modeling

The concept of time horizon simply refers to how long after the intervention the
costs and outcomes are evaluated. Preventive interventions may change outcomes over
a lifetime, or longer, if subsequent generations are affected by the intervention.
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Obviously, the longer the follow-up period the better because there is the poten-
tial for unintended side effects or benefits in the distant future. However, it is not
possible to measure health outcome data accurately or costs indefinitely.

An increasingly popular technique for extending the time horizon of a cost-
effectiveness analysis is modeling of future outcomes. Modeling uses estimates
of the probability of each possible health outcome to calculate future costs and
health consequences of the intervention by computer. Probability estimates for
some health problems have been fairly well established through epidemiological
research. However, there are also concerns about how much of the future should
be estimated from past data. Sensitivity analysis is one way to address some of
this uncertainty, but it is not a complete remedy for these concerns.

Sensitivity Analysis

Sensitivity analysis is a statistical technique that is not specific to cost-effectiveness
analysis, but it is usually included in a quality study. Almost every study on cost
effectiveness involves estimating certain costs or rates of outcomes. For example,
actual health care costs are often difficult to identify because these costs vary
widely and often contain sensitive or confidential information. Health care uti-
lization rates are easier to obtain, but they require an estimate of the cost per type
of utilization. Likewise, effect sizes from multiple studies of a similar interven-
tion may vary widely, so an estimate of the average effect size is used. Sensitivity
analysis examines how the results of the cost-effectiveness analysis would change
if these estimated values were allowed to vary between a realistic upper and lower
limit. In other words, researchers examine and report how sensitive their results
are to the estimates contained in their analysis.

Utility-based measures of quality of life are often used to evaluate the cost effec-
tiveness of health care programs (Kaplan et al., 2004). For example, one study using
the Quality of Well-Being Index (QWB) showed that a new medication for patients
with arthritis produced an average of 0.023 QALY per year, whereas a new med-
ication for acquired immunodeficiency syndrome (AIDS) produced nearly 0.46
QALY per year. However, the benefit of the arthritis medication may last as long as
20 years, ultimately producing 0.023 × 20 years = 0.46 year. The AIDS treatment
produced a benefit for only 1 year, so its total effect was 0.46 × 1 year = 0.46 year.
In other words, the general system allows the full potential benefits of these two
very different treatments to be compared (Kaplan & Frosch, 2005).

Quality-adjusted life-years are generic measures of life expectancy with
adjustments for quality of life (Russell, 1986). QALYs include both benefits and
side effects of regimens in terms of common outcome units.

In addition to health benefits, programs also have costs. Resources are limited,
and good policy requires allocation to maximize life expectancy and health-
related quality of life. Thus, in addition to measuring health outcomes, costs
must also be considered. Methodologies for estimating costs have now become
standardized (Gold et al., 1996). From an administrative perspective, cost estimates
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include all costs of treatment and costs associated with caring for any side effects
of treatment. From a social perspective, costs are broader and may include costs
of family members staying off work to provide care. Comparing programs for a
given population with a given medical condition, cost effectiveness is measured
as the change in costs of care for the program compared to the existing therapy
or program relative to the change in health measured in a standardized unit, such
as the QALY. The difference in costs over the difference in effectiveness is the
incremental cost effectiveness and is usually expressed as the cost/QALY. Because
the objective of all programs is to produce QALYs, the cost/QALY ratio can be
used to show the relative efficiency of different programs (Gold et al., 1996).

Randomized clinical trials of treatment efficacy are the most compelling studies
in which quality of life measures and cost-effectiveness analysis have been used.
Although several authors have used quality of life measures to estimate the effec-
tiveness of clinical interventions, most of these analyses use subjective estimates of
clinical outcomes because the studies did not incorporate quality of life measures.
Two excellent examples of policy analysis associated with prospective randomized
clinical trials have been published. In each case, the quality of life measurement
was incorporated into the study protocol and the cost-effectiveness analysis was
part of the study planning. These studies were the Diabetes Prevention Program
(DPP) and the National Emphysema Treatment Trial (NETT).

In the diabetes prevention program (Diabetes Prevention Program Research
Group, 2003), patients at risk for type II diabetes were randomly assigned to one
of three conditions: intensive lifestyle modification, metformin, or placebo. The
DPP included 3234 adults with impaired glucose tolerance. The intensive lifestyle
intervention was designed to reduce the initial body weight by 7% through regu-
lar physical activity and diet. The metformin group took one 850 mg tablet each
day. The placebo group also took one tablet per day. The patients were evaluated
prior to randomization and at yearly intervals over the course of 3 years.

Quality of life was measured using the Quality of Well-Being Scale (QWB).
The measure was chosen because it can be used to estimate QALYs. Over the
course of 3 years, those randomly assigned to the lifestyle intervention accrued
0.050 more QALY than those assigned a regular dose of metformin. Among the
three interventions, the lifestyle approach was the most expensive (total cost
$27,065 US in 2001). Metformin was less expensive ($25,937), and the placebo
was the least expensive option ($23,525). Figure 18.1 summarizes the cost/QALY
ratios for the lifestyle and the metformin conditions from a health care system
prospective. It shows the cost /QALY ratios attributable to the interventions in
comparison to placebo and in comparison to doing nothing. Although both inter-
ventions offer significant benefits over placebo or doing nothing, the cost /QALY
for the lifestyle invention was significantly lower than that for metformin. In
other words, even though the lifestyle intervention was more expensive, it offers
significantly better value for money.

The second example is an evaluation of surgery for emphysema. Emphysema
is the dominant cause of chronic obstructive pulmonary disease (COPD), which
is the fourth leading cause of death and a major cause of disability in the United
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States (National Vital Statistics Report, 2004). COPD is caused by a loss of elas-
tic recoil of lung tissue in addition to chronic inflammation in the airways. Lungs
often become hyperinflated, and there is an increase in the functional residual
capacity. Hyperinflation may place greater strain on the muscles of respiration,
increasing the effort required to breathe and reducing the capacity for exercise.
This disease is associated with activity limitations, premature death, and reduced
quality of life (Pauwels & Rabe, 2004). Despite major advances in diagnosis and
medical therapeutics, standard medical therapy often has little effect on life qual-
ity (Sutherland & Cherniack, 2004). Thus, many patients seek surgical treatments
that may produce more dramatic improvements.

Lung volume reduction surgery (LVRS) is an intervention designed to reduce the
volume of the hyperinflated lung. The procedure was introduced during the 1950s,
but one in six patients died from the surgery. As a result, the procedure was aban-
doned by the late 1950s (Brantigan & Mueller, 1957; Lefrak et al., 1997). An
improved procedure was reintroduced during the 1990s, and the initial results were
encouraging. Shortly thereafter, patient testimonials and marketing efforts resulted
in popular enthusiasm for the procedure and pressure for Medicare to pay for it
(Cooper et al., 1996; Lefrak, et al., 1997). A report commissioned by the Center for
Medicare and Medicaid Services (CMS) cited another article that reported that
more than 1200 LVRS procedures had been performed on Medicare beneficiaries.
Furthermore, the rate of growth was exponential. The technology assessment raised
significant questions about the benefits of the procedure. For example, it was noted
that about one-fourth of the Medicare beneficiaries who underwent LVRS died
within 1 year (Huizenga et al., 1998). In response to these concerns, Medicare
decided to halt payment for the procedure until it could be studied.
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The National Emphysema Treatment Trial (NETT) was a multicenter,
randomized clinical trial designed to evaluate LVRS. Subjects with moderate to
severe emphysema were randomly assigned to usual medical therapy alone or to
usual medical therapy plus LVRS. All patients in the trial participated in pul-
monary rehabilitation prior to randomization.

Quality of life was one of the primary outcome measures because surgery was not
expected to improve life expectancy. Health-related quality of life was measured
using four methods: two generic and two disease-specific. One of the measures was
chosen because it could be used to estimate QALYs in a cost-effectiveness analysis.
The study was unusual because it included a prospective plan for policy analysis.

The NETT trial randomized 1218 patients to either maximum medical therapy or
to the combination of maximal medical therapy plus LVRS (Fishman et al., 2003).
Over the first 12 months of the study, LVRS patients had significantly more hospi-
tal days, ambulatory care days, and nursing home admissions. However, hospital
utilization began to change by the 13- to 24-month interval. During the second year,
those in the maximal medical arm accumulated more hospital days and had more
emergency room visits. During the third year, hospital utilization was equivalent for
the two groups.

The results from the NETT are very complex and we devote an entire chapter
(Chapter 19) to the findings. Theoretically, there are a variety of possible results.
In order to place the results in perspective, Figure 18.2 summarizes outcomes in
a two-dimensional “policy space”. The horizontal dimension is for the effect
of treatment. The right side shows the treatment is effective, while the left
side shows the treatment is ineffective. The vertical dimension is for costs. The
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top half of the plane indicates that the procedure increases costs, while the bottom
half of the plane suggests that the operation reduces costs. The two dimensions
form four quadrants. In quadrant A, LVRS would be more effective and more
costly than medical therapy. Quadrant B (upper left) suggests the LVRS increases
costs and is less effective than medical therapy. Quadrant C (lower right) indicates
that LVRS is more effective and less costly than medical therapy, while quadrant
D (lower left) suggests that LVRS costs less than medical therapy but is less effec-
tive. If the outcome lands in quadrant B or C, the choice would be clear. In quad-
rant B, medical therapy would be the clear choice, while in quadrant C, surgery
would be preferred. As we will see in chapter 19, the NETT found that surgery
was both more expensive, but more effective than medical therapy (Quadrant A).
However, the cost-effective analysis suggested that the additional costs were
justified in terms of additional benefits.

The cost/QALY ratio was evaluated 3 years following randomization. Using
best estimates for cost, mortality, and quality of life, it was estimated that LVRS
was more expensive than maximal medical therapy ($98,952 vs. $62,560).
However, QALYs were also greater in the LVRS arm (1.463 vs. 1.271). Thus, the
incremental cost/QALY ratio was approximately $190,000.

The NETT trial demonstrated that the cost effectiveness of LVRS is comparable
to several other surgical procedures. The relative cost effectiveness of LVRS is par-
ticularly impressive if benefits of the procedure are projected into the future. The
NETT was a milestone study because the cost-effectiveness analysis was planned
and executed as a companion to the randomized controlled trial. Furthermore, the
NETT trial allowed rapid dissemination of the findings. The results of the trial were
published in the New England Journal of Medicine in May 2003 (Ramsey et al.,
2003). The trial and cost-effectiveness analysis were used as the basis of Medicare
policy funding LVRS surgery. By early 2004, Medicare coverage for LVRS had
been approved. The trial offers an excellent example of rapid translation from
research to policy.

Conclusions

Obtaining value for patients may require making comparisons between very
different alternative expenditures. Using the CLINECS terminology, we must link
inputs to outcomes. This chapter reviewed applications of cost-effectiveness
analysis, a methodology that allows these broad comparisons. Figure 18.3
compares various programs that have been analyzed using the cost/QALY ratio.
Some traditional interventions, such as mammographic screening for younger
women, may cost as much as $240,000 to produce a QALY. Cholesterol screen-
ing programs may also require many resources (more than $100,000) to produce
a QALY. By comparison, public health programs, such as tobacco access restric-
tions, may produce a QALY at a very low cost. Figure 18.3 shows a hypothetical
“pay line.” It might be argued that programs to the left of the pay line should
be funded, but those with cost/QALY ratios to the right of the line should be
examined more carefully.
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Chronic obstructive pulmonary disease (COPD) is the fourth leading cause of
death and a major cause of disability in the United States (National Vital Statistics
Report, 2004). It is caused by a loss of elastic recoil related to parenchymal
destruction due to emphysema in addition to chronic airway inflammation. Lungs
often become hyperinflated, and there is an increase in the functional residual
capacity. Hyperinflation may place greater strain on the muscles of respiration,
increasing the effort required to breathe and reducing exercise capacity. The phys-
iologic abnormalities include a reduction in diffusing capacity of carbon monox-
ide, hypoventilation, and hypoxemia (Sutherland & Cherniack, 2004).

A number of activity limitations, premature death, and reduced quality of life are
associated with COPD (Pauwels & Rabe, 2004). Despite major advances in diag-
nosis and medical therapeutics, many patients remain dyspneic despite standard
medical therapy. Typical management of COPD includes a variety of medications.
However, treatment may also include respiratory chest physiotherapy techniques,
exercise, and advice to quit smoking. Most patients are confronted with complex
combinations of antibiotics, bronchodilators, antiinflammatory drugs, and in some
cases supplemental oxygen (Sutherland & Cherniack, 2004). However, the benefits
of medical therapy are limited because therapies are not able to prevent further
decline of the 1-second forced expiratory volume (FEV1.0). Thus, many patients
seek surgical treatments that may produce more dramatic improvement.

In the following sections we review the history of lung volume reduction surgery
(LVRS) and describe some of the controversies associated with the procedure. In
particular, we consider the cost of the procedure and its cost effectiveness. However,
before discussing LVRS, it is important to review some of the conceptual back-
ground and standards used in cost-effectiveness analysis.

Standards for Cost-Effectiveness Analysis

Contrary to the portrayal of cost-effectiveness analysis in the popular media, the
purpose of the analysis is not to cut costs. Cost-effectiveness analysis is per-
formed to identify which interventions produce the greatest amount of health
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using the resources that are available. Because of the confusion about cost-
effectiveness analysis, the Office of Disease Prevention and Health Promotion in
the Public Health Service (PHS) appointed a 13-member panel to create common
standards. The work of the panel was published as a book (Gold, 1996) and in a
series of articles published in the Journal of the American Medical Association
(Russell et al., 1996; Siegel et al., 1996; Weinstein et al., 1996). The major ele-
ments of cost-effectiveness analysis as defined by this panel were reviewed in
Chapter 18.

History of Lung Volume Reduction Surgery

Lung volume reduction surgery (LVRS) is an intervention designed to reduce
the volume of the hyperinflated lung. The procedure was introduced by Otto
Brantigan during the 1950s. However, early use was associated with an operative
mortality of nearly one of six patients. As a result, the procedure was abandoned
by the late 1950s (Brantigan & Mueller, 1957; Lefrak et al., 1997). It was rein-
troduced by Cooper in the 1990s. Cooper’s procedure was a modification of the
original LVRS using access to both lungs through a median sternotomy (Cooper
et al., 1995, 1996). The initial results from Cooper’s procedure were encouraging.
Shortly thereafter, patient testimonials and marketing efforts resulted in popular
enthusiasm for the procedure (Lefrak et al., 1997). A report commissioned by the
Health Care Financing Administration (HCFA), now known as the Center for
Medicare and Medicaid Services (CMS), noted that 1200 LVRS procedures had
been performed on Medicare beneficiaries and that the rate of increase was expo-
nential. The technology assessment is available at http://www.ncbi.nlm.nih.gov/
books/bv.fcgi?rid=hstat6.chapter.41412/. The technology assessment, however,
raised significant questions about the benefits of the procedure. For example, it
was noted that about one-fourth of the Medicare beneficiaries who underwent
LVRS died within 1 year (Huizenga et al., 1998). In response to these concerns,
HCFA decided LVRS would no longer be a procedure covered by Medicare.
Furthermore, in collaboration with the National Heart, Lung, and Blood Institute
(NHLBI), HCFA co-sponsored a randomized controlled clinical trial to determine
the effectiveness of LVRS. The trial began in 1997, and results were reported in
2001 and 2003. We describe the results of the trial later in the chapter.

National Emphysema Treatment Trial

The National Emphysema Treatment Trial (NETT) was a multicenter randomized
clinical trial designed to evaluate LVRS. Subjects with moderate to severe emphy-
sema were randomly assigned to the usual medical therapy alone or to the usual
medical therapy plus LVRS. All patients in the trial participated in pulmonary
rehabilitation prior to randomization. This chapter summarizes outcomes from the
trial along with the findings of a cost-effectiveness analysis (Ramsey et al., 2003).



Subjects

The subjects were 746 male and 472 female volunteers with an average age of
64 years. Participants were studied at one of 17 approved NETT sites. The inclu-
sion criteria were (1) radiographic evidence of bilateral emphysema, (2) studies
demonstrating severe airflow obstruction and hyperinflation, and (3) participation
in pulmonary rehabilitation with the attainment of preset performance goals.
Exclusion criteria were (1) a broad range of medical conditions that place patients
at risk for perioperative morbidity and/or mortality, (2) emphysema thought to be
unsuitable for LVRS, and (3) medical conditions or other circumstances that
make it likely the patient would be unable to complete the trial. The exclusion
criteria relating to cardiology issues were based on the work of Goldman and
colleagues (1977). A more detailed description of the NETT methodology can be
found in “Rationale and design of the National Emphysema Treatment Trial:
a prospective randomized trial of lung volume reduction surgery” (National
Emphysema Treatment Trial Research Group, 1999).

Following baseline evaluation, all participants completed comprehensive pul-
monary rehabilitation. A second assessment was completed after rehabilitation
and prior to randomization.

Quality of Life Measures

Among several quality of life measures, the NETT used the self-administered
version of the Quality of Well-Being Scale (QWB-SA) (see Chapter 7). The QWB-
SA is a comprehensive measure of health-related quality of life that includes five
sections: acute symptoms, chronic symptoms, self-care, mobility, and social activ-
ity (Kaplan et al., 1976, 1984, 1995, 1998). The observed level of function and the
subjective symptomatic complaints are weighted by preference, or the utility for the
state, on a scale ranging from 0 (for dead) to 1.0 (for optimum function). The QWB-
SA has been used in a wide variety of clinical and population studies (Kaplan et al.,
1995, 1996; Pyne et al., 1997; Rocco et al., 1997) to evaluate therapeutic interven-
tions for a range of medical and surgical conditions.

Clinical Interventions

All subjects participated in the prerandomization pulmonary rehabilitation
program (10 sessions over 8 to 9 weeks) supervised by a NETT clinical center.
Portions of the program could be carried out at a NETT-certified rehabilitation
facility closer to the participant’s home. The NETT rehabilitation program was
similar to that described by Ries and colleagues (2003).

Cost-Effectiveness in NETT

A team headed by Scott Ramsey from the Fred Hutchinson Cancer Center con-
ducted the cost-effectiveness analysis. The group at Fred Hutchinson received
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guidance from an external advisory committee. The objective of the substudy was
to evaluate the cost effectiveness of LVRS in comparison to maximal medical
therapy for patients with severe emphysema (Gold, 1996). In the cost-utility
analysis the unit of effectiveness is the quality-adjusted life-year (QALY). The
analysis used a societal perspective. The time horizon for the study included
observations during the trial and projections 10 years into the future.

Measurement of Resource Utilization

Medical care utilization was based on Medicare claims for trial participants provided
by the Centers for Medicare and Medicaid Services (CMS). Medicare reimbursed
the trial-related medical care for study participants, including the screening evalua-
tion, pulmonary rehabilitation prior to randomization, the surgical procedure itself,
and trial-related follow-up visits after surgery. Other Medicare services included
inpatient care, outpatient physician care, ambulatory laboratory, diagnostic, and radi-
ology services, home health services, home oxygen, up to 100 days of skilled nurs-
ing facility care, and hospice care. Outpatient medications used for emphysema
(not covered by Medicare) were recorded at follow-up visits. Medication doses
were based on the usual adult dose recorded in the manufacturer’s package insert
(Physician’s Desk Reference, 2002).

Several methods were used to estimate emphysema-related utilization of non-
medical goods and services. Travel distances to care facilities were estimated
using software that calculated distances traveled from the patient’s residence zip
code to NETT-affiliated facilities (Statistical Analysis Software, 2002). Enrollees
gave estimates of the weekly average number of hours of unpaid caregiver time
(family and friends) provided to them. Patient time spent seeking medical care
was based on Medicare records for ambulatory care and hospitalizations. Table 19.1
summarizes the resourcs and valuations in the NETT.

Valuation of Resources Used

The value of medical care was based on Medicare reimbursements for covered
services adjusted to 2002 (U.S.) dollars using the medical care component of the
Consumer Price Index. Costs for respiratory-related medications were based on
the 2002 average wholesale price discounted 15% to adjust for typical retail
acquisition costs, with a $2.50 dispensing fee added each 30 days. The lowest
price for available generic versions of medications was used. Transportation costs
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TABLE 19.1. Recources and Valution in NETT
Cost element Source

Medicare services Medicare reimbursements
Emphysema medications A WP less 15% acquisition + dispensing fee
Travel costs Federal travel reimbursement per mile
Patient time Wages for persons age 65 atleast (Bureau of Labor Statistics)
Caregiver time Wages for age 65 or less (Bureau of Labor Statistics)
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to and from health care facilities were estimated by multiplying travel distances
by federal government reimbursement rates per mile. The value of time spent by
family and friends caring for patients was based on average wages for workers
aged 20 to 64 as reported by the Bureau of Labor Statistics. The value of patients’
time spent in treatment was based on wages for workers over age 65.

In accordance with guidelines for conducting cost-effectiveness studies (Gold,
1996), costs and benefits accruing after year 1 were discounted at an annual rate
of 3%. A more detailed description of the methodology is available from previous
publications (Ramsey et al., 2001, 2003).

Results

The NETT trial randomized 1218 patients to either maximum medical therapy or
the combination of maximal medical therapy plus LVRS. Both groups completed a
rehabilitation phase. In November 2001, recruitment into the trial was halted for
high risk patients. High risk was defined as FEV1.0 < 20% of the predicted value and
either diffuse emphysema or low diffusing capacity (or both). Early results indi-
cated that this group experienced excess mortality following LVRS. However, the
Data Safety and Monitoring Board (DSMB) concluded that it was safe for other
patients to continue the trial. Ultimately, 1078 patients without high risk character-
istics completed the trial (National Emphysema Treatment Trial Research Group,
2001). Among them, 14 patients (7 from each arm) were excluded from the cost-
effectiveness analysis. Nine of the patients were excluded because they were in a
Medicare health maintenance organization (HMO), three because they were not
Medicare recipients, and two because their Medicare HIC number was faulty.

Utilization of health care services is summarized in Table 19.2. During the first
12 months of the study, LVRS patients had significantly more hospital days,
ambulatory care days, and nursing home admissions. However, utilization began
to change by the 13- to 24-month interval. During the second year, those in
the maximal medical arm required more hospital days and had more emergency

TABLE 19.2. Mean utilization per person for those alive at the start of the time period
0–12 Months 13–24 Months 25–36 Months

LVRS Medical LVRS Medical LVRS Medical
Parameter (n = 531) (n = 535) (n = 407) (n = 424) (n = 277) (n = 278)

Hospital days 24.9* 4.9* 3.2** 6.1** 4.0 5.2
Ambulatory 

care days 10.3** 8.6** 5.0 4.9 4.5 4.4
Emergency 

room visits 0.6 0.8 0.5*** 0.7*** 0.5 0.7
Oxygen claims 6.7 7.2 5.8 6.5 5.9 5.6
Nursing home 

admissions 0.08* 0.04* 13 16 4 9

LVRS = lung volume reduction surgery.
p < 0.05 ; **p < 0.01; ***p < 0.001.
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FIGURE 19.1. Mean cumulative quality-adjusted life-years (QALYs) during years 1 to 3.
LVRS = lung volume reduction surgery.

room visits. During the third year, utilization was equivalent for the two groups.
Figure 19.1 summarizes the cumulative QALYs per person over the first 3 years
of the project. After 1 year the groups differed, but the effect was not significant.
However, by year 2 the groups began separating, and this difference grew by
year 3. Figure 19.2 summarizes the mean total monthly cost for each group fol-
lowing randomization. As the figure shows, there was a sharp increase in costs for
the LVRS group during the first few months following randomization. This was
expected because the surgery requires hospital recovery and there are associated
hospital costs. However, by about 7 months following randomization, costs for
the two groups were equivalent and remained so throughout the trial. Table 19.3
summarizes the mean total monthly cost for each group following randomization.
As also noted in Figure 19.2. Costs were higher in the first year for the surgery
group, but they were lower  in the second year.  By the third year,  cost differences
between the surgery and the medical therapy group were non-significant.

Cost per Quality-Adjusted Life-Year

Cost per QALY was evaluated 3 years following randomization. Using best esti-
mates for cost, mortality, and quality of life, it was estimated that LVRS was more
expensive than maximal medical therapy ($98,952 vs. $62,560). However, QALYs
were also greater in the LVRS arm (1.463 vs. 1.271). Thus, the incremental cost
per QALY was approximately $190,000.
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TABLE 19.3. Mean Direct Medical Costs and Total Health Care-Related Costs According
to Time after Randomization*

Medical-Therapy 
Surgery Group Group

No. of Mean Cost No. of Mean Cost 
Variable Patients (95% Cl) Patients (95% Cl) P Value

S S

0–12 Mo after 
randomization 531 535

Direct medical 61,145 15,738 
costs (56,069–66,220) (14,006–17,470) <0.001

Total costs 71,515 23,371 
(65,921–77,109) (21,056–25,686) <0.001

13–24 Mo after 407 424
randomization

Direct medical 9,474 15,648 
costs (8,260–10,688) (12,934–18,362) <0.001

Total costs 13,222 21,319 
(11,479–14,964) (18,004–24,635) <0.001

25–36 Mo after 
randomization 277 278

Direct medical 10,199 12,303 
costs (8,161–12,236) (9,977–14,629) 0.18

Total costs 14,215 17,870 
(11,529–16,901) (14,785–20,954) 0.08

*Costs are reported in 2002 dollars. Direct medical costs include Medicare reimbursements and phar-
macy costs. Total costs include direct medical costs plus the value of the time spent by caregivers, the
value of the time spent by the patient, and travel costs. After year 1, costs were discounted by 3 per-
cent per year. P values were derived by two-sided t-tests for equality of means. Cl denotes confidence
interval.
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TABLE 19.4. Cost-effectiveness for the subgroups 3 years after randomization
Subgroup Cost per QALY gained at 3 years

High risk (n = 138) Dominateda

Upper lobe + low exercise capacity (n = 137) $98,000
Upper lobe + high exercise capacity (n = 204) $240,000
Non-upper lobe + low exercise capacity (n = 82) $330,000
Non-upper lobe + high exercise capacity (n = 108) Dominateda

QALY = quality-adjusted life-years.
aHigher costs and less favorable outcomes for the group with lung volume reduction surgery.
Derived from an unpublished talk. Scott D. Ramsey is the coauthor.

To capture potential longer-term gains, the analysis also estimated projected
benefits over an extended period of time. To conduct these analyses, the log logistic
for the Kaplan-Myers survival curves was extrapolated over the course of
10 years. These analyses excluded the high risk subgroups and assumed that the
relative risk of death would be 1.0 following the 3-year observation. For quality
of life estimates, trends in quality of well-being scores over the first 3 years were
projected up to 10 years into the future. The cost analysis projected the trends in
annual costs from the first 3 years an additional 7 years into the future. The analy-
ses suggested that at 5 years the incremental cost per QALY was $88,000 for non-
high risk patients, and at 10 years it was $53,000.

An important feature of the NETT evaluation was the creation of four post hoc
subgroups of patients. These subgroups were defined by combinations of two
baseline characteristics: (1) upper lobe predominance in emphysema distribution
[determined by computed tomography (CT) scans] or not and (2) low versus
high maximal exercise capacity following pulmonary rehabilitation (≤ 25 watts
for women, ≤ 40 watts for men). Benefits of surgery varied by subgroup. There
were significant benefits for those with upper lobe emphysema and low initial
exercise capacity. For the two other groups (upper lobe/high exercise capacity,
non-upper lobe/low exercise capacity) there were significant but weaker effects.
For the fourth group (non-upper lobe/high exercise capacity), surgery doubled
the 2-year mortality risk without symptomatic improvement compared to med-
ical therapy.

Table 19.4 summarizes the cost effectiveness for the subgroups 3 years follow-
ing randomization. In cost-utility analysis, some decisions “dominate” because they
incur costs and reduce health (decision against treatment) or because they produce
health and save money (decision for treatment). For the high risk group, LVRS was
associated with excess mortality. Because it produces harm, the decision was dom-
inated in favor of medical therapy. For those with upper lobe emphysema and low
exercise capacity, LVRS produces a QALY for less than $100,000. For those with
upper lobe emphysema and high exercise capacity, LVRS produces a QALY at
nearly $250,000, and the cost per QALY is even higher for those with non-upper
lobe emphysema and low exercise capacity ($330,000). For those with non-upper-
lobe emphysema and high exercise capacity, LVRS does not provide benefit, and
the decision is dominated in favor of medical therapy.
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Figure 19.3 shows the cost-effectiveness acceptability curves at 3 years and
projected 10 years into the future. The graph estimates the probability that the
procedure will be cost effective given different value ceilings for the cost per
QALY ratio. For example, using the traditional cost per QALY ratio of
$50,000 (Gold, 1996), the analyses suggested that the probability is greater
than 0.70 that the procedure would be judged to be cost effective for those
with non-upper lobe emphysema and low exercise capacity. Using a threshold
of $150,000, the probability is close 0.80 that the procedure would be cost
effective for all patient subgroups except those in whom medical therapy
dominated.
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TABLE 19.5. Cost-effectiveness of LVRS in comparison to
other thoracic surgery procedures
Intervention Cost per QALY

Coronary artery bypass graft $8,300–$64,000
Heart transplantation $65,000
Implantable defibrillator $47,000
Lung transplantation $133,000–$216,000
Lung volume reduction surgery
3 Years $190,000
10 Years $53,000

Discussion

In 1996 there was an increasing interest in the use of lung volume reduction
surgery.  However, a variety of problems faced policy makers.  All of the data
available were from non-controlled studies. As a result, there were serious
questions as to whether the surgery was effective.  A second problem was that
the studies were of short duration and the long-term effects of surgery were not
known.   When the uncontrolled studies were compared, it was clear that many
patients were lost to follow-up.  Further, the criteria for selecting patients in
these studies was highly variable.  Overall, there was not enough evidence to
decide if Medicare should cover the surgery.  The NETT trial addressed these
issues with a randomized clinical trial and prospective cost-effectiveness
analysis.  

LVRS competes for resources with a variety of other medical services. One
of the advantages of cost-utility analysis is that it allows comparisons between
programs that have different specific objectives. Table 19.5 compares the cost
effectiveness of LVRS with other thoracic surgery procedures. LVRS com-
pares favorably with other interventions if a 10-year horizon is used. Even
considering the 3-year interval for which outcomes were observed in the
NETT, LVRS is in a range comparable to that for lung transplantation. It is
worth noting that the alternatives in Table 19.5 are very different from one
another. Lung transplantation and LVRS patients are drawn from very differ-
ent populations. Nevertheless, cost per QALY for the two procedures can be
compared directly.

The ultimate economic effect of LVRS remains uncertain. Early estimates
suggested that about two million American adults suffer from emphysema. If
each procedure costs $20,000 and 1% of these patients receive LVRS, the cost
would exceed $400,000,000. However, one of the important lessons from the
NETT trial was that it is difficult to recruit patients to participate. It remains to
be demonstrated if the high demand for surgery during the early years of LVRS
can be sustained. For example, the NETT expected to enroll 4500 patients but
was able to attract only 1218. Experience during the last few years indicates
that costs may be lower than these projections because demand for the proce-
dure has declined.
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Summary

Chronic obstructive pulmonary disease is a challenging problem. It remains the
fourth leading cause of death in the United States, and medical options are of lim-
ited value. Lung volume reduction surgery is an attractive addition. However, the
procedure carries the risks of operative and perioperative mortality (Meyers,
2002). Furthermore, the procedure represents an option for only a fraction of
patients with emphysema. Some subgroups of patients, particularly those with
upper lobe emphysema with low initial exercise capacity, are most likely to ben-
efit from LVRS. Several minimally invasive methods for lung volume reduction
are being currently studied (Brenner et al., 2004; Maxfield, 2004). Further analy-
sis is necessary to determine if these minimally invasive techniques prove to be
more cost effective than open lung volume reduction.

The NETT trial demonstrated that the cost effectiveness of LVRS is comparable
to that for several other surgical procedures. The relative cost effectiveness of LVRS
is particularly impressive if benefits of the procedure are projected into the future.
Clinicians should consider LVRS for patients who are in a subgroup most likely to
benefit. Because the procedure is relatively expensive, administrators must continue
to consider the cost per QALY of LVRS in relation to other competing uses of
resources. The NETT was a milestone study because the cost-effectiveness analy-
sis was planned and executed as a companion to the randomized controlled trial.
Furthermore, the NETT trial allowed rapid diffusion of the findings. Based on the
NETT, Medicare has restored coverage for LVRS in qualified patients. The trial
offers an excellent example of rapid translation from research to policy.
Acknowledgments. Some of the work reported here was supported by the National
Heart, Lung, and Blood Institute (NHLBI), the Centers for Medicare and Medicaid
Services, and the Agency for Healthcare Research and Quality (AHRQ).

As a postscript to the NETT trial, it appears that many patients have lost inter-
est in the procedure.  The trial showed no improvement in life expectancy and a
10% risk of operative or peri-operative mortality.  Between January of 2004 and
September of 2005, only 458 Medicare patients filed claims for LVRS surgery.
Although the surgery was covered by Medicare, remarkable few patients have
received the procedure.
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Breast cancer is the most common type of cancer affecting women. Currently,
the worldwide annual incidence of neoplasm of the breast is more than 1 million
cases, with an increasing tendency, particularly in developing countries (Love
et al., 2004). Initial local treatment of breast cancer includes breast surgery and
postoperative radiotherapy. However, in about 50% of the women with a con-
firmed diagnosis of breast cancer the disease recurs within 5 years after initial
therapy. Therefore, systemic adjuvant treatment with chemotherapy or hormonal
manipulation is commonly provided to reduce the likelihood of relapse and pro-
long disease-free survival (Gelber et al., 1996; Emens & Davidson, 2003; Love
et al., 2004).

Although the general efficacy of systemic adjuvant therapy has been proved
in several randomized clinical trials, it has also been shown that the efficacy of
therapeutic alternatives depends on the tumor’s characteristics as well as on the
patient’s age in relation to menopausal status (Gelber et al., 1996; Emens &
Davidson, 2003). Adjuvant chemotherapy (ACT) has been found to be effective
in younger, premenopausal women but not or only marginally effective in post-
menopausal women (Gelber et al., 1996; Bonadonna et al., 2005); and hormonal
treatment is mainly effective in women with hormone receptor-positive tumors.
The standard chemotherapy regimen is a combination of cyclophosphamide,
methotrexate, and fluorouracil (CMF). For the last three decades, the standard
hormonal treatment has been the antiestrogen tamoxifen (TAM) (Emens &
Davidson, 2003). Recently, newer types of aromatase inhibitors (ATIs), such as
letrozole or anastrozole, have proven advantageous in efficacy and tolerability in
comparison to tamoxifen as first-line adjuvant therapy of estrogen receptor-
positive (ER+) breast cancer (Wong & Ellis, 2004). Chemotherapy and hormonal
treatment are usually accompanied by serious negative side effects, and the bal-
ance between prolonging life and maintaining the quality of the saved life-years
must be carefully considered in treatment decisions (Perez et al., 2001; Ganz
et al., 2002; Goodwin et al., 2003 Fallowfield et al., 2004). Therefore, the health
economic evaluation of adjuvant therapy commonly takes into consideration
the qualitative dimension of effectiveness as well as the costs of alternative
interventions.
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Health Economic Evaluation

The task of health economics is to provide the information necessary for optimal
allocation of health care resources (Russel et al., 1996). The main tools of health
economic evaluation are the incremental cost-effectiveness analysis (ICEA) and
the incremental cost-utility analysis (ICUA) (Garber et al., 2005). Whereas ICEA
considers the additional (incremental) costs of a medical intervention in relation
to its additional (incremental) effect on health, ICUA considers the incremental
costs in relation to the incremental utility for the patient.

Using the concept of utility instead of the sole health effect in the economic
evaluation is thought to be more appropriate assuming that the subjective utility
of health varies among individuals depending on their personal preferences
(Garber et al., 2005). The concept of utility is of particular importance when life-
prolonging treatment may have considerable negative effects on quality of life
(QOL), as is the case with breast cancer treatment (Russel et al., 1996; Muening,
2002; Goodwin et al., 2003; Garber et al., 2005). Utility indicators, such as the
quality-adjusted life-year (QALY), are created by combining saved life-years
with preference-based, health-related quality of life (HRQOL) instruments (Gold
et al., 1996; Perez et al., 2001; Muening, 2002). In contrast to the general
HRQOL, preference-based HRQOL is measured by assessing the values of sev-
eral health states on a continuum between optimal health and the poorest imagi-
nable health state or death using techniques such as the visual analogue scale
(VAS), time trade-off (TTO), or standard gamble (SG) (Gold et al., 1996; Perez
et al., 2001). The outcome of a cost-utility analysis is the incremental cost-utility
ratio (ICUR).

ICUR = cost intervention A − cost intervention B = Δ Cost
utility intervention A − utility intervention B Δ Utility

The ICUR is defined as the ratio between the cost differences and the utility
differences of two alternative treatments or of a treatment in comparison to no
treatment. The interpretation of the ICUR depends on its position on the cost-
effectiveness plane (CEP) (Sendi & Briggs, 2001).

On its vertical axis of Figure 20.1 the CEP shows the cost differences, and on
its horizontal axis the effectiveness or utility differences between the interven-
tions are compared. If the ICUR is located in the upper left quadrant of the CEP,
the ICUR has a negative value, indicating that the alternative intervention is more
expensive and less effective than the conventional treatment or nonintervention.
If the ICUR is located in the upper right quadrant of the CEP, the positive value
indicates that the alternative intervention is more effective but also more expen-
sive than the conventional treatment or nonintervention. If the ICUR is located in
the lower left quadrant of the CEP, the positive value indicates that the alternative
intervention is less expensive but also less effective than the conventional treat-
ment or nonintervention. If the ICUR is located in the lower right quadrant of the
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CEP, the negative value indicates that the alternative intervention is less expen-
sive and more effective than the conventional treatment or nonintervention.

Obviously, a negative ICUR provides a much more clear decision basis than a
positive one. If the ICUR is located at the upper left quadrant, the conventional
treatment or nonintervention is more efficient than the alternative intervention,
and if the ICUR is located at the lower right, the alternative intervention is more
efficient. Unfortunately, the ICUR generally appears in the upper right quadrant.
In this case, an additional criterion is needed to decide whether an alternative
treatment is efficient. This additional criterion is the maximum amount of money
one is willing to pay for an increase of the effect—the utility by one unit—and is
usually called maximum willingness to pay (MWTP).

The MWTP can be projected as a growth curve onto the CEP (Figure 20.2),
and an alternative intervention is assessed as efficient if the ICUR is located
below this curve (Briggs & O’Brien, 2001; Sendi & Briggs, 2001).

A methodological complication results from the fact that confidence intervals
for the ICUR are difficult to estimate because its theoretical distribution is not
defined (Briggs & Fenn, 1998). Because parametric statistical estimation of the
standard error and the confidence interval is not possible in this case, it has
become common practice to estimate the distribution of the ICUR as a confidence
ellipse by simulation techniques, such as bootstrapping, and to compute the
MWTP at which 95% of the estimated ICUR values are located below the MWTP
curve (Figure 20.3).
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The cost-effectiveness acceptability curve (CEAC) is the common technique to
visualize this criterion (Briggs & Fenn, 1998). On the horizontal axis, the CEAC
shows potential values for MWTP in increasing order (Figure 20.4). The vertical
axis shows the percentages of the estimated ICUR values that are located below
the MWTP curve. Similar to the statistical confidence interval, the CEAC indi-
cates at which MWTP a particular percentage (90%, for instance) of the estimated
ICUR falls below the MWTP curve.

Data for health economic evaluations mostly come from randomized clinical
trials (RCTs). However, in most cases the time horizon of the RCT is too short
for a meaningful estimation of economic effects. Therefore, most health eco-
nomic analyses apply simulation modeling, such as decision tree, state transition,
or Markov chain models (Muening, 2002). The advantage of these techniques is
the possibility of using any meaningful time horizon. The disadvantage is that the
outcomes of the analysis depend strongly on the data used and on the assumptions
made if sufficient data are lacking.

Although there have been several recommendations for the publication of
health economic evaluation studies (Drummond & Jefferson, 1996; Drummond
et al., 1997), current publication practices show a great variety of methods.
Therefore, when assessing the evidence provided by existing studies one should
carefully consider to what extent the authors followed these recommendations
(Drummond et al., 1997).

Health Economic Evaluation of Adjuvant Breast 
Cancer Treatment

A systematic MEDLINE search without time limitations was conducted with the
following search terms: breast cancer + adjuvant therapy + cost effectiveness;
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FIGURE 20.4. Cost-effectiveness acceptability curve.
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breast cancer + chemotherapy + cost effectiveness; breast cancer + hormone ther-
apy + cost effectiveness; breast cancer + adjuvant therapy + cost utility; breast
cancer + chemotherapy + cost utility; breast cancer + hormone therapy + cost
utility. An additional hand search based on the reference lists of articles was car-
ried out. Only articles concerning first-line systemic adjuvant chemotherapy or
hormone therapy were included in the review. If necessary, currencies have been
converted to U.S. dollars and are provided in parentheses.

A total of eight articles were identified that met the criteria of the review. In four
studies, the incremental cost effectiveness or cost utility of adjuvant chemotherapy
compared to no adjuvant treatment was tested (Hillner & Smith, 1991; Desch et al.,
1993; Messori et al., 1996; Norum, 2000); three articles compared chemotherapy
with hormonal intervention (Smith & Hillner, 1993; Karnon & Brown, 2002;
Naeim & Keeler, 2005); and one article compared tamoxifen with third-generation
aromatase inhibitors (Hillner, 2004).

Cost Utility of Adjuvant Chemotherapy Compared 
to no Adjuvant Therapy

Hillner and Smith (1991) used a Markov model to assess the cost utility of treat-
ing 45- and 60-year-old women with stage I, lymph-node negative (N−),ER−
breast cancer with adjuvant CMF chemotherapy. The authors evaluated various
scenarios of the benefit of therapy. For the 45-year-old women, the average life-
time benefit from chemotherapy was 5.1 quality-adjusted months at a cost
of $15,400 per QALY (Table 20.1). For the 60-year-old women, the analysis
revealed a survival gain of 4.0 quality-adjusted months at a cost of $18,800 per
QALY. On the basis of their results, the authors concluded that adjuvant CMF
chemotherapy substantially increases the quality-adjusted life expectancy of a
45-year-old woman and that of a 60-year-old woman with stage I breast cancer
at a acceptable cost.

Desch et al. (1993) expanded Hillner and Smith’s model by including women
with N− and ER− breast cancer from the age of 60 to the age of 80 years. Results
of the analysis indicated that the benefit of adjuvant CMF chemotherapy declines
with increasing age from 2.8 quality-adjusted months for a 60-year-old woman to
1.4 quality-adjusted months for women at age 80. Consequently, the costs per
QALY increase from $28,800 at age 60 to $57,100 at age 80 (Table 20.1). The
authors concluded that adjuvant chemotherapy has an acceptable relation of costs
per QALY up to the age of 70.

Messori et al. (1996) used a survival curve fitting method based on clinical trial
data to estimate the lifelong cost effectiveness of adjuvant CMF chemotherapy for
women with lymph node-positive (N+) breast cancer. No adjustment was made
for age. Results of the analysis revealed a cost-effectiveness ratio of $447 per life-
year gained (Table 20.1). The cost per QALY was not provided by the authors.
Using the recommended range of preference weights between 0.7 and 0.9
results in an estimated cost per QALY of $496 to $638 (Table 20.1). The authors



concluded that CMF adjuvant chemotherapy is cost effective for the average
breast cancer patient in Italy.

Norum (2000) estimated the cost utility of adjuvant CMF chemotherapy for
Norwegian women on the basis of international clinical trials. No adjustments
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TABLE 20.1. Cost utility of adjuvant chemotherapy versus no adjuvant therapy
Incremental

Target Time cost-utility 
Study Treatment groups horizon ratio Conclusion

Hillner & Adjuvant Age 45 years, Lifetime 45 Years, Chemotherapy
Smith (1991, chemoth- 60 years; $15,400 substantially
USA) erapy node-negative 60 Years, increases the 

vs. none $18,800 quality-adjusted 
life expectancy of 
an average woman 
at a cost compara-
ble to that of other 
widely accepted 
therapies.

Desch et al. Adjuvant Age 60–80 Lifetime 60 Years, There is a small survival
(1993, USA) chemoth- years; node- $28,200 benefit for adjuvant

erapy negative; 65 Years, chemotherapy in
vs. none estrogen $31,300 elderly patients. The

receptor- 70 Years, cost of this benefit is 
negative $36,300 high but within the 

75 Years, range of commonly 
$44,400 reimbursed proce-

80 Years, dures up to a point 
$57,100 between ages 75 and 

80 years.
Messori et al. Adjuvant No age range Lifetime Cost/life- The cost-effectiveness

(1996, Italy) chemoth- reported; gained, ratio of adjuvant
erapy node-positive $447 chemotherapy in
vs. none Cost/ patients with node-

QALY, positive breast cancer
$496– seems to be particu-
$638 larly favorable 

compared to 
estimates of cost per
life-year saved previ-
ously calculated for 
other types of phar-
macological interven-
tion.

Norum (2000, Adjuvant Lifetime £2973– Adjuvant chemotherapy
Norway) chemotherapy £7860 in breast cancer is

vs. none ($4,781. cost-effective in
65–$12, Norway.
641.70)

QALY = quality-adjusted life-years.
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were made for age, lymph node status, or ER status. Results of the analysis
indicated that adjuvant CMF chemotherapy in Norway costs between £2973
($4781.65) and £7860 ($12,641.70) per QALY saved (Table 20.1). Based on these
results the author concluded that adjuvant CMF chemotherapy is cost effective in
Norway.

Cost Utility of Adding Antiestrogen Therapy 
to Chemotherapy

In 1992 results of the Early Breast Cancer Trialists’ Collaborating Group
(EBCTCG) study suggested that endocrine therapy with tamoxifen should have an
additive benefit to adjuvant chemotherapy not only for ER+ breast cancer but also
for ER− breast cancer (Early Breast Cancer Trialists’ Collaborative Group, 1992).

Smith and Hillner (1993) used the EBCTCG data to assess the cost utility
of endocrine therapy with TAM in addition to chemotherapy for premenopausal
45-year-old women with various lymph node and ER status combinations.
Chemotherapy alone versus no adjuvant therapy was found to be most cost effec-
tive for women with N+/ER− status (cost per QALY $4890) or N−/ER− status
(cost per QALY $4970).

Adjuvant hormonal therapy with TAM alone versus no adjuvant therapy was
most cost effective in women with N+/ER+ status (cost per QALY $4330) and in
women with N−/ER+ status (cost per QALY $11,440) (Table 20.2). Combined
TAM and CMF versus no adjuvant therapy was most cost effective for women
with N+/ER+ status (cost per QALY $14,750) and for women with N−/ER+
status (cost per QALY $33,100) (Table 20.2). The least cost utility was found for
TAM versus no adjuvant treatment in women with N−/ER− (cost per QALY
$214,000) and for combined TAM and CMF versus no adjuvant therapy in
women with N−/ER− status (cost per QALY $186,200) (Table 20.2). In women
with ER− status, TAM was found to be slightly more cost effective than no adju-
vant therapy (cost per QALY $57,800) if the patient has N+ status (Table 20.2).
Based on these results the authors concluded that adjuvant hormonal therapy
alone or combined therapy with TAM and CMF is cost effective only for
premenopausal women with ER+ breast cancer.

Karnon and Brown (2002) used a discrete event simulation model to analyze
the cost utility of adding CMF to TAM in N+ patients (ER status not provided).
Results of their study revealed that, compared to patients who received only
TAM, patients given additional chemotherapy gained an average of 0.56 QALY.
Whereas adjuvant hormonal therapy with TAM was found to cost £615.48
($871.51) per QALY on average, adding CMF chemotherapy to TAM resulted in
additional average costs of £3483 ($4932.28) per QALY gained (Table 20.2).

The uncertainty of the average cost-utility ratio has been calculated using a
Monte-Carlo simulation with 2500 runs of randomly sampled sets of input param-
eter values. Based on the stochastic simulation, the authors found that at an MWTP
value of £4000, combined TAM + CMF was cost effective in comparison to TAM
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TABLE 20.2. Cost utility of combined chemotherapy and hormonal therapy (tamoxifen)
versus adjuvant chemotherapy alone

Incremental
Time cost-utility 

Study Treatment Target group horizon ratio Conclusion

Smith None vs. 45-year-old Lifetime Tamoxifen vs. In pre-
& Hillner chemotherapy women with none menopausal
(1993, USA) None vs. premenopausal N− ER+, women with 

tamoxifen early-stage $11,440 early-stage
None vs. breast cancer; N− ER−, breast cancer,

chemotherapy estrogen $214,000 chemotherapy
+ tamoxifen receptor status N+ ER+, adds substan-

None vs. positive or $4,330 tial clinical
tamoxifen negative; N+ ER−, benefit at a

None vs. lymph node $57,800 modest cost.
chemotherapy status positive Chemotherapy Tamoxifen 
+ tamoxifen or negative vs. none alone adds

N− ER+, meaningful
$11,370 benefit only in

N− ER−, ER-positive
$ 4,970 cancer.

N+ ER+, Combined therapy
$9,230 is most efficient 

N+ ER−, in ER-positive
$4,890 cancer.

Combined
vs. none

N− ER+,
$33,100

N− ER−,
$186,200

N+ ER+,
$14,750

N+ ER−,
$80,700

Karnon Tamoxifen vs. 65 years and Lifetime TAM vs. none, The addition of
& Brown tamoxifen older; post- £615.48 chemotherapy 
(2002, UK) + chemotherapy menopausal; ($871.51) to tamoxifen in

node-positive Combined patients with 
vs. TAM, node-positive 
£3483 early breast 
($4932.28). cancer is cost-

effective at an 
MWTP of 
£5000 with a 
probability of 
64% and an 
MWTP of 
£20,000 with 
a probability of
85%.
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alone with a probability of 50%. Nevertheless, results indicated a probability of
10% that TAM alone is more effective and cheaper than combined TAM + CMF.

Naeim and Keeler (2005) assessed the cost utility of CHT or TAM versus no
adjuvant treatment and of CMF + TAM versus no adjuvant therapy for women
65 years or older with N−, ER−, or ER+ breast cancer. Results of the analysis
revealed the best cost effectiveness for TAM in women age 65 ($10,194 per
QALY) or age 75 ($19,530 per QALY) with ER+ status, followed by CMF +
TAM in women age 65 with ER+ status ($22,220 per QALY) and CMF
chemotherapy alone in women age 65 with ER− status ($30,451 per QALY)

TABLE 20.2. (Continued)
Incremental

Time cost-utility 
Study Treatment Target group horizon ratio Conclusion

Naeim & Keeler None vs. 5 years and older; Lifetime ER-negative; Adjuvant therapy
(2005, USA) chemotherapy 6 node-positive; CHT vs. is cost-effective

(CHT) ER-negative or none in 65-year-old
None vs. ER-positive 65 years, women with 

CHT and $30,451 early breast 
tamoxifen 75 years, cancer. In a 75-
(TAM) $75,559 year-old ER-

85 years, positive patient, 
$298,000 hormone ther-

ER-positive; apy, specifically 
TAM vs. tamoxifen, is 

cost-effective.
none In 75-year-old

65 years, ER-negative
$ 10,194 women the use

75 years, of chemother-
$19,530 apy (AC or

85 years, CMF) or in 85-
$58,085 year-old ER-

ER-positive; positive women
combined the use of hor-
vs. TAM mone therapy

65 years, was only 
$22,220 marginally

75 years, cost-effective 
$54,430 and only if 

85 years, efficacy was 
$299,517 assumed to be 

age-insensitive 
(similar to 
65-year-old 
women).

ER+ = estrogen receptor-positive; ER− = estrogen receptor-negative; N+ = lymph-node status posi-
tive; N− = lymph-node status negative; TAM = tamoxifen; MWTP = maximum willingness to pay;
AC = adriamycin/cyclophosphamide; CMF = cyclophosphamide/methotrexate/ fluorouracil.
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(Table 20.2). Cost effectiveness of all types of adjuvant therapy, but particularly
of CMF chemotherapy, decreased considerably with increasing age. The cost per
QALY of CMF alone in women with ER− breast cancer increased to $75,559 at
age 75 and to $298,000 at age 85 (Table 20.2). In women aged 85 with ER+ breast
cancer, the cost per QALY of TAM alone increased to $58,085, and the cost per
QALY of CMF + TAM increased to $299,517 (Table 20.2). The authors did not
interpret the meaning of their results for resource allocation but extensively
discussed the methodological limitations of their study.

Cost Utility of Aromatase Inhibitors Compared 
to Tamoxifen

Hillner (2004) analyzed the incremental cost utility of anastrozole in comparison
to TAM as initial adjuvant therapy in postmenopausal women at age 64 with
early-stage ER+ breast cancer. The results of the analysis show that the efficiency
of the aromatase inhibitor depends strongly on the time horizon of the analysis
model. Although the incremental cost-utility ratio (ICUR) of anastrozole versus
TAM was found to be $75,500 at a time horizon of 20 years, the additional cost
per additional QALY increased to $533,000 if a shorter time horizon of only 4
years was used (Table 20.3). Given an MWTP of $100,000 per QALY gained,
the author concluded that the use of anastrozole in comparison to TAM is cost
effective only for patients who live longer than 12 years.

Discussion

Results from health economic evaluation studies have become increasingly
important as criteria for the allocation of health care resources. However, a great
variety of methods and a lack of standardization make it difficult for the clini-

TABLE 20.3. Cost utility of first-line hormonal therapy with aromatase inhibitors versus
tamoxifen

Incremental
Target Time cost-utility

Study Treatment group horizon ratio Conclusion

Hillner 
(2004, USA) Anastrozole vs. 64 years; 4–20 years 4-year horizon, Anastrozole would

tamoxifen postmeno- $533,000 be acceptable for
pausal; 8-year horizon, patients expected
ER- $201,800 to live longer
positive 12-year horizon, than 12 years.

$111,300
20-year horizon,

$75,500



cian or the health policy expert to assess the validity and the substance of health
economic studies. During the last decade, the incremental cost-utility analysis
has been established as the gold standard of the health economic evaluation of
alternative medical interventions. Nevertheless, there are several limitations that
make it difficult to interpret the results of cost-utility analyses and to transform
them into recommendations for medical decision making.

Drummond et al. (1997) developed 10 criteria for the quality of a health eco-
nomic evaluation. These criteria include the quality of the underlying clinical data
regarding the treatment effects and the utility of these effects, as well as the
accurate measurement of intervention costs, the treatment of uncertainty, and an
adequate discussion of results. Moreover, interpretation of health economic eval-
uations needs a consensus about the maximum amount of money that should be
paid for a QALY gain. Since the 1970s, the cost-utility ratio of hemodialysis for
a patient with end-stage renal disease, $50,000 per QALY, had been used as a
threshold for the MWTP. This threshold, however, is regarded as arbitrary by
health economists (Earle et al., 2000). Currently, it is common practice to com-
pare the cost-utility ratios of several health care interventions to obtain informa-
tion about the possible range of costs per QALY. In a recent review of the
cost-utility ratios of 89 oncology interventions, Earle et al. (2000) identified a
range between less than zero and $7,900,000 per QALY in U.S. prices in 2000.
The detailed comparisons revealed that 64% of the 89 interventions had cost-
utility ratios below $50,000, and 75% had cost-utility ratios below $100,000. The
median cost per QALY was found to be $20,000.

According to these figures, the economic efficiency of adjuvant therapy for
early-stage breast cancer is considered to be in an acceptable range. Most cost-
utility ratios were found to be less than $100,000 or even less that $50,000.
Nonetheless, the cost effectiveness of several therapy alternatives was found to
depend on the patient’s age, as well as the node and estrogen receptor status of
the tumor. Chemotherapy with a combination of cyclophosphamide, methot-
rexate, and fluorouracil was found to be the most cost-effective treatment in
premenopausal women with positive lymph node status, whereas the cost effec-
tiveness decreased sharply after age 75. In contrast, endocrine therapy with
tamoxifen or aromatase inhibitors was found to be cost effective primarily in
women with ER+ breast cancer, with no strong age effects. However, analyses of
these treatment alternatives are based on a single RCT that was still ongoing at
the time of the health economic evaluation (Hillner, 2004). The few studies from
European countries reveal better cost-utility relations than the studies from the
United States. The main reason for this difference is the different drug costs
among countries.

According to the criteria discussed above, the results of existing studies
suggest that adjuvant therapy should generally be recommended for early breast
cancer treatment from the perspective of health economy. Cost-utility ratios
above $100,000 were found for endocrine therapy with TAM, combined
endocrine and chemotherapy in women with ER− tumor status, and adding CMF
chemotherapy to TAM in women with ER+ tumor status at age 85. With regard
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to the available therapy alternatives, CMF chemotherapy should be recommended
particularly for premenopausal women with ER− breast cancer and for post-
menopausal women less than 80 years of age. For women with ER+ breast cancer,
adjuvant hormonal therapy with tamoxifen or aromatase inhibitors should be rec-
ommended without age limits. Combining TAM and chemotherapy should be
recommended up to age 80 years. With regard to the ongoing status of the ATAC
trial (ATAC Trialists’ Group, 2005), it is too early to recommend anastrozole
instead of TAM for adjuvant therapy of breast cancer in women with ER+ tumor
status. Decisions about the payment for medical interventions require a broad
consensus about how available health care resources should be allocated.

This consensus must be based not only on economic but also on ethical
considerations, such as equity of health care access. Strictly limiting the payment
for medical interventions to a particular cost-utility ratio would possibly exclude
people with poor health from access to care. For example, a strict limit of $50,000
per QALY would exclude women above age 80 with ER− tumors from any adju-
vant therapy. Many of these patients have additional health care problems that are
more serious than the risk of recurring breast cancer. Paying for each treatment
that provides a QALY gain without considering costs and gained values would
quickly result in exceeding the available health care budget. Therefore, it is nec-
essary to enable the clinician to consider the situation of the individual patient
without disregarding the responsibility for economic consequences.
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In Chapter 4 on evidence-based medicine and ethics, we presented the example
of breast cancer screening and reported that more than 1000 women must be
screened with mammography to prevent only one death from breast cancer.
In addition, screening generates several false-positive and some false-negative
results. Furthermore, 13 women would be diagnosed with breast cancer and
would probably be treated. However, these 13 women would not benefit from the
treatment because they have a “pseudodisease” (see Chapter 11). Pseudodisease
is a result of breast screening in that it cannot be diagnosed in individual patients
but only concluded statistically by comparing populations of women who have or
have not been screened.

These 13 women with pseudodisease would undergo surgical treatment and
eventually radiotherapy as well as hormonal and/or chemotherapy because histo-
logically confirmed breast cancer has been identified. In these 13 women, their
disease would have affected neither the quality nor quantity of the patient’s life.
The treatment does not offer benefit and might even cause harm. The dilemma
arises because at the time of diagnosis we cannot differentiate forms of breast
cancer that will later behave like a benign or a malignant disease.

Traditional View of Health Economics

Economic analysis suggests that the benefits may not justify the monetary costs
of screening. The lively and emotional discussion on the mammography contro-
versy in 1997 (see Chapter 11) reflected concerns about the appropriate use of
resources for a program that benefits only 1 of 1000 patients but produces harm
in a considerable proportion of screened women.

Standpoint of Clinical Economics

From a clinician’s point of view, other variables may need to be considered in the
economic analysis. Clinicians would first ask about the goals of breast cancer



screening. Most patients and doctors identify two goals: (1) to identify cases of
breast cancer early enough to increase the chance of cure and (2) to induce
“perceived safety” in most of the screened women by confirming the absence of
suspicious findings.

From a scientist’s point of view, the absence of evidence never constitutes evi-
dence of absence. Nonscientists, like patients, have a different perception and rate
these negative findings as absolutely valuable. This difference in the perception
between scientists and the public raises the question of who is right. Should we
disregard the perception of the majority, or is our scientific concept flawed?

Our answer to this question was derived from a discussion with the head of
Flight Safety of Lufthansa, the German airlines. We discussed what aviation can
learn from medicine and vice versa (see Chapter 16). Proud of our new strategy of
evidence-based decisions in medicine, we asked for the scientific evidence that
justifies expenditures for life vests in airplanes and were surprised to learn that no
life has ever been saved by such life vests. As an “evidence-based” consequence,
we suggested that life vests in airplanes be replaced by measures that are more effi-
cient in saving the passengers’ lives. Unfortunately, our suggestion was considered
absolutely unacceptable, as about eight organizations definitely would refuse this
proposal as a “nonrealistic idea.” This disappointing experience led to the consid-
eration that the utility of life vests is perceived safety rather than actual safety.

We spend billions of dollars or euros in medicine to induce perceived safety.
Banking, buying and using a car, and almost every facet of our lives is governed
by perceived rather than actual safety.

Concept of Perceived Safety

Perceived safety may be a value in health care that consumers are willing to pay
for. Unfortunately, the demand, as well as the offers, for perceived safety will
soon become unlimited unless criteria are defined to differentiate acceptable from
unacceptable forms of perceived safety. Two criteria may help to solve this prob-
lem: First, perceived safety must be quantified, as shown in Table 21.1. Second,
quantified perceived safety must be compared with quantified actual safety. The
smaller the difference between perceived and actual safety, the more legitimate it
is to offer and to pay for services that induce perceived safety.

Economics of Perceived Safety

Comparing the benefits and the harm associated with breast cancer screening
(Table 21.1), we consider harmed the proportion of women with false-positive
results (n = 219) because they would be extremely worried until the suspect find-
ings have been clarified. Patients with false-negative results (n = 10), in whom the
diagnosis of breast cancer was overseen by mammography, are also added to the
harmed group. The third subgroup that must be included in this group are patients
with pseudodisease (n = 13), as they would not benefit from the given treatment.
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One of the advantages or good points of mammography is that one death from
breast cancer can be avoided for each 1000 women screened. Mammography can
offer other benefits to our patients. There would be 758 women who experience
perceived safety and reassurance when the message of the negative result of breast
cancer screening is received. This number increases when some of the false-positive
cases are clarified.

To avoid abuse of the tool of perceived safety, we requested, in addition to
quantification, a comparison of perceived safety with actual safety. In the case of
breast cancer screening, the quantities of perceived and of actual safety are simi-
lar, as 748 women (plus some in whom false-positive results will be revised) can
be assured that there is no evidence of breast cancer.

Public Enthusiasm for Screening

Americans are enthusiastic about cancer screening. In one recent public opinion
poll, Schwartz and colleagues (2004) interviewed a random sample of 500 adults
selected from throughout the United States. Eighty-seven percent of the respon-
dents reported that cancer screening is almost always a good idea, and most
(74%) endorsed the belief that cancer screening saves lives. Aronowitz (2001)
documented the relentless campaign by the American Cancer Society to persuade
the public not to delay obtaining cancer tests. In fact, the campaign was promi-
nent throughout the entire 20th century despite continuing questions about the
efficacy of early detection. Apparently these messages have been effective.
Schwartz and colleagues (2004) noted that only 2% of the population believes
that there are too many cancer screening tests. Altogether, 77% of the male
respondents said they would continue trying to have the prostate-specific anti-
gen (PSA) test even if their doctor did not recommend it, and 74% said that
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TABLE 21.1. Clinical economics of screening
Breast cancer Breast cancer Patients Deaths due to

Parameter confirmed not confirmed examined breast cancer

Breast cancer detected 
by mammography 23 219** 242

Breast cancer not
detected by mammography 10** 748 758*

Examination including 
mammography 33 967 1000 5/1000

Examination without
mammography 20Δ = 13** 980 1000 6/1000 Δ = 1*

Δ = difference.
The benefit of screening is described quantitatively by (*); that is, one death from breast cancer can
be prevented, and perceived safety is mediated to 758 women (plus some in whom a false-positive
result could be clarified). The harm of screening is described quantitatively by (**); that is, 219
(at least transiently false-positive results), 10 false-negative results, and 13 cases of pseudodisease.
Data are from Zahl et al. (2004) and Barratt et al. (2005).



they would continue to have colonoscopy or sigmoidoscopy although it was
not recommended.

Persuasive evidence suggests that Papanicolaou (Pap) smears done every year
provide almost no more new information than Pap smears done at 3-year intervals
(Eddy, 1987). However, the survey results suggest that 58% of women would try
to have Pap smears on their current schedule even if their doctor recommended
that there should be more time between tests. Several evidence-based reviews
suggest that mammography might provide little or no value for women older than
75 years (Parnes et al., 2001; Harris & Carnes, 2002). The United States is among
a small number of countries that have no upper limit on recommended age to stop
screening. In Finland screening ends at age 59; and in Australia, Canada, and
Iceland it stops at age 69. The United Kingdom stops at age 64, and Sweden
screens only until age 69 (Shapiro et al., 1998). Even in the United States, the rate
of screening for older women falls off after the age of about 75, suggesting that
physicians intuitively know the diminished value of the test and stop ordering
it (Kaplan, 2004). Nevertheless, the Schwartz study found that 41% of the
population would label an 80-year-old woman who declined a mammogram as
“irresponsible.”

The public is not deterred by bad experiences with tests. More than one-third
of the survey participants had experienced at least one false-positive test. Yet in
retrospect, 98% of these individuals were glad they had taken the screening test,
and most would do it again. In fact, 100% of those who had experienced a false-
positive PSA test were still glad that the tests had been administered (Schwartz
et al., 2004).

The public is clearly persuaded that cancer screening is a good idea. At the
same time, professional organizations that have systematically reviewed the evi-
dence have raised serious questions about the benefits of common tests, such as
mammography (particularly for premenopausal woman) (Arnold, 2002) and the
PSA test (U.S. Preventive Services Task Force, 1994; New PSA guidelines for
older men, 1998; Farhat et al., 2000; Levenson, 2003; Weston & Parr, 2003).

Over the last decade, the public has become increasingly skeptical about med-
icine. Why does the public remain enthusiastic about screening while they are
becoming critical of other medical services? The Schwartz study offers several
hints. Most importantly, screening typically offers a good experience. Most peo-
ple feel safe and reassured by negative screening results. Those with positive test
results perceive benefit because they are guided toward the medical services they
need. They are thankful that their disease was discovered. Patients with false-
positive results might be frightened, but they gain a great sense of safety once
cancer is ruled out.

The perceived benefits of screening often lead to more screening. This is sum-
marized in Figure 21.1, which is based on the work of Welch (2004). The scheme
begins with more cancer testing. As a result of increased testing, we might find
more cancer (left side of the figure). More cancer detection suggests the devel-
opment of an “epidemic” of cancer and the need for more aggressive screening.
The right side of the figure shows that some early cancer detection is actually
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pseudodisease, which will never result in early death or reduced quality of life.
Although the disease might never have affected a person in his or her lifetime,
these persons now become cancer survivors. Because the disease is detected early,
the 5-year survival rate increases, which feeds the perception that we are winning
the war on cancer. The result is even more aggressive screening for cancer.

Conclusions

The contribution of clinical economics (CLINECS) can be demonstrated using
the example of breast cancer screening. CLINECS provides data to describe the
value, not the costs, of health care. It is shown that both benefit and harm—or
input/output or profit/effort—are quantified. Benefit includes the proportion of
deaths from breast cancer prevented and the proportion of women who experi-
ence perceived safety. Harm includes the proportion of false-positive and false-
negative results as well as the proportion of pseudodisease.

We do not claim that the lists of benefit and harm are complete. Several addi-
tional aspects of breast cancer screening, such as fear of clinical investigation and
expected pain induced by mammography, were not discussed. The aim of this
chapter was to underline the contribution of the patients’ and clinicians’ views to
an economic evaluation of health care services.

Two other aspects may be discussed as potential benefit from the patient’s
point of view. Pseudodisease can be seen not only as harm because of unneces-
sary treatment; the knowledge of pseudodisease may in fact induce hope in the 33
women who received the diagnosis of breast cancer, as these women have a 40%
chance (13/33) that the diagnosis of breast cancer and the course of the disease is
harmless.

The second benefit of screening is related to certainty. Without mammography,
we know that 980 women do not suffer from breast cancer, but we cannot iden-
tify which of the 1000 women will not be affected. With mammography, we can
tell exactly which women have no sign of breast cancer.
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FIGURE 21.1. Screening leads to more screening. (From Welch, 2004.)



We argue that introducing the concept of perceived safety adds new aspects to
the still ongoing discussion about the value of breast cancer screening. If the prin-
ciple of perceived safety can be accepted in other areas of health care, it may offer
new insights and perspectives to many of our patients.
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Evidence-based health care (EBHC) and its approach to the practice of medicine
has gained considerable acceptance among health care professionals. The Associ-
ation of American Medical Colleges (AAMC) advocates integration of the prin-
ciples of evidence-based medicine (EBM) into undergraduate training. Promoted
as a tool to further learning by inquiry, to steer clear of opinion-based medicine
(Sackett et al., 2000), and to help students at all levels of training to assess con-
scientiously the current best evidence, an increasing number of medical schools
in the United States have incorporated it into their curriculum. The 2002–2003
Liaison Committee on Medical Education (LCME) revealed in the Annual Medical
School Questionnaire that 122 of 126 LCME-accredited schools included EBM as
a required course and devoted a mean of 20 hours to it (Barzansky & Etzel, 2003).

The concept of evidence-based health care ensures that the physician is familiar
with the calculated estimate of the patient’s probability of having a disease and
understands the estimated risks and benefits of tests and treatments. These esti-
mates often derive from the physician’s ability to locate critical information from
the current medical literature and his or her willingness to incorporate the patient’s
relevant values into the decision-making process. Hence, the future competence of
the physician is not measured by his or her ability to recall facts but by the ability
to incorporate the best current evidence into the patient’s personal values and come
to a shared decision acceptable to both patient and physician.

We here present the views of a surgeon, two internists, a nurse educator, and
a health economist on the various aspects of evidence-based practice as perceived
in their daily provision of health care services. Although agreement has been
reached on the definition of evidence-based health care, there remains consider-
able debate concerning what constitutes an evidence-based case. Physicians are
encountering difficulties in entrenching EBM into mainstream clinical practice
owing to conflicting attitudes, different degrees of acceptance, on-site applicabil-
ity, and (in)ability to appraise articles critically. From a health economist’s stand-
point, the development of future guidelines requires not only the application of
EBM but the ability to distinguish between the effectiveness of treatment and the
economic efficiency of the guideline. We discuss new concepts of the steps in
EBM, identify the challenges of practicing EBHC, evaluate the current status of



evidence-based nursing, and examine the practicality of implementing EBHC
in situations of medical uncertainty. We also discuss retrieval and critical appraisal
of literature and application of EBHC to patients and enumerate educational
interventions to enhance the practice of EBHC.

Six Steps of Evidence-Based Medicine

The traditional model of EBM as proposed by the Evidence-Based Medicine
Working Group involves: (1) transforming the clinical problem into a three- or
four-part question; (2) finding external evidence to answer the question; (3) crit-
ically appraising the external evidence; (4) applying the evidence to the patient in
compliance with the patient’s personal values; and (5) evaluating the decision-
making process (Sackett et al., 2000).

Recent studies by one of the authors indicate that one encounters numerous
difficulties in getting students to accept this strategy of applying the five steps as
they advance in their medical training (Porzsolt et. al., 2003). In the presence of
well established methods of treatment or diagnosis, there seems to be resistance
to accept new information. Recent studies have indicated that students are more
likely to accept new information if they are allowed to integrate their internal
evidence with the existing external evidence from the medical literature. Internal
evidence is the knowledge that a student has acquired during formal medical edu-
cation and training and the experience accumulated from daily practice and the
clinician–patient relationship. Attempting to answer the patient’s questions based
on one’s own internal evidence, even prior to steps 2 to 5 of the traditional EBM
strategy, has not only helped the students critically to appraise and apply the best
external evidence but also to assess the accuracy of their internal evidence. The
six-step approach, which essentially corresponds to application of the Bayesian
model to evidence-based medicine, is outlined in Table 22.1.

As uncertainty often shrouds the medical decision-making process, physicians
need to tally the degree of agreement between their internal evidence and the
external evidence. When critical appraisal and reflection of internal and external
evidence reveal that the result is equivocal, other factors, including the cost of the
treatment and the patient’s discomfort, become more important. Under conditions
of medical uncertainty, one could avoid making an erroneous medical decision
based on one’s own internal evidence.

Challenges of Evidence-Based Health Care: Problem of
Asymmetry Between Internal and External Evidence

Although much of the progress in medical education and health care has been
attributed to the increasing popularity of EBM, there still seems to be consider-
able resistance in many academic centers. The conventional apprentice approach
to imparting medical knowledge revolves around the authoritative decision-
making process of a well meaning senior physician. A diagnostician’s brilliance
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is measured by the speed at which she or he can make a diagnosis rather than by
a careful, reflective, open, shared process of decision making as stressed in EBM.
Medical students and residents may face many hurdles when trying to learn the
principles of EBM.

The students are exposed to numerous medical educators in the inpatient and
outpatient settings who vary considerably in their attitudes toward and expertise
in EBM. Application of the tenets of EBM could be perceived as a challenge to
authority. A survey of surgical residents from McMaster University in Canada
indicates several barriers that limit the application of EBM during daily rounds.
Residents perceived a lack of training in EBM, time constraints, lack of priority,
and staff disapproval of EBM as major challenges to applying EBM. They also
thought that there was a lack of readily available surgical EBM resources in their
hospitals (Bhandari et al., 2003). In a study performed in the United States, 33%
of community physicians, compared to 5% of full-time academic faculty, did not
apply EBM principles when teaching students in outpatient settings (Beasley &
Woolley, 2002). Community faculty considered EBM skills to be less important
in daily practice than did the full-time academic faculty and were less confident
about their knowledge of EBM.

Sackett and colleagues (2000) identified numerous misconceptions of the term
evidence-based medicine among many physicians: (1) It’s what we’ve always
done. Although much of medicine is based on traditional medical education and
subjective judgment, this view is no longer totally correct owing to the wide-
spread access to electronic databases. (2) It will replace clinical judgment. This
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TABLE 22.1. Six Steps of Evidence-Based Medicine
Step Action Explanation

1 Transform the (1) relevant patient characteristics and problem(s); (2) leading 
clinical problem intervention; (3) alternative intervention; (4) clinical 
into a 3- or 4-part outcomes or goals.
question.

2 Additional step: answer Internal evidence: acquired knowledge through professional
the question based on training and experience (in general and applied to the 
“internal evidence” only. patient). Should be documented before proceeding to step 3.

3 Find “external evidence” External evidence obtained from textbooks, journals, 
to answer the question. databases, experts, etc. The value of the external evidence 

is highly variable (see step 4).
4 Critically appraise the Should answer three questions: (1) Are the results valid?

external evidence. (2) Are the results clinically important? (3) Do the results 
apply to my patient (or is my patient so different from those 
in the study that the results do not apply)?

5 Integrate external and The two sources of information (external and internal) may be
internal evidence. supportive, nonsupportive, or conflicting. How the decision 

is made when the evidence is nonsupportive or conflicting 
depends on many factors.

6 Evaluate the decision- Once the decision has been made, the process and the 
making process. outcome are considered and opportunities for improvement

are identified.



is also not true, as we found that agreement of internal and external evidence
taken together and external evidence alone affect practice. (3) I don’t have time
for it. Lack of time is a major barrier. However, recent cost-free availability, easy
access, and familiarity prompt most clinicians to access MEDLINE/PubMed
(a premier bibliographic database of the U.S. National Library of Medicine) for
their scientific literature. MEDLINE/PubMed is the world’s first and probably
largest biomedical literature database, containing citations from more than 4600
journals dating back to 1966. Additionally, secondary analysis of evidence-based
guidelines and articles, which can be assessed at a fraction of the time required
to read the primary literature, are easily available. (4) It will lead to “cookbook
medicine.” The process of EBM requires the incorporation of patients’ values
prior to making any medical decision.

The asymmetry of internal and external evidence (int-ext asymmetry) in daily
medical decisions occurs because evidence on medical effectiveness is decisive in
only 20% of cases. The internal evidence and the external evidence are equivocal
in about 80% of the cases in the medical literature (Porzsolt, 2004). In other
words, in 80% of cases factors other than medical effectiveness influence doctors’
decisions.

This complexity of medical decisions makes it difficult to produce guidelines
that can be applied in day-to-day practice. Whether a guideline is applied or sim-
ply occupies the bookshelf may depend on the degree of freedom the guideline
leaves the decision maker. Guidelines that are highly directive—that is, which
indicate that there is only one way to solve the patient’s problem—are less likely
to be incorporated into the clinical routine than guidelines that explicitly state
what and why something should not be done (instead of saying what should be
done) and leaving open several alternatives. The frequently observed problem
that medical guidelines are carefully produced but subsequently almost com-
pletely neglected may depend on the degree to which the health care professional
is challenged to contribute her or his knowledge to find the optimal solution of the
individual patient’s problem. The decision maker is challenged to accept responsi-
bility for his or her part in making the decision. By accepting this responsibility,
he or she acquires the right to make this decision (combining action with profes-
sional liability). This means the decision maker gets back part of her or his
“freedom of medical decision making” by strictly applying the principles of
evidence-based health care.

To translate this strong connection between action and professional liability, we
have to modify the structure of our medical guidelines. It will no longer be suffi-
cient to write recommendations based on the scientific literature. It will increas-
ingly become necessary to demonstrate either the (medical) effectiveness or the
(economic) efficiency of our guidelines. To demonstrate effectiveness and/or effi-
ciency of an action, which are usually not mentioned in a particular guideline, the
clinical problem (for example, leg ulcers in diabetic patients) must be addressed
explicitly. Second, the problem has to be quantified; that is, its prevalence in the
local community must be recorded. Third, the strategies that are expected to be
effective and/or efficient must be named and implemented. Finally, effectiveness
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and/or efficiency of the guideline must be demonstrated by showing a reduction in
the prevalence of the clinical problem when using the guideline. Hence, the inter-
nal and external asymmetry between medical evidence and freedom of medical
decision making needs to be incorporated into future guidelines (Porzsolt, 2004).

Evidence-Based Health Care in Nursing

Evidence-based nursing (EBN) is integrated into most nursing curriculums today.
In the United States, the Institute of Medicine (IOM) report (2003) cited “evi-
dence-based practice” as one of five core competencies that should be taught and
practiced across all health professions. The National Council of State Boards of
Nursing (NCSBN) surveyed 633 nurses and found that when nurses reported not
having been taught to use research findings appropriately for providing care, they
had significantly more difficulty with their current workplace assignments (Smith
& Crawford, 2002).

In 1966, McKay asked two major questions that are relevant today in EBN:
What is valued as an endpoint in nursing, and what can most effectively achieve
that end? Romyn and colleagues (2003) raised the question: “Are only some
kinds of knowledge termed evidence?” This is a pertinent question to nurses
because much of nursing research is qualitative, although the evidence-based
databases overwhelmingly review quantitative research. In 1998, the Canadian
Nurses Association issued a policy statement defining evidence as information
that is based on historical or scientific practice evaluations. Types of evidence
include experimental and nonexperimental findings, expert opinion, and histori-
cal or experiential evidence. This definition considers all forms of knowledge,
provided it is subjected to historic or scientific evaluation (Canadian Nurses
Association, 1998; Romyn et al., 2003).

Although the definition of evidence-based practice varies among nurses in prac-
tice and academic centers, a generally accepted definition is “the integration of the
best research evidence with clinical expertise and patient values” (Sackett et al.,
2000). Nurses use evidence-based data to deliver effective health care that even
exceeds quality assurance standards and introduces innovation (Grinspun et al.,
2001). EBN also reduces the variations in nursing care and assists with efficient,
effective decision making.

Nursing has always used research findings to support data collection, interven-
tions, and evaluation of patient care. Although there is clearly a difference
between EBN and research utilization, it has been difficult for nurses to realize
that difference. Therefore, Dr. Kathleen Stevens (Stevens & Cassidy, 1999) of the
University of Texas in San Antonio, who has done much work in EBN, calls for
jettisoning the term “research utilization” in favor of “evidence-based nursing.”

Implementation of Evidence-Based Nursing

Because one of the most important aspects of evidence-based practice is critical
appraisal of the evidence, information literacy is an important element in nursing

22. Evidence-Based Health Care 209



curriculums. According to Jacobs and colleagues (2003), information literacy goes
beyond computer literacy or Internet skills. It focuses on the need for critical
appraisal and presumes the capacity to choose appropriate technological tools to
obtain information. Thus, faculty members need to teach appropriate search strate-
gies and selection of the best databases, as well as methods to analyze research
studies critically. The selection of the best search strategies and databases is
increasing in the nursing literature (McGibbon & Marks, 1998a,b; Evans, 2002;
Grandage et al., 2002), but this is an area where significant work needs to be done,
particularly related to finding databases with qualitative critical appraisals.

Stevens (2002) recommends using the ACE Star Model (Academic Center for
Evidence-Based Nursing) as a simple way to organize the five major phases of
transforming knowledge from discovery to impact on patient outcomes. The five
phases of the star are (1) discovery, (2) summary, (3) translation, (4) implemen-
tation, and (5) evaluation. In Steven’s ACE Star Model, discovery is the original
research. When summarizing the evidence, all of the research is incorporated into
a single meaningful whole. This step is what differentiates research utilization
from EBN. Summary is sometimes termed evidence synthesis, systematic review,
integrative review, or meta-analysis. A good summary increases the power and
effect of the data, reduces bias, and reveals consistencies across a variety of stud-
ies. Generalizability is established when the evidence is synthesized, and the
information is reduced into a manageable form during this step. Translation is
where the scientific evidence is considered in the context of clinical expertise,
resulting in clinical practice guidelines, best practices, protocols, standards, or
clinical pathways. Implementation means translating research into practice. Here
is where changes take place, either at the individual or organizational level. The
last step in the ACE Star Model is evaluation, where the impact of the change (for
example, health outcomes, efficiency, cost, or satisfaction) is measured.

Uncertainty in Clinical Practice and the Application 
of EBHC

Medical uncertainty is inherent in clinical practice and contributes variability in
medical practice. Physicians have differing levels of tolerance to uncertainty. Using
a validated Physician Response to Uncertainty Scale, Gerrity and colleagues (1992)
demonstrated that primary care physicians (psychiatry, general medicine, family
medicine, pediatrics, obstetrics/gynecology) are more tolerant to uncertainty than
anesthetists, orthopedists, and urologists.

Despite the availability of well defined, evidence-based guidelines, physicians
often fail to implement them in their clinical practice. In a qualitative study con-
ducted in the United Kingdom, six themes were identified that seem to affect the
implementation of evidence-based guidelines: (1) the personal and professional
experience of the physician; (2) the patient–physician relationship; (3) perceived
tensions between primary care physicians and specialists; (4) physicians’ atti-
tudes toward their patients and the evidence; (5) the language used by the physi-
cians, and (6) the logistics of general practice (Freeman & Sweeney, 2001). There
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is a tendency to continue current therapy to which patient is accustomed rather
than prescribe a new drug based on the best available evidence. Physicians
reported perceived patient stress associated with the initiation of new therapy, as
it leads to frequent home visits for dose titration and patient reassurance. In con-
sideration of the patient’s domestic situation, physicians were hesitant to begin
anticoagulation therapy in their elderly patients.

The complexity of medical problems along with variability in individual physi-
cian reaction to uncertainty might alter the perception of a problem. Application of
the principles of EBM, although not completely eliminating uncertainty, can pro-
vide a common language for discussing causes for disagreement. Shared decision
making, meticulous evaluation, exclusion of severe differential diagnoses, and
establishing patient trust are all techniques of managing uncertainty (Ghosh, 2004).

Challenges with Retrieval of Medical Literature

Reading is determined, among other things, by the ease in attaining literature.
Scientific articles on MEDLINE/Pub Med are available either as FUTON (Full
Text on the Net) or NAA (No Abstracts Available) articles (Wentz, 2002). The
innate tendency to pick the low hanging fruit greatly enhances the odds that a
FUTON article will be read or cited. This can create a bias, the FUTON or NAA
bias, which may influence the visibility of research.

In its effort to keep abreast with rapidly evolving scientific findings, EBM relies
on seeking the current best evidence from virtual libraries or online sources and
integrating it into patient values after ascertaining the validity of the evidence by
critical appraisal. This process helps avoid relying on obsolete and archaic infor-
mation from traditional textbooks (Sackett et al., 2000). Nevertheless, visibility
and easy user availability may determine whether “available evidence” is adopted
as “current best evidence” in health care. “Invisible” research may be ignored or
overlooked. Ignoring relevant NAA articles may limit the use of medical literature,
just as publication bias or citation and language bias do (Murali et al., 2004).

More than 50% of Internet sessions end with the downloading of a full-text
article (Delamothe, 2002). Articles available as either full text or an abstract only
on the Internet have been found to have a higher impact factor than articles avail-
able without an abstract (Murali et al., 2004). As more research is being commu-
nicated electronically, health science libraries have increasingly adopted the
policy of online subscriptions. This trend, in conjunction with the FUTON bias,
may have broad implications on future medical education. Residents and medical
students tend to rely heavily on articles that are available online for selective read-
ing on a subject (Wentz, 2002).

Critically Appraising Medical Literature

Critical appraisal of articles is an essential part of the EBM curriculum. The
appraisal of articles in medical schools is taught in small focus groups as team
learning and in journal clubs. Several institutions use standard worksheets for
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critical appraisal, summarize them as CATs (critical appraisal of topics), and post
them on their departmental websites. Acquiring skill in critical appraisal is an
essential part of EBM workshops worldwide. Having finally identified a suitable
article, the physician ought to be able to appraise it critically. The common ques-
tions one needs to ask while interpreting an article on primary studies (those that
provide original data on a topic) are summarized in Table 22.2.

Articles are appraised for their internal validity (closeness to truth). One can read
the abstract and often decide whether the question has been well structured and if
the results were collected appropriately and are summarized well. EBM is not
restricted to randomized trials and meta-analyses. To be able to answer a question,
one needs to identify the best article, check the validity, and see if a more detailed
review is indicated to answer the two important questions: What were the results?
Can they benefit my patients? Interpretation of the results often requires knowledge
of basic statistics and familiarity with EBM terminology. Some commonly used
terms when describing the results of a new diagnostic test are sensitivity, specificity,
positive predictive value, and likelihood ratio.

In therapy questions, randomized control trials (RCTs) and systemic review of
several randomized trials provide the best information to aid in the management
of a patient. The number needed to treat (NNT) describes the number of patients
who need to be treated to avoid one adverse effect (Cook et al., 1995). This use-
ful parameter considers the patient’s baseline risk, in contrast to risk reduction
(RR) or relative risk reduction (RRR), which do not tell us the magnitude of the
absolute risk. The main problems are lack of physician time to conduct primary
appraisal of each article and information overload. A survey of physicians con-
ducted in the United Kingdom revealed that only 5% believed that identifying and
appraising the primary literature or systemic reviews was the most important step
in moving from opinion-based medicine to EBM (McColl et al., 1998). Most
physicians (57%) thought that the most appropriate method for adopting an
evidence-based practice was to apply evidence-based guidelines and protocols
developed by colleagues. Several secondary sources are available that conve-
niently provide summaries of critically appraised topics. These sources include
the ACP Journal Club (USA), Best Evidence (USA), InfoPOEMS (http://www.
infopoems.com), Bandolier (UK), and the Cochrane Library. InfoPOEMs is also
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TABLE 22.2. Checklist for critical appraisal of articles with valid results
Diagnosis: Was there an independent, blinded comparison with a gold standard?

Did the patient sample include an appropriate spectrum of patients similar to 
those found in general practice?

Therapy: Was the study randomized and double-blinded?
Were all enrolled patients included in the conclusion of the study?

Harm: Were the exposures and outcomes measured similarly in both groups?
Was the comparison group similar to the outcome group in all respects except 

for the variable in question?
Prognosis: Was the patient sample selected from a well defined point during the course 

of the disease?
Was the follow-up adequate and complete?



available for palmtop computers (PDAs), which are frequently used by residents
and physicians and provide updated information on medication and medical texts.
It is unclear at present how helpful these secondary sources of information are in
clinical decision making. In one study, physicians reported that they were helpful
in 15% to 17% of cases (McColl et al., 1998).

Applying Evidence to Patients

Having carefully evaluated the patient’s condition and the best available evidence,
clinicians need to understand the patient’s preferences to identify the best avail-
able treatment for that particular patient. Table 22.3 provides some common rules
to aid the clinician in assessing the external validity of an article. It is becoming
increasingly clear that evidence alone is not enough to make a good clinical deci-
sion. Patients may vary quite widely in their tolerance of side effects, thus nulli-
fying anticipated therapeutic benefit. Communicating risks and benefits in
language understood by patients could greatly influence their decision in making
a well informed choice (Borgardus et al., 1999; Paling, 2003). A combination
of quantitative (ARR – absolute risk reduction, NNT – number needed to treat,
RRR – relative risk reduction) and qualitative (unlikely, very likely) terms can be
applied to explain the results of a study to a patient (Borgardus et al., 1999).

While explaining the risk to patients, clinicians often provide the details of the
risk and the probability that it may occur (objective information), whereas the
patient is also interested in knowing how important a bad outcome would be for
him or her (subjective information). It is important to identify the risk (death, dis-
ability, pain), its inception (early versus late), and the nature of the bad event
(temporary, permanent).

The mnemonic CARE is often used to improve risk communication: Cite basic
risk in general terms; add estimated probabilities for positive and negative out-
comes to descriptive terms (such as low risk); reinforce effectiveness by using
visual aids for risk communication; express encouragement and hope to the
patient (Paling, 2003).
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TABLE 22.3. Application of the result(s) of a study
Diagnosis: Is the test affordable, accurate, and available in my hospital?

Can I estimate the pretest probability of the disease in question?
Will the posttest probability affect my management?

Therapy: Is the patient so different from the study group that the results cannot be applied?
According to the study results, how much would my patient truly benefit from the 

treatment?
Are the treatment and consequences consistent with my patient’s values and beliefs?

Harm: Can the study results be extrapolated to my patient?
What is the patient’s risk of adverse events?
Can the patient’s preferences and expectations be met by an alternative therapy?

Prognosis: Is my patient similar to the patients in the study group?
Will the evidence alter the choice of treatment?



Educational Interventions to Enhance Evidence-Based
Practice

Numerous workshops and training sessions on how to teach and learn EBM have
been developed at various local, national, and international levels. These sessions
are mainly directed toward improving technical EBM and cognitive skills. The
main focus of these sessions has been to enhance specific aspects of EBM skills,
especially asking a clinical question, conducting literature searches, and critically
appraising topics. Although most of these sessions test the EBM knowledge and
skills of learners, there is good evidence that other factors inhibit practitioners’
ability to practice EBM, such as time pressures, lack of peer support, and limited
accessibility to quality sources (articles and secondary critically appraised top-
ics). Hence, recent efforts have been dedicated not only to the EBM curriculum
but also to the learning environment. Although there are several validated tools to
assess EBM knowledge and skills of learners, the attitude of learners toward
EBM (knowledge, attitude, behavior—KAB) must also be understood (Johnston
et al., 2003).

Despite a few enthusiastic reports about using EBM in inpatient medical
wards, pediatrics, and general practice (Ellis et al, 1995; Gill et al., 1996; Kenny
et al., 1997), numerous personal, interpersonal, and institutional barriers still
impair the uniform application of EBM in many institutions. Strategies to over-
come this inertia could include hiring preceptors and role models who are experts
in EBM, improving EBM training, reducing innumeracy among physicians and
patients, implementing strategies for improving patient–physician communica-
tion, and improving attitudes toward EBM. Shaughnessy and colleagues (1994)
described the usefulness of medical information in an equation.

Usefulness of information = relevance × validity
work

The most relevant information should be relevant to the practice, highly valid,
and should take little work to acquire.

Numerous developments have made the practice of evidence-based health care
more practical. Ebell and colleagues (1997) found that 85% of family physicians
were willing to carry a hand-held computer. Among the most desired software
were drug information, current treatment recommendations, ability to update
information, and ability to print patient educational material. Many hospitals cur-
rently provide computers at or near care units. The development of organizations
such as the Cochrane Collaboration, evidence-based journals of secondary publi-
cations (ACP Journal Club, Best Evidence, Evidence Based Nursing), availabil-
ity of information systems that bring relevant evidence in seconds (InfoPOEMs),
and learning the strategies of EBM for lifelong learning have created an invigor-
ating environment to bring EBM into the mainstream of medical education.

Self-reflection and evaluation of ones’ attitude toward critical inquiry of
medical problems, as well as periodically checking one’s skills in practicing and
communicating about evidence-based health cases, could greatly enhance the
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practitioner’s ability to keep up with ever-changing medical information and to
answer questions posed by the patient.
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Efficacy, Effectiveness, and Efficiency
of Diagnostic Technology
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“Everything should be made as simple as possible, but not simpler.”
—Albert Einstein

No goal-oriented action in health care would be possible without a reliable
diagnosis. There are distinct demands on the test procedures leading to a diagno-
sis and the diagnosis itself.

● Results must be precise and reproducible (efficacy).
● Test findings must prompt medical actions that are different from those consid-

ered without knowledge of test results (effectiveness).
● Actions based on the results must lead to improved quality of life, a prolonged

lifetime, or both (efficiency).

A potential value can be assigned only if a test clears all these hurdles. Efficacy
is a mandatory, minimal qualification of a test to allow its further assessment.
Figure 23.1 summarizes the hierarchy of appraising the value of a test (described
in the next sections).

Diagnostic Test Performance

What a Diagnostic Test Does

We claim that a diagnostic test discriminates between two imaginable states:
health and disease. In real life, there is a smooth transition between those two
expressions. For practical reasons, we must admit the arbitrary thresholds that
shift us from health to disease because the biological or anatomical truth is rarely
available to us. A common surrogate for this truth is the result of a diagnostic
reference test, the so-called gold standard (that is, a test that has proved to explain
reality as precisely as possible).



Quantitative Expressions of Diagnostic Test Accuracy

How to Investigate a Group of Patients in a Clinical Study

We stress that findings from a diagnostic test depend on the scientifically
accepted threshold in the continuity between health and disease, the choice of the
proper gold standard, and the individual test characteristics.

Figure 23.1 shows the three levels of appraising the usefulness and value of
a diagnostic test. At the first level (efficacy), epidemiologists are responsible for
defining the degree of correlation between test findings and biological truth (that
is, the findings from the diagnostic gold standard). Given the controlled condi-
tions of a clinical study, the null hypothesis claims the test cannot discriminate
between health and disease.

However, if the collected data support rejection of this hypothesis (in other
words, the test is likely to distinguish a diseased patient from a healthy subject),
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the clinician must decide at the second level (effectiveness) whether test results
contribute exciting, novel, or unexpected information to his or her initial impres-
sion. If the test findings considerably change the doctor’s therapeutic behavior, it
is time to ask the patient whether she or he will accept the test because of its con-
sequences or invasiveness. This is also an economic decision. Patients must decide
whether the possible benefit from a test finding justifies the expenses (efficiency).

Figure 23.1 also stresses an important conflict between science and practice.
Epidemiologists are extremely careful people and difficult to nail down to provide
a definite answer. They come up with a certain probability of the observed findings
(that is, the most likely range of data). Unfortunately, clinicians must unequivocally
opt for or against a particular treatment choice. This requires translating the con-
tinuous probability scale used by epidemiologists into a binary (yes or no) man-
agement decision. Excellent doctors are artists; they switch quickly between facts
and expertise and can often decide reliably and correctly even in a state of uncer-
tainty. Other doctors prefer to wait until they have collected compelling facts to
reach safe decisions, which may be too late for the patient. Some doctors even trust
in inspirations rather than facts and act rapidly, which is dangerous for the patient.

A vital precondition to appraising the discriminatory features of a test is the
occurrence of the target disease in the investigated population, the so-called
prevalence, or prior probability of disease.

The term prevalence describes the number of persons suffering from a particular
disease in a defined population (for example, the number of breast cancer patients in
the United States). The prior or pretest probability has a similar meaning but refers
to the probability of disease in an individual subject before test results are available.

The pretest probability may be known (because somebody else investigated
this problem earlier in a similar group of individuals), or it may be just an esti-
mate. In any case, it describes the expected number of persons suffering from a
particular disease in a defined sample. For example, you are planning a study to
determine the frequency of breast cancer in a group of 200 young women at the
university college. Is it likely that the pretest probability of breast cancer in this
group of college students will be higher or lower than the prevalence in the United
States, which includes all American women? You are right to assume the pretest
probability of breast cancer in college students will be much lower than the preva-
lence in the U.S. population.

Let us consider someone who consults his or her doctor because of pain on the
right side of the wrist. If she or he cannot remember a recent injury, the chance
that the pain is caused by a distal radius fracture is close to null (there is, of
course, still a small chance of a pathological fracture caused by osteoporosis or a
tumor). However, if she or he sustained high velocity trauma from a fall during
inline skating, the probability of a fracture would be very high. In the first case,
we would doubt a radiograph showing a fracture line; in other words, we would
consider this a false-positive test result. In the second case, we would question a
negative radiograph; that is, we would consider this a false-negative test result.

It is clear in these extreme clinical scenarios, in which common sense gener-
ates so much prior information, that a diagnostic test has only a minor impact on
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clinical reasoning. Consequently, any diagnostic test performs best when there is
diagnostic uncertainty, or a fifty-fifty chance of health or disease.

In the above-mentioned situation, a fall at home may lead to a painful contusion
or a fracture of the distal radius with a similar probability, and the radiographic find-
ings considerably influence the clinically estimated likelihood of a fracture. The
prior probability of a disease may also influence the purpose of testing. Whereas in
the first scenario a radiograph is not necessary to rule the condition out, it may reas-
sure both the doctor and the patient and avoid further consultations. In the second
scenario, a radiograph is not needed to confirm the fracture but to decide about cast-
ing or surgical fixation.

These brief reflections clarify the two opposite directions of diagnostic test per-
formance. A test can either detect or exclude the condition of interest, but few tests
are jacks-of-all-trades. These opposite directions are classified by the terms sensi-
tivity and specificity. A highly sensitive test correctly detects most individuals
affected by the disorder being investigated and produces few false-negative results.
This test, if negative, confidently excludes the disorder of interest. A highly spe-
cific test correctly detects most nonaffected individuals and produces very few
false-positive results. This test, if positive, confidently rules in the disorder of
interest.

We already mentioned the necessity of agreement on a threshold between
health and disease. A radiograph of the wrist shows a fracture line or not; its result
is binary (yes or no). Because a binary result creates a well defined number of
true-positive, false-negative, false-positive, and true-negative results, it is easy to
communicate in terms of sensitivity and specificity.

In contrast, a laboratory test (for example, to determine the blood glucose level)
provides a result on a continuous scale and, thus, an infinite number of sensitivity-
specificity pairs. This needs a cutoff value with optimal sensitivity and specificity.
A popular method for deriving an appropriate threshold value is the receiver oper-
ating characteristics (ROC) curve, which demonstrates the trade-off between
sensitivity and 1 – specificity.

Sensitivity explains the proportion of individuals affected by the disorder who
turn out to be test-positive; 1 – specificity describes the proportion of healthy
patients with a positive test finding. In other words, the ROC curve quantifies the
ratio between the number of false-positive findings that must be accepted to
obtain a certain number of true-positive findings. A classic example is the deri-
vation of threshold blood levels for the tumor marker carcinoembryonic antigen
(CEA) in patients with colorectal cancer.

The diagnostic accuracy of CEA for identifying tumor load was proven during
the early 1980s (Fletcher, 1986). Figure 23.2 depicts the ROC curves for varyious
disease stages (Dukes, 1951). The bisecting line (dotted line) indicates a worth-
less test with an accuracy close to chance. The area under the curve (AUC), a con-
venient global measure of test accuracy, would be 50% in this case. The curve of
a perfect test rises perpendicularly along the y axis (for a specificity of 100%
for any given sensitivity) and, after reaching the upper left-hand corner of the
ROC space, runs horizontally along the top to the upper right-hand corner (for a
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sensitivity of 100% for any given specificity). Obviously, the AUC would be
100% in this case.

Consider a patient with locally advanced disease (Dukes B). If the cutoff point
is set at 5 ng/ml, the sensitivity and the specificity are about 35% and 95%,
respectively. In other words, a patient who had undergone, for example, left-sided
hemicolectomy (removal of part of the large intestine) for a Dukes B tumor and
has a CEA level above 5 ng/ml on follow-up has a 95% chance of a residual
tumor, a local recurrence, or a distant metastasis because the false-positive rate is
less than 5%. On the other hand, a CEA level below 5 ng/ml does not exclude the
presence of tumor cells. The false-negative rate would still be 65% at this cutoff
level. The lower the cutoff level (for example, 2.5 ng/ml), the higher the sensitiv-
ity (55%) and the confidence in a negative result. Vice versa, the higher the cutoff
level (for example, 10 ng/ml), the higher the specificity (99%) and the confidence
in a positive result.

The shape of the curves indicates how difficult it is to exclude reliably the pres-
ence of a tumor on the basis of the CEA value. In Dukes B tumors, a sensitivity
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higher than 80% could only be achieved with an unacceptably high 50% false-
positive rate.

We are now able to determine the accuracy or efficacy of a test by appraising
its sensitivity, specificity, and the trade-off between the two measures in an ROC
curve.

Diagnostic Meta-analysis

As in therapy, systematic reviews and meta-analyses provide the best available
evidence for scrutinizing the efficacy of a diagnostic test. During the last decade,
scientific progress was made in developing advanced search strategies for diag-
nostic studies in electronic databases (Haynes & Wilczynski, 2004), assessing the
methodological quality of individual studies (Whiting et al., 2004), and compil-
ing the data into a summary measure of test accuracy (Rutter & Gatsonis, 2001;
Stengel et al., 2003).

The most popular method of meta-analyzing diagnostic test data is the sum-
mary receiver operating characteristics (SROC) curve. Readers interested in the
mathematical framework of SROC are referred to the original publication (Moses
et al., 1993).

Although similar at a glance, the ROC and the SROC have different statistical
backgrounds, features, and interpretations. Whereas the ROC is derived from sin-
gle observations made in one study only, the SROC represents the fitted line amid
the results from multiple studies. The ROC uses the entire range of data from a
test with measures expressed on a continuous scale (for example, CEA values).
In contrast, the SROC employs binary test results (either from tests with a yes-or-
no answer or continuous data that had already been dichotomized at a certain
cutoff point). Figure 23.3 shows an SROC example for the CEA scenario derived
from six published studies (n = 2249).

Influence of Diagnostic Test Results on Management
Decisions

Common sense tells us that if additional information does not change our world
view, we do not need it, especially not at considerable extra cost. In health care,
this principle is not widely accepted. Sparse information is available on the effec-
tiveness or influence of diagnostic test results on management decisions.

Melsungen Experiment

Design

The Melsungen experiment was conducted to determine the effectiveness of diag-
nostic tests using the tumor marker CEA as an example. Physicians were pro-
vided with typical clinical scenarios and a choice of appropriate interventions.
Each scenario was presented in two alternative forms, whereby the clinical base-
line data remained unchanged but the result of the CEA assay was either normal
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or elevated (that is, CEA plasma concentrations were either higher or lower than
5 ng/ml). Three paper cases (Tables 23.1–23.3)—medical histories of patients
with colorectal cancer—were developed by a surgeon and a medical oncologist.
Each scenario depicted a common clinical situation, provided the result of a CEA
assay, and offered several possible consequences.

It was hypothesized that different CEA test results in otherwise identical sce-
narios prompt different patterns of consequences. Second, the pattern of inter-
ventions chosen by the study participants depends on the degree of clinical
experience, the number of patients treated, and the type of hospital or institutional
affiliation.

Questionnaires containing the clinical scenarios were distributed to the 370
participants of a conference on good clinical practice guidelines in surgery.
Detailed instructions on how to complete the forms and how to indicate refusal to
participate in the experiment were provided. The questionnaires were handed out
to the conference participants at the registration desk, and screen messages in the
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main auditorium reminded the attendees to fill in the questionnaire before the
conference convened.

Neither the participants nor the conference staff was aware that two versions of
each of the three scenarios had been prepared. The questionnaires were randomly
mixed and put into eight stacks to be supplied by eight conference secretaries.
The secretaries distributed the study forms one after another from their individ-
ual stacks, which comprised an unknown sequence of both types of questionnaire.
One questionnaire provided normal CEA values for scenario 1 (Table 23.1),
elevated values for scenario 2 (Table 23.2), and stable values during therapy for

224 Dirk Stengel and Franz Porzsolt

TABLE 23.1. Scenario 1
Mrs. S. is a 60-year-old woman who was operated on for Dukes’ B colon cancer 5 years ago with
curative intent and did not receive any adjuvant therapy. She felt well until 4 weeks ago, when she
started complaining about abdominal cramps that increased during deep inspiration. Among her
laboratory results, aminotransferases are nearly doubled, whereas γ-glutamyl transferase and phos-
phatase (liver values) are in the upper reference range.

Questionnaire A: The CEA assay turned out to be normal (1.9 ng/ml).
Questionnaire B: The CEA assay turned out to be pathologically elevated (19.1 ng/ml).

Please select the next step of further diagnostic workup (only one answer possible).

Ultrasonography – Chest radiography – CT scan – MRI – PET – Endoscopy

CEA = carcinoembryonic antigen; CT = computed tomography; MRI = magnetic resonance imaging;
PET = positron emission tomography.

TABLE 23.2. Scenario 2
Mr. K. is a 48-year-old healthy male politician who is admitted to your department because of lower
gastrointestinal bleeding. Six weeks ago he recognized traces of blood in his stool for the first time.
The digital rectal examination reveals a suspicious palpation finding.

Questionnaire A: The CEA assay turned out to be pathologically elevated (18.5 ng/ml).
Questionnaire B: The CEA assay turned out to be normal (1.8 ng/ml).

Please select all diagnostic modalities considered necessary, in addition to endoscopy and biopsy
(multiple answers possible).

Ultrasonography – CT scan – MRI – PET – Repeat CEA assay – Endoscopy only

TABLE 23.3. Scenario 3
Mr. T. is a 51-year-old man who underwent right-sided hemicolectomy (surgical removal of part of
the large intestine) for advanced colon cancer, stage: T3 N2 M0. He is receiving his third cycle of
adjuvant chemotherapy with 5-FU, which is well tolerated. Following surgery, the CEA assay
remained elevated (9.3 ng/ml).

Questionnaire A: The CEA assay remains stable during treatment (9.1 ng/ml).
Questionnaire B: The CEA assay shows steadily rising values (16.2 ng/ml).

Please mark the interventions required in this setting (multiple answers possible).

Ultrasonography – Chest radiography – CT scan – MRI – PET – Watchful waiting

T3 = tumor size and depth of invasion; N2 = lymph node involvement; M0 = no metastases; 
5-FU = fluorouracil.



scenario 3 (Table 23.3), whereas the alternative questionnaire presented elevated,
normal, and increasing values, respectively. To meet the requirements of post-
allocation informed consent, one author who was an invited speaker at the con-
ference collected the completed questionnaires at the beginning of his
presentation, explained the study design, and requested the participants who did
not agree with this type of informed consent to leave a note at the conference
registration desk. Participants remained anonymous throughout the study.

Results

Questionnaires were received, completed, and returned by 143 conference partici-
pants. Following the explanation of the study design (postallocation informed con-
sent), none of the participants raised objections against this procedure. Complete
demographic data were available from 137 questionnaires. Demographic details are
summarized in Table 23.4.

There was no significant difference in the proportions of diagnostic interventions
selected in the first two clinical settings, regardless of CEA levels (Figure 23.4).
In scenario 3, the physicians selected the watchful waiting policy less often
when CEA concentrations were increasing than in the presence of stable CEA
concentrations [difference in proportions: 20% and 95%, respectively; confidence
interval (CI) 7.6%–32.5%; p = 0.003]. Accordingly, abdominal imaging by
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TABLE 23.4. Demographic characteristics of the participating surgeons
Item Questionnaire A Questionnaire B

(n = 66) (n = 77) p

Gender 0.55
Male 57 (86%) 64 (83%)
Female 8 (12%) 12 (16%)
Missing 1 (2%) 1 (1%)
Affiliation 0.35
University 16 (24%) 28 (36%)
Teaching hospital 44 (67%) 45 (58%)
Others 3 (5%) 3 (4%)
Missing 3 (5%) 1 (1%)
Surgical experience 0.91
< 2 years 4 (6%) 2 (3%)
2–4 years 3 (5%) 4 (5%)
5–8 years 11 (17%) 11 (14%)
9–6 years 13 (20%) 13 (17%)
>16 years 34 (52%) 45 (58%)
Missing 1 (2%) 2 (3%)
Patients treated annually 0.30
<10 2 (3%) 2 (3%)
10–20 6 (9%) 4 (5%)
21–40 21 (32%) 11 (14%)
41–80 18 (27%) 30 (39%)
> 80 16 (24%) 27 (35%)
Missing 3 (5%) 3 (4%)
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ultrasonography (US) and computed tomography (CT) was ordered significantly
more often (88% vs. 65%, p = 0.003 and 61% vs. 32 %, p = 0.001) for rising CEA
levels compared to stable CEA levels.

The CT scans were selected more frequently for increasing CEA concentrations
in scenario 3 by participants affiliated with nonuniversity hospitals (difference in
proportions: 47% and 95%, respectively; CI 24.6%–68.7%; p = 0.001) but not by
university staff (difference in proportions: 17% vs. 95%; CI −3.6% to 46.9%).

Possible Interpretations

Our data indicate that virtually the same decisions are made in two of the clinical
scenarios, regardless of whether CEA values are elevated or normal. This was
true for CEA in both a follow-up situation (scenario 1) and at the primary diag-
nosis of colorectal cancer (scenario 2). Thus, CEA has poor effectiveness in
changing management decisions in these clinical situations.

In the third scenario, which described surveillance during adjuvant chemother-
apy, more subsequent US and CT investigations were requested when CEA was
increasing compared to stable CEA values.

In the first two scenarios, CEA was not helpful for clinical decision making,
and no further scientific investigations were requested. In contrast, in the third
scenario, findings from the CEA assay influenced management decisions. It
remains to be demonstrated that a higher rate of CT scanning results in improved
patient outcomes.

Ultimate Goal of Improving Outcomes by Diagnostics

After proving efficacy and effectiveness, a diagnostic test may finally attain the
top level of usefulness—its benefit for patients and society. The simplest imagi-
nable design to address the efficiency of a test is a pre–post study, in which out-
comes are compared for two consecutive populations before and after introducing
the test. This design is, however, susceptible to bias. Alternatively, one might con-
sider a parallel-group design, either randomized or nonrandomized. There are
various options to estimate efficiency in this setting.

● Patients undergo either the new test or the established reference standard.
● Patients undergo the established and the new test or the established reference

standard alone.
● Patients undergo the established and the new test in both groups, but doctors

receive either one or the other test result.

Regardless of the chosen format, an efficient test should significantly improve
outcomes (in terms of quality or quantity of life), reduce complications, or cut costs.
If a test fails to pass even the first level of evaluation, it would be senseless to judge
its effectiveness or efficiency. In a Cochrane Review, we found no evidence that
emergency US for suspected blunt abdominal trauma reduces morbidity or mortal-
ity (Stengel et al., 2005b). This is not surprising because its sensitivity is at the same
level as tossing a coin (Stengel et al., 2005a).
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However, assume a test is highly accurate but does not improve outcomes.
There are two possible reasons for this failure.

● The test result does not affect management decisions (that is, poor effective-
ness).

● It affects management decisions, but these decisions do not affect patient’s
outcomes.

We have already stressed that studies of diagnostic effectiveness are rare.
Unless this lack is comprehended and aggressively abolished, efficiency will
remain an unsatisfying proxy for both effectiveness and efficiency.

Theoretically, CEA may signal tumor recurrence or systemic spread early. Four
randomized trials of intensive follow-up (including abdominal US, CT, endoscopy,
and chest radiography) showed a significant advantage in 5-year survival over
standard care, as shown in Figure 23.5.

All authors except Ohlsson employed CEA testing in both experimental and
control arms of their studies. Thus, the observed survival benefit may have been
caused by other components of the follow-up programs but not the CEA assay.
One may speculate whether the decision to schedule patients presenting with
pathological CEA values for CT (as noted in the previous experiment) increases
the resection rate of liver metastases and thereby improves outcomes. However,
this hypothesis can neither be confirmed nor rejected on the basis of the available
information. In conclusion, in addition to the results from the effectiveness study,
there is no compelling evidence that measurement of CEA is efficient in pro-
longing life after curative resection of colorectal cancer.
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Summary

We have briefly sketched the complexity of diagnostic test research. Evaluating
the usefulness of a diagnostic test does not end, but begins, after proving efficacy.
We demonstrated how a test with proven efficacy (that is, the CEA assay) can fail
on the level of effectiveness and efficiency. Although still underrepresented com-
pared to the therapeutic setting, there is awareness of the need for diagnostic
meta-analyses. This has also been recognized by the Cochrane Collaboration,
which has welcomed diagnostic reviews before the end of 2005. We must accept
that a detailed look at the efficacy of our diagnostic battery can change our atti-
tudes toward therapeutic efficacy.

Imagine what would happen if a thorough diagnostic meta-analysis shows
weak accuracy of a test that is commonly used to diagnose a condition. If it cre-
ates more false-positive results than expected, patients might have erroneously
been recruited into a therapeutic trial. This may dilute absolute measures of effi-
cacy. Differential and nondifferential misclassification may introduce bias toward
and away from the null. Although desirable, adding diagnostic meta-analyses to
the Cochrane Library may lead to severe conflicts with current knowledge.

Few studies have addressed the efficiency of tests, and very few are available
that have investigated the effectiveness of diagnostic methods. Therefore, it is dif-
ficult if not impossible to judge whether negative efficiency was caused by the
missing impact of test findings on management decisions or lacking effects of the
interventions applied because of test results. This is of minor relevance for tests
that have already been abandoned because of poor efficiency. However, distin-
guishing between poor effectiveness and efficiency is mandatory for future
research to avoid recruitment of patients into comparative trials aiming at prov-
ing beneficial outcomes with new test technology. If a test is ineffective, such
trials are useless, potentially harmful, and expensive.

Although defining the value of testing needs some simplification, the hierarchy
of scientific appraisal must be maintained.

References

Dukes, C.E. (1951). The surgical pathology of tumours of the colon. Medical Press, 226,
512–515.

Fletcher, R.H. (1986). Carcinoembryonic antigen. Annals of Internal Medicine, 104, 66–73.
Haynes, R.B., Wilczynski, N.L. (2004). Optimal search strategies for retrieving scientifi-

cally strong studies of diagnosis from MEDLINE: analytical survey. British Medical
Journal, 328, 1040.

Moses, L.E., Shapiro, D., Littenberg, B. (1993). Combining independent studies of a diag-
nostic test into a summary ROC curve: data-analytic approaches and some additional
considerations. Statistics in Medicine, 12, 1293–1316.

Rutter, C.M., Gatsonis, C.A. (2001). A hierarchical regression approach to meta-analysis
of diagnostic test accuracy evaluations. Statistics in Medicine, 20, 2865–2884.

Stengel, D., Bauwens, K., Sehouli, J., Ekkernkamp, A., Porzsolt, F. (2003). A likelihood ratio
approach to meta-analysis of diagnostic studies. Journal of Medical Screening, 10, 47–51.

23. Efficacy of Diagnostic Technology 229



Stengel, D., Bauwens, K., Rademacher, G., Mutze, S., Ekkernkamp, A. (2005a). Association
between compliance with methodological standards of diagnostic research and reported
test accuracy: meta-analysis of focused assessment of sonography for trauma (FAST).
Radiology, 236, 102–111.

Stengel, D., Bauwens, K., Sehouli, J., Rademacher, G., Mutze, S., Ekkernkamp, A., et al.
(2005b). Emergency ultrasound-based algorithms for diagnosing blunt abdominal
trauma. Cochrane Database of Systematic Reviews, 2:CD004446.

Walter, S.D. (2002). Properties of the summary receiver operating characteristic (SROC)
curve for diagnostic test data. Statistics in Medicine, 21, 1237–1256.

Whiting, P, Rutjes, A. W., Dinnes, J., Reitsma, J., Bossuyt, P.M., Kleijnen, J. (2004).
Development and validation of methods for assessing the quality of diagnostic accuracy
studies. Health Technology Assessment, 8(25), 1–234.

Additional References

Randomized Trials Assessing the Efficiency of Intensive Follow-up with CEA
After Curative Resection for Colorectal Cancer

Mäkelä, J.T., Laitinen, S.O., Kairaluoma, M.I. (1995). Five-year follow-up after radical
surgery for colorectal cancer: results of a prospective randomized trial. Archives of
Surgery, 130, 1062–1067.

Ohlsson, B., Breland, U., Ekberg, H., Graffner, H., Tranberg, K.G. (1995). Follow-up after
curative surgery for colorectal carcinoma: randomized comparison with no follow-up.
Diseases of the Colon and Rectum, 38, 619–626.

Pietra, N., Sarli, L., Costi, R., Ouchemi, C., Grattarola, M., Peracchia, A. (1998). Role of
follow-up in management of local recurrences of colorectal cancer: a prospective,
randomized study. Diseases of the Colon and Rectum, 41, 1127–1133.

Schoemaker, D., Black, R., Giles, L., Toouli, J. (1998). Yearly colonoscopy, liver CT, and
chest radiography do not influence 5-year survival of colorectal cancer patients.
Gastroenterology, 114, 7–14.

Studies of CEA Accuracy

Beatty, J.D., Romero, C., Brown, P.W., Lawrence, W., Terz, J.J. (1979). Clinical value of
carcinoembryonic antigen: diagnosis, prognosis, and follow-up of patients with cancer.
Archives of Surgery, 114, 563–567.

Steele, G., Ellenberg, S., Ramming, K., O’Connell, M., Moertel, C., Lessner, H., et al.
(1982). CEA monitoring among patients in multi-institutional adjuvant G.I. therapy
protocols. Annals of Surgery, 196, 162–169.

Gupta, M.K., Arciaga, R., Bocci, L., Tubbs, R., Bukowski, R., Deodhar, S.D. (1985).
Measurement of a monoclonal-antibody-defined antigen (CA19-9) in the sera of
patients with malignant and nonmalignant diseases: comparison with carcinoembryonic
antigen. Cancer, 56, 277–283.

Kornek, G.V., Depisch, D., Rosen, H.R., Temsch, E.M., Scheithauer, W. (1992).
Comparative analysis of CA72-4, CA195 and carcinoembryonic antigen in patients with
gastrointestinal malignancies. Journal of Cancer Research and Clinical Oncology, 118,
318–320.

Ward, U., Primrose, J.N., Finan, P.J., Perren, T.J., Selby, P., Purves, D.A., et al. (1993). The
use of tumour markers CEA, CA-195 and CA-242 in evaluating the response to

230 Dirk Stengel and Franz Porzsolt



chemotherapy in patients with advanced colorectal cancer. British Journal of Cancer,
67, 1132–1135.

Vallejo, J., Torres-Avisbal, M., Contreras, P., Rodriguez-Liñán, M., Rebollo, A., González,
F., et al. (1999). CEA, CA 19.9 y CA 195 en pacientes con carcinoma colorrectal: análi-
sis ROC. (CEA, CA 19.9, and CA 195 in patients with colorectal carcinoma: ROC
analysis.( Revista Espanola de Medicina Nuclear, 18, 281–286.

23. Efficacy of Diagnostic Technology 231



24
Reduced Mammographic Screening
May Explain Declines in Breast
Carcinoma Among Older Women

ROBERT M. KAPLAN AND SIDNEY L. SALTZSTEIN

232

Life expectancy in the United States continues to lengthen (Buttler, 2003; Lubitz
et al., 2003). There are many explanations for the increasing life expectancy; evi-
dence suggests that an increasing portion of the population lives to be older than
85 years (Tuljapurkar et al., 2000; Centers for Disease Control, 2003). Some esti-
mates suggest that by 2050 about 1 of every 43 persons will be 90 years of age or
older (Day, 1996).

One consequence of increasing age is the increasing incidence of chronic dis-
eases. We have been developing a disease reservoir hypothesis. The hypothesis
suggests that disease is common, particularly among older adults; but much of the
disease is not clinically significant (Kaplan, 2003). Black and Welch (1997) drew
the distinction between true disease and pseudodisease. Pseudodisease is disease
that, although detectable, has no clinical significance because it neither affects
life expectancy nor causes symptoms or dysfunction (Kaplan, 2003). True disease
either shortens life expectancy or causes symptoms. The disease reservoir
hypothesis argues that the incidence of disease systematically increases with age
but that most of the disease in older adults is pseudodisease. Efforts to screen for
disease yield many cases in older adults because disease is there to be found
(Welch & Black, 1997). Yet discovery of this disease may be of no practical
importance because the disease is not clinically meaningful.

Considerable evidence suggests that the incidence of cancer systematically
increases with age (American Cancer Society, 2003) up to a point. However, most
analyses lump together all age groups older than 65, 75, or 85 years. It has been
rare to include separate categories for those 85 to 89, 90 to 94, or 95 to 99 years
of age. Saltzstein and Behling (2003) described cancer incidence in California
and U.S. populations and included separate categories for the oldest age groups.
They found that the incidence of many cancers declines for adults beyond
80 years of age. It is unclear whether the incidence of cancer actually has declined

Major portions of this chapter were previously published as Kaplan, R.M. & Saltzstein,
S.L. (2005). Reduced mammographic screening may explain declines in breast carcinoma
among older women. Journal of the American Geriatrics Society, 53, 862–866.



with increasing age or if cases are missed because there is less surveillance in the
oldest age groups. The purpose of this study is to examine whether declines in
cancer among the oldest old correspond with declines in the use of cancer testing.
We use invasive carcinoma in situ (CIS) of the breast as an example.

Methods

Data for this study came from three sources: the California Cancer Registry
(CCR); the Surveillance, Epidemiology, and End Results (SEER) Program; and
the Behavioral Risk Factor Surveillance System (BRFSS).

California Cancer Registry and SEER

Cancer became a reportable disease in California in 1988. Since that time, all cases
of cancer have been reported to the California Cancer Registry. This analysis uses
data reported between 1988 and 1997. The file contains 1,346,859 cancer cases.
Among them, 1,204,960 are invasive, and 141,888 are cancer in situ. The system
contains demographic information including age, race/ethnicity, sex, marital status,
place of birth, county of residence, and date of diagnosis. It also includes stage of
disease and pathological data specifying cell differentiation and in situ versus inva-
sive status. In addition to the California data, national U.S. data (California excluded)
were added from Surveillance, Epidemiology, and End Results (SEER) Program
sites of the National Cancer Institute (NCI) for the same 10 parallel years used for
comparison (National Cancer Institute, Cancer Statistics Branch, 2000). The data
have been described in detail elsewhere (Saltzstein & Behling, 2003). In the group
90 years of age and older, 94% of breast CIS is ductal CIS (DCIS) (in women under
70, only 70% is DCIS), the remainder being mostly lobular CIS (LCIS), mixed
DCIS, and LCIS, with a small percentage of unspecified types (Saltzstein, 2004).

BRFSS

The Behavioral Risk Factor Surveillance System (BRFSS) is a collaborative proj-
ect between the Centers for Disease Control and Prevention (CDC) and the various
U.S. territories and states. The BRFSS samples the adult population 18 years and
older through telephone surveys. The study uses a random sample in each state of
all households with a telephone. Approximately 95% of all households have tele-
phone service. Interviews are conducted through Computer-Assisted Telephone
Interviewing (CATI). A set of core questions that are given to all states is included
in the BRFSS. These questions consider health status, health insurance, diabetes,
tobacco use, and selected cancer screening including mammography. The core
questions also include demographic characteristics of the sample. We employed the
2002 BRFFS, which included 99,262 male and 148,708 female respondents.

Our analysis considered whether a woman had undergone mammography
within the past 2 years. In the 2002 BRFFS, women were selected if they were
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aged 40 or above. There were 98,809 female respondents aged 40 or older. Two
questions were used to determine if mammography had been completed during the
previous 2 years. The first question asked if the woman had ever had mammogra-
phy, and the second asked how long ago the test had been given. Altogether, 2464
of the responses were missing, leaving 96,345 cases for analysis.

Results

Between 1988 and 1997 there were 181,313 cases of invasive breast cancer among
California women, with 2967 cases observed in women 90 years of age or older.
Breast cancer in situ accounted for about 20% of all female cancers for women 69
years or younger (19,747 cases). The breast was the most common site of in situ
cancer for women ages 70 to 89, accounting for 41.5% of all in situ female can-
cers (6775 case). However, among women 90 years or older, mammary CIS was
the third most common cause of in situ cancer, with only 108 cases.

Figure 24.1 shows the rate of in situ breast cancer per 100,000 women broken
down by age. The figure shows that cases peak at the 70- to 74-year age category
and then systematically decline with advancing age.

Table 24.1 shows the number of women responding to BRFFS in each age cate-
gory and the number in each category undergoing mammography during the last
2 years. The percentage undergoing mammography in the last 2 years is also shown
in Figure 24.1. The decline after age 70–74 paralles the decline in incident cases.

Figure 24.2 shows the percentage of women who reported undergoing mam-
mography during the past 2 years in the BRFSS. The Figure compares states with
SEER registries with all other states Rates of mammography in SEER and non-
SEER states appear to be equivalent.
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Discussion

Evidence from the California Cancer Registry, SEER, and the BRFSS demonstrate
that the incidence of in situ breast cancer increases with age until about age 75.
After age 75, both mammary CIS and breast cancer testing decline with age.
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TABLE 24.1. Participation in the Behavioral Risk Factor Surveillance
System and mammography during the past 2 years, by age

Percent in age
Mammogram group undergoing 

Age (years) No. % during past 2 years mammography

40–44 15,276 15.68 9,928 65.0
45–49 14,607 14.99 10,780 73.8
50–54 13,731 14.10 10,878 79.2
55–59 11,517 11.83 9,273 80.5
60–64 9,505 9.76 7,596 79.9
65–69 8,945 9.18 7,105 79.4
70–74 8,478 8.70 6,663 78.6
75–79 7,349 7.55 5,532 75.3
80–84 5,077 5.21 3,442 67.8
85–89 2,112 2.17 1,191 56.4
90–94 669 0.69 282 42.2
95–94 127 0.13 43 33.9
Total 97,393 100 72,713
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These results are important for two reasons. First, they illustrate the importance
of using separate age categories for individuals older than 75. Previous analyses
that lumped together all participants in the old age categories missed these trends
toward declining breast cancer in older women (Saltzstein & Behling, 2003).

The second reason these results are important is that they provide evidence rele-
vant to the disease reservoir hypothesis. This hypothesis suggests that disease is
common, particularly among the oldest members of society. If disease is present, the
more we look for it, the more likely it is to be found. Yet much of detected disease
may be pseudodisease, which is of little or no clinical importance. The observation
by Saltzstein and Behling ( 2003) appears to be inconsistent with the disease reser-
voir hypothesis. According to this hypothesis, the incidence should increase with
age. Saltzstein and Behling demonstrated that the incidence of mammary CIS peaks
at age 75 and then declines. However, a corollary of the disease reservoir hypothesis
is that pseudodisease goes undetected unless there is surveillance. Evidence from
this study suggests that testing for mammary CIS increases and then decreases with
advancing age. Thus, one explanation for the decline in mammary CIS with advanc-
ing age is that physicians simply are not ordering the tests that would detect it.

Welch and Black (1997) used autopsy data to estimate the reservoir of DCIS.
Using hospital-based and forensic autopsy data, they estimated the prevalence of
occult invasive breast cancer or DCIS over a series of autopsy evaluations.
Among seven autopsy series of women who were not known to have breast can-
cer during their lifetimes, they found a median DCIS prevalence of 8.5%. All of
the series had potential selection biases. Furthermore, the autopsy studies differed
in the number of slides per breast that were examined. There was a relation
between the number of slides examined and the probability of detecting mam-
mary DCIS. Overall, these results indicated that there is a substantial reservoir of
undetected mammary DCIS; and that the closer the scrutiny, the higher the prob-
ability that CIS will be detected. Much of the detected DCIS, however, may be
pseudodisease, which is of little or no clinical significance. Our analysis did not
separate carcinoma in situ into subcategories of ductal, lobular, and mixed; but
94% of the observed cases in women 90 years of age and older were ductal CIS.

Our study has significant limitations. We are not able to explain why the rate of
ordering mammography declines with age. It is possible that physicians intuitively
know that breast cancer declines with age and therefore do not order the tests. There
are at least two reasons for ordering mammography: screening and clinical evalua-
tion. Because mammography is often ordered in response to lump identification, it
may be that declining breast cancer may explain the decline in mammography. This
would serve as an alternative explanation for our suggestion that the declining iden-
tification of breast cancer results from failure to order mammography for older
women. We cannot rule out the possibility that the true incidence of CIS declines
with age. However, the report by Welch and Black suggests that there is, indeed, a
substantial reservoir of undiagnosed CIS that would be identified through greater
surveillance. The reduced incidence in the oldest age groups is not unique to mam-
mary CIS. Saltzstein and Behling (2003) found that many cancers, including those
of the female reproductive system and the prostate, become less common after
age 85. We focused on CIS because we were able to find data on the rates of testing
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and because we believe identification of new cases may not lead to better health
outcomes among the oldest members of the population.

Another limitation of our study is that we used cancer cases from California but
estimates of mammography from the entire U.S. population. However, the Saltzstein
and Behling analysis demonstrated that the California pattern of declining CIS in the
older adult population mirrors that observed at other SEER registries (see also Figure
24.2). Thus, our conclusions would not change if we used national data.

Summary

To understand the incidence of breast cancer in older women, it is important to
include separate categories of women for age groups 85 to 89, 90 to 94, 95 to 99,
and 100+ years. Studies using these older age categories show a decline in CIS
and invasive breast cancer with advancing age. These declines may be explained
by decreased surveillance in older women. To rule out alternative explanations,
we believe that systematic autopsy studies including older people and examining
breast tissue as thoroughly as with surgical specimens and including mammogra-
phy must be conducted.
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Meta-analyses have become an instrument that is fundamental to the idea of best
medical care. Meta-analyses combine the results of a large number of randomized
controlled trials (RCTs) on a certain topic to gain more significant results. Should
the reported effect size of RCTs change with time, the result of a meta-analysis
would depend on when it was performed. Thus, the validity of a meta-analysis
could be impaired.

Although an extensive literature search on this topic yielded no results in the
medical field, we identified one relevant study in the field of biology. Jennions
and Moeller (2002) recently examined 44 meta-analyses covering topics such as
animal behavior, parasitism, and plant growth. They found a small but highly sig-
nificant decline in the strength of reported correlations with the publication date
(best model: p < 0.0001; R = −0.133) and the sample size (best model: p < 0.002;
R = −0.188). In other words, the investigated meta-analyses estimated higher
intervention effects if they were performed earlier. The authors attributed the
decrease to publication bias (underreporting of studies with small sample sizes
and little effect) and time of publication bias (studies that report large effect sizes
are published sooner than other studies). Unfortunately, they did not investigate
whether sample size increased with the publication year, and they failed to
describe the time lag between study completion and publication date for the indi-
vidual studies, which would have been necessary to verify their hypotheses.
Moreover, as it remains unclear whether results from the field of biology also
apply to medical research. This chapter describes a meta-analysis of clinical drug
trials to examine the reported effectiveness of a specific medical treatment over
time.

The objective of our longitudinal meta-analysis was to determine if the effect
size of medical therapies reported in RCTs changes with time. We also intended
to identify reasons for any possible change. The unit of analysis was the individ-
ual study, not the individual trial participant.

Why should the effect size of a medical intervention change with time? Our
hypothesis is based on the assumption that we have to distinguish between the
“real” effectiveness of a medical therapy and the effectiveness reported in RCTs
and that the latter may change with time.



● The “real” size of the biological effect of a medical therapy is constant over
time, which means it should be possible to obtain similar results when a trial is
repeated at a later date. If a study investigating, for example, the effectiveness
of beta-blocker therapy in patients with arterial hypertension is conducted
today, 10 or 20 years does not alter the effect size of the pharmaceutical.
We know that in some cases this does not apply. For example, bacteria can
become resistant to antibiotics, so the effectiveness of these pharmaceuticals
may decline with time. However, these examples are rare, and the real effect
size should be constant in most cases.

● The sum of all kinds of bias influencing the reported effect size of a medical
therapy is not necessarily constant over time. During the course of time, social,
political, and economic circumstances surrounding medical research and its
publication change. Therefore, it can be assumed that the impact of the various
potential sources of bias also changes dynamically with time. In consequence,
the effect size of a medical therapy reported in RCTs may change over time.

Because we presumed that if there were any change at all the reported effec-
tiveness of medical therapies was more likely to decrease than to increase, we
tested three hypotheses that might explain a decrease in the reported effect size.

● Decreasing publication bias. The problem of publication bias is well known
in the medical literature (Dickersin et al., 1987; Easterbrook et al., 1991;
Callaham et al., 1998; Egger & Smith, 1998). Studies with positive outcomes
and significant results are more likely to get published, leading to underrepre-
sentation of studies with negative or nonsignificant results in meta-analyses.
Because the level of significance rises with increasing study size, the problem
of publication bias more likely applies to studies with smaller sample sizes.
New medical therapies are first tried in small selected populations, followed by
larger trials to validate the benefits in larger populations. Increasing study size
should lead to a decrease in publication bias and to lower reported effect sizes
over time.

● Selection bias. New medical interventions tend to be studied in severely ill
patients in whom significant benefits can be expected. After a therapy has been
established, physicians tend to broaden its use and prescribe it to a wide range
of patients, including a large number of less sick patients. In addition, specific
treatment goals have been developed in recent years for several diseases, such
as hypertension, diabetes mellitus, and glaucoma. Patients who might not have
been treated a decade ago receive therapy today. In less sick patients, less
improvement of the study parameter can be expected. Over time, the effective-
ness of the therapy seems to diminish.

● “Shift of treatment group” bias. Although the studies were conducted as RCTs,
expectations of patients, physicians, and study authors may play a role by favor-
ing the therapy used in the experimental treatment group. Over time, medical
therapies become established and are used as control new therapies in later
studies. This may lead to a decrease in the reported effect size over time.
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To answer our questions, we examined data from a large number of RCTs deal-
ing with the effectiveness of four pharmaceuticals. The primary outcome measure
was the reported effect size. Secondary outcome measures were the publication
year, study size, mean preintervention level of the investigated parameter, and
treatment assignment to experimental or control group.

Methods

Selection of Pharmaceuticals

The pharmaceuticals to be investigated in this experiment had to meet the fol-
lowing requirements: (1) their effectiveness was measurable in terms of com-
monly accepted, quantitative parameters that are reported in most studies; (2) the
pharmaceuticals were administered as a monotherapy and in a fixed dosage to
obtain a large number of studies with comparable results; (3) the therapies were
of clinical importance and of general interest. For our investigation, we arbitrar-
ily chose the lipid-lowering drugs pravastatin and atorvastatin [route of adminis-
tration: oral; outcome measure: change in serum low-density lipoprotein (LDL)
cholesterol] and the antiglaucoma drugs timolol and latanoprost (eye drops;
change in intraocular pressure).

Date Sources

A standardized literature search was performed with emphasis on transparency and
repeatability rather than on completeness. Our MEDLINE search strategy included
the following text strings (PubMed, 2003): “pravastatin LDL,” “atorvastatin LDL,”
“timolol glaucoma,” and “latanoprost glaucoma.” The literature search was per-
formed for the time up to and including December 2001. The MEDLINE search
was limited to studies on human subjects and to items with abstracts only. A filter
for randomized controlled trials was used. Non-English studies were included.

Study Selection

A study was included if it met the following criteria: (1) baseline value and
postintervention value of the parameter of interest were reported, that is, LDL
cholesterol for pravastatin and atorvastatin and intraocular pressure for timolol
and latanoprost; (2) the pharmaceutical was administered as monotherapy and
after a washout period; (3) the pharmaceutical was administered in the most
commonly used dosage, that is, pravastatin 40 mg once daily, atorvastatin 10 mg
once daily, timolol 0.5% twice daily, and latanoprost 0.005% once daily; and
(4) the study was conducted as an RCT. One investigator (B.T.G.) reviewed
625 citations and selected appropriate studies. A total of 274 studies were con-
sidered for more detailed evaluation. Figure 25.1 shows the selection process for
the 206 studies finally deemed appropriate for inclusion.
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Data Extraction

One of the authors (B.T.G.) extracted the following data for each study: publica-
tion year, study size (number of evaluated patients), pre- and postintervention
mean values of LDL cholesterol/intraocular pressure, and assignment to experi-
mental or control group. Whenever necessary, means were approximated from fig-
ures in the manuscripts or calculated from individual patient data. In each study,
the effect size for the intervention was calculated by the difference between the
means of the group before and after intervention. In some studies, more than one
postintervention mean was reported, for example, for different follow-up visits or
for different hours of the day. In these cases, the arithmetic mean of the given
means was calculated instead of choosing one of the given means arbitrarily.
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FIGURE 25.1. Flow diagram. RCT, randomized controlled trial; n, number of trials.
Reported effectiveness of the pharmaceutical is measured as the change in intraocular
pressure (timolol, latanoprost) or in low-density lipoprotein cholesterol (pravastatin, ator-
vastatin). The dose of interest were measured in comparability studies. Studies that did not
use the pharmaceutical in the most common dosage were excluded, as were studies that
increased the individual dosage until a certain outcome was reached.

351 trials excluded, reasons:

 - Effectiveness not reported in parameter of interest* (n=118)

- Pharmaceutical not administered in dose of interest**
(n=118)

- No monotherapy (n=70)
- Baseline of parameter of interest not reported (n=27)
- No RCT (n=16)
- Pharmaceutical of interest not investigated (n=2)

Potentially relevant RCTs identified and
screened for retrieval (n=625)

RCTs considered for more detailed
evaluation (n=274)

RCTs included in meta-analysis (n=206)

68 trials excluded, reasons:
- Study duration less than two weeks (n=23)
- Non-human or healthy subjects (n=20)
- Duplicate (n=11)
- Treatment in connection with eye surgery (n=7)
- Less than ten patients (n=4) 
- No access to complete article (n=3)



A study was designated a “control group” if the pharmaceutical of interest was
compared with at least one newer pharmaceutical. The designation “experimen-
tal group” was chosen if the pharmaceutical of interest was compared with older
pharmaceuticals or if no other pharmaceuticals were involved in the study (for
instance, placebo-controlled studies or studies comparing the effectiveness of
different dosages of the same pharmaceutical).

Statistical Analysis

Statistical analysis was performed with SAS software (SAS release 8.02; SAS
Institute, Cary, NC, USA). Arithmetic means and standard deviations were cal-
culated for each of the variables (publication year, reported effect size, baseline,
study size). The reported effect size was measured in the most commonly
reported dimension: pravastatin and atorvastatin, change in LDL cholesterol (%);
timolol and latanoprost, change in intraocular pressure (mmHg). As the variable
treatment group is dichotomous, with the two possibilities “experimental group”
and “control group,” exact frequencies are reported.

The primary outcome parameter (reported effect size) and the secondary out-
come parameters (baseline, study size, treatment group) were regressed against
the publication year. For the variable treatment group, point biserial correlation
was used (control group = 0, experimental group = 1). For every correlation, the
equation of the regression line and the limits of its 95% confidence interval (CI)
were calculated. This enabled the mean change of every parameter during an
interval of 5 years (± 95% CI) to be calculated.

Bivariate qualitative analyses of the investigated parameters in all possible com-
binations were performed (analysis of covariance). Pearson’s correlation coefficients
and p values were calculated. We used a standard approach for statistical significance
(α = 0.05). The funnel plot technique was used to detect publication bias (Egger
et al., 1997; Macaskill et al., 2001; Sterne & Egger, 2001). Diagrams of the relation
between study size and reported effect size were drawn and visually checked for
asymmetry.

We performed a multiple regression analysis, with reported effect size as the
outcome variable and publication year, baseline, study size, and treatment group
as possible predictors. Up to two predictors were entered into the model to quan-
tify the impact of the various predictors on the outcome variable.

We investigated whether measuring the primary outcome parameter in absolute
or relative dimensions changes the significance levels of the results. Bivariate qual-
itative analysis and multiple regression analysis were performed, with reported
effect size measured in absolute terms (pravastatin and atorvastatin: LDL choles-
terol change in mg/dl, timolol and latanoprost: intraocular pressure change in
mmHg) and in relative terms (change in outcome parameter in percentages).

We could not investigate the change of reported effectiveness in the control
therapies of the pharmaceutical of interest because the control therapies were dif-
ferent in almost all of the studies. The chance to find a study comparing exactly
the same control and experimental group several years later is small.
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Results

Included Trials and Their Characteristics

A total of 206 studies were included in the final analysis, as shown in Figure 25.1.
(A list of the individual trials and the extracted raw data are available from the
corresponding author.) A total of 64 of the included studies investigate pravas-
tatin, 35 atorvastatin, 75 timolol, and 32 latanoprost.

Table 25.1 shows the mean ± SD year of publication, reported effect size, base-
line value, and study size for each of the four investigated medical therapies.
Exact effect sizes are given for the dichotomous variable treatment group (exper-
imental/control group). Pravastatin lowered the LDL cholesterol (LDL-C) on
average by 29.50% ± 4.16% and atorvastatin by 36.07% ± 3.70%; timolol
lowered the intraocular pressure (IOP) on average by 6.55 ± 1.56 mmHg and
latanoprost by 6.83 ± 1.53 mmHg.

Effect of Time on the Investigated Parameters

Over time, the reported effect size decreased significantly for three of the four
investigated pharmaceuticals, as shown in Figure 25.2 and Tables 25.2 and 25.3.
Pravastatin on average was reported to lower the patient’s LDL-C by 3.22% less
every 5 years [95% confidence interval (CI): ± 1.28] (p < 0.0001), in other words,
by 29.74% in 1995 and by 26.52% in 2000. Timolol was reported to reduce the
intraocular pressure by 0.56 ± 0.22 mmHg less every 5 years (p < 0.0001) and
latanoprost by 1.78 ± 1.26 mmHg less every 5 years (p = 0.0074). The reported
effect size of atorvastatin did not change significantly over time (p = 0.8618).

Most of the other investigated parameters changed over time as well, as shown in
Tables 25.2 and 25.3. The baseline values of the parameter of interest decreased over
time for all investigated pharmaceuticals. This relation was significant for pravastatin
(−41.80 mg/dl LDL-C every 5 years) (p < 0.0001) and timolol (−0.70 mmHg IOP
every 5 years) (p = 0.0004). The study size increased over time for three of the four
pharmaceuticals; this relation was significant only for timolol (+80.55 patients every
5 years) (p < 0.0001). The variable treatment group changed over time from the
experimental group toward the control group for all investigated pharmaceuticals.
This relation was significant for pravastatin (−0.20 every 5 years), meaning that in
all pravastatin studies 20% less used pravastatin in the experimental treatment arm
every 5 years and 20% more in the control arm (p = 0.0008). For timolol the figure
was −0.12 every 5 years (p < 0.0001).

Other Bivariate Analyses

For pravastatin, timolol, and latanoprost, the reported effect sizes correlated sig-
nificantly with the baseline values of the parameter of interest, as shown in Table
25.3. The reported effect size was related to the treatment group for atorvastatin
(p = 0.0092). There was no significant correlation between study size and
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FIGURE 25.2. Regression analysis of the relation between year of publication and reported effec-
tiveness of pravastatin (y = 90.818 − 0.643x; p < 0.0001), atorvastatin (y = 29.900 + 0.062x; 
p = 0.8618, not significant), timolol (y = 16.983 − 0.113x; p < 0.0001), and latanoprost (y =
42.069 − 0.356x; p = 0.0074). IOP = intraocular pressure; LDL-C = low-density lipoprotein
cholesterol; x = reported effectiveness—for timolol and latanoprost change of IOP (mmHg),
for pravastatin and atorvastatin change of LDL-C (%); y = year of publication minus 1900.



reported effect size (in the most commonly reported dimension) for any of the
investigated pharmaceuticals.

Measuring Effect Size in Relative or Absolute Dimensions

Some results of the lipid-lowering drugs were altered when the reported effect
size was measured in absolute, not relative, terms. When measuring the change
of LDL-C in milligrams per deciliter and not in percentages, (1) the relation
between reported effect size and baseline value was significant for atorvastatin
(p < 0.0001 vs. p = 0.4045); (2) the relation between the reported effect size and
the treatment group was no longer significant for atorvastatin (p = 0.3731 vs.
p = 0.0092); and (3) the relation between reported effect size and study size was
significant for pravastatin (p = 0.0139 vs. p = .1327). For timolol and latanoprost,
the results were not altered if the reported effect size was measured in relative
terms and not in absolute terms.
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TABLE 25.2. Bivariate quantitative analyses of all investigated parameters in dependence
of year of publication
Parameter Pravastatin Atorvastatin Timolol Latanoprost

Reported 
effect sizea

Change in 
5 years −3.22 +0.31 −0.56 −1.78

95% CI limits −4.50/−1.93 −3.29/+3.91 −0.79/−0.34 −3.04/−0.51
Baselineb

Change in 
5 years −41.80 −14.63 −0.70 −1.82

95% CI limits −55.74/−27.86 −48.38/+19.11 −1.08/−0.32 −3.69 / +0.05
Study sizec

Change in 
5 years +533.54 +233.63 +80.55 −16.94

95% CI limits −3.94/+1071.01 −429.97/+897.23 +43.38/+117.71 −199.23/+165.35
Treatment groupd

Change in 
5 years −0.20 −0.28 −0.12 −0.23

95% CI limits −0.31/−0.08 −0.58/+0.01 −0.17/−0.06 −0.50/+0.03

All given data are calculated from the equations of the regression lines. For statistical significance
(p), see Table 25.3.
CI = confidence interval; LDL-C = low-density lipoprotein cholesterol.
aUnit of measurement for reported effect size: change of intraocular pressure (IOP) measured in
millimeters of mercury (timolol, latanoprost); change in LDL-C measured in percent (pravastatin,
atorvastatin).
bUnit of measurement for baseline: IOP measured in millimeters of mercury (timolol, latanoprost);
LDL-C measured in milligrams per deciliter (pravastatin, atorvastatin). To convert LDL-C from mil-
ligrams per deciliter to millimoles per liter, multiply milligrams per deciliter by 0.0259.
cUnit of measurement for study size: number of patients included in final analysis.
dThe parameter treatment group has two possibilities: control group = 0, experimental group = 1.
Point biserial correlation was used to obtain the equation of the regression line and to calculate the
given data.
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Multiple Regression Analysis

The results of the multiple regression analysis differed depending on whether the
effect size was measured in absolute or relative terms. If measured in absolute
terms, the parameter baseline was the most reliable predictor and explained
80.37% of the variability of the reported effect size of pravastatin (R2) (Table
25.4), 69.59% of atorvastatin, 48.29% of timolol, and 76.47% of latanoprost.
If the parameters publication year or treatment group were entered, an additional
3.11% to 6.24% of the variability was explained by the model. The variable study
size accounted for not more than 0.23%.

If the effect size was measured in relative terms, the results of the multiple
regression analysis were less homogenous; but overall the year of publication
was the most important predictor for the reported effect size. For pravastatin and
timolol the parameter publication year alone explained 28.73% and 19.58%,
respectively, of the variability in effect size (R2) (Table 25.4). For pravastatin
other parameters did not add more than 0.68% when entered in the model. For
timolol, the baseline value added 3.93% and the study size 2.48%. For the
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TABLE 25.4. Multiple regression analysis to explain the variability
of the parameter “reported effect size”

Effect size measured Effect size measured
in absolute terms in relative terms

Variables in Variables in
Ranking of model model R2 model R2

Pravastatin
1 B, Y 0.8477 Y, B 0.2941
2 B, T 0.8077 Y, T 0.2916
3 B, n 0.8060 Y, n 0.2910
4 B 0.8037 Y 0.2873
Atorvastatin
1 B, T 0.7473 T, Y 0.2014
2 B, Y 0.6961 T, B 0.2001
3 B, n 0.6960 T, n 0.1957
4 B 0.6959 T 0.1882
Timolol
1 B, Y 0.5453 Y, B 0.2351
2 B, T 0.4948 Y, n 0.2206
3 B, n 0.4829 Y, T 0.1979
4 B 0.4829 Y 0.1958
Latanoprost
1 B, Y 0.7958 B, Y 0.5636
2 B, T 0.7798 B, T 0.5306
3 B, n 0.7649 B, n 0.5030
4 B 0.7647 B 0.5030

Shown are the top four models taking into account one or two variables with
the effect size measured in absolute or in relative dimensions.
Y = year of publication; B = baseline of parameter of interest; T = treatment
group; n = study size; R2 = determination coefficient.



reported effect size of atorvastatin, treatment group was the most important pre-
dictor (R2 = 0.1882) and of latanoprost the parameter baseline value (R2 = 0.5030).

Evaluation of Potential Bias

The funnel plot technique was used to evaluate publication bias. The study size
was plotted against the reported effect size of the study, as shown in Figure 25.3.
The plots of atorvastatin and latanoprost did not show relevant asymmetry, indi-
cating that significant publication bias was unlikely. The plots of pravastatin and
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FIGURE 25.3. Funnel plots showing the relation between study size and reported effective-
ness. None of the relations are statistically significant (pravastatin p = 0.1327; atorvastatin
p =0.8281; timolol p = 0.2432; latanoprost: p = 0.2251). n, number of trials; IOP, intraoc-
ular pressure; LDL-C, low-density lipoprotein cholesterol.



timolol showed slight asymmetry. For example, the timolol studies, including
more than 500 patients, reported effect sizes of about 6 mmHg. More of the
smaller studies than represented on the funnel plot should report effect sizes of
less than 6 mmHg.

Discussion

It must be stressed that the investigated medical interventions were chosen arbi-
trarily based on the criteria stated in the methods section. We chose to conduct
our investigation using pharmaceutical interventions for methodological reasons,
but our theory is not limited to drug therapies.
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Reported Effect Size Decreases Over Time

Our empirical evaluation of 206 RCTs shows that the reported effect size of three
of the four investigated pharmaceuticals decreased significantly over time. When
pravastatin, timolol and latanoprost were new, studies reported them to be more
effective than studies that were conducted in later years. We call this a “FORE1

bias” (fading of reported effectiveness bias).
The FORE bias may contribute to many clinicians’ impression that the “real” clin-

ical improvement is not as impressive as publications in medical journals suggest.
For example, in 1978, when the antiglaucoma beta-blocker timolol was new, it was
reported to lower the IOP by an average of 8.17 mmHg (calculated from Figure
25.2). By 1995, this had decreased to an average of 6.25 mmHg. More recently, the
prostaglandin analogon latanoprost was introduced for glaucoma therapy. In 1995,
latanoprost was reported to lower the IOP by an average of 8.25 mmHg. Compared
to timolol during the same year, latanoprost was 2.00 mmHg more effective; com-
pared to timolol in 1978, latanoprost was equally effective. Improvement may have
been more a matter of perception than reality. Being aware of the risk of FORE bias
can contribute to improving our understanding of medical progress.

For one of the investigated pharmaceuticals, there was no significant change in
the reported effectiveness over time. For atorvastatin, analyses in relation to time
may not yet be feasible, as this pharmaceutical is relatively new, and there is lit-
tle variability of the publication dates (1999.40 ± 1.82) (Table 25.1).

When conducting different trials about the same topic, perfect consistency of
the results certainly cannot be expected. Even the best designed studies may differ
in several parameters, leading to a broad continuum of reported effect sizes, as
shown in Figure 25.2. This finding is expected, but a temporal trend in the devel-
opment of the continuum, as described above, must be the result of other factors.

Reasons for the Decline in Reported Effectiveness

We investigated whether the decrease in reported effectiveness was influenced by
the patients’ baseline levels of disease, by the treatment assignment to the exper-
imental or the control group, or by the study size.

Selection Bias

For all of the investigated medical therapies we studied, the baseline values of the
parameter of interest decreased over time; that is, patients who had been included
in the earlier trials were sicker than patients in later trials. This was highly signif-
icant for pravastatin and timolol and just short of the chosen level of significance
for latanoprost (Tables 25.2 and 25.3). The baseline values were, again, the most
important predictors of the reported effect size. Our multiple regression analysis
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showed that up to 80.37% of the effect size variability was explained by the base-
line value differences (Table 25.4). We conclude that most of the decline in
reported effectiveness over time was explained by the baseline value differences.

Decreasing Publication Bias

We found only weak evidence for the hypothesis that the decline in reported
effectiveness could be mediated by study size. In theory, the combination of pub-
lication bias and increased study size could contribute to the gradual decrease
in reported effect size. We found an increase in study size over time for timolol
(p < 0.0001) (Table 25.3) and pravastatin (p = 0.0517, not significant). The rela-
tion between study size and reported effect size was weak. It was significant only
for pravastatin and then only when the outcome parameter was measured in
absolute terms (p = 0.0139). We conclude that very little of the loss of reported
effectiveness was influenced by the study size.

“Shift of Treatment Group” Bias

We did not find evidence for the hypothesis that the treatment assignment to
experimental or control group influenced its reported effect size, although there
was a strong correlation between publication year and treatment group (Table
25.3). The latter correlation was to be expected because a medical therapy would
be typically studied as the experimental therapy when new and as the control ther-
apy when established. The relation between treatment group and effect size was
very weak. The correlation was significant only for atorvastatin and only if the
treatment effect was measured in relative terms, surprisingly favoring the control
group. Nevertheless, the treatment group parameter is involved in several of the
best multiple regression analysis models (Table 25.4). These results must be
interpreted with care because of the problem of multicolinearity, especially
between publication year and treatment group.

Other Potential Influencing Factors

Our study was limited in that we did not explore whether parameters other than
baseline value, treatment group, and study size contribute to the decrease of the
reported effect size over time. From the statistical viewpoint, there must be other
factors that play a role in the temporal development of the reported effect size.

The influence of the time of publication bias, study quality, and financial con-
flicts of interest on study outcome are known; but to the best of our knowledge,
it has not yet been studied how temporal trends in these factors influence the
reported effectiveness of medical therapies over time.

The “time of publication bias,” which has been described in recent years, leads
to an apparently decreasing effect size. Several reports indicate that studies with
positive or significant results are published an average of 2 to 3 years more rapidly
than studies with negative or nonsignificant results (Stern & Simes, 1997;
Ioannidis, 1998; Misakian & Bero, 1998). Although the publication of studies with
negative results is delayed during the first years after a new pharmaceutical has
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become available, studies with positive outcomes dominate in meta-analyses. The
size of the treatment effect may thus be overestimated. Little by little, the average
reported effect size decreases to a lower level when studies with negative results
are also published. In future meta-analyses, this bias could be addressed by taking
into account the date of study completion and not the date of publication.

Changes in study quality may be related to the decrease in reported effect size.
During the last decades, methodological trial quality has improved significantly
in many areas of medicine (Kidwell et al., 2001; Kjaergard et al., 2002). There
are a substantial number of reports that higher study quality is associated with
lower estimates of treatment effects (Schulz et al., 1995; Moher et al., 1998;
Goetsche & Olsen, 2000; Ioannidis et al., 2001; Nieuwenhoven et al., 2001). This
may contribute to our observation that the reported effectiveness of medical ther-
apies fades over time. In our meta-analysis we did not assess study quality
because of the well known lack of established quality scores (Jüni et al., 1999;
Balk et al., 2002) and because it is often impossible to distinguish study quality
from reporting quality. Nevertheless, future meta-analyses should take into con-
sideration the effect of trial quality development.

Unlike the other described factors, the problem of financial conflicts of inter-
est on the part of scientists is likely to lead to an increase in reported effective-
ness over time. In our meta-analysis, this effect may have mitigated the size of the
observed decrease in reported effect size. In the United States, industry’s share of
total investment in biomedical research and development grew from approxi-
mately 32% in 1980 to 62% in 2000 (Bekelman et al., 2003); and more and more
industry sponsorship is being reported in many areas of medicine (Dorman et al.,
1999; Hussain & Smith, 2001; Kidwell et al., 2001). It is well known in the liter-
ature that studies funded by for-profit organizations are more likely to recom-
mend the experimental therapy as the treatment of choice and less likely to report
unfavorable conclusions (Friedberg et al., 1999; Kjaergard & Als-Nielsen, 2002;
Als-Nielsen et al., 2003; Bekelman, 2003). Therefore, the reported effectiveness
could improve with time. We did not investigate the role of competing financial
interests in our meta-analysis because we could not determine which authors had
adhered to the disclosure guidelines (Hussain & Smith, 2001; Gross et al., 2003),
but further studies should address this issue.

Consequences for the Validity of Meta-Analyses

This study suggests that the effectiveness of medical therapies reported in RCTs
is not necessarily constant, and that it may decline with time (FORE bias).
A meta-analysis sums up evidence from a large number of RCTs that have usually
been conducted over an extensive period of time. If a FORE bias is present, the
result of a meta-analysis depends on when it was performed.

● A meta-analysis investigating the effectiveness of a single medical therapy that
was conducted when the therapy was relatively new may estimate higher treat-
ment effects than a meta-analysis that was conducted later.
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● A meta-analysis comparing the effectiveness of two or more medical therapies
produce distorted results favoring the newer therapies or therapies that are less
subjected to the FORE bias.

We conclude that the validity of a meta-analysis may be impaired when a
FORE bias is present. To establish maximal transparency, we propose to include
a test for FORE bias in future meta-analyses. In our view, it would be sufficient
to plot effect size against publication year, as shown in Figure 25.2, and to calcu-
late the significance level and the equation of the regression line of this correla-
tion. Given this information, the reader could make up his or her own mind if the
validity of the meta-analysis is undermined.

Summary

The current meta-analysis suggests that the effectiveness of medical therapies, as
reported in RCTs, may decrease over time. We call this phenomenon the “fading
of reported effectiveness” (FORE) bias. Baseline differences could be identified
as the main factor contributing to this effect; changes in study size or treatment
group did not play a significant role. As the validity of a meta-analysis where a
FORE bias is present may be undermined, we propose to include a test for FORE
bias in future meta-analyses. Furthermore, we encourage others to replicate this
study with a focus on other clinical areas and interventions. Future research
should include the analysis of additional factors, such as time of publication bias,
trial quality, and financial conflicts of interest. We need to learn more about the
implication of the FORE bias for the interpretation of meta-analyses.
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With rapid changes and new challenges in global health care, there is increasing
awareness of the limits with current measures of effectiveness. Promoting the use
and reimbursement of a certain health technology requires evidence of its value
for patients by means of improved quality or extended quantity of life. The term
“outcomes research” has been introduced as a catch-all phrase for scientific
approaches of determining the impact of health care interventions on the popula-
tion level. However, because there is still debate as to the definition of outcome,
the goals of outcomes research remain to be defined. We herein propose concepts
and criteria that may suit the principle of outcomes research, and we sketch the
major differences to clinical research.

Continuing biomedical progress remains the expectation of progressive societies
and is almost taken for granted. Knowledge gain, refinement of previous ideas, and
invention of new technologies, however, does not always change clinical practice or
enhance benefit for patients (Bast et al., 2001). Contopoulos-Ioannidis and col-
leagues (2003) noted that of 101 scientific advancements published in recognized
periodicals (for example, Science, Nature, Cell), only 5 subsequently achieved con-
sensus approval, and only 1 of 101 innovations resulted in significant changes in
medical practice two decades after first publication. There is also a serious discrep-
ancy between inputs of resources and patient outcomes that is prevalent in several
health care systems in the world. Although the United States spends the most on
health care among 29 industrialized countries, it remains in the lowest quartile
when judged by outcomes indicators, such as quality of life and infant mortality
(Anderson, 1997).

Outcomes research was proposed as a theoretical construct to address this prob-
lem. Unfortunately, there is still no generally accepted definition of outcomes
research, and there remains a lack of consensus on the methods to study and doc-
ument health outcomes (Rothwell, 2005a,b,c). A comprehensive treatise on the
history of outcomes research by Lee and colleagues (Lee et al., 2000) defined what
does not constitute outcomes research rather than enumerating what characteris-
tics could define an ideal approach to outcomes research. A series of articles by
Rothwell (2005a,b,c) outlined the message of randomized trials and its application



to individual patients. In this chapter we propose differences between clinical and
outcomes research at three levels: goals, applied methods, and results.

Current Conflicts Between Research and Practice

Strong therapeutic effects noted in clinical studies are not regularly observed in
clinical practice. The American Society of Clinical Oncology (ASCO) dis-
tinguished the activity and the effectiveness of a treatment based on the descrip-
tion of cancer outcomes (response rate) from patient outcomes (quantity and
quality of life) (American Society of Clinical Oncology, 1996). Patient outcomes
were assigned a higher priority than cancer outcomes.

These recommendations have neither been systematically applied in clinical
practice nor by international regulatory authorities, such as the Food and Drug
Administration (FDA) or the European Agency for the Evaluation of Medicinal
Products (EMEA). In the clinical setting, response rates are often used as deci-
sion nodes in treatment algorithms. Although experts recommend the evaluation
of quality of life, these data are usually not assigned much importance when
approving new treatments (Schilsky, 2002; Apolone, 2003; Johnson et al., 2003).

Survival rates associated with new interventions are often poor indicators of
treatment success. Changes in life expectancy are generally small, and their value
remains controversial. Moreover, although quality-of-life data are increasingly
published, they are difficult to interpret. Members of the jury of a quality-of-life
prize awarded in Germany to support outcomes research analyzed 146 submitted
papers. In these papers, about 200 instruments, including several newly developed
ones, were used to measure quality of life. Authors of articles in which several
instruments were compared lamented in unison the lack of comparability of data.

We deliberately introduce bias when assessing all dimensions of the quality of
life of our patients. Determining the underlying cause for a critical symptom
requires broad knowledge of the most likely pattern of health impairments
accompanying various conditions. Moreover, there is a need for instruments that
identify specific indicators of well-being or disease in distinct populations
(Porzsolt et al., 2003).

Further difficulties arise from extrapolating the results of clinical studies to
clinical practice. Stringent inclusion and exclusion criteria generate patient
groups who represent only a small portion of the population normally referred to
the clinical practitioner. This bears the risk of uselessly applying treatments to
patients who would probably have been excluded from clinical trials.

Objectives of Clinical and Outcomes Research

The National Institutes of Health (NIH) roadmap (Zerhouni, 2003) claims to have
sensitive and validated instruments to measure the outcomes of patient care.
When following the development of an innovation in health care, we can distinguish
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several phases of research. In vitro experiments (basic research) are followed by
in vivo (animal) experiments (preclinical research) and research in humans under
experimental conditions (clinical research).

In each of these research phases we try to get closer to the final goal, that is, to
offer effective, efficient health services. We may consider outcomes research the
last link in the research chain in which the proof of efficacy must be supple-
mented by the proof of effectiveness. Effectiveness of a therapy must be assessed
under everyday conditions (Last, 1998).

Clinical research is usually performed to demonstrate the efficacy of a new
treatment in comparison to a conventional approach. In a clinical trial, the effi-
cacy of specific treatments are compared under ideal (and artificial) experimental
conditions in a selected population generated by predetermined exclusion and
inclusion criteria. This maintains the internal validity of the findings. External
validity and effectiveness are often neglected in these studies. In clinical trials,
nonrepresentativeness of the study population is the rule rather than the exception
(Schmoor et al., 1996).

Outcomes research is carried out in an environment in which perceived effec-
tiveness, knowledge framing (Porzsolt et al., 2004a,b), and other psychological
variables are deliberately applied and desired as integral elements of overall effect
estimates. It is difficult to assume efficacy of a distinct intervention (as observed
under experimental conditions) if the noted effects are too small to be detected
under the influence of confounders arising in daily clinical practice.

Methods

Posing a precise hypothesis is mandatory for both clinical and outcomes research.
Both are conducted in a deductive manner: Data are gathered to support or reject
the hypothesis. Outcomes research must not be confused with clinical practice, in
which inductive processes are common ways of gaining knowledge. Observations
made while treating more and more patients strengthen the belief in pathophysi-
ological relationships and the effectiveness of a certain intervention.

Both clinical and outcomes research demand methods to control for confound-
ing. The most critical confounder is a mismatch in biological baseline risks of
patients included in any trial. Most scientists tend to interpret differences in out-
comes as a result of different interventions rather than differences in baseline risks
or confounders. The double-blind, randomized, controlled trial is widely considered
the gold standard to address the clinical objective in therapeutic studies and to dis-
tribute known and unknown confounders equally between the treatment arms.

Outcomes research describes effects achieved under usual clinical situations,
when eligible patients undergo treatments according to the doctors’ and patients’
choice or preference, not by chance. Consequently, randomized controlled trials
(RCTs) are probably inappropriate tools for determining outcomes in clinical
practice. One of the important challenges for evidence-based medicine is that
clinical patients are heterogeneous. Evidence-based reviews usually consider
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average treatment effects. This can mask the complex mixture of benefits and
harms for a particular population. On the basis of evidence-based reviews, some
patients are denied treatments that may help them, and other patients receive
treatments that can cause harm (Kravitz et al., 2004).

Patients differ in their baseline risks of adverse events, their responsiveness to
treatment, their vulnerability to side effects, and their propensity for various out-
comes. For example, evidence-based reviews suggest that low-dose aspirin reduces
the risk of myocardial infarction (MI). However, some patients are at very low risk
for MI and may be at high risk for gastrointestinal bleeding (Lip & Lowe, 1996), and
they may be better off without aspirin. Other patients, such as those with atrial fib-
rillation or abnormal heart valves, may gain much greater benefit from aspirin use.
Warfrin (an anticoagulant) greatly reduces the risk of atrial fibrillation for most
patients. However, patients with atrial fibrillation who are under 65 years of age with
no history of hypertension, diabetes, or previous stoke have less than a 1% chance of
stroke per year. Warfarin may increase their chances of bleeding and could cause
harm (Anonymous, 1994). Many interventions that show benefit for certain diag-
noses may have little benefit for the very old because they will not live long enough
for the positive outcomes to be realized.

Baseline profiles of subgroups generated by choice may not be comparable,
and modeling the distinct benefits and harms of a certain treatment in a certain
risk group represents both an opportunity and a challenge. Basically, outcomes
research in clinical practice must employ the principle of subgroup analysis on a
larger scale. It investigates which of the benefits derived from small, highly
selected patient samples in a randomized trial can be detected in particular sub-
groups of subjects counseled in daily practice.

The description of the target groups of an outcomes research study needs two
sets of data. First, we must sketch characteristics that all of the study subjects
have in common. We call these items common clinical characteristics (CCC).
Second, characteristics are needed that distinguish individuals among subgroups.
We call these items diverse demographics and diseases (DDD).

Both CCC and DDD must be defined before the outcomes in individual
patients can be described. The definitions of CCC and of DDD determine both
the eligible patients who should be included in the analysis and the allocation of
each individual patient to one of the risk groups. In outcomes research, identical
risk groups may receive different treatments (as in clinical research studies). In
addition, outcomes research includes different risk groups that receive the same
treatments. An example is shown in Figure 26.1. The example of applied inter-
ventions makes it possible to compare interventions 1 and 3 in low risk patients
(DDD 1) and interventions 1 and 2 in intermediate risk patients (DDD 2).

Individual risk groups as defined by DDD and matching interventions are distrib-
uted differently among the cells of a cross table. Some interventions are preferably
applied to patients with a certain DDD profile (because of findings from clinical
research, practice guidelines, or preference), whereas others are rarely or never used
(Figure 26.1). To describe this complex pattern reliably, large cohort studies are
needed.
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Outcomes research is not exclusively conducted at academic institutions but at
primary care facilities as well, where several treatment options might be consid-
ered to target disorders and disabilities of subjects with similar CCC.

The essential differences between clinical research and outcomes research are
summarized in Table 26.1. The discussed example is confined to treatment inter-
ventions. In clinical research, entry criteria must be defined before individual
patients can be randomly allocated to treatment groups. In outcomes research,
data are generated in daily clinical practice; in other words, it is not possible to
exclude patients. Physicians select a certain treatment according to individual
preferences and skills, availability, and cost considerations. Applying CCC and
DDD criteria generate subgroups with comparable baseline risks. To avoid selec-
tion bias, all patients have to be included in the final analysis.

Summary and Prospects

The results obtained from clinical trials are needed to plan and conduct outcomes
studies. Outcomes research provides additional data on effectiveness, external
validity, and outcomes. Outcomes supply vital information for providers, con-
sumers, and payers of health care services.

Clinical and outcomes research are not competitive, but complementary, methods.
Unfortunately, data about the efficacy of certain medical and surgical interventions
are, at best, sparse. Nowadays, many new treatments are rapidly adopted by doctors
and requested by patients before data from randomized trials become available. For
example, laparoscopic cholecystectomy, navigated surgery, and percutaneous verte-
broplasty, among many other interventions, have established themselves in clinical
practice even without formal proof of efficacy under the rigor of a clinical trial.
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DDD 2

DDD 1

Intervention 3Intervention 2Intervention 1

FIGURE 26.1. Cross-table of a hypothetical frequency of various interventions applied to
certain risk groups as defined by diverse demographics and diseases (DDD). All DDD
subgroups have specific common clinical characteristics (CCC) criteria. In this example,
intervention 2 is used in neither subgroup DDD 1 nor DDD 3. Intervention 1 is more
frequently applied to subgroup DDD 1 than DDD 3. DDD 1 = low risk group; DDD 2 =
intermediate risk group; DDD 3 = high risk group.



Outcomes research offers the possibility of comparing health interventions
by assessing patient-related outcomes of established interventions even if their
efficacy is still unknown. This poses some danger of having a fine excuse for not
conducting clinical research; and clinicians, scientists, and authorities must
counter this trend early.

Clinical research investigates the activity of individual interventions but cannot
be used to evaluate system performance. To achieve this, one must compare the
frequency of use of a certain service with the frequency of attaining the achieved
goals. Thus, outcomes research may also apply to the investigation of effects of
newly established structural facilities, such as cancer centers, trauma centers, or
stroke units, as well as various types of integrated health care.

It is likely that outcome studies require larger groups of patients than clinical
studies. In fact, the size of outcome studies mainly depends on the definition of
investigated subgroups. Outcomes studies can be kept at a reasonable size if study
groups (CCC) are compared that are represented in similar proportions in the over-
all group (DDD), that is, only frequently occurring patterns or only rarely occur-
ring patterns are compared within one study. Large numbers of patients do not
necessarily increase the quality of a study, but they definitely increase the cost.

As randomization cannot be applied in outcomes research, other methods, such as
multiple regression analysis or propensity scores (Rubin, 1997), have to be included
to control for differences among the CCC groups that receive different treatments.

Evaluating efficiency in outcomes research from the economic perspective (in
analogy to classic cost-effectiveness analysis) must consider the available, not
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TABLE 26.1. Differences between clinical and outcomes research in treatment studies
Parameter Clinical research Outcomes research

Objectives Comparison of new and established Comparison of new and established
treatments under the conditions of treatments under everyday
a clinical trial (confirming efficacy conditions (confirming
and internal validity) using the effectiveness and external validity)
perspective of clinical epidemiology using various perspectives, such

as the patient’s perspective
Methods Step 1: definition of characteristics of Step 1: preference-based allocation

study groups (inclusion and exclusion of patients to various treatments
criteria) and of treatment options (all patients are included)

Step 2: random allocation of individual Step 2: definition of characteristics
patients to the treatment options of study groups (DDD, CCC, and 

included treatment options)
Step 3: evaluation of patients in the Step 3: allocation of all individual

groups to which they were allocated patients for evaluation to
by randomization (intent to treat subgroups defined by DDD, CCC,
principle) and treatment

Results Provision of information that is necessary Description of the effectiveness and
to plan and conduct outcomes research external validity from the 

perspectives of various partners 
of the system based on the results 
of clinical research

CCC = common clinical characteristics; DDD = diverse demographics and diseases.



theoretical, resources. The public has a right to participate in the decision about
funding of health care services. Outcomes research needs data that are collected
and analyzed by independent scientists, and, finally, evaluated by all stakeholders.

So long as we apply identical methods to conduct clinical and outcomes
research, we cannot expect different results. Outcomes research is necessary to
confirm the assumed quality, to pose new scientific perspectives, and to increase
the efficiency and affordability of health care provision. Above all, we must not
forget the essential goal of health care service—the value for patients.
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The randomized controlled trial (RCT), presently accepted as the undisputed gold
standard of study formats to prove the effectiveness of a treatment over its con-
trol, has experienced criticism during the last decade (Kramer & Shapiro, 1984;
Jack et al., 1990; Kotwall et al., 1992; Plaisier et al., 1994; Andrews, 1999;
Prescott et al., 1999; Ross et al., 1999; McCormack & Greenhalgh, 2000;
Kaptchuk, 2001; McCulloch et al., 2002). Some arguments raised against RCTs
are scientifically founded, whereas others emanate from reasons such as lack of
understanding the theoretical background or emotional conflicts. Clinicians who
believe in the need of controlled trials for scientific progress but are uncomfort-
able with prescribing their patients a treatment by chance have earned support
from statisticians and epidemiologists. Several authors found no evidence of a
difference in outcomes between randomized and observational studies (Benson &
Hartz, 2000; Concato et al., 2000; MacLehose et al., 2000; Peppercorn et al.,
2004). Interpretation of these findings is still pending.

Patients’ preferences gained much attention when dealing with the ethics of
randomization and maintenance of the equipoise principle1 (Kassirer, 1994;
Silverman & Altman, 1996; Chard & Lilford, 1998; Jansen et al., 2000; Lambert &
Wood, 2000; Stiggelbout & de Haes, 2001; Lilford, 2003). Also, a mathematical
construct was developed for additive and two-way interactions between prefer-
ence, guessed and actual treatments, and treatment outcomes (McPherson, 1994;
McPherson et al., 1997; Halpern, 2003).

In a recent systematic review of 32 studies, King and colleagues (2005) failed
to demonstrate differences in baseline and outcome effect sizes between random-
ized and preference cohorts. The authors confined their conclusion to the state-
ment that “intervention preferences appear to have limited impact on the external
or internal validity of randomized trials.”

1Equipoise means therapeutic uncertainty: neither doctors nor patients must know which
of two or more possible treatments for a certain disease or condition leads to better/best
outcomes. In this and only this setting, it is justified to allocate subjects randomly to one
or the other intervention.



In a short communication published in the British Medical Journal in 1989,
Brewin and Bradley introduced the partially randomized patient preference trial
(PRPPT) as a new design to address preference effects. Both authors must be
rewarded for recognizing the importance of the proper decisional sequence in
obtaining informed consent. In the PRPPT, potentially eligible subjects are
asked first whether they have a clear preference for one or the other treatment
under investigation and, if undecided, are offered randomization. This schedule
is essentially different from the order of information adopted by other study for-
mats, such as the comprehensive cohort design (CCD), in which patients are pri-
marily asked if they are willing to participate in a randomized trial (Olschewski
and Scheurlen, 1985). Those who refuse randomization for any reason are
invited to take part in an observational study (Moher et al., 2001). Thus, differ-
ent approaches have been proposed to test the hypothesis that results of ran-
domized trials are influenced by patient preferences.

In the first part of this chapter, we describe the results of a systematic review
addressing the same problem as King et al. (2005). We extracted additional data
that allow an alternative interpretation of the findings from preference trials. In
the second part of the chapter, we draw special attention to how established meth-
ods can solve the preference problem, potential sources of bias, and consequences
for research and clinical practice.

Methods

Eligibility Criteria

We included clinical trials that comprised (1) observational treatment arms com-
prised of subjects who clearly preferred the experimental or the control interven-
tion, and (2) an additional RCT, enrolling patients without a preference who were
willing to be randomized. We also included studies in which patients declining
random allocation were given the opportunity to participate in an observational
study or consented to providing health-related data to set up a registry.

We excluded studies that did not allow the possibility of assigning subjects to
parallel randomized or observational arms (for example, studies in which patients
were exclusively treated according to their preferences). We also excluded stud-
ies that used the patient’s preference solely as an outcome measure or randomly
allocated patients to treatment groups, regardless of their preference stated at the
beginning of a trial.

Search Strategy

We scanned MEDLINE, Embase, Cancerlit, Scisearch, Cinahl, the Cochrane
Central database, and Google for potentially eligible studies published between
1966 and August 2004. We made no restrictions for language. Search terms meet-
ing the MeSH, Emtree, or other database-specific indices are listed in Table 27.1.
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All authors jointly made a first selection of studies according to titles and
abstracts. If both were inconclusive, we retrieved the full text article. All bibli-
ographies of identified papers were surveyed for potentially relevant work missed
by the electronic search. We also collected articles containing subset analyses of
the core studies or related methodological work.

Quality Assessment

Two of the authors (D.S. and F.P.) independently evaluated the methodological
quality of eligible studies according to an a priori defined checklist containing 14
standards. Discrepant views were solved by discussion with a third reviewer (J.S.).

We specifically counted the number of inclusion and exclusion criteria; counted
the number of patients screened, included, and evaluated; and recorded institu-
tional review board approval, risk stratification, concealment of random codes,
blinding of outcome assessors, presentation of a study flowchart according to the
Consolidated Standards of Reporting Trials (CONSORT) (Moher et al., 2001), and
maintenance of the intent-to-treat principle (all patients are statistically evaluated
according to the group in which they actually participated, regardless of the group
to which they were originally assigned). We also graded the reliability of outcome
measures as weak (for example, pain measurement), intermediate (for example,
validated quality of life assessment tools), and high (for example, mortality).
Finally, we checked whether the authors had presented measures of variability of
their outcome estimates.
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TABLE 27.1. Search strategy
No. MeSH Retrievals

1 Patient preference or patient choice or patient convenience or prefer*

or choice or convenience 286253
2 Clinical study or clinical trial or clinical investigation or survey or

study or trial or investigation 3833880
3 Random* 345710
4 Nonrandom* or nonrandom* or observ* 1324187
5 Nos. 1 and 2 and 3 and 4 2690
6 Arm or group or subgroup or set 1213255
7 Nos. 5 and 6 1163
8 Nos. 5 and 6. Limits: human 1061
9 Nos. 5 and 6 not (blind* OR review). Limits: human 687

10 Nos. 5 and 6 not (blind* or review or cross-sectional) Limits: human 670
11 Prefer* or choice or convenience or discretion or wish or want 280817
12 Investigation or study or trial 3239157
13 Arm or group or subgroup or set or sample 1369010
14 Nos. 11 and 12 and 3 and 4 and 13 1053
15 No. 14 not (blind*) 839
16 No. 14 not (blind*), Field: all fields. Limits: human 731

Additional search terms for Embase, Cancerlit, Scisearch, and Cinahl using the XMEDALL superbase
provided by the German Institute of Medical Documentation and Information (DIMDI).



Data were extracted independently by both reviewers and entered into a
Microsoft Access Database.

Statistical Analysis

Quantitative analysis was conducted in an exploratory fashion. We counted
imbalances in patients’ baseline characteristics as a possible source of bias. An
imbalance was assumed if the upper or lower 95% confidence limit of a differ-
ence in proportion (for example, the percentage of male patients) was beyond 0%.
Likewise, a 95% confidence limit beyond 0 pointed to an imbalance in baseline
values expressed on a continuous scale (for example, a difference in mean age).
The numbers of items describing baseline profiles and those showing an imbal-
ance were graphically compared by box-and-whiskers plots.2

To gain an impression of the direction and magnitude of preferences, we
divided the number of subjects choosing the control treatment by the number of
subjects choosing the experimental treatment. The odds of preferring the control
over the experimental intervention was illustrated on a dot plot.

Addressing primary outcomes, we calculated risk differences (RD) or stan-
dardized mean differences (SMD) with 95% confidence intervals (CI) between
the experimental and the control arms in the randomized and preference groups.
If multiple scales were tested as the primary endpoint and no emphasis was
placed on a certain dimension, we calculated weighted mean differences (WMD)
in a random-effects model. The STATA 8.0 software package was employed for
all analyses.

Results

Systematic Review

We identified 781 citations, of which 229 papers were retrieved in full text. A list
of these papers is available from the authors on request. A total of 57 articles
reporting the findings from 33 core studies were eligible for this review.
Information was available for 20,025 patients. The study profile is sketched in
Figure 27.1.

Trials were published between 1984 and 2004 and covered a broad range of
conditions and interventions (Table 27.2). Of note, the term “randomizable”
patients (that is, subjects fulfilling entry criteria for an RCT but either refusing
random allocation or not being randomized by their physicians) first appeared in
the Coronary Artery Surgery Study (CASS) (CASS principal investigators and
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2In box-and-whiskers plots, the box represents the interquartile range (that is, observations
between the 25th and the 75th percentile, or 50% of all observations). The box normally
includes a transverse bar representing the median, or the 50th percentile. Whiskers extend
to a length 1.5 times the box size. Outliers are indicated by dots.



their associates, 1984). Despite CASS, two other major cardiology trials enrolled
subjects on both a random and a nonrandom basis (BARI Investigators, 1996;
Chaitman et al., 1997; Detre et al., 1999; Morrison et al., 1999, 2001, 2002a,b;
Brooks et al., 2000; Feit et al., 2000; Sedlis et al., 2002, 2004).

Thirteen studies focused on women’s health issues, such as breast cancer
(Schmoor et al., 1996, 2000, 2002; Rauschecker et al., 1998; Julien et al., 2000;
Sauerbrei et al., 2000; Bijker et al., 2002; Coward, 2002, 2003), endometrial abla-
tion for dysfunctional menstrual bleeding (Cooper et al., 1997a,b; Bain et al., 2001;
Wallage et al., 2003), medical and surgical abortion (Henshaw et al., 1993; Howie
et al., 1997; Ashok et al., 2002), hormone replacement therapy for preventing osteo-
porotic fractures (Mosekilde et al., 2000, 2001), the acceptability of land birth and
water birth (Woodward & Kelly, 2004), surveillance for pathological cervical
smears (Kitchener et al., 2004), and fetal karyotyping (Nicolaides et al., 1994).

Treatment of psychiatric disorders (Bakker et al., 1999, 2000; Bedi et al., 2000;
Bower et al., 2000; King et al., 2000; Ward et al., 2000; Chilvers et al., 2001;
Renjilian et al., 2001; Miller et al., 2003), drug withdrawal (Gossop et al., 1986;
McKay et al., 1995, 1998), pain management (de C Williams et al., 1999; Kerry
et al., 2000; Kendrick et al., 2001; Melchart et al., 2002; Kennedy et al., 2003),
and education of diabetic patients (Noel et al., 1998) were other typical scenarios
covered by hybrid designs. Two studies investigated chemotherapy versus best
supportive care for sarcomas (Antman et al., 1984, 1985) and non-small-cell lung
cancer (NSCLC) (Helsing et al., 1998) in a composite format.
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Identified 781

Retrieved as full texts 229

Titles or abstracts considered
irrelevant 552

RCT 51
Observational studies 22

Review or methodological article 21

Included 57

Core studies 33

Ineligible 78

Potentially eligible 151

Redundant publications 24

FIGURE 27.1. Trial selection procedure.



270 Dirk Stengel et al.

TA
B

L
E

27
.2

.P
ub

lic
at

io
n 

da
te

s,
 r

ec
ru

itm
en

t p
er

io
ds

, c
on

di
tio

ns
, a

nd
 in

te
rv

en
tio

ns
St

ud
y

Y
ea

r
Pa

pe
rs

R
ec

ru
ite

d
D

es
ig

n
Ta

rg
et

 c
on

di
tio

n
E

xp
er

im
en

ta
l t

re
at

m
en

t
C

on
tr

ol
 tr

ea
tm

en
t

A
nt

m
an

19
85

2
19

78
–1

98
2

C
C

S
Su

rg
er

y 
fo

r 
sa

rc
om

a
A

dj
. r

ad
io

th
er

ap
y 

+
do

xo
ru

bi
ci

n
A

dj
. r

ad
io

th
er

ap
y

A
sh

ok
20

02
1

–
PR

PP
T

?
A

bo
rt

io
n

M
ed

ic
al

V
ac

uu
m

A
W

E
SO

M
E

19
99

6
19

95
–1

99
9

C
C

S
U

ns
ta

bl
e 

an
gi

na
B

yp
as

s 
su

rg
er

y
Pe

rc
ut

an
. c

or
on

ar
y 

in
te

rv
en

tio
n

B
ai

n
20

01
1

19
98

–1
99

9
PR

PP
T

M
ic

ro
w

av
e 

en
do

m
et

ri
al

 
L

oc
al

 a
ne

st
he

si
a 

an
d

ab
la

tio
n 

fo
r 

dy
sf

un
ct

io
na

l
in

tr
av

en
ou

s 
se

da
tio

n
ut

er
in

e 
bl

ee
di

ng
G

en
er

al
 a

ne
st

he
si

a
B

ak
ke

r
20

00
2

–
C

C
S

Pa
ni

c 
di

so
rd

er
R

an
do

m
: c

og
ni

tiv
e 

th
er

ap
y,

 
C

ho
ic

e:
 c

og
ni

tiv
e

pa
ro

xe
tin

e,
 c

lo
m

ip
ra

m
in

e,
 p

la
ce

bo
th

er
ap

y
B

A
R

I
20

00
5

19
88

–1
99

1
C

C
S

C
or

on
ar

y 
ar

te
ry

 d
is

ea
se

Pe
rc

ut
. C

or
on

ar
y 

in
te

rv
en

tio
n

B
yp

as
s 

su
rg

er
y

B
ed

i
20

00
3

–
PR

PP
T

?
M

aj
or

 d
ep

re
ss

io
n

A
nt

id
ep

re
ss

an
ts

C
ou

ns
el

in
g

C
A

SS
19

84
1

19
74

–1
97

9
C

C
S

St
ab

le
 a

ng
in

a 
pe

ct
or

is
C

or
on

ar
y 

ar
te

ry
 b

yp
as

s 
su

rg
er

y
M

ed
ic

al
 th

er
ap

y
C

oo
pe

r
19

97
2

19
94

–1
99

5
T

ST
D

H
ea

vy
 m

en
st

ru
al

 b
le

ed
in

g
M

ed
ic

al
T

ra
ns

ce
rv

ic
al

 e
nd

om
et

r. 
re

se
ct

io
n

C
ow

ar
d

20
02

2
19

96
–1

99
7

PR
PP

T
?

Se
lf

-t
ra

ns
ce

nd
en

ce
 in

 b
re

as
t 

E
ig

ht
-w

ee
k,

 c
lo

se
d 

su
pp

or
t g

ro
up

N
ot

 s
pe

ci
fi

ed
ca

nc
er

de
 C

 W
ill

ia
m

s
19

99
1

–
C

C
S

C
hr

on
ic

 p
ai

n
In

pa
tie

nt
 tr

ea
tm

en
t

O
ut

pa
tie

nt
 tr

ea
tm

en
t

D
O

PS
20

00
2

19
90

–1
99

3
C

C
S

O
st

eo
po

ro
tic

 f
ra

ct
ur

e 
H

or
m

on
e 

re
pl

ac
em

en
t t

he
ra

py
N

o 
ho

rm
on

e 
pr

ev
en

tio
n

re
pl

ac
em

en
t t

he
ra

py
E

O
R

T
C

20
02

2
19

86
–1

99
6

C
C

S
D

C
IS

L
oc

al
 r

es
ec

tio
n 

+
ra

di
ot

he
ra

py
L

oc
al

 r
es

ec
tio

n
G

B
SG

 2
19

96
2

19
83

–1
98

3
C

C
S

N
od

e-
po

s.
 b

re
as

t c
an

ce
r

M
as

te
ct

om
y 

+
C

M
F 

+
ta

m
ox

if
en

M
as

te
ct

om
y 

+
C

M
F

G
B

SG
 3

19
96

3
19

83
–1

98
6

C
C

S
N

od
e-

po
s.

 b
re

as
t c

an
ce

r
M

as
te

ct
om

y 
+

C
M

F 
+

ra
di

ot
he

r.
M

as
te

ct
om

y 
+

C
M

F
G

os
so

p
19

86
1

19
84

–1
98

5
C

C
S

O
pi

at
e 

ad
di

ct
io

n
In

pa
tie

nt
 w

ith
dr

aw
al

 p
ro

gr
am

O
ut

pa
tie

nt
 w

ith
dr

aw
al

 p
ro

gr
am

H
el

si
ng

19
98

1
19

90
–1

99
5

C
C

S
N

SC
L

C
C

ar
bo

pl
at

in
 +

et
op

os
id

e
B

es
t s

up
po

rt
iv

e 
ca

re
H

en
sh

aw
19

93
2

19
90

–1
99

1
PR

PP
T

A
bo

rt
io

n
M

ed
ic

al
V

ac
uu

m
K

en
dr

ic
k

20
01

1
19

95
–1

99
9

PR
PP

T
L

ow
 b

ac
k 

pa
in

 f
or

 >
 6

 w
ee

ks
U

su
al

 c
ar

e 
+

sp
in

e 
ra

di
og

ra
ph

y
U

su
al

 c
ar

e
K

er
ry

20
00

1
19

96
–1

99
9

C
C

S
L

ow
 b

ac
k 

pa
in

U
su

al
 c

ar
e 

+
sp

in
e 

ra
di

og
ra

ph
y

U
su

al
 c

ar
e

K
in

g
20

00
3

19
96

–1
99

7
PR

PP
T

D
ep

re
ss

io
n 

an
d 

an
xi

et
y

N
on

di
re

ct
iv

e 
co

un
se

lin
g

C
og

ni
tiv

e-
be

ha
vi

or
 th

er
ap

y
K

itc
he

ne
r

20
04

1
19

98
–1

99
9

Z
el

en
 I

M
ild

ly
 a

bn
or

m
al

 c
er

vi
ca

l s
m

ea
rs

C
ho

ic
e:

 s
ur

ve
ill

an
ce

 o
r 

co
lp

os
co

py
Su

rv
ei

lla
nc

e
M

at
til

a
20

03
1

19
96

–1
99

9
Z

el
en

 I
Pr

ev
en

tio
n 

of
 o

tit
is

 m
ed

ia
Ty

m
pa

no
st

om
y 

+
ad

en
oi

de
ct

om
y

Ty
m

pa
no

st
om

y
M

cK
ay

19
95

1
–

PR
PP

T
?

A
lc

oh
ol

is
m

D
ay

 h
os

pi
ta

l
In

pa
tie

nt



27. Results of Randomized Trials and Preference Effects 271

M
cK

ay
19

98
1

–
C

C
S

C
oc

ai
ne

 a
bu

se
D

ay
 h

os
pi

ta
l

In
pa

tie
nt

M
el

ch
ar

t
20

02
1

19
96

–1
99

8
PR

PP
T

?
Pr

e-
tr

ea
tm

en
t f

or
 g

as
tr

os
co

py
A

cu
pu

nc
tu

re
M

id
az

ol
am

N
ic

ol
ai

de
s

19
94

1
19

90
–1

99
3

C
C

S
Fe

ta
l k

ar
yo

ty
pi

ng
 a

t 1
0–

13
 

E
ar

ly
 a

m
ni

oc
en

te
si

s
C

ho
ri

on
ic

 v
ill

ou
s

w
ee

ks
sa

m
pl

in
g

N
oe

l
19

98
1

–
T

ST
D

D
ia

be
te

s 
m

el
lit

us
N

ut
ri

tio
n 

cu
rr

ic
ul

um
St

an
da

rd
 c

ur
ri

cu
lu

m
Pa

ra
di

se
19

84
2

19
71

–1
98

2
C

C
S

R
ec

ur
re

nt
 th

ro
at

 in
fe

ct
io

n
To

ns
ill

ec
to

m
y 

w
/o

 a
de

no
id

ec
to

m
y

O
bs

er
va

tio
n

R
ed

di
ho

ug
h

19
98

1
–

C
C

S
C

er
eb

ra
l p

al
sy

C
on

du
ct

iv
e 

ed
uc

at
io

n
T

ra
di

tio
na

l n
eu

ro
de

ve
lo

pm
en

t
R

en
jil

ia
n

20
01

1
–

2 
×

2 
O

be
si

ty
G

ro
up

 th
er

ap
y

In
di

vi
du

al
 th

er
ap

y
fa

ct
or

ia
l

G
en

er
al

 a
ne

st
he

si
a

W
al

la
ge

20
03

1
19

99
–2

00
0

PR
PP

T
?

M
ic

ro
w

av
e 

en
do

m
et

ri
al

 
L

oc
al

 a
ne

st
he

si
a 

an
d 

in
tr

av
en

ou
s 

ab
la

tio
n 

fo
r 

dy
sf

un
ct

io
na

l 
se

da
tio

n
ut

er
in

e 
bl

ee
di

ng
W

oo
dw

ar
d

20
04

1
–

PR
PP

T
?

D
el

iv
er

y
W

at
er

 b
ir

th
L

an
d 

bi
rt

h

C
C

S 
=

 c
om

pr
eh

en
si

ve
 c

oh
or

t 
de

si
gn

; 
PR

PP
T

 =
 p

ar
tia

lly
 r

an
do

m
iz

ed
 p

at
ie

nt
 p

re
fe

re
nc

e 
tr

ia
l; 

T
ST

D
 =

 t
w

o 
st

ag
e 

tr
ia

l 
de

si
gn

; 
N

SC
L

C
 =

 n
on

-s
m

al
l-

ce
ll 

lu
ng

 c
an

ce
r;

C
M

F 
=

 c
yc

lo
ph

os
ph

am
id

e/
m

et
ho

tr
ex

at
e/

fl
uo

ro
ur

ac
il;

 A
dj

. =
 a

dj
uv

an
t; 

Pe
rc

ut
. =

 p
er

cu
ta

ne
ou

s.



Three studies were conducted in pediatric populations (Paradise et al., 1984,
1990; Reddihough et al., 1998; Mattila et al., 2003). Here, given preference for
a certain treatment, if any, was issued by parents, not by the patients themselves.

Only four trials unequivocally met the original PRPPT design (Henshaw et al.,
1993; Howie et al., 1997; Bower et al., 2000; King et al., 2000; Ward et al., 2000;
Bain et al., 2001; Kendrick et al., 2001). It was not clear whether another five
studies indexed as preference trials merely represented comprehensive cohort
studies (McKay et al., 1995; Bedi et al., 2000; Chilvers et al., 2001; Ashok et al.,
2002; Melchart et al., 2002; Miller et al., 2003; Wallage et al., 2004). For exam-
ple, although the trial published by Bedi and others was named a preference trial,
the authors noted that “the patient was first offered randomization and, if willing,
was randomized. . . . Patients who refused randomization but nevertheless agreed
to participate, provided they were given the treatment of their choice, were then
entered into a patient preference trial.” (Bedi et al., 2000; Chilvers et al., 2001;
Miller et al., 2003).

Another typical statement was that “patients refused randomization because of
a strong preference” (Wallage et al., 2003). Explanations of allocation procedures
are listed in Table 27.3. We noted some discrepant definitions in multiple pub-
lications of the same study. For example, King asked patients whether they
“wished to choose their treatment” (King et al., 2000). In the accompanying
paper, Ward stressed that “participants were encouraged to accept randomization”
(Ward et al., 2000).

Our impression that the unique sequence of information mandated by the
PRPPT was rarely maintained was strengthened by a phone call with one of the
principle investigators. He admitted that “the conceptual difference between ask-
ing patients first for their preference or their willingness to be randomized was
not fully comprehended.”

Twenty-two investigations represented comprehensive cohort studies in which
subjects who refused random allocation, but agreed in trial participation, were
scheduled for similar follow-up examinations. Two studies used a two-stage trial
design as proposed by Rücker (1989) in which eligible subjects were prerandom-
ized first to a choice cohort, a PRPPT, or an RCT (Cooper et al., 1997a,b; Noel
et al., 1998). In another trial, children with otitis media (infection of the middle
ear) were prerandomized to tympanostomy (incision of the eardrum) with ade-
noidectomy (removal of the adenoids) or tympanostomy alone (Mattila et al.,
2003). Children whose parents refused the random assignment were treated
according to the parent’s choice, thus combining Zelen’s design (Zelen, 1979)
with a comprehensive cohort study.

Renjilian stratified obese patients according to their preference for group or
individual therapy in a 2 × 2 factorial randomized trial yielding subjects whose
treatment did and did not meet their preferred choice (Renjilian et al., 2001).

Studies enrolled a median of 137 patients in the randomized cohort (range
6–1796) and a median of 102 patients in the observational or preference cohort
(range 20–1814). Study details are summarized in Tables 27.4 and 27.5.
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TABLE 27.5. Patient flow (published data)
Study Screened Included Randomized Observed

Antman ? 90 42 48
Ashok 486 445 368 77
AWESOME 22662 2431 454 1650 physician-directed, 

327 patient-choice
Bain 114 98 36 62
Bakker 154 66 35 31
BARI 4107 3839 1829 2010
Bedi ? 323 103 220
CASS 24959 2099 780 1315
Cooper 273 135 randomized 90 randomized in 40 observed in

to PRPPT, 138 PRPPT PRPPT
randomized 
to RCT

Coward 54 39 6 33
de C Williams 412 249 121 (33 to waiting 128

list group)
DOPS 47720 2016 1006 1010
EORTC ? 1010 1010 Five hospitals, 27% of 

subjects (LE+RT: 29 
excluded, 133 random-
ized, LE: 93 excluded,
135 randomized

GBSG 2 ? 720 247 473
GBSG 3 ? 328 129 199
Gossop ? 60 20 40
Helsing 151 151 49 102
Henshaw 373 363 195 168
Kendrick 9453 476 421 55
Kerry 659 659 153 506
King 627 464 327 (130 2-way, 137

197 3-way)
Kitchener 739 712 prerandomized, 243 no choice

476 included (surveillance), 103 
surveillance and 
130 colposcopy by 
choice

Mattila 2497 306 prerandomized 137 accepted 169 declined random
allocation allocation

McKay 125 108 28 80
McKay 663 144 48 96
Melchart 308 171 115 56
Nicolaides 2094 534 selected 488 813

noninvasive 
screening, 35 
amniocentesis, 
1301 randomized 
or observed

Noel ? 305 assigned to 291 305
choice, 291 
assigned to RCT

Paradise 2043 187 91 96
Reddihough 69 60 34 26
Renjilian 135 75 (39 matching, 75

36 nonmatching 
preference)

Wallage 359 322 191 131
Woodward 148 80 60 20
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We considered the available trials of moderate methodological quality (Table
27.6). Measures of variance were available from 26 studies (79%). Concealment
of random lists was maintained by 20 investigations (61%). The intent-to-treat
principle was met by 16 trials (48%). Altogether, 17 articles provided a CON-
SORT flowchart. Four studies aimed at blinding outcome assessors.

We examined outcome criteria of high and intermediate reliability in 15 stud-
ies each (45%). Studies provided a median of 12 (range 0–65) patient character-
istics, enabling comparison of risk profiles among groups. Overall, we found no
obvious differences in the dichotomous and continuous baseline measures
between randomized subjects and those demanding a certain treatment (Fig. 27.2).

Figure 27.3 illustrates the ratio between the number of patients choosing the
control over the experimental intervention in the nonrandomized arms of trials,
permitting quantitative data synthesis. In the partially randomized patient preference
trial (PRPPT), comprehensive cohort design (CCS), and other trial formats, this
ratio ranged from 0.32 to 1.00, 0.51 to 4.13, and 0.28 to 1.11, respectively. In a
trial of chemotherapy versus best supportive care for advanced non-small-cell
lung cancer (NSCLC), only 5 of 102 patients opting for one or the other treatment
preferred best supportive care. The authors later summarized the results of the
preference arm (Helsing et al., 1998).

In another trial comparing cognitive with drug therapy for panic disorders,
patients who were offered a treatment choice exclusively preferred cognitive ther-
apy. Thus, comparisons were made only between outcomes of randomly allocated
and preferred cognitive therapy (Bakker et al., 2000).
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FIGURE 27.2. Number of dichotomous and continuous baseline characteristics and associ-
ated numbers of items showing differences between groups at the two-tailed 5% level.
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Melchart
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McKay
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other designsPRPPT and trials indexed as PRPPTCCS

FIGURE 27.3. Ratio of patients preferring the control over the experimental treatment.
CCS = comprehensive cohort design; PRPPT = partially randomized patient preference trial.

Quantitative Analysis

A full comparison of outcomes between randomized and nonrandomized arms
could be carried out in 22 studies. Absolute effect sizes were comparable for the
two groups (Fig. 27.4).

Of 12 trials investigating binary outcomes (for example, overall survival), 9
showed no differences between experimental and control interventions in either
cohort (Fig. 27.5). Cooper observed better acceptability of medical therapy than
surgical therapy for heavy menstrual bleeding in both randomized and preference
groups (Cooper et al., 1997a,b). Counseling for depression performed better than
antidepressants in both cohorts of the hybrid study published by Bedi and
coworkers (Bedi et al., 2000; Chilvers et al., 2001; Miller et al., 2003).

Favorable results with vacuum aspiration compared to medical abortion noted
in the randomized part of the trial conducted by Henshaw and coworkers (1993)
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were not reproduced in patients preferring one or the other treatment. Overall sat-
isfaction was higher in the preference groups. Altogether, 70 of 94 (74.5%) and
83 of 99 (83.8%) women randomized into the medical and surgical arms for abor-
tion would have opted for similar treatment in the future. In the preference arms,
these rates were 68 of 72 (94.4%) and 76 of 84 (90.5%), respectively.

Of 10 studies with ordinal or continuous outcomes (mainly quality of life
assessments), 8 showed no difference between experimental and control inter-
ventions in either group (Fig. 27.6). Bain and coworkers (2001) observed

recurrence free survivalEORTC

over all survivalBARI

fetal survivalNicolaides

all fracturesDOPS

satisfied with treatmentCooper

5-year survivalAWESOME

back pain at 6 monthsKendrick

opt for similar therapyHenshaw

good outcomeBedi

5-year survivalCASS

disease-free survivalAntman

0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%

randomised preference

Event rate (95% CI), experimental Event rate (95% CI), control

FIGURE 27.4. Absolute effect sizes (with 95% confidence intervals) among patients receiving
the experimental or the control treatment by choice or by chance. CI = confidence interval.

Risk Difference (95% CI), randomised cohort
favors experimental favors control

Risk Difference (95% CI), preference cohort
favors experimental favors control

−80% −40% 0% 40% 80% −80% −40% 0% 40% 80%

BARI
EORTC

Nicolaides

DOPS
Cooper
AWESOME
Kendrick
Henshaw
de C Williams*
Bedi
CASS
Antman

FIGURE 27.5. Outcome differences (dichotomous endpoints) between randomized and
choice groups. Risk differences were derived from published numbers needed to treat
(NNT). CASS = Coronary Artery Surgery Study; AWESOME = Angina With Extremely
Serious Operative Mortality Evaluation; DOPS = Danish Osteoporosis Prevention Study;
BARI = Bypass Angioplasty Revascularization Investigation.
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favorable results with microwave ablation under local anesthesia compared to
general anesthesia for dysfunctional uterine bleeding in the randomized cohort
[weighted mean differences (WMD) in a semantic differential scale: 0.42; 95%
confidence interval (CI): 0.19–0.64]. Again, this benefit could not be reproduced
in the patient-preference cohort (WMD −0.06, 95% CI −0.22 to 0.09) (Coward,
2003).

Only one trial demonstrated a significant difference in standardized mean dif-
ferences (SMD) of outcome measures in favor of the preference arm that was not
observed in the randomized cohort (Kerry et al., 2000). Another six studies were
available in which outcomes after treatment allocation could be compared accord-
ing to random codes or preferences.

Bakker found no differences in the mean number of panic attacks per week
after cognitive therapy by allocation or preference (SMD 0.28, 95% CI −0.21 to
0.76) (Bakker et al., 2000). There was also no difference in 1-year survival
between subjects receiving etoposide/carboplatin or best supportive care for
NSCLC either by chance or choice [risk difference (RD) 8%, 95% CI −14 to 29)
(Helsing et al., 1998). The relative risk reduction (RRR) for otitis media episodes
per person-year by tympanostomy plus adenectomy versus tympanostomy alone
in randomized and nonrandomized groups was estimated at 19% (95% CI −14 to
43) and 25% (95% CI −13 to 50), respectively (Mattila et al., 2003).

Finally, in the German Breast Cancer Study Group trials (GBSG 2 and 3), no dif-
ferences in survival were noted for six cycles of cyclophosphamide/methotrexate/
fluorouracil (CMF) versus three cycles (randomized: relative risk (RR) 0.9, 95%
CI 0.7–1.2; nonrandomized: 0.9, 95% CI 0.6–1.4) or 6 × CMF plus radiotherapy
versus 6 × CMF alone (randomized: RR 0.8, 95% CI 0.5–1.3; nonrandomized:
0.8, 95% CI 0.4–1.5). Favorable results with tamoxifen over no tamoxifen were
noted only in the nonrandomized group (randomized: RR 0.8, 95% CI 0.5–1.0;

Standardized Mean Difference (95% CI)
favors experimental favors control

−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0

Standardized Mean Difference (95% CI)
favors experimental favors control

−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0

Melchart

Kerry

Reddihough

Renjilian

Paradise

Woodward

McKay

King, Ward

Bain

FIGURE 27.6. Outcome differences (continuous measures) between randomized and choice
groups. Note that mean differences were standardized to allow global comparison of stud-
ies and do not reflect absolute differences in original scales.



nonrandomized: 0.5, 95% CI 0.3–0.8) (Schmoor et al., 1996, 2000, 2002;
Sauerbrei et al., 2000).

Discussion

The hypothesis of this systematic review was that patients’ preferences influence
the results of clinical trials. To test this theory, we selected studies in which par-
ticipants were allocated to treatment groups by choice or chance. We implicitly
assumed that respecting preferences generates two independent populations of
patients.

The available data do not corroborate this assumption. Random and preference
groups were comparable in demographic and risk profiles. We could not reveal a
regular pattern of outcome differences between random and preference arms. We
were also unable to find evidence for strengthened effects if patients are allowed
to choose their treatment option freely. These observations contradict previous
theories of additive preference effects in clinical trials.

We could replicate the findings of King and colleagues (2002). Adding some
studies not included in the previous review and selecting partly different end-
points did not change the overall results. Indeed, additional information permits
a more detailed discussion of the findings.

Only four protocols unambiguously followed the PRPPT rules. As shown in
Table 27.3, varying statements about allocation procedures suggest that few
investigators comprehended the conceptually subtle, but essential, difference
between the PRPPT and the CCS approach; and if they did, the PRPPT schedule
was difficult to maintain. Unless the distinct order of informing patients is main-
tained, the randomized arms of a hybrid trial cannot be free of preference effects
(McPherson & Chalmers, 1998). This preference contamination hampers data
interpretation.

Patients rarely can or will take over the decision and the responsibility for or
against a certain intervention alone, regardless of their doctors’ recommenda-
tions. Thus, it may be impossible to distinguish between a patient’s preference
and the doctor’s persuasiveness. Poor concordance between the parties, perpetu-
ated by the degree of acceptance of the assigned treatment, makes outcomes
unpredictable.

We are aware that a mismatch between the favored, guessed, and actual treat-
ment introduces bias in blinded trials (Halpern, 2003). Because blinding and
placebo control are of ancillary importance to the PRPPT design, we do not
embark on this discussion.

In the real world, a state of “information vacuum” is the exception rather than
the rule. Previous experiences and recommendations by relatives, other patients,
and traditional beliefs further contribute to the choice of a certain intervention.
We have to admit the power of information, regardless of its validity, as well as
its verbal and nonverbal forms of communication. The Internet and the media
play a significant role in spreading preliminary knowledge from scientific
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meetings that may be qualified by further investigations but induces confidence
and hope (Schwartz et al., 2002).

We cannot predict how the availability of a new treatment will effect the deci-
sions of patients and whether a hybrid study is still possible in this scenario. On
the one hand, patients may preferably desire the new (promising) treatment, pro-
longing recruitment to randomized arms. On the other hand, the available studies
showed a slight trend favoring control over experimental treatments.

Because of the small number of true PRPPTs, current evidence is inadequate
to reach meaningful conclusions about the impact of patient preferences on out-
comes. Minor deviations in study protocols from the original PRPPT design may
have a greater impact than is generally expected.

The current lack in risk and outcome differences between cohorts generated by
chance or choice emphasizes our lack of understanding the preference problem.
Further conclusions are premature and require scientific approval on a larger
scale.
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It is assumed that shared decision making and respecting patients’ preferences
increases the comfort of both providers and consumers of health services. It is
also plausible to expect enhanced effect sizes and improved outcomes with treat-
ment options that match patients’ demands.

Two recent systematic reviews challenge this assumption (King et al.,
2005). In hybrid studies that incorporated both a randomized and a preference
arm, differences were not noted in risk profiles or in outcomes between sub-
jects who were allocated to a treatment group by choice (preference) or chance
(randomization).

The correct interpretation of these findings may have significant consequences for
research and clinical practice. The matter of debate is whether randomization can
generally, sometimes, or never be replaced by allocation according to preference.

Randomized Trials and Hybrid Designs

By reducing bias, the randomized controlled trial (RCT) takes credit for uncovering
causal relations between interventions and outcomes. However, the RCT represents
an artificial tool that has little in common with clinical decision making.

We do not want to recapitulate RCT issues that have been extensively discussed
in the literature, such as limited external validity (Kaptchuk, 2001; Rothwell,
2005), doctors’ efforts to breach random codes (Schulz, 1995), and, with blinding,
patients’ attempts to find out what treatment they received (Fergusson et al., 2004).
It is nevertheless remarkable that so much energy is spent to undermine the archi-
tecture of a trial concept that aims at demasking “true” effect sizes. The need for
alternative or hybrid formats was recognized early, leading to various design pro-
posals to overcome the reluctance to comply with conventional RCTs (MacLehose
et al., 2000).

Three major trial concepts characterized by the following steps have been
established in research practice.



Prerandomization Designs

● Randomize subjects before obtaining informed consent.
● Ask patients of both randomized groups for acceptance of random assignment.
● In case of refusal, treat according to preference.

The prerandomization design (Zelen, 1979, 1990) was developed to enhance
recruitment rates in clinical trials with expected imbalanced preferences, that
is, most patients were expected to prefer one of the offered treatments. Typical
examples are studies that compare an experimental treatment with no treatment
(null-arm control) (Riethmüller et al., 1994).

Patients who refuse the treatment assigned by randomization compromise the
validity of the study. To circumvent this problem, the original design was modi-
fied in that only individuals assigned to the experimental treatment group were
informed about randomization. Patients assigned to the control group (receiving
standard therapy or no treatment in the absence of an accepted standard) are not
informed about their participation in a clinical trial.

Despite unsolved ethical questions, both design variants are inadequate to
study preference effects. The original design violates the randomization proce-
dure, whereas in its modification preference effects can occur only in the experi-
mental group (because only these patients provide informed consent) (Porzsolt
et al., 2003, 2004).

Comprehensive Cohort Design and Its Variants 
(Randomized Trial and Parallel Registries)

The comprehensive cohort design (CCS) (Olschewski & Scheurlen, 1985) and
CCS variants (randomized trial and parallel registries) require the following
questions.

1. Ask patients if they are willing to participate in an RCT.
2. Randomize subjects who agree.
3. Treat subjects who refuse random allocation according to their preference.

Partially Randomized Patient Preference Trials

Partially randomized patient preference trials (PRPPTs) have the following
criteria (Brewin & Bradley, 1989).

1. Ask for preferred treatment first.
2. If subject is undecided, offer randomization.

The differences between CCS studies and PRPPTs are subtle but essential.
Randomization requires both absence of a preference and absence of averseness
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to allocation by chance. In clinical research, it is almost impossible to determine
which condition influences the patient’s decision. Patients in a CCS study have
a higher chance of being randomized than in a PRPPT, despite a given preference.
The primary aim of the CCS is recruitment of patients in a randomized trial. In
contrast, the PRPPT design is chosen if the primary goal is to exclude patients
with an existing preference from randomization. Consequently, the randomized
arms of a CCS study are more frequently contaminated by patients with prefer-
ences than the randomized arms of a PRPPT.

Of 33 studies identified in our review, only 4 (12.1%) unambiguously followed
the PRPPT schedule, whereas another 7 (21.1%) were called PRPPTs but were
more likely to represent CCS studies. At best, only one-third of these studies
could reveal preference effects.

Theoretical Methodological Advantages of Partially
Randomized Patient Preference Trials

If conducted properly, the PRPPT segregates patients with preferences from those
without preferences. This creates a randomized cohort uncontaminated by latent
preference effects and makes it possible to estimate their influence on overall
outcomes.

We use a simplification of previous models of additive and interactive preference
effects to illustrate this theory (McPherson et al., 1997; McPherson & Chalmers,
1998; Halpern, 2003).

Consider the effect sizes eA and eB observed with treatment options A and B in
a clinical trial. Not surprisingly, the overall effect size divides up into the active
principle (for example, a pharmacological effect) aA and an additive (or prefer-
ence) component pA(A) that only works if the actual treatment meets the patients’
expectations and demands. Thus, we observe the following.

eA = aA + pA(A) ≈ maxA

eB = aB + pB(B) ≈ maxB

Effect of Preferences on the Results of “Classic” RCTs

In the unlikely situation of an ideal RCT, where patients have no preferences, the
additive components pA(A) and pB(B) do not exist. The observed effects are caused
by the active principles aA and aB. The maximum achievable effects, however, are
not reached.

In reality most patients who participate in a RCT have a weak preference for
treatment A or treatment B. Patients with strong preferences generally refuse to
participate in RCTs, regardless of the treatment option they prefer. The special
situation of a general preference for a certain treatment option was already
discussed in the context of the Zelen design.
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Preferences of patients and their doctors limit participation in RCTs (Ross
et al., 1999; Sehouli et al., 2005). The stronger the preference, the less likely is
the acceptance of randomization. Thus, strong preference cannot be expressed or
detected in RCTs.

PRPPTs minimize the contamination of randomized groups and might repre-
sent the best available method to study populations with moderate preferences.
Again, it is unlikely that strong preferences would be detected in PRPPTs because
patients and doctors with strong preferences refuse to participate in the random-
ized treatment arms.

Conclusions

Both systematic reviews failed to demonstrate differences in outcomes when ran-
domized and preference-based groups were compared. In addition, no differences in
the risk profiles between randomized and preference-based groups were detected.
The most likely explanation for these observations is the contamination of random-
ized groups by preferences, which is supported by evidence presented in Table 27.3
(see Chapter 27).

Preference has been discussed in the academic literature as a potential confounder
of clinical trials but has not been mentioned in clinical research practice. The possi-
ble reasons are a lack of awareness of the problem and a lack of accepted methods
to quantify the influence of results by preferences.

The available evidence suggests that RCTs are contaminated by preferences.
This problem cannot be substantiated or solved unless methods to assess the effects
of preferences are developed. At this stage of the debate, we can identify the prob-
lem and stress the need for action. In answer to our initial question, it may indeed
be necessary to replace randomization by preference allocation if a study aims at
assessing the effects of preference rather than treatment.

To quantify the impact of preferences on outcomes, preference must remain the
single independent variable in a clinical experiment. Treatments can be random-
ized, whereas preferences cannot. Consequently, three aspects must be considered
in an ideal clinical preference trial. First, patients without preferences must be
excluded from the study, as they would attenuate effect sizes. Second, all included
patients must receive the same treatment regardless of their preference. Otherwise,
treatment is introduced as a second variable. Third, patients must not be informed
about the treatment they receive to avoid jeopardizing the preference. This implies
that the patient cannot distinguish between the treatments under investigation.

Possible design options for such studies are summarized in Figure 28.1.
Because these studies abandon informed consent but use information as an exper-
imental variable, they induce ethical conflicts and cannot be realized unless the
scientific community and institutional review boards allow exceptions to
presently accepted ethical rules. With established trial designs conforming to our
current ethical framework, it is difficult if not impossible to reveal preference
effects (King et al., 2005).

28. Randomized Trials and Preference Effects II 295



Investigating preference effects is not only an academic question. It may
change our understanding and the practice of clinical research.
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FIGURE 28.1. Design options with preference as the single independent variable. Left.
Preference cohort design. Patients without a strong preference for treatment A or B are
excluded. All other patients are asked for their preference. Regardless of their preference,
they are assigned to treatment A. The treatment decision is not communicated. Right.
Preference random design. Patients without a strong preference for treatment A or B are
excluded. All other patients are asked for their preference. Without being informed,
patients are randomly (R) assigned to treatment A or B. The treatment decision is not com-
municated. Because patients prefer A or B they must be unable to identify the actually
applied study treatment.
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This book is about gaining value for patients in health care. We have covered a lot
of territory, ranging from ethical and philosophical issues to the contributions of
psychology and clinical medicine. Portions of the book consider problems in clini-
cal practice, such as overdiagnosis, patient preferences, and assessments of quality
and safety in health care. We have also considered methods in economic analysis
and clinical epidemiology. Considering the collection of chapters, what general les-
sons have we learned? In this final chapter we summarize some of these issues.

Mistakes We Have Made

To move forward, we must reexamine where we have been. Health care is the
largest sector in the economy in most developed countries (Anderson et al.,
2005). We have been unable to control health care costs for a variety of reasons.
First, we have had difficulty spending in a responsible way. In the United States,
for example, health care costs have grown from 4% of the gross domestic prod-
uct during the 1960s to nearly 15% today (Smith et al., 2006). Was health care in
the 1960s really that bad to justify this dramatic increase in health care costs, or
has our system undergone a change in the estimation of the value of health care?

The increase in health care costs is associated with higher prices for products
manufactured by companies that provide health benefits for their employees. For
example, General Motors (GM), the world’s largest automobile producer, is cur-
rently on the verge of bankruptcy largely because it has been unable to control
expenses. One of the largest controllable components of the GM budget is health
insurance for the employees. Many health care services are attractive. However,
to control costs in all economic sectors (not only in health care), tough decisions
must be made about which services are necessary and which provide best value
for patients.

The second problem is overdiagnosis. Improvements in diagnostic technology
have led to significant increases in the rate of disease identified within communi-
ties. Several chapters in this book discuss the problem of pseudodisease—disease
that, although identifiable, does not have any adverse affect on patients if left



untreated. In the future, we will be faced with the challenge of selecting not only
treatments but diagnostic tests. Patients diagnosed with a disease are likely to
demand treatment, even when the value of treatment is expected to be low.
Pseudodisease is the diagnostic equivalent of ineffective and potentially harmful
treatment; and it therefore deserves attention.

The third problem is the lack of interest in value. Not all treatments afford an
equal level of benefit to patients. Some offer only minor benefit, whereas others
produce substantial changes in patient outcome. Furthermore, the cost to produce a
unit of benefit differs dramatically across treatment options. Until recently, health
care decision makers expressed little interest in estimating value for patients. With
shrinking budgets and a continually increasing menu of attractive options, it is no
longer ethical to advocate for every option. We must concentrate on choices that
offer the best value for the communities served. More interest in the emerging value
(outcomes research in addition to clinical research) is an essential part of feedback
and successful quality management.

Finally, physicians and administrators have often spoken on the behalf of
patients. A growing amount of literature suggests that patients may make deci-
sions independently of their health care providers. These patient preferences must
find their voice.

Emerging Problems

Several chapters in this book document abuse of the health care system by both
users and providers. There is substantial variability in the use of health care serv-
ices among countries and even among communities in the same country. Health
care providers often order tests and provide treatments that have limited value for
patients. Excessive utilization increases the cost of health care without necessarily
producing benefits.

Aggressive approaches to diagnosis and treatment result in overestimates
of illness in communities. Many people are diagnosed with health problems, and
substantial proportions of all populations consume prescription medications.
These treatments often result in better patient outcomes. However, the inflation of
illness through overdiagnosis also leads to inappropriate use of resources, high
costs, and exposure of patients to medical errors and potentially harmful side
effects of treatment.

Societies are becoming increasingly concerned about health care costs. Some
advocate cost-effectiveness analysis as a means of cutting costs and not neces-
sarily as a method to gain value for money. The purpose of cost-effectiveness
analysis is not to save money. In fact, most advocates of these methods would
prefer to keep budgets constant or to increase them. The purpose of cost-
effectiveness analysis is to save lives, not to save money. Thoughtful analysis can
be used to gain the greatest value for the resources available to decision makers.

We believe that more cross-disciplinary discussions are required. Experts often
favor the methods they know best. Problems in health care are complex, and they
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can be solved only by taking a look at the broad prospective offered by multi-
disciplinary studies. One example is the introduction of economic thinking in
health care.

Economic Thinking

The chapters in this book have explored issues in outcomes research and the chal-
lenge of estimating value for patients. We began with the discussion of CLINECS,
a concept that brings together thinking from several academic and medical disci-
plines. A central component of the CLINECS model is the application of economic
thinking to problems in medicine and health care. We believe CLINECS thinking
may change the way health care is delivered.

Clinical Economic Thinking

Economics is an established social science. It is well integrated into academia and
public policy. However, there has been relatively little penetration of economic
thinking into medicine and health care. The one major exception is outcomes
research and medical decision making. Economists have a unique way of think-
ing about problems. There are a variety of ways in which economists might think
differently from those trained in other disciplines. We briefly outline some of
these ideas and then apply them to health care.

Tradeoffs

Advocates in health care often argue that programs require more resources.
Cardiologists argue that more tests and procedures should be funded. Oncologists
press for greater use of screening, chemotherapy, and new approaches to tumor
management. Pediatricians argue that more money must be spent on children. All
of the specialists have similar arguments. They need more money.

When budgets are limited, more expenditures in one area may reduce expendi-
tures elsewhere. In other words, funding decisions require tradeoffs. Economists
take these tradeoffs very seriously. Much of their science involves a systematic
evaluation of the risks and benefits of various alternatives. This can also be
applied at the individual level. Selection of treatment options often requires a bal-
ance between positive effects and negative consequences. A careful enumeration
of risks and benefits and the development of systematic models that assist in mak-
ing these tradeoffs is an important part of economic science.

Although economists study costs, they define costs more broadly than most
people, who think of costs solely in terms of money. Accountants consider how
much money must be devoted to each alternative. Economists use the term cost
in a broader sense. For economists, a cost is what must be surrendered to obtain
a particular alternative. For example, recovery from surgery is a cost of the deci-
sion to have an operation. Investment in a cancer-screening program might mean
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that there are not enough resources to purchase new radiology equipment. Costs
describe what is traded off when a decision is made. Some costs are monetary,
and some reflect nonmonitary preferences. Monetary costs are relatively easy to
quantify. Some of the other costs require new assessment methodologies.

Development of decision models requires a consideration of components of the
decision process. Some of these components are subjective, such as the values
and quality of life. Some components are economic, including the amount of
money required to execute choices. Some aspects of the decisions require the use
of epidemiological data to estimate the number of people involved. Furthermore,
the decisions require evidence-based data to estimate the potential gains derived
from the various treatment alternatives. Throughout this book, we and the other
authors have attempted to clarify some of the important components of these
decisions. The most important lesson from economic thinking is that health care
costs will definitely rise unless tradeoffs are taken seriously.

Selfishness Is Important

Most people express concern when self-interest in making choices is emphasized.
Economists view selfishness differently. They believe that selfishness is required
for economies to succeed. For example, individual decision makers optimize their
resources by choosing alternatives that give them the most satisfaction at the
lowest cost. Markets work best if consumers attend to their own self-interest. For
example, if I shop to obtain the lowest price on a product, others will benefit
because providers who want my business must offer the best service or product
at the lowest cost. This competition forces the price of the product to be lower.
Economists do not criticize people for being selfish. Instead, they argue that
selfishness, or consumer sovereignty, is not only necessary but desirable. This
important feature cannot work in health care services or systems that are publicly
financed. Therefore, health care that is completely free may produce more harm
than good.

Importance of Markets

Economists take markets very seriously. For several centuries economists have
described the benefits of free market systems. In 1776 Adam Smith, the noted
British economist, built on earlier observations to describe the almost magical
order created by free market exchange. Smith suggested that transactions were
guided by an “invisible hand” (Smith, 1776). Many economists believe that
markets are a force of nature. Furthermore, they suggest that attempts to disrupt
markets sometimes cause serious problems.

Health Care and Economic Thinking

One of the difficulties with health care is that many important economic princi-
ples are challenged. For example, it is difficult for consumers to maximize their
utilities in health care. Instead of making their own decisions, patients often have
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decisions made for them. They are not able to purchase products that maximize
the use of their own resources because many of the important products are con-
trolled by prescription. Although most physicians want to act in the best interests
of their patients, it is not clear that they fully understand patient preferences when
making these decisions. Tradeoffs, which are so important to economic thinking,
are not valued in the same way by health care providers and their patients. Several
of the chapters in this book address this issue. Decisions in health care often
violate consumer sovereignty and do not involve the systematic use of decision
models. Furthermore, the delivery of health care often disrupts natural market
forces because they remove the all important consumer (patient) from the deci-
sion process. According to economic thinking, there are serious consequences for
disrupting market equilibrium. If markets are a force of nature, there is a price to
pay for polices that restrict free trade and systematic selfish decision making.

Outputs Versus Outcomes

To take this thinking into consideration, we must distinguish outputs of health care
from outcomes of health care. As noted in Chapter 3, outputs include laboratory
results and clinical tests. Outcomes emphasize the effects on quality and quantity
of life demonstrated by measures such as the quality-adjusted life-year (QALY).
Studies of outputs might consider only the costs of interventions, whereas studies
of outcomes attempt to evaluate systematically the tradeoffs using economic mod-
eling. The CLINECS model places greater emphasis on patient preferences and
perceptions. It emphasizes the benefits of care from the patients’ perspective.

This book lays out various methodologies to begin addressing these problems.
It considers the contributions from disciplines including psychology, philosophy
and ethics, clinical epidemiology, medicine, and economics. The authors consider
problems regarding the safety of health care, the meaning of clinical tests, the
value of evidence-based care, and the effectiveness of treatments. Economic
perspectives evaluate the relative benefit of various alternatives. Philosophical
and ethical contributions probe the value of selecting alternatives from both the
individual and the societal perspectives.

Summary

The delivery of medicine and health care in North America and Europe will
continue to evolve. We are hopeful that the perspectives described in this volume
can contribute to this debate. The practice of medicine must evolve beyond the
simple diagnosis and treatment of disease. Progress in basic and clinical research
is essential but no longer sufficient. The new aspect is the added value to patients
in day-to-day health care. Resources are limited, and new ways of thinking about
problems are required. We hope that this book will contribute to future health care
decision making.
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