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Supervisor’s Foreword

In arid and semiarid areas, surface evaporation is among the main components of
land surface process. In the top soil layer, the coupled heat and mass flux is the
dominant flux controlling the evaporation process, influencing local climate
patterns, and playing a critical role in maintaining the local ecosystem.

In order to understand the importance of surface evaporation, Yijian Zeng
systematically investigated the theory on coupled moisture and heat transport in
the soil developed by Philip and de Vries in 1957 (thereafter PdV theory). The
PdV theory postulated that vapor transfer in the soil would be enhanced due to the
local air temperature gradient, which accelerates the pore-scale condensation and
evaporation processes. However, because of the difficulties to observe this pore-
scale process, many researchers have questioned the existence and physics basis of
the vapor enhancement. The author decided to tackle the enhanced vapor transfer
in the PdV theory as the key issue.

Although the enhanced vapor diffusion was proven to be present in the soil and
the omission of vapor convection in PdV theory had been pointed out by many
researchers, there was no satisfactory explanation of the mechanism involved after
more than a decade of debates. The author is the first to tackle this issue by using a
two-phase heat and mass transport model. He analysed the airflow effects on
surface evaporation and pointed out the necessity of including airflow mechanism
in land surface process studies.

With a control sand bunker experiment, Yijian discovered how the thermal or
isothermal soil moisture fluxes can alternatively dominate in soil on a daily scale.
In order to generalize this finding to a natural environment, he designed a field
experiment in the Badain Jaren Desert. With detailed observation of micromete-
orological and soil physics parameters, he assessed how much precipitation could
be evaporated and how much could be conserved in the sand. This helps to
understand how the evaporation process can be explained by the PdV model, and
can be subsequently used to evaluate the water sources for desert plants.

On the basis of the experimental analysis, he realized that the single-phase
transport mechanism of the PdV theory cannot explain the discrepancy between
model estimates and field observations of vapor fluxes in the soil. In order to

vii



overcome this, he built a two-phase heat and mass transport model to consider
vapor transport with diffusion, advection, and dispersion mechanism, based on
previous works. The results show that the newly developed model outperforms the
PdV model in calculating surface evaporation by comparison with field observa-
tions in desert. This supports that the vapor convection should be taken into
account in the PdV model, especially in desert areas.

To further explain why the newly developed model is better than the PdV
model in the desert, Yijian conducted an insightful investigation on the driving
forces of the two models. He found that the difference between the two models can
be attributed to the movement of vapor from the atmosphere to the soil.
Furthermore, in order to understand how a changing climate can affect patterns of
evaporation at a regional scale, he investigated the use of the newly developed
model in a data assimilation framework to retrieve soil moisture and temperature
profiles. This opens a new avenue for retrieving profile information that is not
directly observable by Earth Observation of land surface properties.

Enschede, August 2012 Prof. Z. Su
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Chapter 1
General Introduction

1.1 Scientific Background

1.1.1 Soil Moisture

In unsaturated soils, soil water transport has both a liquid and a vapor phase. This
implies the frequent exchange of mass and energy between liquid and vapor. Such
a coupled soil moisture and heat transport mechanism in the top shallow soil layer
reflects the land surface process, which plays a critical role in partitioning the
precipitation into surface runoff, evaporation, and groundwater recharge. Simul-
taneously, it controls the conversion of incoming solar and atmospheric radiation
into sensible, latent, and radiant heat loss. One of the key parameters in the land
surface process is soil moisture.

Soil moisture could potentially affect the global climate and is considered a
critical factor by global change studies [29, 50]. There are many existing land
surface schemes, which provide boundary conditions for global climate models
and atmospheric weather prediction models, estimating the exchange of energy,
heat and water vapor between the land surface and the atmosphere [24]. All these
schemes are based on parameterization of plot scale sensible heat and moisture
transfers in the soil–vegetation–atmosphere system and scaled up to a model grid
using a statistical approach. To a large extent the treatment of soil moisture
processes determines the amount of exchange taking place in these schemes,
consequently influencing other variables in the atmosphere (e.g. cloud and
precipitation).

However, due to high nonlinearities, moisture retention hysteresis, soil heter-
ogeneity and multiple length and time scales, soil moisture transport is difficult to
model. The usual approach to solving the numerical model of water flow in the soil
involves the assumption that soil water flow is a single-phase flow (e.g. liquid
phase). This assumption causes the discrepancy between model-calculated and
field-measured soil moisture fluxes. This discrepancy led to the pioneering work
by Philip and de Vries [73], who developed a coupled moisture and heat transport
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model (hereafter PdV model) considering the enhanced water vapor transport in an
effort to eliminate this discrepancy. Their work advanced hydrological research in
the arid and semi-arid regions [8, 62], where the soil moisture variation in bare soil
is characterized by vapor transport in the upper soil layer, while water movement
in the liquid phase is negligible, as the surface layer is extremely dry [35, 36, 85].
Dominant vapor transport in the surface soil layer can result in cumulative res-
ervation of water in the unsaturated zone [86–88] and play a critical role in
maintaining the vegetation as well as the whole ecosystem in arid areas [94].
However, although the PdV model improves the estimation of soil moisture flux,
the discrepancy still partly exists.

1.1.2 Land Surface Models and Data Assimilation System

Even though modelling soil moisture is difficult, as mentioned above, the
importance of soil moisture has resulted in a large number of land surface models
to investigate the exchange of energy, mass and momentum between the atmo-
sphere and the land surface. However, the complex interactions between numerous
intricate land-surface processes make it impossible, and probably unnecessary, to
integrate all the details of these processes into a numerical scheme. Hence, most
land surface models (LSMs) are based on various simplifications and parameter-
izations of evapotranspiration [61, 100], soil moisture [52, 59, 102], surface energy
[21, 101, 118], snow [119], runoff [56, 58], vegetation [19, 22, 69], or interception
[23, 113], to name a selection. According to Sellers (91), these parameterizations
in land-surface processes can be defined with a wide range of LSMs from the first
generation with roots in Manabe’s philosophy [59] to the third generation that
originate from Deardorff’s research [19].

Most aforementioned LSMs have been extensively incorporated into atmo-
spheric general circulation models (AGCMs) to investigate land-atmosphere
coupling strength [51]. A problem in the land-surface/atmosphere coupling sim-
ulation is that the space–time scales of evolutions between AGCMs and land-
surface processes differ greatly. This problem cannot be explicitly resolved within
numerical model discretization [27]. Numerical weather prediction (NWP) usually
requires initialization of global or regional AGCMs at 6-hourly intervals for all
land prognostic variables in the entire three-dimensional domain. Compared to
such requirements, in situ measurements of the earth system and satellite remote
sensing observations are not sufficient [77], in spite of improved availability of
varied data sources. Hence an alternative approach was developed, assimilating
observed hydrological and climatological conditions into LSMs to produce
continuous spatial and temporal land-surface state variables, which can subse-
quently be assimilated into AGCMs to forecast the state of the atmosphere [70].
A land data assimilation system (LDAS) [40] has been developed to implement
this alternative approach, using advanced land surface modeling and data assim-
ilation techniques. LDAS aims to constrain spatial and temporal errors in
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land-surface prognostic variables (e.g. soil moisture and temperature), providing
optimal initialization for AGCMs by interpolating/extrapolating the remote sens-
ing and ground-based observation data. LDAS thus aims to determine the best
possible representation of the coupled land-surface/atmosphere system.

1.1.3 A Brief History of Hydrological Data Assimilation

In essence, the application of data assimilation methods to hydrological problems
can be put into the category of land surface data assimilation, as it aims to utilize
hydrological process knowledge incorporated in a land surface model, as well as
information gained from observations. There have been several reviews on
hydrological data assimilation. Most recently, Houser et al. [45] gave a brief history
of hydrological data assimilation and described the data assimilation techniques
used. The direct insertion assimilation method was used first in hydrological
problems [6, 46, 76]. Then, the statistically optimal techniques [i.e. the Kalman
filter (KF) and the extended Kalman filter (EKF)] were implemented by Milly [64]
and Milly and Kabala [65]. Years later Entekhabi et al. [28] and Galantowicz et al.
[32] extended the application of optimal estimation techniques, assimilating
synthetically-derived data and field observations into a one-dimensional soil
moisture and temperature diffusion model, using the EKF. Since then, there have
been many one-dimensional KF/EKF assimilation studies, such as Walker et al.’s
[110, 111] work on assimilating soil moisture and temperature profile using
synthetic data, which has been widely recognized.

Above-mentioned research mainly focused on classical one-dimensional soil
water diffusion models for point profile estimation, where statistical rigour could
be applied due to the low computational requirements. When the problem size
increased from one dimension to three dimensions and even to the catchment/
continental scale, applying statistical rigour became more difficult. The KF and the
EKF proved impractical for large, highly nonlinear, three-dimensional models
[30]. Nevertheless, Georgakakos and Baumer [33] and Walker et al. [110] used the
KF to update a hydrologic basin model with near-surface soil moisture measure-
ments and to use the three-dimensional KF based assimilation in a small catchment
distributed hydrologic model.

To solve the large-scale problems, the Ensemble Kalman Filter (EnKF) was
widely applied to satisfy the requirements for field estimations. For lumped spatial
field estimations (e.g. single soil column or point-scale), Crow [14] used EnKF to
correct for the impact of poorly sampled rainfall data on land surface predictions of
root-zone soil moisture and surface energy fluxes, through daily assimilation of
brightness temperature observations. Crow and Wood [15] also applied EnKF to
compensate for errors due to the use of climatological rainfall data in predictions of
surface latent heat flux and root-zone water storage, by assimilating remotely
sensed soil brightness temperatures using point-scale TOPLATS results at two
sites. Apart from EnKF, EKF was also applied at a single site by Wilker et al. [116]
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to show the representativeness error induced by not properly representing soil
moisture from the NWP of the ECMWF. However, Reichle et al. [79, 80] were
among the first to assess the performance of the EnKF in hydrological data
assimilation and compare this to the performance of the EKF. Since then, the
application of the EnKF in hydrological problems has received wide attention.
Hydrological models that have used the EnKF include the one-dimensional
Richards’ equation [16], the three-dimensional saturated groundwater flow [78,
112] and transport model [57], a snow model [96], a distributed hydrological model
[11], an integral-balance saturated-unsaturated subsurface model [95] as well as
land surface models [55].

Land surface data assimilation represents the conjunction between data
assimilation and land surface models, and is frequently studied to improve the
accuracy of retrieving soil moisture content and soil temperature in the topsoil and
root zone layer [105]. Apart from estimating the soil state variables, the land
surface data assimilation is also applied to issues such as the impact of observation
frequency [109] and of model bias [17, 18, 81], parameter estimation [10, 49], a
combined state and parameter estimation [104], and dual estimation using two
interactive filters or optimization procedures [34, 68, 108].

Since the conceptual framework of the LDAS was established [66], LDAS
systems have been developed at a varying range of scales with near real-time and
high spatial resolutions, such as the NLDAS [13], the ELDAS [106], and the
GLDAS [83]. The specific assimilation approach of the NLDAS is a 4-dimensional
data assimilation system [67]; the ELDAS [102] employs a simplified EKF
developed by Seuffert et al. [93]; while the GLDAS [83] includes several data
assimilation approaches such as the EnKF, the EKF, optimal interpolation (OI),
and hybrid insertion techniques. The GLDAS is actually based on a land infor-
mation system (LIS) developed by the hydrological sciences branch at NASA’s
Goddard Space Flight Center [53].

1.2 Problem Statement

With the scientific background mentioned above, this thesis tries to identify the
basic study topics related to soil moisture and LSMs and LDAS, from a physical
process point of view. For soil moisture, the focus of this study is to understand the
enhanced vapor transport concept of the PdV model, which is the core of soil water
dynamics in arid and semi-arid areas. For LSMs and LDAS, this study tries to
investigate the performance of LSMs in hydrological data assimilation system,
which is essential to retrieving soil moisture and soil temperature successfully. The
rest of Sect. 1.2 will state the problems related to the above-mentioned topics, and
the problem definition is presented at the end of the section.

4 1 General Introduction



1.2.1 Enhanced Vapor Transport

The major contribution of the PdV model is the enhanced vapor transport theory
[73], which includes two parts: (i) pore-level phase change effects within liquid
islands between solid particles. The temperature-gradient-induced liquid flow
through the island equals the rate of evaporation and condensation, and the total
flux adjusts itself to equal the vapor flux in the air-filled pore; and (ii) the local
temperature gradient in the air-filled pores, which may be significantly higher than
the average temperature gradient as a result of different thermal conductivities.
The concurrent vapor and liquid flux through a series of liquid islands forms the
basis of the PdV model, considering the microscopic thermal gradient in air-filled
pores. However, due to the lack of evidence gained from direct measurements, the
enhanced vapor transport has been questioned for more than a decade, ever since
Webb and Ho’s [115] comprehensive review.

The PdV enhancement factor is analogous to the expression derived from the
thermodynamic theory of irreversible processes [48], and its existence has been
examined experimentally, studying pore-scale condensation and evaporation [37].
According to Webb and Ho’s statement [115], the PdV enhancement factor is
limited to temperature gradient. There is no enhancement if there is no temperature
gradient. The above-described facts actually demonstrated that the PdV
enhancement factor should be taken into account when there is a pore-scale
condensation and evaporation process (i.e. the existence of liquid islands and a
local temperature gradient in the air-filled pores). However, the limitation of the
PdV enhancement factor is that it cannot account for the enhanced vapor diffusion
induced by a concentration gradient under isothermal conditions [115], the
mechanism of which has been suggested to be included in the PdV enhancement
factor. Webb and Ho [114] even suggested that gas and vapor diffusion should be
treated differently. Gas diffusion decreases slightly in the presence of liquid
islands, while vapor diffusion may be considerably enhanced.

The above-mentioned literature illustrates that the PdV enhancement factor
exists when there are liquid islands between particles under temperature gradient.
At the same time, other mechanisms, such as concentration-gradient-induced
vapor diffusion, should be taken into account. The dry air concentration-gradient-
forced vapor diffusion can be one of these mechanisms. Although the PdV model
improves the theoretical predication of water vapor flux in the soil, compared to
the ‘‘simple theory’’ [39, 84, 97, 98, 100, 103], it doesn’t consider a two-phase
flow mechanism to include soil airflow induced by a dry air concentration gradient.
The water vapor transport is actually the gaseous phase transport of soil water, and
is a two-phase flow problem [89]. The application of Richards’ approximation
(i.e. the dry air in the soil is regarded as an inert gas) has caused discrepancy
between theory prediction and field data. Examples are the significant underesti-
mation of the magnitude and direction of vapor flux predicted by the PdV theory
[9], or the noticeable difference in the redistribution pattern of soil moisture and
temperature between prediction and measurement [41]. Both studies suggested that
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further development of the PdV theory to improve the description of field
conditions will need to consider additional mechanisms. Although the additional
mechanisms are not mentioned specifically, the gas phase flow, involving dry air
and vapor flow, is recognized to be an important mechanism that needs to be taken
into account.

Actually, there are three transport mechanisms for vapor transfer in the soil:
diffusion, advection and dispersion. The PdV model only considers diffusion of
water vapor in the soil. The enhancement factor of the PdV model enhances the
driving force for vapor diffusion (e.g. the microscopic thermal gradient in air-filled
pores). It is necessary to consider all vapor transport mechanisms in the soil to
estimate the soil moisture flux realistically. With the two-phase mass and heat flow
mechanism, not only diffusion can be considered, but advection of vapor transfer
(e.g. as part of bulk flow of air driven by dry air pressure gradient) as well. When
advection and diffusion are both considered, the dispersion of vapor transfer
should also be taken into account.

1.2.2 LSMs Performance

While LDAS systems aim to provide optimal fields of land surface state variables
and fluxes, LSMs-generated soil moisture data are often prone to error due to
insufficient model physics, inaccurate parameterization, initialization states, and
forcing data [45, 72]. Soil moisture in LSMs is usually regarded more as an index
used for land-surface water balance calculations rather than as a representation of
the physically-based moisture data [82] Seneviratne et al. [92]. The model-specific
indexation makes it inappropriate to directly transfer one LSM’s soil moisture into
another LSM for land-atmosphere coupling strength studies [52].

In order to systematically analyse the reason for the imperfect indexation of soil
moisture and improve its transferability in the coupled land-surface/atmosphere
system, extensive studies on evaluating model performance have been ongoing for
the past several decades [31]. The early-stage evaluations usually involve com-
paring simulations with ground-based measurements, focusing on certain parts of
the hydrological processes [82], or using the earlier version of the same LSM as
benchmark [19, 90]. Since Bastidas (5) and Gupta [38] introduced the multi-
criteria method to analyse the sensitivity of land-surface parameterizations, model
performance has typically been evaluated by searching for sets of parameters that
minimize the error across multiple model responses [43, 117]. The multi-criteria
method provides a more rigorous framework for analysis of multi-input/multi-
output models of dynamic earth system responses than the traditional single-
criterion approach [38], and helps to reduce the dimensionality of the parameter
estimation problem for LSMs by identifying insensitive parameters that can safely
be given default values regardless of the application site [5].

Along with the development of more complex LSMs in the past decade [74],
more sophisticated statistical approaches have been adopted to evaluate the model
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errors (and thus model performance). Abramowitz [1] benchmarked the
performance of LSMs against that of a statistically-based Artificial Neural Net-
work (ANN). The ANN captures the relationship between meteorological forcing
and surface fluxes, solely based on observational data without knowing the bio-
physics or soil physics of LSMs. The philosophy behind applying an ANN is the
question ‘‘If a LSM can outperform a simple statistical model without time
dependency?’’ considering that an ANN has an instantaneous response to the
atmospheric forcing data operating on a per time step basis [1]. The use of a
statistical model as a benchmark for a physical LSM may assist modelers in
understanding how much model-output residual (distance between model results
and observations) is acceptable, what the weakness is of a LSM and if that can be
overcome by developing a more physically-based representation of land-surface
state variables (e.g. soil moisture and temperature) [75].

Most aforementioned statistical models are mainly used to identify the weak-
nesses of LSMs in order to improve the model physics [2, 70], to scale land-
surface state variables for monitoring the real world’s hydrological state [52], or to
correlate soil moisture anomalies in the surface layer with anomalies in root zone
soil moisture for surface-root zone coupling strength studies [54]. The statistical
models can, for instance, provide statistical descriptions of the physical interac-
tions between the land surface and the atmosphere, the surface moisture and the
root-zone moisture, and between the instantaneous land-surface fluxes and the
real-time meteorological variables. However, these statistical models have no
mechanism to allow the internal state variables (e.g. soil moisture and temperature
profile) to evolve with time [3].

The model performance evaluations focus on model development by identifying
dominant parameters that dictate the physical realism of LSMs, responsible for the
right physical interactions between land-surface and atmosphere. On the other
hand, some of the key complexities have to be simplified in the operational off-line
mode of LDAS, due to the far from comprehensive model-physics representation of
the complicated feedbacks between the surface and the atmosphere. In order to
understand the local conditions and processes in environmental or agricultural
management studies, LSMs should be developed with a higher degree of com-
plexity [26, 45]. Nonetheless, Beven [7] and Duan et al. [25] have stated that more
complex LSMs result in more parameters to be estimated, probably leading to over-
parameterization given the data typically available for calibration. Although it is
precarious to over-parameterize land-surface processes [20], from the subsurface
physical point of view, soil moisture and soil temperature are still under-parame-
terized, even though they are the most studied estimation variables in LSMs [12].

In land-atmosphere interaction studies, implementing operational schemes to
assimilate remotely sensed observations or focusing on a certain specific purpose
(e.g. retrieval of a soil moisture profile), the data assimilation system typically
simplifies or avoids a number of key complexities in LSMs [99]. In terms of the
assimilation of soil moisture and soil temperature, the most common simplification
is the decoupling of concurrent flow of water and heat in soil [28]. However, the
traditional coupled process model (e.g. the PdV model) has been proven to
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perform better than the simplified model considering water vapor flux [47], which
is crucially important in calculating evaporation, subsequently affecting the
atmospheric modelling. Nevertheless, the vapor flow is only considered to be the
result of vapor diffusion, while the gas-phase flow mechanism (e.g. vapor flow as
part of the bulk flow of air in the soil) is ignored.

1.2.3 Problem Definition

This study, therefore, aims to tackle the following problems:

1. While the application of the PdV model has improved the estimation of soil
moisture fluxes, the discrepancy between theory prediction and field data still
exists. Although the need to consider additional mechanisms (e.g. gas-phase
flow) has been recognized [9, 41], the inclusion of airflow mechanisms in the
PdV model has not been explored and the uncertainty caused by this neglect has
not been quantified.

2. The practical implementation of assimilating satellite data requires simplifi-
cation of subsurface physics, leading to the popularity of decoupling the con-
current flow of soil water and heat (thus, no inclusion of airflow mechanism) in
data assimilation systems [28]. However, ignoring the airflow mechanism in
such a simplification may have a considerably negative impact on under-
standing the transport of CO2, and other trace gases [60], as well as surface
evaporation [120].

1.3 Statement of Objectives

In the coupled land-atmosphere system (vertical, one-dimensional), the land sur-
face provides water and heat to the atmosphere through surface evaporation (latent
heat flux) and sensible heat flux. To understand this coupled system, there is a need
to have a physics-based land model (e.g. inclusion of airflow in the PdV model),
combining water and heat dynamics in the soil and their transfer at the land–
atmosphere interface. This study aims to understand soil water and heat dynamics
taking the airflow mechanism into consideration, by developing a two-phase mass
and heat flow model. In accordance with the problem statement, the specific
objectives are:

1. Development of a two-phase mass and heat transport model (Problem A)
This model is designed to include an airflow mechanism in the PdV model. In
addition, in order to quantify the uncertainty caused by neglecting airflow, the
two-phase flow model development will be based on the PdV model. Thus, the
differences between the proposed model and the PdV model can be made
explicit.
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2. To detect the impact of soil airflow on the evaporation (Problem A)
Evaporation occurs on the surface in initially wet conditions, and takes place
below the surface when the soil dries. The impact of coupled moisture and heat
transport on evaporation has been studied in detail by Milly [63] and Novak
[71]. However, the effect of airflow on evaporation was not described, due to
the lack of knowledge of soil airflow in these studies.

3. To retrieve the soil moisture and temperature profile considering airflow
with a data assimilation system (Problem B)
The importance of profile retrieval of soil state variables (moisture and tem-
perature) by data assimilation has been discussed extensively [44, 32, 42, 110].
However, the inclusion of airflow in a land model for retrieving soil state
variable profiles has not been discussed in the context of data assimilation.
There is a need to check the necessity of considering an airflow mechanism and
how it performs in the data assimilation system for profile retrieval.

1.4 The Proposed Procedure

With these specific objectives in mind, the proposed procedure may be described as:

1. Investigating the diurnal pattern of the coupled process using the PdV
model
Before developing a two-phase mass and heat transport model, a full under-
standing of the traditional theory (PdV model) is needed. The diurnal pattern of
the coupled process can be constructed using the PdV model to analyse a field
experiment.

2. Exploring the hydrological application of the PdV model
It is worth exploring how the diurnal pattern may be used in a hydrological
application (e.g. effective infiltration). Thus, the redistribution of soil moisture
and temperature after rainfall will be examined.

3. Understanding the impact of including/excluding airflow on the evaporation
To implement the second objective, a two-phase mass and heat flow model needs
to be developed (the first objective). Then, the impact of airflow on surface
evaporation will be examined to evaluate the performance of this model
regarding hydrological applications, and to compare this with the PdV model.

4. Investigating the mechanisms of the airflow impact
It is worthwhile to understand how the airflow affects the soil moisture fluxes,
through investigating the driving forces and conductivities.

5. Retrieving soil moisture and temperature profile with a data assimilation
system
As final step, the developed model will be combined with a data assimilation
system to retrieve soil state variable profiles considering the airflow mecha-
nism. Its performance in the DAS will be compared to those of the PdV model
and the simplest soil moisture and heat diffusion model.
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1.5 Structure of the Thesis

To understand the soil water dynamics, two outdoor experiments (i.e. a sand
bunker experiment and the Badain Jaran Desert experiment) have been designed to
observe soil physical elements (e.g. soil moisture content, soil temperature and soil
matric potential) and micro-meteorological elements (e.g. air temperature, relative
humidity, solar radiations, wind speed, precipitation, and evaporation). In Chap. 2
the sand bunker experiment is used to investigate the diurnal pattern of the coupled
moisture and heat transport process using the PdV model. To examine whether the
diurnal pattern can be applied under real arid/semi-arid conditions, the Badain
Jaran Desert experiment has been conducted. In Chap. 3, the hydrological appli-
cation of the diurnal pattern of soil water dynamics is introduced.

Based on the understanding of the diurnal pattern derived with the PdV model,
the two-phase mass and heat flow model is developed in Chap. 4. The difference
between the newly developed model and the PdV model is discussed. The
developed model is verified using two benchmark tests, one on soil water–air
transport (i.e. isothermal two-phase mass flow), and the other on highly coupled
soil moisture and heat transport (i.e. the extreme test case of the PdV model).

In Chap. 5, the Badan Jaran Desert experiment is used to validate the newly
developed model. The comparison between the PdV model and the proposed
model in calculating evaporation indicates the existence of an advective effect.
The effect soil airflow has on soil moisture fluxes is discussed. The feasibility of
retrieving soil state variable profiles in a data assimilation system is examined in
Chap. 6, taking soil airflow into consideration. In the same chapter, the impact of
the soil physics complexity on the performance of retrieving soil state variables is
evaluated. Conclusions and discussion are presented in Chap. 7.
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Chapter 2
Diurnal Pattern of Coupled Moisture
and Heat Transport Process

2.1 Introduction

The importance of soil moisture has resulted in a very large number of numerical
models, which simulate water transport in both a liquid and a vapor phase within
the uppermost soil layer. These are based on theories that describe the coupled
flow of energy and mass, considering the microscopic structure of porous medium
[1–5]. Another theory, which is based on the thermodynamics of irreversible
process, was also adopted to analyse the transport of heat and mass and to derive
general equations for the coupled flow in soil [6–9].

The soil moisture variation in arid and semi-arid regions is characterized by
vapor transport in the surface soil layer, because the liquid water movement
could be infinitesimal due to extremely dry soil conditions [10, 11]. This dominant
vapor transport can result in accumulation of liquid water in the unsaturated zone
[12–14]; in addition, the vapor transport plays a very important role in maintaining
vegetation and ecosystems in arid or semi-arid areas [15]. Moreover, the way of
accumulating liquid water from vapor transport has been applied to produce fresh
drinkable water in the dry areas by burying perforated pipes in soil [16, 17].

Due to the importance of soil moisture, many field or laboratory experiments
were conducted to observe the changes in water content in soil due to vapor
transport and consequently to analyse the soil water dynamics that involve the
movement of liquid water, water vapor and heat. To verify the theory for vapor
and heat flow derived from the thermodynamic of irreversible process [18, 19],

This chapter is based on: Zeng Y, Wan L, Su Z, Saito H, Huang K, Wang X (2009) Diurnal soil
water dynamics in the shallow vadose zone (field site of China University of Geosciences,
China). Environ Geol 58:11–23

Y. Zeng, Coupled Dynamics in Soil, Springer Theses,
DOI: 10.1007/978-3-642-34073-4_2, � Springer-Verlag Berlin Heidelberg 2013
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from 1962 to 1979, Cary and co-workers conducted a number of indoor experi-
ments that investigated thermally driven moisture transport in soil [20–23]. In the
same period, Rose published many papers [24–28] that tested the theory for heat
and moisture movement in porous medium, which was developed by Philip and de
Vries [2]. Unlike the experiments, which were restricted to the laboratory, quan-
titative study of moisture transport in soil in the field environment has been
conducted by some investigators [29, 30]. Through about two decades’ discussion
from the above experiments, Philip and de Vries’ model (hereafter, referred to as
the PdV model) stands out and is widely used, even today, after some slight
revisions [31–37].

The reason for the wide use of the PdV model is mainly due to the enhancement
factor for water vapor transport. There are two postulated mechanisms for enhanced
vapor transfer [2]: the first assumption is that the water vapor can flow through the
liquid island between solid particles by condensing on one side of the liquid island
and subsequently evaporating on the other side; the second postulate considers local
temperature gradients in the air-filled pores, which might be significantly higher
than the average temperature gradient. According to these assumptions,
the humidity of the air adjacent to the water in soil pores, which is determined by
the local equilibrium hypothesis, is often substituted for the land surface humidity.
However, such substitution is invalid, except for the humid conditions below the
evaporation front. This takes place near the surface when the evaporative demand is
greater than the ability of the soil to conduct water in the liquid phase and a liquid–
vapor phase discontinuity occurs [38, 39]. This invalidation triggered studies on
the changes in soil water content in the topsoil, which include the parameterization
of evaporation from the soil surface [40–44] and explorations of the mechanisms
by which water is added to the surface soil layer [45–48].

Although the theory of coupled water, vapor and heat transport in soil is widely
recognized and thus extensively tested and reinforced, very few studies have
demonstrated and evaluated the soil water dynamics in time and space, simulta-
neously and continuously. The common approach to address this issue is either to
analyse the soil water and temperature information at specific times [49–53] or to
assess the time-series information at specific depths [54–58]. In this study,
observed soil water content and temperature were used to calibrate the perfor-
mance of the modified HYDRUS1D-1D code in sand. Then, the HYDRUS1D-1D
code was used to produce temporal and spatial information on coupled water,
vapor and heat transport in soil. The space-time information represents a two-
dimensional field and a dependent specific flux (e.g. thermal water vapor flux) or
temperature as a third dimension. The space-time information and dependent
specific fluxes or temperatures, all of which contain discrete values, were used
directly in an interpolation and smoothing procedure. This was done in order to
create a continuous three-dimensional field for the diurnal pattern interpretation of
soil water dynamics.
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2.2 Materials and Methods

2.2.1 In Situ Setup

The experiment was conducted in an outdoor sand bunker in a field of the China
University of Geosciences (Beijing) from October 4th to October 7th in 2004.
Although there were trees in the surroundings, this field was almost flat and directly
exposed to sunshine without any hindrances. Before and during the observation
period, there was no precipitation in the field but clear skies and light winds.
Maximum and minimum air temperatures in this field ranged from 28.3 to 35 �C
(12:00–14:00) and 10.8 to 12 �C (05:00–07:00); at the meantime, the maximum
and minimum relative humidity ranged from 85.5 to 97.9 % (04:00–07:00) and
33.2 to 34 % (12:00–15:00); the atmosphere pressure and wind speed ranged from
1012.25 to 1017.54 hPa and 0 to 1.45 m/s, respectively. The sand-filled bunker
(1 m 9 1 m 9 1 m) was located in the center part of this field. The surrounding
soil was paved with a poly-chlorothene film in order to avoid its influence on the
distribution of soil water. The measurement instruments, which included
thermometers, tensiometers and soil moisture sensors, were carefully installed
during the process of packing sand into the bunker.

The micro-meteorological and soil thermal elements, which included atmo-
spheric pressure, solar radiation, wind speed, air temperature, air relative humidity,
ground surface temperature, and soil temperature profile, were measured hourly.
During the observation, atmospheric pressure and solar radiation were measured at
a fixed position above the ground near the sand bunker, where the measurement
instruments could not influence the interactions between the atmosphere and the
sand bunker. The atmospheric pressure was measured by the YM4-1 aneroid
barometer (Chan Chun Meteorological Instrument Factory, Inc., China), and the
solar radiation was monitored by the Testo-545 pyranometer (Testo, Inc., Flanders,
NJ). Wind speed, air temperature and air humidity were measured hourly at a fixed
position, 20 cm above the ground surface. The Testo 405-v1 hot-wire anemometer
(Testo, Inc., Flanders, NJ) was used to measure the wind speed. The air temper-
ature and air humidity were measured hourly by the DT-615 hygrothermography
(CEM, Ltd., HK). The ground surface temperature was measured hourly by the
Fluck66 handheld infrared radiometer (Fluke UK Ltd, Norwich, Norfolk). At 5,
10, 15, 20 and 30 cm depth, the soil temperatures were measured hourly by bent
stem mercury thermometers.

Besides for the micro-meteorological and soil temperatures, the water content
(at 10 and 30 cm depth) and the soil matric potential (at 10, 15 and 30 cm depth)
were measured hourly. The water content was measured by the Intelligent
Apparatus of Measuring Soil Moisture (TSCII), manufactured by the Institute of
Sensor and Detection Technology at China Agriculture University. The mea-
surement of soil water content by TSCII is based on the determination of soil
dielectric constant using the principle of standing-wave ratio [59]. The TSCII was
installed horizontally in sand to minimize the disturbance of vertical coupled
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liquid water, water vapor and heat transport. The soil water potential was measured
by the WM-1 tensiometer, which was made by the Institute of Hydrogeology and
Engineering Geology, Chinese Academy of Geological Sciences.

2.2.2 Field Data

Figure 2.1 shows measured soil temperatures and water contents. The soil tem-
perature fluctuated strongly on the soil surface, and the range of variation was
35.2 �C. However, at 30 cm depth, there was only small fluctuation, and the
variation was only 1.8 �C during the observation. Although the changes in soil
temperature decrease with increasing depth, the temperature data show a typical
sinusoidal diurnal behavior at all depths (Fig. 2.1 a).

The water content at 10 cm depth varied from 4.4 to 6.1 % (Fig. 2.1 b).
Its maximum value (5.9–6.1 %) occurred at midday (12:00–13:00), while its
minimum value (4.4–4.5 %) occurred before dawn (02:00–03:00). The water
content at 30 cm depth varied from 10.4 to 13.1 % (Fig. 2.1 b). Its maximum
value (11.9–13.1 %) was identified at afternoon (14:00–15:00), and its minimum
value (10.4–10.8 %) was observed before dawn (04:00–05:00). The water content
data also show a sinusoidal diurnal behavior.

Although there are laboratory experiments [60], which measured the vapor
diffusion in porous medium directly, it is very difficult to observe the water vapor
transport in situ directly. The feasible method to measure the water vapor transport
in field is the indirect method, which infers the water vapor flux from soil matric
potential and soil temperature using modified Fickian-diffusion equation [61–63].
Figure 2.2 shows the diurnal variation of water vapor flux between depths of 10
and 30 cm from October 4th to October 7th 2004. The positive value indicates the
upward water vapor transport. During the observation, the water vapor transported
upwards to the ground surface at night (21:00–22:00 to 11:00–12:00) and down-
wards to the deeper soil in day (11:00–12:00 to 21:00–22:00).

2.2.3 Model Description

The modified HYDRUS1D code, which refers to the coupled water, vapor and heat
transport in soil (i.e. the PdV model), was applied to simulate soil water fluxes.
The governing equation for one-dimensional vertical flow of liquid water and
water vapor in variably saturated media is given [53] by the following mass
conservation equation:

oh
ot
¼ � oqL

oz
� oqv

oz
� S ð2:1Þ
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where qL and qv are the flux densities of liquid water and water vapor (cm d-1),
respectively; t is time (d); z is the vertical axis positive upward (cm); and S is a
sink term accounting for root water uptake (d-1). In this experiment, there were
not roots in the sand and so S was not be taken into account.

The flux density of liquid water, qL, is defined [2] as

qL ¼ qLh þ qLT ¼ �KLh
oh

oz
þ 1

� �
� KLT

oT

oz
ð2:2Þ

where qLh and qLT are respectively the isothermal and thermal liquid water flux
densities (cm d-1); h is the matric potential head (cm); T is the temperature (K);
and KLh (cm d-1) and KLT (cm2 K-1 d-1) are the isothermal and thermal hydraulic
conductivities for liquid-phase fluxes due to gradients in h and T, respectively.

Fig. 2.1 Diurnal changes in (a) soil temperature and (b) soil moisture
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Using the product rule for differentiation and assuming the relative humidity in
soil pores keeps constant with temperature [2], the flux density of water vapor, qv,
can be written as

qv ¼ qvh þ qvT ¼ �Kvh
oh

oz
� KvT

oT

oz
ð2:3Þ

where qvh and qvT are the isothermal and thermal water vapor flux densities
(cm d-1), respectively; Kvh (cm d-1) and KvT (cm2 K-1 d-1) are the isothermal and
thermal vapor hydraulic conductivities, respectively. Combining Eqs. (2.1), (2.2),
and (2.3), we obtain the governing liquid water and water vapor flow equation:

oh
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¼ o
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oh
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þ KLh þ KLT
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þ KLh þ KTT
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� �
� S ð2:4Þ

where KTh (cm d-1) and KTT (cm2 K-1 d-1) are the isothermal and thermal total
hydraulic conductivities, respectively, and where:

KTh ¼ KLh þ Kvh ð2:5Þ
KTT ¼ KLT þ KvT ð2:6Þ

For the sake of brevity, the detailed description of the modified HYDRUS1D
code would not be shown here. Readers are referred to Saito et al. [53].

2.2.4 Soil Characteristics Data

The water retention curve (WRC) is one of the most fundamental hydraulic
characteristics of a soil to solve the flow equation of water in soils. The soil water
retention equation is given [64] by

Fig. 2.2 Diurnal variation of the indirect measured thermal vapor flux
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hðhÞ ¼ hres þ hsat�hres

½1þ ahj jn�m h� 0
hsat h [ 0

�
ð2:7Þ

where h is the volumetric water content (cm3 cm-3) at pressure head h (cm); hres

and hsat are the residual and saturated water contents, respectively (cm3 cm-3);
a([ 0, in cm-1) is the parameter characteristic of the particular soil material;
n ([ 1) is a measure of the pore-size distribution affecting the slope of the
retention function.

The above soil water retention equation (Eq. (2.7)) was fitted to the measured water
content and soil matric potential data using inverse method, leading to
hres = 0.01 cm3 cm-3, hsat = 0.39 cm3 cm-3, a= 0.0316 cm-1, and n = 3.3
(Fig. 2.3). The goodness of fit of Eq. (2.7) was quantified with the root mean square
error [65] as

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNW

i¼1
ðhi � h0iÞ2

NW � np

vuuut ð2:8Þ

where Nw is the number of water retention measurements (h—h pairs); h0 is the
calculated water content and np is the number of parameters that were optimized.

Although the RMSE is 0.01 (%) for 106 in situ measured h—h pairs, the
measurements did not include the higher pressure heads (0 cm [ h [ –50 cm).
This would cause uncertainties in representing the moist state of the experimental
sand by water retention curve. However, the determinations of the model
parameters (hres, hsat, a, n) of the experimental sand were referenced to that of the
Wagram sand. The water retention data of Wagram sand (in Clayton, NC, USA)
were acquired from UNSODA database. There are 42 h—h pairs at three depth
ranges (0–23 cm, 23–36 cm, 36–56 cm), and each depth range has 14 pairs. The
ranges of the model parameters for the Wagram sand are: 0.078 \ hres \ 0.098,
0.239 \ hsat \ 0.374, 0.019 \ a\ 0.026 and 3.269 \ n \ 4.248. The residual

Fig. 2.3 Fitted soil water
retention curve using the field
data
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water content and the saturated water content of the experimental sand are
respectively lower and higher than that of the Wagram sand. It might be the
uncertainties, which could be caused by the manually packing process of the
experimental sand. This packing process cannot make the experimental sand has
the same pore-size distribution as the Wagram sand in Clayton, NC, USA; and this
also causes the uncertainty in a and n, which are the shape factors in the water
retention curve model. To analyse this uncertainty may offer an opportunity to
improve the prediction of water movement in the vadose zone [66], but this is
beyond the scope of this chapter and will not be discussed here.

2.2.5 Initial and Boundary Conditions

The soil profile was considered to be 80 cm deep. The nodes located at depths of 0,
5, 10, 15, 20, 25 and 30 cm were selected for comparing calculated temperatures
and volumetric water contents with measured values. The spatial discretization of
1 cm was used, leading to 81 nodes across the profile. The calculations were
performed for a period of 2.5 days from October 4th to October 7th in 2004.
Discretization in time is varying between a minimum and a maximum time-step,
controlled by a timestep criterion. To solve the problem it is necessary to specify
initial conditions for temperature and matric potential.

The initial matric potentials and soil temperatures were determined from
measured values on October 4th by interpolating the measured values between
different depths. Boundary conditions at the soil surface for liquid water, water
vapor, and heat transport were determined from the meteorological data. In order
to provide the values of meteorological variables at a time interval of interest for
the calculation at the same or similar time intervals, relatively simple approaches
were used [53]. The free drainage was considered as the bottom boundary con-
dition and the discharge rate assigned to the bottom node was determined by the
program [67]. The lower boundary condition for heat transport was a Neumann
type boundary condition with zero temperature gradient.

2.3 Simulation Results

In this section, the measured water contents, soil temperatures and thermal water
vapor fluxes are compared with those that were numerical simulated by the
modified HYDRUS1D-1D code. The predicted and observed soil temperatures at
depths of 5, 10, 15, 20 and 30 cm are shown in Fig. 2.4. Predicted temperatures
below 10 cm depth had bigger divergence from the measurements than those
above that depth. The goodness of fit of simulation was quantified with the relative
root mean square error:
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RRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNW

i¼1
ðMi � CiÞ2

�
Nw

s

MaxðM1;M2; . . .. . .;MNwÞ �MinðM1;M2; . . .. . .;MNwÞ
ð2:9Þ

where Nw is the number of the measurements; Mi and Ci are measurements and
calculations, respectively; MaxðM1;M2; . . .;MNwÞ and MinðM1;M2; . . .;MNwÞ are
the maximum and minimum value of the measurements, respectively. The RRMSE
is dimensionless and RRMSE = 0 indicates the best fit. The smaller the RRMSE,
the better the fit of simulation.

The RRMSEs of the temperature at depths of 5, 10, 15, 20 and 30 cm were
respectively 0.094, 0.108, 0.236, 0.198 and 0.280. Although there were obvious
delays in the simulation for the occurrence of maximum temperature below 15 cm
depth, simulated and measured temperatures generally agreed at all five depths and

Fig. 2.4 Simulated and
measured soil temperatures at
all observed depths
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both showed typical sinusoidal diurnal variation, with the maximum absolute
deviation of 5.126 �C at 20 cm depth.

Figure 2.5 depicts simulated and measured soil water content at two depths.
There was imperfect agreement between the observed and simulated water con-
tents. The RRMSEs of the water content at depths of 10 cm and 30 cm were 0.289
and 0.211, respectively. At 10 cm depth, the simulated water content could merely
follow the general trend of observation; while at 30 cm depth, the simulation
showed a decreasing trend instead of a variation like the measurement had. How-
ever, apart from the poor fit of the simulation to the trend of water content variation
at 30 cm depth, the mean of the simulated water contents was close to that of the
measurements. The means of simulated and observed water contents were 5.00 and
5.08 % at 10 cm depth, and 11.22 and 11.24 % at 30 cm depth, respectively.
Furthermore, the average relative errors at depths of 10 cm and 30 cm were 1.02
and 1.00; both are close to 1. This indicates that the simulated water contents could
fit most measured values fairly well. The average relative error is defined [68] as

AVRE ¼
X
ðCi=MiÞ=Nw ð2:10Þ

where the symbols were the same in Eq. (2.9).
Calculated thermal water vapor fluxes were compared with measurements in

Fig. 2.6. The predicted thermal vapor fluxes followed fairly well the measured
values and the RRMSE is 0.111. To summarize, after calibration, the modified
HYDRUS1D code can be applied in the analysis of coupled liquid water, water
vapor and heat transport in this experiment.

Fig. 2.5 Simulated and measured soil moistures
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2.4 Discussion

Numerical modeling of isothermal and non-isothermal liquid and vapor flow plays
a critical role in evaluating the physical processes, that governing soil heating,
spatial distribution of water, and gaseous exchange between the soil and atmo-
sphere. In this section, the modified HYDRUS1D code was used to produce the
hourly profiles of isothermal and non-isothermal water vapor fluxes, liquid water
fluxes and soil temperatures from October 4th to October 7th in 2004. Then, an
interpolation and smoothing program, SURFER, was used to create continuous
three-dimensional fields for the diurnal pattern interpretation of soil water
dynamics. The three dimensional fields consisted of a space-time field (two-
dimensional field) and a dependent specific flux or temperature (third dimension).
Finally, the basic soil water dynamics was conceptualized with a schematic map.

Fig. 2.7 Distributions of (a) soil temperatures and (b) temperature gradients in space and time

Fig. 2.6 Simulated and measured thermal vapor fluxes
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2.4.1 Temperature and Temperature Gradients Fields

In order to understand the diurnal variation and the mechanism of heating of the
soil profile, there is a need to look at the temperature variation in the soil profile.
The contour chart of temperature, in Fig. 2.7a, shows the hourly variation of soil
temperature profiles. The interval of contours was 2 �C.

Before 07:00 5th October, the contours at the surface were sparse and the
surface temperature varied slowly with the rate of 0.53 �C per hour. From 07:00 to
19:00 5th October, the contours became dense and the surface temperature fluc-
tuated strongly with the rate of 5.2 �C per hour. During this period, the surface
temperature increased from 7.4 �C at 07:00 to the highest value of 42 �C at 13:00,
and dropped to 14 �C at 19:00, which was the transition point for the contours that
varied from denseness to sparseness.

From 19:00 5th October to 06:00 6th October, the contours were sparse again
and the variations of the surface temperature were reduced. In this period, the
surface temperature changed from 14 �C (at 19:00 5th October) to 8.2 �C (at 06:00
6th October) with the rate of 0.52 �C per hour. After 06:00, the contours would
experience the period of denseness again, in which the surface temperature varied
strongly. It is important to note that the denseness and sparseness indicated the
rapid variation and slow variation of soil temperature, respectively.

As shown in Fig. 2.7a, the density of contours decreased with depth. This
indicates that the variation of soil temperature was reduced with depth. During the
observation period, the surface temperature varied from 6.8 to 42 �C, while from
17 to 18.8 �C at 30 cm depth. At 40 cm depth, the variation of temperature was
less than 0.3 �C. Because the variation of temperature was close to zero below
40 cm depth, the soil temperature profile information below 40 cm depth is not
shown here.

Figure 2.7b shows the space-time temperature gradient field, which clearly
shows how the heat transport in soil controls the dependence of the temperature
gradient profiles in time and space. The temperature gradients were derived by
DT = (Ti+1-Ti)/cm, where Ti represented the soil temperature at i cm depth. The
variation of contours in Fig. 2.7b was accordant with that in Fig. 2.7a. The
denseness of contours change with elapsed time, and become sparser with depth.

From temperature gradient profiles, it was seen that there was an active layer
for heat exchange, which was about 10 cm deep below the ground surface.
Between depths of 0 and 1 cm, the temperature gradient could reach 6.9 �C cm-1.
At 10 cm depth, the gradients were between 0 and 0.6 �C cm-1, and there was
almost no temperature gradient below 10 cm depth. In additional, there were five
contours for the temperature gradient of 0 �C cm-1, which indicated no heat
conduction in the space-time field. Accordingly, these five contours were defined
as zero heat flux planes.

There were two types of zero heat flux planes: one was the divergent plane and
the temperature gradient, above and below this plane, was respectively positive
and negative (upwards and downwards); the other was the convergent plane, and
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the directions of the temperature gradient were completely reverse (downwards
and upwards) compared with those to the divergent plane. During the whole
observation, there were three divergent zero heat flux planes and two convergent
heat flux planes. The zero heat flux plane could be regarded as the changing point,
at which the direction of the temperature gradient reversed. The divergent planes
started in afternoon (16:00–17:00), while the convergent planes happened in
morning (06:00–08:00).

2.4.2 Non-isothermal Flux Fields

The non-isothermal liquid water (qLT ) and water vapor (qvT ) fluxes are controlled
not only by the temperature gradient, but also by the thermal liquid (KLT ) and
vapor (KvT ) hydraulic conductivities. The functions for the thermal hydraulic
conductivities are defined [69, 70] as:

KLT ¼ KLhðhGwT
M

c0

dc
dT
Þ ð2:11Þ

KvT ¼ D

qw
gHr

dqsv

dT
ð2:12Þ

where KLh is the isothermal unsaturated hydraulic conductivity (cm d-1), which is
decided by the van Genuchten’s [64] model; GwT is the gain factor (dimension-
less), which assesses the temperature dependence of the soil water retention curve
and is set as 7 for sand [71]; c is the surface tension of soil water (J cm-2), and c0

is the surface tension at 25 �C (g d-2); D is the vapor diffusivity in soil (cm2 d-1);
qw is the density of liquid water (g cm-3); qsv is the saturated vapor density
(g cm-3); M is the molecular weight of water (g mol-1); g is the gravitational
acceleration (= 981 cm s-2); R is the universal gas constant (mol-1 K-1); g is the
enhancement factor (dimensionless); and Hr is the relative humidity
(dimensionless).

Figure 2.8a shows the variations of the thermal liquid hydraulic conductivity
profiles in space-time field. The KLT increased with depth and kept this trend
during the whole observation period. However, the temporal variation of KLT was
not uniform throughout the profile. Above 13 cm depth, KLT varied in a certain
small range with time: the extent of variation was from 0.009 to 0.024 (cm2 K-1

d-1) and the maximum changing rate was 0.0007 (cm2 K-1 d-1) per hour.
However, below 13 cm depth, it started to drop rapidly with time. The maximum
decreasing rate was 0.005 (cm2 K-1 d-1) per hour, and the extent of variation was
from 0.041 to 0.296 (cm2 K-1 d-1).

The thermal vapor hydraulic conductivities (Fig. 2.8b) experienced a reverse
trend throughout the profile, when it was compared to Fig. 2.8a. Below the depth
of 15 cm, the KvT decreased with depth, compared to the increase of KLT with
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depth. The temporal variation was also opposite to that in Fig. 2.8a. The KvT

fluctuated strongly from 0.005 to 0.661 (cm2 K-1 d-1), between depths of 0 and
15 cm, compared to the small variation of KLT in the shallow layer.

From the comparison, although the variation of the KvT and KLT in space-time
field is almost opposite, they are of about the same order of magnitude. However,
KvT varied more strongly than KLT, especially, in the shallow layer right below the
ground surface (between depths of 0 and 15 cm). This indicates that the non-
isothermal vapor flow was more important in the upper soil layer, in this case. In
addition, the larger variation of KvT also denoted its higher sensitivity to the
temperature variation than that of KLT.

The space-time fields of non-isothermal liquid and vapor fluxes are shown in
Fig. 2.9. Corresponding to the zero heat flux planes in Fig. 2.7b, the qLT and qvT

field have zero thermal liquid flux planes (Fig. 2.9a) and the zero thermal vapor
flux planes (Fig. 2.9b), both of which were sub-classified into divergent and
convergent planes according to the definitions of zero heat flux planes in the
temperature gradient field. The downward propagation of the zero thermal liquid
and vapor flux planes were accordant with that of the zero heat flux planes over
simulation period.

Fig. 2.8 Distributions of (a) the thermal liquid hydraulic conductivity and (b) the thermal vapor
hydraulic conductivity in space and time

Fig. 2.9 Distributions of (a) the thermal liquid fluxes and (b) the thermal vapor fluxes in space
and time
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There were closures between the planes of divergence and convergence in both
qLT and qvT fields. The closures in qLT field were much more obvious than those in
qvT field. The occurrence of closures was dependent on the thermal liquid and
vapor fluxes profiles. In the qLT field (Fig. 2.9a), there were three types of liquid
flux profiles in soil:

(a) The first type occurred before dawn (01:00–07:00). During this period, there
were only the divergent planes in the profile. After 07:00, the plane of diver-
gence had almost reached the depth of 40 cm, and liquid flux is upward almost
throughout the entire profile above 40 cm. In additional, the bulge of thermal
liquid flux moved deeper with time and the peak flux increase with time, which
varied from 0.012 cm d-1 of 01:00 to 0.020 cm d-1 of 07:00 (Fig. 2.10a). The
increasing upward flux showed that the liquid water in deeper soil was drawn to
the surface layer at night by temperature gradient. The propagation of the bulge
of fluxes indicated the formation of the closures in Fig. 2.9a;

(b) There were only the convergent planes of zero thermal liquid flux existed in
the second type profile. The directions of the thermal liquid fluxes were
opposite to those in the first type. The propagation of the bulge of fluxes was
accordant with that in type one, but the direction was reversed; the peak flux
varied from -0.036 cm d-1 of 08:00 to -0.040 cm d-1 of 17:00 (Fig. 2.10b).
The second type profiles happened in day (08:00–17:00). During this period,
the convergent plane reached the depth of 24 cm. This indicated that the

Fig. 2.10 Different types of (a, b, c) thermal liquid flux profiles and (d, e, f) thermal vapor flux
profiles
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downward flow of the thermal liquid water occurred in day and in
the top *24 cm; below the depth of 24 cm, the liquid water was upward and
the peak flux decreased from 0.022 to 0.009 cm d-1;

(c) The third type profile was the transition between the first type and second type.
Both the divergent planes and convergent planes were shown in this profile.
The divergent plane was above the convergent plane, which indicated that the
profile was changing from the second type to the first type. The third type
profile occurred before midnight (18:00–24:00). During this period, the
divergent plane moved from surface to -15 cm, and the convergent plane
moved from -25 to -38 cm. This indicated that the liquid water flux in top
layer (above -25 cm) started to be upward and increase after 18:00, from
0.004 to 0.011 cm d-1; below -25 cm, the liquid water flux started to
decrease from 0.008 to 0.001 cm d-1 (Fig. 2.10c). After the upward peak flux
at greater depth reached zero, the flux profile became the first type again.

Referring to the space-time field of the thermal vapor flux (Fig. 2.9b), there were
three corresponding types of vapor flux profiles, compared with those in qLT field.
From the thermal vapor flux profiles, it was seen that the bulges of vapor fluxes,
above -20 cm, fluctuated from 0.061 to -0.177 cm d-1 throughout all profiles
(from Fig. 2.10d–f); below -20 cm, the fluctuation of the bulge of flux was small
and varied from 0.003 to -0.004 cm d-1. The range of variation for the thermal
vapor flux was 0.238 cm d-1 above -20 cm and 0.009 cm d-1 at greater depth, and
the corresponding variation range of the thermal liquid flux was 0.063 and 0.042 cm
d-1. The variation of thermal vapor flux was one order of magnitude more than that
of thermal liquid flux in subsurface layer, while one order of magnitude less than
that in deeper layer. It indicated that the thermal vapor flux dominated in the
top *20 cm, while the thermal liquid flux dominated at greater depth.

As shown in Fig. 2.10d, the flow of thermal vapor was upward throughout the
entire profile after 05:00 and indicated that the evaporation in soil occurred before
dawn (01:00–07:00). The second type of vapor flux profile was shown in
Fig. 2.10e, and the thermal vapor flux was moving downward in day (from 08:00
to17:00). The transition type profile of the thermal vapor flux was not obvious due
to the small variation of the vapor flux at greater depth (Fig. 2.10f). The maximum
thermal vapor flux was only 0.003 cm d-1 below the plane of convergence.
However, it was still seen that the evaporation started to develop from the
uppermost soil to the deeper soil, and the thermal vapor flux was changing from
the second type to the first type.

2.4.3 Matric Potential and Its Gradient Field

The soil water potential reflects the energy state of water in porous media and
subsequently influences the flow of liquid water and water vapor in the vadose
zone. Direction of water movement can be determined using potential gradients in
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soil, because water moves from regions of high kinetic energy to regions of low
kinetic energy [72]. Gravitational potential is equal to the elevation above (posi-
tive) or below (negative) a datum. In this case, the ground surface is regarded as
the datum and the gravitational potential is negative; for example, the gravitational
potential at the depth of 5 cm is -5 cm. Matric potential represents the driving
force related to the matrix. Osmotic potential results from the difference in the
concentration of the pore water. However, there is no solute considered. Then, the
water potential includes matric and gravitational potential in this case. It is
necessary to understand how the soil matric potential varied in space and time
field.

The hourly variation of matric potential profile was shown in Fig. 2.11a.
The interval of the contours was -10 cm (water column). From Fig. 2.11a, the
matric potential was lowest near the surface and increased with depth, which
indicated that there was an upward driving force for liquid water and water vapor
during the whole simulation period. The matric potential fluctuated from -3084 to
-94.11 cm at surface, while varied from -54.58 to -49.26 cm at -40 cm. The
rapid variation of the matric potential happened from 10:00 to 23:00, and was
restricted in the uppermost soil layer.

Figure 2.11b shows the distribution of the matric potential gradient in space and
time. The interval of the contours was 0.2 cm cm-1. The potential gradients were
decided by Dh = (hi+1-hi)/cm, where hi represented the soil matric potential at
i cm depth. From Fig. 2.11b, it was seen that the contours in the soil layer, between
0 and -5 cm, was most intensive, which indicated the fluctuation of the matric
potential gradient was strongest near the surface. The gradient varied from 2923.63
to 1.027 cm cm-1 at surface, and varied from 4.23 to 1.28 cm cm-1 at -5 cm.
The top 5 cm layer could be regarded as the active layer for the isothermal flux
driven by the matric potential. Below -5 cm, the variation of the gradient tended
to be steady, except for the occurrence of the bulge of gradient in the initial period.
The matric potential gradient was positive throughout the entire profile.

Fig. 2.11 Distributions of (a) the matric potentials and (b) the matric potential gradients in space
and time
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2.4.4 Isothermal Flux Fields

The variation of the isothermal vapor flux was shown in Fig. 2.12a. From the flux
profiles, it was seen clearly how the matric potential determines the dependence of
isothermal vapor on space and time. In top 5 cm layer, the fluctuation was strong.
The isothermal vapor flux varied from 4.02 9 10-4 to 6.75 9 10-9 cm d-1 at
surface, and from 2.37 9 10-7 to 5.13 9 10-8 cm d-1 at -5 cm. At deeper soil
layer, there was almost no fluctuation. For example, at -40 cm, the maximum flux
was 5.31 9 10-9 cm d-1 and the minimum flux was 1.74 9 10-11 cm d-1. During
the whole simulation period, the direction of the isothermal vapor flux was upward
throughout the entire profile (Fig. 2.12c).

Although the matric potential was upward throughout the entire profile during
the simulation period, the isothermal liquid water flux was not upward in the
space-time filed (Fig. 2.12b), and there was a reversal in the direction from upward
to downward. From the isothermal liquid flux profiles, there was a plane of
divergence developed from -16 cm and fluctuated between -13 and -17 cm.
The reason for this was that the isothermal liquid water was driven not only by the

Fig. 2.12 Distribution of (a) the isothermal vapor fluxes and (b) the isothermal liquid fluxes in
space and time; (c) Isothermal vapor flux profiles and (d) isothermal liquid flux profiles
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matric potential gradient, but also the gravitational gradient. The gravitational
gradient was -1 cm cm-1 between two nodes. When the matric potential gradient
was larger than 1 cm cm-1, the flux of the isothermal liquid water would be
upward. Otherwise, the matric potential would be smaller than the gravitational
potential and the flux of the isothermal liquid water would be downward. In the
matric potential gradient field, there was a plane with the gradient of 1 cm cm-1,
which fluctuated between -13 and -17 cm. It was accordant to the fluctuation of
the plane of divergence in Fig. 2.12b. The isothermal liquid water flux was upward
above the plane of divergence, while downward below the plane, during the
simulation period (Fig. 2.12d).

2.4.5 Soil Water Dynamics

Generally, three stages could be recognized from the spatial-temporal distributions
of liquid water flux and water vapor flux (Fig. 2.13). The determination of the
stages was corresponding to the occurrences of the three types of thermal flux
profiles, due to the isothermal flux profiles kept fixed during the whole simulation
period. The isothermal vapor flux was upward through all three stages, and the
magnitude of it was at least two orders of magnitude less than other fluxes.
Considering its stability and small magnitude, the isothermal vapor flux is not
discussed in specific stages.

The first stage started from midnight and ended before dawn (01:00–07:00)
(Fig. 2.13). During this stage, the isothermal liquid flux, the non-isothermal liquid
flux and the vapor flux were upward above the plane of divergence, and downward
below this plane. The magnitude of the upward value of thermal vapor flux (0.238–
0.0007 cm d-1) was the same as that of thermal liquid flux (0.202–0.0002 cm
d-1). Compared to the thermal liquid and vapor flux, the isothermal liquid flux
(0.064–0.0001 cm d-1) was less significant in this stage. However, below the

Fig. 2.13 Schematic illustrations of the diurnal soil water dynamics
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divergent plane, the downward isothermal liquid flux (-0.329 to - 0.378 cm d-1)
dominated, while the thermal vapor flux (-2.15 9 10-6 to 3.83 9 10-4 cm d-1)
was most insignificant. The plane of divergence developed from -23 cm at the
beginning of this stage and propagated downward to -36 cm at the end. This stage
indicated that the upward thermal flux dominated in the upper soil layer, while the
downward isothermal flux dominated in the deeper soil layer.

The second stage was in day between 08:00 and 17:00. In this stage, the plane
of convergence occurred at -3 cm and moved downward to the depth of 24 cm.
Above the convergent plane, the magnitude of the downward thermal vapor flux
(-0.244 cm d-1 to -2.409 9 10-3 cm d-1) was larger than the thermal liquid
flux (-0.040 cm d-1 to -5.509 9 10-5 cm d-1). However, the thermal vapor flux
was not the dominant flux. The magnitude of upward isothermal liquid flux
(0.423–0.029 cm d-1) exceeded the thermal flux above the convergent plane. In
additional, the downward isothermal liquid flux was over the thermal flux below
the convergent plane. It indicated that the isothermal liquid flux dominated in day
throughout the entire profile.

The third stage was from evening to midnight (18:00–00:00). It was the tran-
sition stage between the second stage and the first stage. The plane of divergence
started from -5 cm and ended at -15 cm. In the initial period of this stage
(18:00 - 19:00), the upward isothermal liquid flux were over the thermal flux
above the divergent plane. In the top 5 cm soil layer, the average of the isothermal
liquid flux was 0.033 cm d-1, compared with 0.031 cm d-1 of thermal vapor flux
and 0.004 cm d-1 of thermal liquid flux. In the rest of this stage, the average of the
thermal vapor flux (0.022 cm d-1) was over those of the isothermal liquid flux
(0.021 cm d-1) and the thermal liquid flux (0.005 cm d-1). The plane of con-
vergence occurred at -24 cm and developed downward to -38 cm. The direction
of the thermal liquid flux, thermal vapor flux and isothermal liquid flux were the
same between -15 and -24 cm; while the isothermal liquid flux dominated in this
soil layer. Below -24 cm, the downward isothermal liquid flux was still the
dominant flux. During this transition stage, the dominant flux in the top 5 cm soil
layer changes from the isothermal liquid flux to the thermal vapor flux; at the
meantime, the isothermal kept the dominance at greater depth. This indicates that
the third stage was changing toward the situation in the first stage.

2.5 Brief Summary

The modified HYDRUS1D code, which refers to the coupled transport of liquid
water, water vapor and heat, could be applied to further evaluate the mechanisms
affecting unsaturated flow at the site. It was convenient to use the space-time fields
to investigate the propagation of the heat and water flow in soil. According to the
space-time fields of the nonisothermal and isothermal flux, three stages of the soil
water dynamics were determined. Generally, the thermal vapor and liquid flux was
dominant in uppermost soil layer at night, while the isothermal liquid water
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dominated in day and at deeper soil layer. The numerical simulations suggested
that the isothermal liquid flux, the nonisothermal liquid flux and the nonisothermal
vapor flux should be considered in the conceptualization of the unsaturated flow in
the relatively coarse sand. Although this study was for the relatively coarse sand in
the sand bunker, further studies for sand in the natural conditions (particularly in
desert) are necessary, where the simulation of soil moisture dynamics is poor [73].
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Chapter 3
Application of Diurnal Soil Water
Dynamics in Determining Effective
Precipitation

3.1 Introduction

Infiltration has long been regarded as one of the most important problems for
hydrological forecasting, due to its relevance to runoff, soil moisture storage,
evapotranspiration, groundwater recharge and unsaturated flow [12, 24, 32]. Its
significance on assessing the hydrological process, which is the main plant com-
munity shaping process, is even magnified in the arid ecosystems. In deserts,
precipitation is often the sole source of water replenishment, while infiltration is
the main process to understand how much rainfall could be retained in sand for
some time before being either passed downward as percolation or returned to the
atmosphere by evapotranspiration.

One of the main hydrological issues in water scarce regions is to demonstrate
whether modern rainfall is recharging aquifers through infiltration and on what rate
or scale. The Badain Jaran Desert with unexpected numerous groundwater-fed
perennial lakes has attracted substantial research interest in investigating the desert
hydrological process, and the infiltration in this special landscape, with lakes
among inter-dune areas [14, 36], has been widely studied. Hofmann [15, 16] stated
there was an aquifer in the northern areas of the eastern lakes region, recharged
directly by precipitation through infiltration process, while he did not study the
infiltration rate. Based on hydrochemical and isotopic analysis, Gu et al. [14]
pointed out that groundwater flowed from adjacent areas in the south to the north
western part with a historic and fossil recharge (1,000–30,000 BP); and with the
actual analytical results on groundwater chlorides, he estimated that 1–1.5 mm/yr

This chapter is based: Zeng, Y., Z. Su, L. Wan, Z. Yang, T. Zhang, H. Tian, X. Shi, X. Wang,
and W. Cao, (2009), Diurnal pattern of the drying front in desert and its application for
determining the effective infiltration, Hydrol. Earth Syst. Sci., 13: 703–714.

Y. Zeng, Coupled Dynamics in Soil, Springer Theses,
DOI: 10.1007/978-3-642-34073-4_3, � Springer-Verlag Berlin Heidelberg 2013
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of groundwater recharge would occur by direct infiltration from precipitation.
With tracer methods, more and more recharge rate data were reported and added to
a growing catalogue of tracer results for the Badain Jaran Desert region, which led
estimates of the average recharge rate in this region vary from 0.95 to
3.6 mm yr-1 [3, 7–9, 11, 15, 18, 21, 22, 43, 44, 49].

Aforementioned studies were mainly focused on the rate at which the infiltrated
rainfall recharged the groundwater, which could be called the effective infiltration
or the effective rainfall [1, 41]. However, the effective infiltration or rainfall can
also be defined as the amount of rainfall stored in the shrub root zone, excluding
the fraction that runs off the soil surface or passes through the root zone that does
not contribute to shrub growth and the fraction that evaporates [39]. From above
two definitions, obviously, the effective infiltration or rainfall can be generally
defined as the portion of rainfall that penetrates and remains in a domain of
interest. With this general definition, in this study, the effective infiltration is
defined as the amount of soil water remained in sand beneath the drying front
(making the interface between the upward and downward soil water fluxes) by
infiltrated water of a rainfall event, and thus not evaporated, and is evaluated based
on the vadose zone soil water balance method.

As mentioned above, the estimates of infiltration rate in deserts have mostly
been conducted with the tracer method, which is mainly used to evaluate
variations of flow and transport in thick desert vadose zones in response to
paleoclimatic forcing, and thus with the time scale of thousand-year [29]. While
with the soil water balance model, the infiltration and soil water redistribution
process in the unsaturated zone could be tracked at any meaningful time scale of
interest. In order to do that, quantifying changes in infiltration properties by a
reliable observation and measurement is needed. Previous studies has indicated
the feasibility of using soil water content probes installed into the soil to track
the propagation of the wetting front during infiltration [10, 23, 26, 32–34, 39,
40, 46, 47].

In this chapter, the measurements of soil water content, soil temperature and
precipitation are used to calibrate the performance of HYDRUS1D, which is
subsequently used to produce the temporal and spatial information of coupled
water, water vapor and heat transport. This enables us to characterize the variation
pattern of the drying front before, during and after rainfall, so that we can assess
how much precipitation is evaporated and how much is conserved in sand. Our
goal is to understand the capacity of the sand dune to capture certain amounts of
rainfall during a single precipitation event. The first section of the chapter thus
describes the experiments and methods used. Then follows simulation results
based on experimental observations. We conclude the chapter with a discussion of
practical results.
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3.2 Materials and Methods

3.2.1 Study Site Description

The study site is a relatively flat area at the foot of dunes, with an area of about
100 m2, located in the southeast Badain Jaran Desert, which lies in the northwest
of the Alashan plateau in western Inner Mongolia of China, between 39o200N–
41o300N and 100oE–104oE. The Badain Jaran Desert is regarded as the second
largest desert in China, and covers an area of about 49000 km2 [42]. The desert
landscape primarily consists of unvegetated or sparsely vegetated aeolian sand
dune fields as a core, surrounded by desert plains, with pediments on the margin
[45]. The elevation ranges from 1500 m in the southeast to 900 m above sea
level in the northwest, with the mega dunes up to 400 m high in the southeast
aligned in a SW–NE pattern [4]. The mean grain size of the dune sand in this
desert is between 0.21 and 0.22 mm [18, 44]. There are over 70 lakes among the
interdune areas, of which the surface area vary from 0.2 km2 on the southeastern
edge of the desert to 1.6 km2 slightly northwards, and the water depth from 2 to
16 m [44]. On the surface, there is neither recharging into these lakes nor dis-
charging from them, and there is no river in the entire desert [38, 42]. With such
kind of hydrological conditions, vegetation in the study area is sparse. The plant
or shrub communities depend mainly on the geomorphology and on edaphic
conditions. The dominant plant species are Haloxylon ammodendron, Psam-
mochoa villosa, Phragmites communis, Artemisia ordosica, while in the area
around lakes and springs the denser groundcover observable could be found
(Polypogon monspeliensis, Triglochin maritima, Achnatherum splendens, Carex
sp., Glaux maritima) [8, 9].

The distribution of sparse vegetation in this area is mainly caused by the
dominated climate pattern in the Alashan Plateau, which is characterized by a
markedly arid and continental climate. During the winter months, a well-
developed high pressure system, cold and dry continental air masses with tem-
peratures below zero, influences the area, which makes the mean monthly
temperature -10 �C in January. In the summer months, the tropical air masses
from the Pacific Ocean hits the Badain Jaran Desert with more than half of the
average annual precipitation fell in July. The spatial and temporal distribution of
the precipitation in the area is determined by the Asian summer monsoons at the
present time, and the mean monthly temperatures in July is 25 �C with a diurnal
temperature variation up to more than 45 �C. The mean annual precipitation
varies from 84 to 120 mm in the southeast, from 37 to 40 mm in the northwest,
and the potential evaporation is approximately 2600 mm/yr, being the highest in
China [8, 9, 21, 22].
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3.2.2 Experimental Design and Data Collection

In order to quantify the effective infiltration of soil water content, measurements of
soil temperature and soil matric potential were conducted in the observation
period, from 3 June to 20 June in 2008. The instruments used for measuring soil
moisture and temperature are the profile sensors, using numerous of transducers
combined in one probe with a certain distance interval between them. It is espe-
cially necessary to use the profile sensor in desert, considering the sand profile
would collapse easily during digging. As for the soil matric potential, there was not
a profile sensor available and four separate transducers, pF-meters (GeoPrecision
GmbH, Ettlingen, Germany), were installed at the corresponding depth of soil
water content monitoring.

The soil water content profile sensor is called as EasyAG50 (Sentek Pty. Ltd.,
Stepny, South Australia), the principles of operation and design of which are
described in detail by Fares and Polyakov [5] and the manufacture’s calibration
manual [30]. An individual probe consisted of a printed circuit board, five
capacitance sensors (Multi-sensor Capacitance Probes, MCP), and a polyvinyl
chloride (PVC) access tube with external and internal diameters of 32 and 28 mm,
respectively. Capacitance sensors are set at 10, 20, 30, 40, and 50 cm from the
sand surface. The reading range of these capacitance sensors is from oven dry to
saturation. The correlation coefficient between the readings and actual soil water
content based on field calibration is 89.39 %, with a resolution of 0.008 %, and a
precision of ±0.06 % Vol. The temperature effects on readings of MCP were
conducted in the lab with the standard procedures described in detail by Polyakov
et al. [27] and Fares et al. [6]. The temperature effects for the capacitence sensors
were 14.4 % of readings from 12 to 45 �C at 10 cm, 13.9 % from 11 to 50 �C at
20 cm, 14 % from 9 to 51 �C at 30 cm, 13 % from 9 to 55 �C at 40 cm, and 15 %
of readings from 8 to 55 �C at 50 cm, respectively. After the calibration, the
temperature effects at the depth of 10, 20, 30, 40, and 50 cm were reduced by 92,
93, 93.8, 88, and 82 %, respectively.

The soil temperature profiles were measured by STP01 (Hukseflux Thermal
Sensors B.V., Delft, The Netherlands), which was designed to measure the soil
temperature at specific depths by determining the thermal gradients between a
certain specific depth and the reference point. It improves the accuracy in posi-
tioning, the uncertainty of which is usually large when using a series of separate
sensors. This makes the temperature gradient measurement more correctly, which
subsequently improves the accuracy of the absolute temperature measurement.
The principles of measurement by STP01 had been described in detail by the
manufacture’s manual [17]. A single probe generally contains five thermocouples,
a copper lead, a Pt100, a TC junctions and a sensor foil with the thickness of
0.6 mm. The thermocouples are set at 2, 5, 10, 20, and 50 cm from the sand
surface. The measurement range of STP01 is from -30 to 70 �C, with an accuracy
of ±0.02 �C.
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During installation, a single MCP probe (soil water content profile sensor) was
inserted into a 60 cm long access, which was put into a pit with sufficient width
and depth. The probe was inserted into the sand through the side of the pit that was
unaltered and was placed vertically to the sand surface. At the same time, about
30 cm away from MCP probe on the same side of the pit, the STP01 (soil tem-
perature profile sensor) was installed vertically with the aid of a steel ruler, con-
sidering the sensor foil was too soft to be inserted in sand directly. After the setup
of MCP and STP01 probe, the pit was carefully refilled, avoiding perturbations as
far as possible. During the refilling, the separate soil matric potential sensors,
pF-meters, were also inserted vertically on the same side of the pit as the two
probes were installed, at the depth of 50, 40, 30 and 20 cm from the sand surface.
The pF-meter is based on the registration of the molar heat capacity of the ceramic
cup, which is in contact with the soil for balance, to record the matric potential
over a large measurement range from pF 0 to 7.0, with an accuracy of ±pF 0.05,
an precision of less than ±pF 0.015, and a resolution power of pF 0.01.

The precipitation was measured using a tipping bucket rain gauge, model TR-
5251 (RST Instruments Ltd., Coquitlam, Canada), with a precision of ±0.01 mm
and a resolution of 0.01 mm. At the same time, other micrometeorological
parameters such as the air temperature, relative humidity, net radiation and wind
velocity were also measured at a height of 2 m above the surface layer. Two data
collection and processing systems CR1000 and CR5000 (Campbell Scientific Inc.,
Logan, Utah, USA) were used to record the field data at half-hourly intervals. The
first one was used to record the soil physical parameters, while the second one for
the micrometeorological parameters.

3.3 Soil Water Balance Model

3.3.1 Model Description

The HYDRUS1D code, which refers to the coupled water, vapor and heat transport
in the soil, was applied in order to determine the temporal and spatial soil water
fluxes. The governing equation for one-dimensional vertical flow of liquid water
and water vapor in the soil is given by Eqs. (2.1)–(2.6).

3.3.2 Material Properties

For the hourly time scale, the most active layer for the coupled liquid water, water
vapor and heat in sand was near the surface and usually was limited in the depth of
less than 50 cm [48], which was also the frequent influence depth of a typical
rainfall in the desert environment [39, 40]. In the field site, we sampled sand at the
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depth of 10, 20, 30, 40, and 50 cm, respectively; and all samples were used for the
basic soil tests and soil water characteristic curves determinations (see later for
details). It was found that the test results for these five samples were closed to each
other, and the deviation from the averaged value was less than ±1 %. Then, the
final results of the material properties were derived by averaging the results of
these samples.

The field site consists of fine type sand. The grain-size distribution was deter-
mined and classified following the Specification of Soil Test (SST), using sieve
analysis method [25]. The fine sand had a coefficient of uniformity of 2.072, and a
coefficient of curvature of 0.998. The particle-size distribution curve of the fine
sand was shown in Fig. 3.1.

The soil water retention curve is one of the most fundamental hydraulic charac-
teristics to solve the flow equation of water in soils, describing the relationship
between volumetric water content and matric potential (i.e., the suction head) in the
soil. According to the field measurement, the volumetric water content and matric
potential data pairs (h- h pairs) at all measured depths were pooled in Fig. 3.2a. For
every single depth, there was a different pattern, especially at the depth of 50 cm. The
data points highlighted by the oval-shaped curve were recorded after the occurrence
of rainfall. These points indicate that there is hysteresis. It means that the soil
undergoing drying processes such as evaporation or gravity drainage generally tends
to retain a greater amount of water than during wetting processes (e.g. infiltration or
capillary rise) for the same magnitude of suction [20]. The data points in the oval-
shaped curve represented the wetting process of the sand after the rainfall, which did
not follow the drying process (data points outside the oval-shaped curve) before the
rainfall. At the depth of 50 cm, the hysteresis phenomena were more conspicuous
than other depths. It was because hysteresis was less pronounced near the residual

Fig. 3.1 Particle size distribution curve
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water content where pore water retention felt within the pendular regime [20]. Due to
the complicated hysteresis pattern, which was beyond the scope of this study, it was
difficult to use the inverse method to get the van Genuchten’s parameters using the in
situ h- h data pairs [48]. Instead, the pressure extraction chamber, model 1600 (Soil
Moisture Equipment Corp., Santa Barbara, CA), was used to determine the water-
holding characteristics with the soil water retention equation, which was given by
van Genuchten [35] (see Eq. 2.7).

The fitted result between the in situ h- h data pairs and the van Genuchten
model was shown in Fig. 3.2b. The good fitness was found at low water content
level, while the model fitted only part of the data at the depth of 50 cm, which was
due to the pronounced hysteresis in moist sand [20]. The part of unfitted data
represented the drying process of sand at the depth of 50 cm. Considering the
scope of this study was on the determination of effective rainfall, the data of
interest at -50 cm depth would be located at the wetting process, which were
fitted well by the van Genuchten model, with hres = 0.017 cm3 cm-3,

Fig. 3.2 The field measurement of a the soil matric potentials and b the fitted results
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hsat = 0.382 cm3 cm-3, a = 0.00236 cm-1, and n = 3.6098 (Fig. 3.2b). The
hysteretic behaviour in the soil water retention curve should be understood, due to
its consequent impact on the stress, strength, flow and deformation behaviour of
unsaturated soil systems. However, this issue was beyond the scope of this study
and will not be discussed here, and any interested readers are referred to Lu and
Likos [20].

3.3.3 Initial and Boundary Conditions

Considering the groundwater table in the Badain Jaran Desert was at a depth of
2 m [8, 9], the soil profile was considered to be 100 cm deep and the bottom
condition for this profile was regarded as the free drainage, and the nodes located
at depths of 2, 5, 10, 20, 30, 40 and 50 cm were selected for comparing calculated
temperatures and volumetric water contents with measured values. The spatial
discretization of 1 cm was used, leading to 101 nodes across the profile. The
calculations were performed for a period of 17.6 days from 3 June to 20 June in
2008. Discretization in time varied between a minimum and a maximum time-step
(i.e. 1 s–1800 s), controlled by some time-step criterion [28]. Except for the
aforementioned geometry and time information, it is necessary to specify initial
conditions for temperature and soil water content in order to solve this problem by
HYDRUS1D.

The initial soil water content and temperature distributions across the profile
were determined from measured values on 3 June by interpolating the measured
values between two adjacent depths. Boundary conditions at the soil surface for
liquid water, water vapor and heat were determined from the surface energy
balance equation (van Bavel and Hillel 1976):

Rn � H � LE � G ¼ 0 ð3:1Þ
where Rn is the net radiation, H is the sensible heat flux density, LE is the latent
heat flux density, L is the latent heat, E is the evaporation rate, and G is the surface
heat flux density. Net radiation (Brutsaert 1982) and sensible heat flux (van Bavel
and Hillel 1976) were defined as:

Rn ¼ esearT4
a � esrT4

s H ¼ Ca
Ts � Ta

rH
ð3:2Þ

where ea is the emissivity of the atmosphere, es is the emissivity of the bare soil, r
is the Stefan-Bolzmann constant, Ta is the air temperature, Ts is the soil surface
temperature, Ca is the volumetric heat capacity of air, and rH is the aerodynamic
resistance to heat transfer. The surface evaporation is calculated as

E ¼ qvs � qva

rv þ rs
ð3:3Þ
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where qvs, qva are the water vapor density at the soil surface and the atmospheric
vapor density, respectively; rv, rs are the aerodynamic resistance to water vapor
flow and the soil surface resistance to water vapor flow that acts as an additional
resistance along with aerodynamic resistance, respectively [2]. As for the heat
transport domain, the upper boundary condition was determined by the measured
surface temperature, while the lower boundary condition was considered as zero
temperature gradient [28].

3.4 Results and Discussion

The physics of infiltration has been developed and improved during the last almost
seven decades. The numerical models play a critical role in evaluating this
physical process, that governing soil heating, spatial distribution of water, and
gaseous exchange between the soil and the atmosphere [10, 23, 24, 31]. The most
widely used model is the Richards’ equation, which has been modified into the
HYDRUS1D considering the coupled liquid water, vapor and heat transport. With
the soil hydraulic properties and the initial and boundary conditions introduced
above, the HYDRUS1D was calibrated with the field data, which was subsequently
used to calculate and analyze the detailed information of the soil water flow
processes.

3.4.1 Model Verification

In this section, the measured water contents and soil temperatures were compared
to those calculated by the HYDRUS1D code. The predicted and observed soil
temperatures at depths of 2, 5, 10, 20, and 50 cm were shown in Fig. 3.3. The
simulation’s goodness of fit was quantified with the following relative root mean
square error measure:

RRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNW

i¼1
ðMi � CiÞ2

�
Nw

s

Max M1;M2; . . .. . .;MNwÞ �MinðM1;M2; . . .. . .;MNwð Þ ð3:4Þ

where, Nw is the number of the measurements; Mi and Ci are measurements and
calculations, respectively; Max ðM1;M2; . . .. . .;MNwÞ and Min ðM1;M2; . . .. . .;
MNwÞ are the maximum and minimum value of the measurements. The RRMSE is
dimensionless and RRMSE = 0 indicates the best fit. The smaller is the RRMSE,
the better the fit of simulation.

The RRMSEs of the temperatures at depths of 2, 5, 10, 20, and 50 cm were
0.063, 0.061, 0.096, 0.183, and 0.17, respectively. Although the RRMSEs of the
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fitness at the depth of 20 and 50 cm were larger than 0.1 and close to 0.2, which
means the largest deviation were -6 �C and 2.3 �C, the calculated and measured
temperature generally agreed at all five depths and the typical sinusoidal diurnal
variation of soil temperature were captured.

During the field monitoring, an incident precipitation was captured. The
evaporation after rainfall was an exponential function of elapsed time [19], which
was used in the calculation of soil moisture variation in HYDRUS1D. The

Fig. 3.3 The calculated and measured soil temperature at all depths
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simulated and measured soil water content at the depths of 10 and 20 cm was
depicted in the Fig. 3.4, while the simulated results for the soil moisture at the
depths of 30, 40, and 50 cm were not shown here, which kept almost the same
value during the period of field measurement. The RRMSEs of the soil water
content at the depths of 10 and 20 cm were 0.048 and 0.19, respectively. Both
temperature and soil water content were simulated well by using HYDRUS1D.

3.4.2 Determination of the Drying Front

The drying front is defined as the interface between the upward and downward soil
water fluxes. In order to understand the variation of drying front, the detailed soil
water content and temperature variability were shown as the projections of the
relative altitude coordinates (Z-axis) to constant depth coordinates (Y-axis) and
elapsed time coordinates (X-axis). The interpolating and smoothing procedure for
projected soil water and temperature data were carried out by using the Surfer
plotting software [13]. The interpolation was done using the Kriging option in
Surfer. The fake virtual three dimensional fields, consisting of a space–time field
(two-dimensional field) and a dependent altitude variable (e.g. specific flux,
temperature or soil matric potential) [48], were plotted to understand the time
series information of specific flux, soil temperature and soil matric potential for the
whole soil profile, which presented a clear overview on the physical flow processes
in soil.

Fig. 3.4 The calculated and measured soil moisture content at the depth of 10 and 20 cm
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3.4.2.1 The Driving Force

The driving forces causing flow in soil are inter-dependent, for example, as
temperature gradients are accompanied by gradients of surface tension at the air–
water interface, there is a possibility of thermal capillary flow and thermal cap-
illary film flow of water in liquid phase [12]. There is a need to identify the soil
matric potential and temperature pattern for the coupled flow processes.

Figure 3.5a shows daily time series of soil matric potential profile during the
calculation period. On the day before the rainfall, the potential varied radically in
the top 2cm layer, from -10556.4 to -1049.89 cm water column. While between
5 and 20 cm, a low potential zone developed with the lowest value of -31932 cm
water column at the depth of 15 cm. It means that the soil water above and below
this zone will be transported toward this low potential layer due to the convergent
potential gradients, because the potential gradients above and below certain depth
are directed to this depth and form a convergent zero soil matric potential gradient
plane (Fig. 3.5b). The potential gradients were decided by 4h = (hi+1-hi)
(cm cm-1), where hi represented the soil matric potential at a depth of i cm.

After rainfall, the pattern of the soil matric potential was totally changed. The
rainfall broke the original low potential zone and pushed it down to the layer
between 20 and 30 cm, with lowest value of -3989 cm water column. The rainfall
increased the soil matric potential almost nine times. At the meantime, the zero
soil matric potential gradient planes moved downwards, and this was shown
clearly in Fig. 3.5b. According to the pattern of the soil matric potential and its
gradient, the soil moisture will transport upwards from the bottom of the soil
profile during the whole period, which is accordant with Walvoord’s statements
[37]. However, the soil moisture flux driven by soil matric potential gradient
would be kept in soil due to the existence of zero potential gradient planes that
varied from the surface to the depth of about 26 cm.

Fig. 3.5 The time series of a soil matric potential profile and b its gradient profile
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Figure 3.6a shows the daily time series of soil temperature profiles, where the
interval of isolines is 2 �C. The densities of isolines indicate how strongly the soil
temperature at certain depth fluctuates. The dense and sparse isolines represent the
rapid and slow variation of soil temperature with time, respectively. The isolines
near the surface were the densest, while the isolines at the bottom of soil profile
were the sparsest. During the observation period, the surface temperature varied
from 9.16 to 63 �C, with a range of daily maximum surface temperature between
39 and 63 �C, and a range of daily minimum surface temperature between 9.16
and 19.6 �C. While at the depth of 50 cm, the soil temperature varied from 25.1 to
30.66 �C, with a variation span of 4.36 and 3.35 �C for the maximum and mini-
mum soil temperature.

Figure 3.6b shows the space–time temperature gradient field, which clearly
shows how heat transport in soil controls the dependence of the temperature gradient
profiles on time and space. The temperature gradients were derived from
4T = (Ti+1-Ti) (�C/cm-1), where Ti represented the soil temperature at a depth of
i cm. The variation of isolines in Fig. 3.6b is similar to that in Fig. 3.6a. The isolines
experienced alternatively the sparseness and denseness with time elapsed on the
surface, and developed downwards from denser to sparser with depth. According to
the pattern of the soil temperature and its gradient, the thermal soil water transport is
more complicated than the isothermal one. The positive temperature gradient dis-
tributed throughout the whole soil profile on the twelfth day of period. This meant
that the thermal fluxes transported soil water to the surface from the bottom of the soil
profile. On the other hand, the negative temperature gradient distributed throughout
the whole soil profile at most of the period. However, during the whole period, most
of downward thermal fluxes due to the negative temperature gradient would not
transport the soil moisture from the surface to the bottom of the soil profile. They
were retarded by the upward isothermal fluxes. The soil water fluxes were discussed
with more details in the following section.

Fig. 3.6 The time series of a soil temperature profile and b its gradient
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3.4.2.2 The Drying Fronts

With driving forces, the soil water flux pattern can be determined, which is sub-
sequently used to identify the drying fronts. Figure 3.7a depicts the variation of the
soil water flux profiles with time elapsed. The darker color indicated the negative
fluxes, which meant that the soil moisture located in the darker area would be kept
in soil and not be evaporated at that time. According to Fig. 3.7a, there were two
types of darker areas: the first type of darker area occurred in the shallow layer
limited above the depth of 45 cm with small time intervals and isolated shapes
(A-type); the second type occurred below the depth of 45 cm with variation of the
upper borderline, while the darker area kept continuity (B-type).

Almost all of the A-type and B-type darker areas were located in the negative
(/downwards) temperature gradient zones, except for the darker areas triggered by
the rainfall event. The isolated shapes of A-type darker areas were activated when
the upward isothermal fluxes (driven by soil matric potential gradient) were greater
than the downward thermal fluxes (driven by soil temperature gradient). The space
gaps between the A-type and B-type areas were likewise contributed by the
dominance of the upward isothermal fluxes. Between the eighth and tenth day of
the observation period, the negative temperature gradients were over the positive
matric potential gradients, which led to the connection of the A-type and B-type
areas. After the rainfall, the negative matric potential gradient above the low
matric potential zone (Fig. 3.5b) kept dominant for almost 3 days with the prop-
agation of the convergent matric potential planes, from the depth of 15 to 26 cm.
The rainfall event also caused the positive temperature gradient through almost the
whole profile, between the twelfth and fourteenth day of the observation period.
However, it does not mean that the soil water can be transport from the bottom to
the surface. The soil water fluxes, driven by the summation of the positive

Fig. 3.7 The time series of a soil moisture flux pattern and b volumetric soil moisture content
pattern
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temperature gradient and matric potential gradient, were blocked by the conver-
gent matric potential planes.

The drying front could be identified by the borderlines of darker areas. On the
first day of the calculation period, the drying front started from the surface due to a
small A-type darker area near the surface. As time elapsed, the drying front
dropped to the second A-type darker area at the depth of about 12 cm. Since there
was a gap between the second A-type darker area and the third one, which
developed from 2 to 24 cm. The drying front fell to the B-type darker area at
60 cm and varied during the course of time, which was occupied by the gap
between the second and third A-type darker area. After this, the drying front
jumped to the third A-type darker area from the B-type darker area. Following the
processes described above, the drying front fluctuated sharply from the surface to
the upper borderlines of A-type and B-type darker areas. It should be noted that the
upward fluxes underneath the lower borderlines of A-type darker areas and above
the upper borderlines of B-type darker areas (the grey color area between A-type
and B-type darker areas) would not be evaporated, due to the existence of con-
vergent zero flux planes [48] at the lower borderlines of A-type areas.

The sharp fluctuation of the drying front was interrupted by the occurrence of
precipitation, which was clearly shown in Fig. 3.7. After the rainfall of 6.604 mm,
the drying front was limited at the depth of 20 cm for 3 days, from the eleventh to
fourteenth day of the period. Then, the drying front experienced the wide fluctu-
ation between the A-type and B-type darker areas again. It meant that the upward
soil moisture flux above the upper borderlines of the B-type darker areas was kept
at the lower borderlines of the A-type darker areas during these 3 days, and
increased the moisture content near the borderlines.

The corresponding variation of soil moisture profile was shown in Fig. 3.7b. On
the day before the rainfall, due to the sharp fluctuation of the drying front, the
moisture content at the depth of 10 and 20 cm were kept between the value of
0.017 and 0.021 cm3 cm-3; 0.0201 and 0.0216 cm3 cm-3, respectively. After the
rainfall, the interruption of the fluctuation of drying front increased the moisture at
the depth of 10 and 20 cm to 0.065 and 0.0256 cm3 cm-3, respectively. However
the moisture content at the depth of 30, 40, and 50 cm were not influenced by this
rainfall event. After the stop of the rainfall, the moisture content at the depths of 10
and 20 cm decreased with time due to the propagation of the drying fronts. When
the connected A-type areas were separated due to increasing evaporation, the
moisture content at the depths of 10 and 20 cm would go back to the value before
the rainfall gradually.

From above discussion, the 6.604 mm of rainfall would not be remained in
sand, and would be evaporated to the atmosphere eventually. But, the rainfall
interrupted the fluctuation of the drying front and made the isolated A-type darker
areas connected for 3 days, which subsequently limited the upwards soil water flux
from the deeper sand layer. All these kept the sand in the shallow layer moister
than before the rainfall. Furthermore, 7 days after the rainfall, the moisture content
at the depth of 10 cm was 0.036 cm3 cm-3, which was 0.015 cm3 cm-3 higher
than its daily averaged value before the rainfall. However, the 6.604 mm of
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rainfall was not enough to penetrate into the B-type darker area, which would keep
the soil moisture in soil and form the effective infiltration. It should be noted that
the effective rainfall requires the rainfall penetrating below the deepest drying
front, for example, in this case, under the depth of 94 cm (Fig. 3.7a).

3.4.3 Determination of Effective Infiltration

After the rainfall, the infiltrating process will form a downward wetting front in
soil. When the rainfall stops, the evaporation on the surface will dry the wetted soil
and form a drying front. During the redistribution of the infiltrated rainfall, the
drying front chases the wetting front. If the infiltrated rainfall could not penetrate
into the deepest drying front before the stop of redistributing process and be caught
up by the drying front, there would be no effective infiltration in the sand. On the
other hand, if the rainfall does penetrate into the deepest drying front, the deter-
mination of this part of rainfall requires the calculation of the cumulative infil-
tration under the deepest drying front, which can be determined by the
HYDRUS1D with field data. With the HYDRUS1D, the volumetric soil moisture
could be retrieved with a spatial resolution of 1 cm, which helps to know exactly
when and where the redistribution of infiltrated rainfall stops. The effective rainfall
below the deepest drying front can be determined by the difference of the volu-
metric soil moisture profiles before and after the redistribution, which can be
described as

Reff ¼ �hwetted � �horiginal; �h ¼
Xn

i¼1

ðhi þ hiþ1

2
ÞDz; i ¼ 1; 2; 3; . . .; n ð3:5Þ

where Reff is the effective infiltration, �hwetted is the average volume of soil moisture
after the redistribution, �horiginal is the average volume of soil moisture before the
redistribution, hi and hiþ1 are the volumetric soil moistures below the deepest
drying front with an interval of Dz, and n is determined by the difference between
the deepest drying front and the infiltrated depth [(the infiltrated depth - the depth
of deepest drying front)/Dz]. For example, in the case of the deepest drying front of
94 cm, if the infiltrated depth was 98 cm and the interval (Dz) was set as 1 cm, the
n would be equal to 4 [(98 cm - 94 cm)/1 cm); while, h1, h2, h3, h4 and h5 would
be the volumetric moisture content at the depth of 94, 95, 96, 97, and 98 cm
(Fig. 3.8).

The precipitation of 6.604 mm was not enough to penetrate into the deepest
drying front in this case. In order to have an idea on how much volume of rainfall
could penetrate into sand and became the effective infiltration, the volume of
precipitation was set as 33.02 mm with a rainfall rate of 6.6 mm hr-1 [19, 39].
According to the calculation result, the rainfall penetrated to the depth of 98 cm.
The original volumetric soil moisture content at the depth of 94, 95, 96, 97, and
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98 cm were 0.0429, 0.043, 0.0432, 0.0433, and 0.0434 cm3 cm-3, respectively,
while they became 0.0465, 0.0459, 0.0455, 0.045 and 0.0445 cm3 cm-3 after the
stop of redistribution. According to the Eq. (3.5), the effective infiltration was
0.0925 mm.

3.5 Brief Summary

The effective infiltration is defined here as the amount of rainfall remained in sand
beneath the deepest drying front from an incident rainfall event. In order to
understand the effective infiltration, the coupled liquid water, vapor and heat
transport in sand was analyzed to determine the drying front, using the
HYDRUS1D code. According to the calculation results, the drying fronts were
mainly determined by the shapes of the zero flux isolines. There were two kinds of
shapes of zero flux isolines: A-type, which occurred in the shallow layer limited in
the depth of 45 cm with small time intervals and isolated shapes; and B-type,
which occurred below the depth of 45 cm (from the depth of 45–94 cm) and kept
the continuity. Consequently, the drying front fluctuated sharply during the whole
calculation period. The rainfall interrupted the fluctuation of the drying front and
kept it at the depth of 20 cm for 3 days. Although, the 6.604 mm of rainfall was
not able to penetrate into the lowest evaporation during the whole period, it did
keep sand moister than before rainfall in the shallow layer (surface to the depth of
20 cm). Based on the HYDRUS1D code, a simple method was used to estimate the
effective infiltration. With the artificial set rainfall of 33.02 mm and the rainfall
rate of 6.6 mm hr-1, the effective infiltration was estimated as 0.0925 mm.

Fig. 3.8 Schematic
calculation of effective
infiltration
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Considering the maximum annual precipitation of 120 mm, simply multiplying
the estimated effective infiltration with a factor of 3.6 (120/33.02 mm), the value
of 0.336 mm yr-1 was lower than the historic records based on hydrochemical and
isotopic methods, which was from 0.95 to 3.6 mm yr-1. In fact, the annual pre-
cipitation of 120 mm would not be simply characterized by about four single
rainfalls, each of which was of 33.02 mm with the rainfall rate of 6.6 mm hr-1.
The actual annual effective infiltration was possibly lesser. The characteristics of
individual rainfall events, such as the amount, the density, the duration, and the
variation pattern of the drying front will affect the infiltrating and redistributing
process in the soil and thus the effective infiltration. Furthermore, the annual
spatial and temporal variation pattern of the precipitation plays a critical role in
determining the effective infiltration. In order to understand the effective infiltra-
tion in the Badain Jaran Desert, a long-term observation should be established.
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Chapter 4
Two-Phase Mass and Heat Flow Model

4.1 Introduction

To improve the model representation of multiphase systems, there have been
continuous efforts to build comprehensive multiphase models. At present, most
modern two-phase flow and transport models have overcome most of the diffi-
culties [40] mentioned in Sect. 1.1.1. Based on a series of works by Hassanizadeh
and Gray [26–28], Niessner and Hassanizadeh [54, 56] recently presented a non-
equilibrium two-phase heat and mass flow model including the interfacial area as a
state variable. Furthermore, in order to build rigorous multiphase models, a ther-
modynamically constrained averaging theory approach was developed to model
flow and transport phenomena in porous medium systems [22, 32, 41]. Although
the weaknesses of classical, empirical approaches are discussed systematically in
these papers, it is not easy to form an illustrative picture of the differences between
a two-phase heat and mass flow model and the traditional unsaturated soil moisture
and heat flow model. The latter model is still widely used in many unsaturated flow
simulators [16, 17, 77], and subsequently adopted as sub-model in hydrological
integration models [82, 83]. Furthermore, to estimate soil moisture dynamics using
remote sensing data, most land surface models (LSMs) do not base soil moisture
transport on two-phase flow approaches [58, 85]. There is a need to elucidate
mechanically how the traditional coupled moisture and heat flow model can be
improved by applying a two-phase flow approach.

Under the Richards approximation (e.g., no gas phase transport in the soil),
using practical or phenomenological approaches, common empirical constitutive

This chapter is based on: Zeng, Y., Z. Su, L. Wan, J. Wen (2011), Water Vapor Movement in
the Soil: Numerical Aspects, Hydrol. Earth Syst. Sci., In Preparation.
Zeng, Y., Z. Su, L. Wan, J. Wen (2011), Numerical analysis of air-water-heat flow in
unsaturated soil: Is it necessary to consider airflow in land surface models? Journal of
Geophysical Research, Vol. 116, D20107, doi: 10.1029/2011JD015835.

Y. Zeng, Coupled Dynamics in Soil, Springer Theses,
DOI: 10.1007/978-3-642-34073-4_4, � Springer-Verlag Berlin Heidelberg 2013

61

http://dx.doi.org/10.1007/978-3-642-34073-4_1
http://dx.doi.org/10.1029/2011JD015835


relations (e.g., the laws of Darcy, Fick, Henry, Dalton and Kelvin) are directly
incorporated in formulating the model for heat and mass transfer in a partially
saturated porous medium, often called diffusion-based model with roots in Philip
and de Vries [62]. The diffusion-based model has been adopted and extended by
numerous authors [46, 47, 51, 70, 71]. Yet, unsatisfactory discrepancy is often
found between theory prediction and field data. For example, Cahill and Parlange
[5] demonstrated the significant underestimation of the magnitude as well as the
incorrect direction predicted by the diffusion-based theory for vapor flux in their
field experiments. Heitman et al. [30] revealed the noticeable differences between
measured and calculated patterns of heat and moisture redistribution when the
boundary temperature gradient was instantly reversed. As a result, both Cahill and
Heitman suggested that to further develop the theory for better description of field
conditions additional mechanisms need to be taken into consideration. Although
no additional mechanism is pointed out specifically, the gas phase flow, which
involves dry air and vapor flow, is an important mechanism that needs to be taken
into account.

The gas phase flow in unsaturated soil has been studied for more than a century,
since Buckingham [4] described the movement of air in soil in response to
atmospheric pressure. However, not much attention was paid to this until the
importance of gas flow in various engineering fields became apparent. Especially
in environmental engineering, where gas flow is the major mechanism for
assessing contaminant mass depletion due to volatilization and removing the
volatile organic chemicals from the vadose zone by vapor extraction. From a
theoretical point of view, the gas phase flow problem has been analyzed using
numerical or analytical approaches. Although many numerical simulators were
developed to simulate gas flow problems in complex conditions [39, 15, 64], the
capacity of analytical solutions to verify numerical codes led to the development
of analytical solutions for soil gas flow in the vadose zone in the past two decades.
For example, Massmann [37] and McWhorter [38] presented analytical solutions
to solve one-dimensional radial gas flow with simple initial and boundary con-
ditions; Shan [75, 76] developed analytical solutions for transient gas flow caused
by barometric pumping in both one and two dimensions. These studies provided a
good knowledge base on the induced gas flow field in soil, needed to successfully
design a cleanup system for contaminated vadose zones. At the same time,
simultaneous flow of water and air through unsaturated porous media was inten-
sively studied due to its vast applications in petroleum reservoir engineering,
which also led to the development of either numerical or quasi-analytical solutions
[48, 49, 60]. However, for the analysis of simultaneous flow of heat and mass
through unsaturated porous media, a two phase flow model should also take the
energy balance equation into account.

In nuclear or geothermal engineering, where an assessment of coupled liquid
water, vapor, dry air and heat transport is required, the two-phase heat and mass
flow model has been widely researched [1, 20, 73, 74, 78, 79]. Application of the
two-phase heat and mass flow model is not limited to this. It is also important in
the drying technology, where a precise thermo-hydro-mechanical model is highly
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recommended [34] for obtaining dried products of good quality, as well as being
important in the storage of liquefied natural gas [53], where a comprehensive
understanding of the processes of freezing and thawing is necessary for safety
assessment, and in the CO2 sequestration system in a fault environment [35],
where assessment of fault instability due to the impact of CO2 injection is a typical
two-phase heat and mass flow problem, and so on. Although all the above-men-
tioned studies analyzed the heat and mass transfer with a two-phase flow approach,
which may fill the gap between theory and measurement pointed out by Cahill and
Parlange [5] and Heitman et al. [30]. However, most of these studies did not put
focus on this gap. Further consideration of the coupled liquid, vapor, dry air and
heat transport mechanism is needed to investigate the gap.

From a mechanistic point of view, primary mechanisms of two phase heat and
mass flow in unsaturated porous media include convection (movement with the
bulk fluid) and hydrodynamic dispersion (mechanical dispersion and molecular
diffusion) [2]. Mechanical dispersion, resulting from variations in fluid velocity at
the micro pore scale, is the product of dispersion and convection. In most cases,
the mechanical dispersion of gas phase is neglected due to its very small velocity
compared to the dominant molecular diffusion [72]. This assumption is also
applied in two-phase heat and mass flow models mentioned in the above para-
graph. However, it has been argued that standard phenomenological approaches to
modelling two-phase flow based on empirical constitutive relations (simplification
of transport mechanisms) are not founded on an entirely sound physical basis [55].
Based on a series of work by Hassanizadeh and Gray [26–28], Niessner and
Hassanizadeh [54, 56] presented a non-equilibrium two-phase heat and mass flow
model including the interfacial area as state variable. The reliability of their
physically-based model was made successful by capturing additional physical
processes (hysteresis) compared to the standard model. However, the focus of their
research is on microscopic scale problems, which is beyond the scope of this study.
This chapter aims to build a two-phase mass and heat flow model based on the PdV
model physics considering airflow mechanisms. The difference between the pro-
posed model and the PdV model is discussed.

4.2 Model Description

In this section, two main groups of equations (balance equations and constitutive
equations) have been used to describe the two-phase heat and mass flow model.
Milly’s equations, considering the predominantly vertical interactive process
between atmosphere and soil, have been introduced first to describe the traditional
coupled heat and mass flow model scheme. Then, the two-phase heat and flow
model has been developed on this basis. Next, considering dry air as a single phase
of the gaseous phase in soil, the balance equation of dry air was introduced.
Henry’s law has been used to express the equilibrium of dissolved air in liquid. In
addition, the thermal equilibrium assumption between phases has been adopted
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and the equation for energy balance established taking into account the internal
energy in each phase (liquid, vapor, and dry air). After the constitutive equations
have been presented, the numerical approach is briefly introduced.

4.2.1 Governing Equations

4.2.1.1 Liquid Transfer

Soil water is present in a liquid and a gaseous phase, and following Milly [43], the
total moisture balance is expressed as

o

ot
qLhL þ qVhVð Þ ¼ � o

oz
qL þ qVð Þ ð4:1Þ

where qL (kg m-3) represents the density of liquid water; qV (kg m-3) the density
of water vapor; hL (m3 m-3) the volumetric water content; z (m) the vertical space
coordinate, positive upwards; hV (m3 m-3) the volumetric vapor content; qL

(kg m-2 s-1) the liquid flux; and qV (kg m-2 s-1) the vapor flux. The liquid flux is
expressed by a generalized form of Darcy’s law

qL ¼ �qLK
o hw

cw
þ z

� �
oz

ð4:2Þ

where hw (Pa) is the pore-water pressure; cw (kg m-2 s-2) the specific weight
of water; and K (m s-1) the unsaturated hydraulic conductivity. According to
Groenevelt and Kay [24], the effect of the heat of wetting on the pressure field and
the resulting flow is taken into account by Milly [43], which leads to an additional
liquid flow term in Eq. (4.2) resulting in

qL ¼ �qLK
o hw

cw
þ z

� �
oz

� qLDTD
oT

oz
ð4:3Þ

where DTD (m2 s-1 �C-1) is the transport coefficient for adsorbed liquid flow due
to temperature gradient; and T (�C) the temperature. According to the definition of
capillary potential, h could be expressed as the difference between the pore-air
pressure and the pore-water pressure [19, 21, 80]

h ¼ hw � pg

cw
ð4:4Þ

where h (m) is the capillary pressure head; and Pg (Pa) the pore-air pressure.
Substituting Eq. (4.4) into (4.3) yields

qL ¼ �qLK
o

oz
hþ Pg

cw
þ z

� �
� qLDTD

oT

oz
ð4:5Þ
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Equation (4.5) can be rewritten [43] as

qL ¼ �qL

h
K

o

oz

�
hþ Pg

cw

�
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

qLh þ qLa

þDTD
oT

oz|fflfflffl{zfflfflffl}
qLT

þK
i

ð4:6Þ

in which qLh (kg m-2 s-1) is the isothermal liquid flux; qLT (kg m-2 s-1) the

thermal liquid flux; qLa (kg m-2 s-1) ¼ qL
K
cw

oPg

oz ¼ KLa
oPg

oz

� �
the advective liquid

flux due to air pressure gradient; KLa (s) the advective liquid transport coefficient.

4.2.1.2 Vapor Transfer

The vapor flux is expressed by a generalized form of Fick’s law

qV ¼ �De
oqV

oz
ð4:7Þ

where De (m2 s-1) is the molecular diffusivity of water vapor in soil. When dry air
is considered, the vapor flow is assumed to be induced in three ways: firstly
diffusive transfer, driven by a vapor pressure gradient (Eq. 4.7); secondly advec-

tive transfer, as part of the bulk flows of air qV
qaa

qda

� �
; and thirdly dispersive

transfer, due to longitudinal dispersivity �DVg
oqV
oz

� �
. Accordingly, Eq. (4.7) can

be rewritten as

qV ¼ � De
oqV

oz

�
|fflfflfflffl{zfflfflfflffl}

Diffusion

� qV
qaa

qda|fflffl{zfflffl}
Advection

þ hV DVg
oqV

oz

�
|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

Dispersion

ð4:8Þ

where qaa (kg m-2 s-1) is the advective dry air flux qaa ¼ �qdaKg
oPg

oz

� �
; qda

(kg m-3) the dry air density; DVg (m2 s-1) the gas-phase longitudinal dispersion
coefficient; and Kg the gas conductivity (m s-1).

Considering vapor density to be a function of matric potential and temperature,
the vapor flux can be divided into isothermal and thermal components. According
to the chain rule for partial derivatives, the vapor flux in Eq. (4.8) could be
rewritten using the three state variables as

qV ¼ qVh þ qVT þ qVa

¼ � ðDe þ hV DVgÞ oqV

oh

oh

oz
þ ðDe þ hVDVgÞ oqV

oT

oT

oz
þ qV Kg

oPg

oz

� � ð4:9Þ
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where qVh (kg m-2 s-1) is the isothermal vapor flux; qVT (kg m-2 s-1) the thermal
vapor flux; and qVa (kg m-2 s-1) the advective vapor flux.

Combining the governing equations for liquid water (Eq. 4.6) and vapor flow
(Eq. 4.9) leads to the governing differential equation for moisture transfer:

o

ot
ðqLhL þ qVhVÞ ¼ � o

oz
ðqL þ qVÞ

¼ � o

oz
ðqLh þ qLT þ qLaÞ � o

oz
ðqVh þ qVT þ qVaÞ

¼ qL
o

oz
K

oh

oz
þ 1

� �
þ DTD

oz
þ K

cw

oPg

oz

� �

þ o
Dvh

oh

oz
þ DvT

oT

oz
þ Dva

oPg

oz

� �
ð4:10Þ

where

Dvh ¼ ðDe þ hV DVgÞ oqV

oh
; Dva ¼ qVKg; DvT ¼ ðDe þ hV DVgÞ oqV

oT

Dvh (kg m-2 s-1) is the isothermal vapor conductivity; DvT (kg m-1 s-1 �C-1)
the thermal vapor diffusion coefficient; and Dva (s) the advective vapor transfer
coefficient.

The terms within the square brackets in Eq. (4.6) represent the liquid flux. The
term (Pg=cw) is the atmospheric pressure expressed as the height of a water col-
umn. The terms within the square brackets in Eq. (4.8) represent the water vapor
flux, with the first term representing the diffusive flux (Fick’s law), the second
representing the advective flux (Darcy’s law) and the third the dispersive flux
(Fick’s law).

Equation (4.3) shows clearly that only thermal (e.g. explicitly through the
temperature dependence of K) and isothermal liquid advection and water vapor
diffusion are considered in the traditional coupled heat and mass transport model
(PdV model). However, Eq. (4.6) shows that dry air is considered to be a single
phase. Thus not only diffusion, but also advection and dispersion become included
in the water vapor transport mechanism. As for the liquid transport, the mechanism
remains the same, but with atmospheric pressure acting as driving force gradient.

4.2.1.3 Dry Air Transfer

Dry air transport in unsaturated soil is driven by two main gradients, the dry air
concentration or density gradient and the air pressure gradient. The first one dif-
fuses dry air in soil pores, while the second one causes advective flux of dry air. At
the same time, the dispersive transfer of dry air should also be considered. In
addition, to maintain mechanical and chemical equilibrium, a certain amount of
dry air will dissolve into liquid according to Henry’s law. Considering the above
four effects, the balance equation for dry air may be presented [80] as
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o

ot
½� � qdaðSa þ HcSrÞ� ¼ � oqa

oz
ð4:11Þ

and

qa ¼ �De
oqda

oz|fflfflfflfflffl{zfflfflfflfflffl}
Diffusion

� qdaKg
oPg

oz|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Convection

� haDVg
oqda

oz|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
Dispersion

þHcqda
qL

qL|fflfflfflfflffl{zfflfflfflfflffl}
Dissolving

ð4:12Þ

where qa (kg m-2 s-1) is the dry air flux; and Hc (=0.02 for air at 1 atm and
25 �C) Henry’s constant; Sa ¼ 1� Srð Þ the degree of air saturation of soil;
Sr ¼ hL=�ð Þ) the degree of saturation of soil; e the porosity. In the RHS of Eq.
(4.12), the first term depicts diffusive flux (Fick’s law), the second term advective
flux (Darcy’s law), the third dispersive flux (Fick’s law), and the fourth advective
flux due to dissolved air (Henry’s law). Considering dry air density is a function of
matric potential, temperature and air pressure, Eq. (4.12) could be rewritten with
three state variables. Combining Eq. (4.12) with Eq. (4.11), the governing equation
for dry air can be expressed as

o

ot
½� � qdaðSa þ HcSrÞ� ¼ � o ðqah þ qaT þ qaaÞ

¼ o
Kah

oh

oz
þ KaT

oT

oz
þ Kaa

oPg

oz

� �

þ Vah
oz
þ VaT

oT

oz
þ Vaa

oPg

oz
þ Hcqda

oK

oz

ð4:13Þ

where qah (kg m-2 s-1) is the isothermal air flux; qaT (kg m-2 s-1) the thermal air
flux; qaa (kg m-2 s-1) the advective flux; and

Kah ¼ðDe þ haDVgÞ oqda

oh
þ HcqdaK

KaT ¼ðDe þ haDVgÞ oqda

oT
þ HcqdaDTD

Kaa ¼ðDe þ haDVgÞ oqda

oPg
þ qda Kg þ Hc

K

cw

� �

Vah ¼ Kg
oPg

oz
� Hc

qL

qL

� �
Xah

VaT ¼ Kg
oPg

oz
� Hc

qL

qL

� �
XaT

Vaa ¼ Kg
oPg

oz
� Hc

qL

qL

� �
Xaa

where Xah, XaT and Xaa are introduced in Sect. 4.2.2.3.
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4.2.1.4 Energy Equation

In the vadose zone, the mechanisms for energy transport include conduction and
convection. The conductive heat transfer contains contributions from liquids,
solids and gas. Conduction is the main mechanism for heat transfer in soil and
contributes to the energy conservation by solids, liquids and air. Advective heat in
soil is conveyed by liquid flux, vapor flux, and dry air flux. On the other hand, heat
storage in soil includes the bulk volumetric heat content, the latent heat of
vaporization and a source term associated with the exothermic process of wetting
of a porous medium (integral heat of wetting) [11]. Accordingly, following the
general approach by de Vries [11], the energy balance equation in unsaturated soil
may be written as four parts

Solid: o ½qshscs ðT�TrÞ�
ot ¼ o

oz kshs
oT
oz

� �

Liquid: o qLhLcL ðT�TrÞ½ �
ot ¼ o

oz kLhL
oT
oz

� �
� o

oz qLcL � ðT � TrÞ½ �
Air and vapor:

o

ot
qdaca þ qV cVð ÞhgðT � TrÞ þ qVL0hg

	 


¼ o

oz
kghg

oT

oz

� �
� o

oz
qVðcV � ðT � TrÞ þ L0Þ þ qaca � ðT � TrÞf g

ð4:14Þ

Heat of wetting: Hw ¼ �qLW ohL
ot

where ks, kL and kg (w m-1 �C-1) represent the thermal conductivities of solids,
liquids and pore gas ¼ ka þ kVð Þ respectively; hs the volumetric content of solids
in the soil; hg the volumetric content of gas ¼ hV ¼ hað Þ in the soil; cs, cL, ca and
cv (J kg-1 �C-1) specific heat of solids, liquids, air and vapor, respectively; Tr (�C)
the reference temperature; qs (kg m-3) the density of solids in the soil; L0 (J kg-1)
the latent heat of vaporization of water at temperature Tr; and W (J kg-1) the
differential heat of wetting (the amount of heat released when a small amount of
free water is added to the soil matrix). The latent heat of vaporization varies with
T according to L Tð Þ ¼ L0 � ðcL � cvÞ T � Trð Þ � 2:501 � 106 � 2369:2 T [70].
In accordance with Eq. (4.14), the conservation equation for energy transfer in the
soil is given as

o

ot
ðqshscs þ qLhLcL þ qdahaca þ qVhV cVÞðT � TrÞ þ qVL0hg

	 


�qLW
ohL

ot
¼ o

oz
keff

oT

oz

� �
� o

oz
½qLcL � ðT � TrÞ

þqVðL0 þ cV � ðT � TrÞÞ þ qaca � ðT � TrÞ�

ð4:15Þ

where keff (W m-1 K-1) is the effective thermal conductivity, combining the
thermal conductivity of solid particles, liquid and dry air in the absence of flow.
The parameters in the first term in the LHS of Eq. (4.15) and keff can be
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determined by de Vries’ [11] scheme. Equations (4.10), (4.13) and (4.15) are
solved jointly with the specified boundary and initial condition of the solution
domain to obtain spatial and temporal variations of the three prime variables h,
T and Pg. If the advective flux conveyed by the dry air flux ðqaca � ðT � TrÞÞ and
the bulk volumetric heat content of dry air ðqdahacaÞ were to be neglected, Eq.
(4.15) would result in the heat balance equation of Milly [43].

4.2.2 Constitutive Equations

The constitutive equations link the independent variables (unknowns) and the
dependent variables. Each governing equation is solved for a single unknown, for
example, Eq. (4.10) for matric potential, Eq. (4.13) for atmospheric pressure and
Eq. (4.15) for temperature. The closure of the model developed above requires all
dependent variables to be computable from the set of unknowns. The governing
equations are finally written in terms of the unknowns when the constitutive
equations given below are substituted.

4.2.2.1 Unsaturated Hydraulic Conductivity

The pore-size distribution model of Mualem [50] was used to predict the unsaturated
hydraulic conductivity from the saturated hydraulic conductivity [84]:

K ¼ KsKr ¼ KsS
l
e½1� ð1� S1=m

e Þm�2 ð4:16Þ
where KS (m s-1) is the saturated hydraulic conductivity; Kr, the relative hydraulic
conductivity; Se the effective saturation Se ¼ ðh� hresÞ=ðhsat � hresÞð Þ; hres, the
residual water contents; and l and m empirical parameters (l = 0.5). The parameter
m is a measure of the pore-size distribution and can be expressed as m = 1-1/n,
which in turn can be determined by fitting van Genuchten’s analytical model [84]

hðhÞ ¼ hres þ hsat�hres

½1þ ahj jn�m; h\0
hsat; h� 0

�
ð4:17Þ

where a (m-1) is the parameter characteristic of the particular soil material.
According to Eq. (4.16), the unsaturated hydraulic conductivity is a function of hres,
which is subsequently a function of h [e.g. from Eq. (4.17)]. The h is actually
temperature dependence, hTemCorr ¼ h � e�Cw T�Trð Þ, where Cw � 1

h
oh
oT and Cw is

assumed to be constant (=0.0068 �C-1) [44, 45]. Such temperature dependence is
implied by the temperature dependence of surface tension and viscous flow [42].
Therefore, the temperature apparently has an effect on the unsaturated hydraulic
conductivity, due to the temperature dependence of h, which is given by Milly [43] as
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K h; Tð Þ ¼ KsKr hð ÞKT Tð Þ ð4:18Þ
and KT is given as

KT ¼ lw Trð Þ
lw Tð Þ ð4:19Þ

where lw is the dynamic viscosity of water and is given [18] as

lw ¼ lw0 exp ½l1=ðR � ðT þ 133:3Þ� ð4:20Þ
where lw0 ¼ 2:4152 � 10�5 Pa sð Þ, l1 ¼ 4:7428ðkJ mol�1Þ, R = 8.314472
(J mol-1 �C-1), and T is in �C.

4.2.2.2 Gas Conductivity

In unsaturated soil, the pore space generally is occupied by gas and liquid. Under
the ideal assumption that there is no interaction between the fluids (which is
actually not the case in the reality), Darcy’s law is applied to determine the gas
conductivity. When the pore space is filled gradually by a single fluid, the per-
meability with respect to the other fluid will decrease accordingly, because of the
cross-sectional area available for the flow of that fluid (other than the fluid
occupying the pore space) is less. According to Darcy’s law, the gas conductivity
can be expressed as

Kg ¼ Krg Sað ÞKslw

qLglg
ð4:21Þ

where lg (=1.846 9 10-5 kg m-1 s-1) the air viscosity; Krg Sað Þ the relative gas
conductivity, which is a function of effective gas saturation and is defined by Van
Genuchten–Mualem model as

Krg Sað Þ ¼ 1� S0:5
a

� 
1� 1� 1� Sað Þ1=m

h imn o2
ð4:22Þ

4.2.2.3 Gas-Phase Density

Gas phase density includes water vapor density and dry air density. The water
vapor density, qV , has been given [62, 70] as qV ¼ qSV Hr; Hr ¼ expðhg=RV TÞ;

qSV ¼
10�3

T
exp 31:3716� 6014:79

T
� 7:92495� 10�3T

� �
ð4:23Þ

where qSV is the density of saturated water vapor; Hr, the relative humidity; RV, the
specific gas constant for vapor (461.5 J kg-1 K-1); g (m s-2), the gravitational
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acceleration; and T in K. The gradient of the water vapor density with respect to
z can be expressed as

oqV

oz
¼ qSV

oHr

oT hj oT

oz
þ qSV

oHr

oh Tj oh

oz
þ Hr

oqSV

oT

oT

oz
ð4:24Þ

Assuming that pore-air and pore-vapor could be considered to be ideal gas, air
and vapor density can be expressed as

qda ¼
Pda

RdaT
; and qV ¼

PV

RV T
ð4:25Þ

where Rda is the specific gas constant for dry air (=287.1 J kg-1 K-1); Pda (Pa)
and PV (Pa) are the dry air pressure and vapor pressure; and T is in K. According to
Dalton’s law of partial pressure, the mixed soil air pressure (Pg) should be equal to
the sum of the dry air pressure and the vapor pressure

Pg ¼ Pda þ Pv ð4:26Þ
The dry air density could be rewritten as

qda ¼
Pg

RdaT
� qV RV

Rda
ð4:27Þ

Differentiating Eq. (4.27) with respect to time (t) and space (z) yields

oqda

ot
¼ Xaa

oPg

ot
þ XaT

oT

ot
þ Xah

oh

ot

oqda

oz
¼ Xaa

oPg

oz
þ XaT

oT

oz
þ Xah

oh

oz
ð4:28Þ

where

Xaa ¼ 1
RdaT

; XaT ¼ � Pg

RdaT2
þ RV

Rda
Hr

oqSV

oT
� qSV hgHr

RV T2

� �� �
; Xah ¼ � qSV gHr

RdaT

4.2.2.4 Vapor Diffusivity

The vapor diffusion described by Fick’s law in the atmosphere has been modified
so as to apply in porous media by Rollins [68] as

qv ¼ �Datmtsharqv ð4:29Þ
where Datm is the molecular diffusivity of water vapor in air (m2 s-1); s a tortu-
osity factor allowing for the extra path length; and t the ‘mass flow factor’
introduced to allow for the mass flow of vapor arising from the difference in
boundary conditions governing the air and the vapor components of the diffusion
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system. Be aware of that, with the vapor diffusivity here, the vapor diffusion can be
referred to as an isothermal equation. Actually, the temperature effects are
implicitly included in the sense that an accurate measurement of water vapor
density would include the effect of a temperature gradient or any other soil
property such as air, water content or solid particles [6].

With the thermodynamic relationship between the vapor density and the relative
humidity in soil, which is a function of temperature and capillary pressure [14],
Eq. (4.29) can be rewritten in a form that contains temperature gradient explicitly
by transforming the vapor density gradient to an equivalent temperature gradient
[6]. The vapor diffusion with respect to temperature can be expressed as

oqV

oT
¼ �Datmtsha

oqV

oT
¼ �DV Sim TrT ; DV Sim T ¼ DatmtshaHrb ð4:30Þ

where b is for oqSV

oT . Equation (4.30) is straightforward and logical adaptation of
Eq. (4.29).

Equation (4.30) has been described as the ‘simple theory’ of thermal vapor
transfer by Philip and De Vries [62] and has been proven not enough to explain the
vapor transfer in soil. They proposed a semi-empirical theory to encounter the
failure of ‘simple theory’.

In a single air-filled pore, the product between tortuosity and the volumetric
content of air can be considered as a unity, presuming similarity of temperature
and vapor fields in the pore. Therefore, the vapor diffusion due to the air tem-
perature gradient rTað Þ in the pore should be considered and expressed as

oqV

oT
¼ �DatmtHrbrTa ð4:31Þ

In addition, Philip and De Vries [62] assumed that the vapor can transfer
through ‘liquid island’ (i.e., the liquid capillary connecting soil particles) by
condensing on the cold side of the ‘liquid island’ and evaporating on the warm
side. With such assumption, the cross section available for vapor transfer is equal
to that occupied by air and liquid (e.g. ¼ ha þ hL). Assuming that the mean flux
density in the connecting liquid island is equal to that in the air-filled pores, we
can get

oqV

oT
¼ � ha þ hLð ÞDatmtHrbrTa ¼ �DV Liquid IslandrTa ð4:32Þ

The ratio between the diffusivity proposed by Philip and De Vries
DV Liquid Island

� 
and the diffusivity for ‘simple theory’ DV Sim Tð Þ can be used to

enhance the vapor diffusion predicted by ‘simple theory’. This ratio is called as the
enhancement factor for thermal vapor diffusion in soil and is given as

g ¼ ha þ hL

sha

rTa

rT
ð4:33Þ
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According to the equations and concepts described above, the thermal vapor
diffusion can be rewritten as

oqV

oT
¼ �Datmshag

oqV

oT
rT ð4:34Þ

Note that, Eq. (4.34) doesn’t include the ‘mass flow factor’ tð Þ, which has been
neglected considering its insignificant effects. With the inclusion of enhancement
factor, g, the cross sectional area will vary with soil saturation degree. As soil is
completely dry, there is no liquid water in the soil and the thermal vapor diffusion
should follow ‘simple theory’ as Eq. (4.30) states. When soil is getting wetter, the
liquid island starts to appear and the cross sectional area for vapor diffusion
increases at the same time with the consideration of enhancement factor. With the
consideration of varied cross sectional area for vapor diffusion, Eq. (4.34) is
rewritten by [Philip and De Vries [62]] as

oqV

oT
¼ �Datm ha þ f hað ÞhLð Þ

zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{
Cross section for

vapor diffusion
rTa

rT

oqV

oT
rT ð4:35Þ

where f hað Þ is a factor introduced to account for decreasing cross-section due to
increasing moisture content and increasing degree of liquid continuity, after soil
moisture content exceeds a certain key value. The f hað Þ is given as

f hað Þ ¼
1; hL	 hk
ha
��hk

; hL [ hk

�
ð4:36Þ

The hk is the moisture content at which liquid flow becomes negligible. If one
substitutes hL ¼ �� ha into Eq. (4.35), the cross section for vapor diffusion will be

equal to ha þ ha
��hk
ð�� haÞ

h i
, when hL [ hk. On the other hand, when the moisture

content decreases till hkðhL ¼ hkÞ, the cross sectional area equals to
ha þ hLð Þ ¼ ðha þ hkÞ. At this every moment when hk merely equal to hL but less

than hL, we can approximate that ha þ ha
��hk
ð�� haÞ

h i
� ha þ hkð Þ � �. It is easy to

know that hað�� haÞ � hkð�� hkÞ, which means ha � hk. This indicates that the
cross sectional area reach maximum when ha ¼ hL ¼ hk ¼ 0:5�. It means that at
moderate moisture content, continuity of both liquid and vapor phases reaches
maximum, together with islands of both phases.

In the enhancement factor, rTa
rT is regarded as the local temperature gradient

effect due to a higher average pore-air temperature gradient compared to the
average temperature gradient of the bulk medium, and is given by Philip and De
Vries [62] as

rTa

rT
¼ rTa

X5

i¼1

rTihi

" #�1

ð4:37Þ
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where rTi is the thermal gradient in the ith constituent, and hi the volumetric
fraction of the ith constituent. Based on De Vries’ approach [12], the ratio of the
average temperature gradient in the constituent to the average temperature gradient
of the bulk medium can be expressed by a conceptual model

ki ¼ 2
3

1þ ki

k1
� 1

� �
gi

� ��1

þ 1
3

1þ ki

k1
� 1

� �
1� 2gið Þ

� ��1

ð4:38Þ

where ki is the ratio; ki the thermal conductivity of the ith constituent
(J cm-1 s-1 �C-1); and gi the ‘shape factor’ of the ith constituent (see Table 4.1).
For the solid particles, constant values for gi as given in Table 4.1 are assumed.
For liquid water, no value is needed since its coefficient is zero. The value of g2 is
considered as a function of moisture content as follows [33]

g2 ¼ 0:013þ 0:022
hwilting pF¼4:2ð Þ þ 0:298

�

� �
hL; hL\hwilting

0:035þ 0:298
� hL; hL [ hwilting

(
ð4:39Þ

By applying the definition of the ki [12], Eq. (4.37) can be transformed as

rTa

rT
¼ k2

X5

i¼1

kihi

" #
ð4:40Þ

The value of rTa
rT is valid for hL down to hk. For hL ¼ 0, rTa

rT may be calculated
using air as the continuous phase, and may be interpolated for hL between 0 and hk

[44, 45].

4.2.2.5 Gas Dispersivity

The gas phase longitudinal dispersivity, DVg, was estimated [2] as

DVg ¼ aLi � qi i¼gas; liquidð Þ ð4:41Þ
where qi is the pore fluid flux in phase i; and aLi (m), the longitudinal dispersivity
in phase i, which has been evaluated by various authors for different levels of soil
saturation. Laboratory studies have shown that aLi increases when the soil volu-
metric water content decreases. In this study, as done by Grifoll et al. [23], a

Table 4.1 Properties of Soil Constituents [12]

Constituent i Ci

(J cm-3 �C-1)
ki

(J cm-1 s-1 �C-1)
gi

Liquid water 1 1.0 5.73 9 10-3 � � �
Air 2 1.25 9 10-3 2.5 9 10-4 +LDa oqv

�
oT

� 
hj � � �

Quartz 3 2.66 8.8 9 10-2 0.125
Other materials 4 2.66 2.9 9 10-2 0.125
Organic matter 5 1.3 2.5 9 10-3 0.5
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correlation made from simulation results [69] and experimental data obtained by
Haga et al. [25] was used:

aLi ¼ aLi sat � 13:6� 16 � hg

�
e

� þ 3:4 � hg

�
e

� 5
h i

ð4:42Þ

As Grifoll et al. [23] pointed out, the lack of dispersivity values led to, the
saturation dispersivity, aLi sat, used in the above correlation to be set at 0.078 m,
the figure reported in the field experiments by Biggar and Nielsen [3] and shown to
be a reasonable value in previous modeling studies [8].

4.2.2.6 Thermal Property

Heat Capacity
The volumetric heat capacity of a soil is a weighted average of the capacities of

its constituents [12]

C ¼
X5

i¼1

Cihi ð4:43Þ

where hi and Ci are the volumetric fraction and the volumetric heat capacity of the
ith soil constituent (J cm-3 �C-1). The five components are water, air, quartz
particles, other minerals and organic matter (see Table 4.1).

Thermal Properties
The effective thermal conductivity of a moist soil is given by

keff ¼
X5

i¼1

kihiki

 ! X5

i¼1

kihi

 !�1

ð4:44Þ

The unit of which is (J cm-1 s-1 �C-1) (see Table 4.1).

Differential Heat of Wetting
The differential heat of wetting, W (J/Kg), is the amount of heat released when a

small amount of free water is added to the soil matrix and is originally expressed
by Edlefsen and Anderson [14]

W ¼ �qL w� T
ow
oT

� �
¼ �0:01g hþ TCwh

�  ¼ �0:01gh 1þ TCw

� 

where w (J kg-1) = 0.01 gh (cm) at T = 293 K with the value of Cw ¼ 0:0068
(K-1) [47]. Thus, Prunty expressed the differential heat of wetting as [66]

W ¼ �0:2932h ð4:45Þ
unit of W is J kg-1 when h is in cm.
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Transport Coefficient for Adsorbed Liquid Flow
The transport coefficient for adsorbed liquid flow due to temperature gradient

could be expressed [24] as:

DTD ¼ Hwe
bslwðT þ 273:15Þ ð1:5548 � 10�15Þ ð4:46Þ

where Hw is the integral heat of wetting (J m-2); b = 4 9 10-8 (m); T is in �C.

4.2.3 Numerical Approach

The governing differential equations are converted to non-linear ordinary differ-
ential equations whose unknowns are the values of the prime variables at a finite
number of nodes by using Galerkin’s method of weighted residuals. Then, a finite-
difference time-stepping scheme is applied to evaluate the time derivatives, which
is solved by a successive linearization iterative scheme. To describe the spatial
discretization and time stepping of the governing equations, an example of the
derivation is presented below, using the moisture equation. For the dry air equation
and the energy equation, the procedure is similar.

The standard piecewise linear basis functions for approximation of the prime
variables are expressed as

ĥðz; tÞ ¼ h1/1 þ h2/2 ¼
X2

j¼1

hjðtÞ/jðzÞ

T̂ðz; tÞ ¼ T1/1 þ T2/2 ¼
X2

j¼1

TjðtÞ/jðzÞ ð4:47Þ

P̂gðz; tÞ ¼ Pg1/1 þ Pg2/2 ¼
X2

j¼1

PgjðtÞ/jðzÞ

where j is the node index; and, /jðzÞ the usual shape function defined element by
element. If the approximations given by Eq. (4.47) are substituted into the Eqs.
(4.10), (4.13) and (4.15), residuals are obtained for each governing differential
equation, which are then minimized using Galerkin’s method. Introducing the new
notation for the coefficients in the moisture mass conservation equation, Eq. (4.10)
becomes,

Mmoistureðh; TÞ

¼ c1
oh

ot
þ c2

oT

ot
� o

oz
c3

oh

oz
þ c4

oT

oz
þ c5

oPg

oz
þ c6

� �
� c7

oh

oz
� c8

oT

oz

ð4:48Þ
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where c1 to c8 are defined implicitly by Eqs. (4.10) and (4.48). Following
Galerkin’s method of weighted residuals [63] for each element, the residuals

obtained by substituting ĥ, T̂ , and P̂g into Eq. (4.48) are required to be orthogonal
to the set of trial functions.

Z
Z

c1
oĥ

ot
þ c2

oT̂

ot
� o

oz
c3

oĥ

oz
þ c4

oT̂

oz
þ c5

oP̂g

oz
þ c6

 !
� c7

oĥ

oz
� c8

oT̂

oz

" #
/idz ¼ 0; i ¼ 1; 2

ð4:49Þ
where Z is the solution domain. We apply integration by part to the third, fourth
and fifth term, which may be recognized as the flux divergence.

Z
Z

c1
oĥ

ot
þ c2

oT̂

ot

 !
/idzþ

Z
Z

c3
oĥ

oz
þ c4

oT̂

oz
þ c5

oP̂g

oz
þ c6

 !
/0idz

þ
Z
Z

c7ĥ/0idzþ
Z
Z

c8T̂/0idz ¼ c3
oĥ

oz
þ c4

oT̂

oz
þ c5

oP̂g

oz
þ c6

 !
þ c7ĥþ c8T̂

 !
/i

" #z2

z1

¼ ½�Qm/i�z2
z1
; i ¼ 1; 2

ð4:50Þ
where z1 and z2 are two points in one element and subscripted according to a local
numbering system. According to the definition of c3, c4, c5, c6, c7 and c8, Qm is
implicitly seen as the sum of liquid and vapor mass flux. Now, substituting from
Eq. (4.47) into Eq. (4.50) yields

X2

j¼1

h0j

Z
c1/j/idzþ

X2

j¼1

T 0j

Z
c2/j/idzþ

X2

j¼1

hj

Z
c3/

0
j/
0
idzþ

X2

j¼1

Tj

Z
c4/

0
j/
0
idz

þ
X2

j¼1

Pgj

Z
c5/

0
j/
0
idzþ

Z
c6/

0
idzþ

X2

j¼1

hj

Z
c7/j/

0
idzþ

X2

j¼1

Tj

Z
c8/j/

0
idz

¼ �Qm/i½ �z2
z1
; i ¼ 1; 2

ð4:51Þ
Considering the dependence of c1 to c8 on state variables, the linear assumption

of the parameters inside an element is recognisable in the linear form of Eq. (4.47).
In matrix form, Eq. (4.51) becomes

A � _hþ B � _T þ C � hþ D � T þ E � Pg þ F ¼ Qm Cj ð4:52Þ
where A, B, C, D, E, and F are defined implicitly by Eqs. (4.51) and (4.52); the

subscript C denotes the boundary of the solution domain, by which the specific
boundary conditions enter the equations associated with the two end nodes; while,
_h and _T denote the time derivative of matric potential and the temperature,
respectively. A fully implicit backward difference scheme is used to accomplish
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the temporal solution of the governing differential equations, which means that all
terms other than the time derivative are evaluated at the end of the time step. This
scheme yields

1
Dt

Ak þ Ck

� �
� hk þ 1

Dt
Bk þ Dk

� �
� Tk

¼ 1
Dt

Ak � hk�1 þ 1
Dt

Bk � Tk�1 � E � Pk
g � F þ Qm Cj

ð4:53Þ

where k is a time index and Dt is the length of the time step. The coefficient
matrices in Eq. (4.53) are to be evaluated at the new time level with an iterative
scheme, which updates the coefficient matrices at each iteration until desired
convergence criteria are achieved. The prescribed upper limits are used to deter-
mine a new time step size automatically [46] in the form of

Dt ¼ min
Xmax

maxi
dhi
dt

�  ; Tmax

maxi
dTi
dt

�  ; Pgmax

maxi
dPgi

dt

� � ; hmax

maxi
dhi
dt

� 
2
4

3
5 ð4:54Þ

where maxi denotes maximization over all nodes i, and the changes of state vari-
ables are estimated from the most recent time step; Xmax is the upper limit of change
for volumetric water content; TMax the upper change limit for temperature; Pgmax for
atmospheric pressure; and hmax for matric potential. If the change exceeds the
desired upper limits, the calculation of that time step is erroneous, and the time step
will be repeated with a decreased time length. This helps achieve a reasonable
trade-off between the computational effort and the accuracy of the solution.

4.3 Numerical Model Discussion

As mentioned in the introduction, the mass and heat of the liquid and vapor
transport part of the proposed model are based on Milly’s work, while the air phase
part is based on Thomas’ work. This section discusses the connection between the
proposed model and the model it is based on.

4.3.1 Air Phase Transport Part

The air transport in the soil is only valid under the continuum assumption, which is
generally true when the degree of saturation is reduced to around 85 % or lower
[10]. In Thomas’ equation system, the air transport in unsaturated soil is consid-
ered to exist in two forms, bulk air and dissolved air [19]. The bulk air transport is
driven by a gradient of air pressure, while the dissolved air transport is linked to
the liquid flow. The air conservation equation is given as
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o

ot
½e � qdaðSa þ HcSrÞ� ¼ o

oz
qdaKg

oPg

oz
� Hcqda

qL

qL

� �
ð4:55Þ

The first term on the RHS represents the convective airflow due to the soil air
pressure gradient. The second term denotes a different mechanism of convective
movement of gases, the transfer of dissolved gases, which is the prevailing transfer
mechanism when water is infiltrating into and percolating through soils, and is
triggered by rain or irrigation. Apart from convection, the proposed model
(Eq. 4.13) also takes diffusion and dispersion into account. In the case of con-
vection, under a gradient of total gas pressure, the entire mass of air is transferred
from a higher pressure zone to a lower one. While in the case of diffusion, the
driving force is a gradient of partial pressure (concentration) of any constituent gas
(vapor and dry air), which causes the molecules of air to distribute evenly from a
higher concentration zone to a lower one while the gas as a whole may remain
isobaric and stationary [31]. To certain extent, dispersion is similar to diffusion.
However, dispersion only occurs when macroscopic motion (flow) exists and is
always associated with flow. Accordingly, dispersion could be roughly defined as
convection induced diffusion [36]. The dry air conservation equation of the pro-
posed model is given as Eq. (4.13), which could be expanded as followed:

Caa
oPg

ot
þ CaT

oT

ot
þ Cah

oh

ot
¼ o

oz
Kaa

oPg

oz
þ KaT

oT

oz
þ Kah

oh

oz

� �

þ Vaa
oPg

oz
þ VaT

oT

oz
þ Vah

oh

oz
þ Hcqda

oK

oz
ð4:56Þ

where

Caa ¼Xaa½eþ ðHc � 1ÞhL�
CaT ¼XaT ½eþ ðHc � 1ÞhL� þ ðHc � 1Þqda

ohL

oT

Cah ¼Xah½eþ ðHc � 1ÞhL� þ ðHc � 1Þqda
ohL

oh

4.3.2 Simultaneous Mass and Heat Transport Part

4.3.2.1 Moisture Equation

In Milly’s work [43], the moisture conservation equation is expressed [43] as

1� qV

qL

� �
ohL

oh
þ hV

qL

oqV

oh

� �
oh

ot
þ 1� qV

qL

� �
ohL

oT
þ hV

qL

oqV

oT

� �
oT

ot

¼ o

oz
ðK þ DhvÞ oh

oz
þ ðDTv þ DTaÞ oT

oz
þ K

� � ð4:57Þ
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The LHS of Eq. (4.57) is the expansion of storage term, which includes liquid
and vapor mass per unit volume of a porous medium and has exactly the same
storage term as in Eq. (4.10). The RHS of Eq. (4.57) is the sum of liquid and vapor
fluxes, where K is the unsaturated hydraulic conductivity, DTa is a transport
coefficient for adsorbed liquid flow due to the thermal gradient [24], and Dhv and
DTv are the vapor conductivity, due to the soil matric pressure gradient, and the
thermal vapor diffusion coefficient, due to the soil temperature gradient, respec-
tively. DTa is identical to DTD in Eq. (4.3).

Equation (4.57) eliminates the extreme restrictions of Philip and de Vries’ theory
[62] (henceforth PdV) on the properties and the wetting history of the medium, and
incorporates moisture retention hysteresis and soil inhomogeneities by using soil
matric pressure head gradients instead of a soil moisture gradient. Due to the
dependence of matric pressure on soil moisture and temperature, the liquid flux is
separated into three components: a component due to the temperature gradient, one
due to the moisture gradient, and one due to gravity. The vapor flux is separated into
isothermal and thermal components. In Eq. (4.57), there is no explicit separation of
liquid flux as PdV does. However, the temperature dependence of liquid flux is
generalized implicitly by considering the temperature effect on K through the
kinematic viscosity. The hydraulic conductivity, K, is expressed as

K ¼ KsKrðhLÞ lðT0Þ
lðTÞ ð4:58Þ

where Ks is saturated hydraulic conductivity, KrðhLÞ is relative hydraulic con-

ductivity, and l is viscosity, lðT0Þ
lðTÞ the term called a temperature correction factor by

Milly. This approach is actually based on the well-known surface-tension viscous-
flow (STVF) [42]. As far as the performance of the STVF approach is concerned,
Constantz [9] and Nimmo and Miller [57] reported underestimation of the STVF in
their experiments. They stated that temperature-induced changes in the liquid flux
were under-predicted when only changes in surface-tension were taken into
account. Their statements actually explain Milly’s reporting of the insignificance
of thermal liquid flux [44, 45], which is contrary to some investigators’ experiment
results [52, 67]. Accordingly, the liquid flux is separated into four components
induced by the matric potential gradient, the temperature gradient, thermal
absorption and gravity. Dhv and DTv in Eq. (4.48) actually demonstrate the ordinary
diffusion (concentration) and thermal induced diffusion of water vapor. However,
vapor transport in porous media does not only have to occur by diffusion, but can
also occur by convection [61, 65] and dispersion [23, 59]. Hence, the major
differences between the moisture equation of the proposed model (Eq. 4.10) and
Eq. (4.57) are visible in the transport or kinetic coefficients, which become
available after expansion of Eq. (4.10):
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Khh ¼ Dvh

qL
þ K

KhT ¼ DvT

qL
þ DTD

Kha ¼ Dva

qL
þ K

cw
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qsV

qL
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oh

VVT ¼ �Va

qL
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oT
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oqsV

oT

� �

ð4:59Þ

where Khh, KhT , and Kha are kinetic coefficients of moisture (liquid and vapor) flow
due to matric potential gradient (ordinarily diffusive flow), temperature gradient
(thermal induced diffusion) and air pressure gradient (air pressure flow), respec-
tively, while Vvh and VvT are the transport coefficients of vapor only due to the bulk
flow of air (convective flow). The moisture equation of the proposed model, Eq.
(4.10), could be rewritten as

Chh
oh

ot
þ ChT

oT

ot

¼ o

oz
Khh

oh

oz
þ KhT
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oz
þ Kha

oPg

oz

� �
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oh

oz
þ VVT

oT

oz

ð4:60Þ

where Chh and ChT are the storage coefficients defined implicitly in Eq. (4.60) and
Eq. (4.10) or (4.57).

4.3.2.2 Heat Equation

The conservation of heat equation is stated by Milly [43] as:

o

oz
½CðT � TrÞ� þ L0

o ðqVhaÞ � qLW
ohL

ot

¼ o

oz
k fracoTozþ qLðLDhV þ gTDTaÞ oh

oz
� cLðT � TrÞqm

� � ð4:61Þ

The LHS of Eq. (4.61) has the exact same form as that of Eq. (4.15), but they
have been expanded in a different way. In Eq. (4.61), C ¼ Cd þ cLqLhL þ cVqVha

is the volumetric heat capacity of soil, Cd is the volumetric heat capacity of soil
when dry [12], k is the effective thermal conductivity, and qm is the moisture flux,
other notations are the same as those in Sect. 4.2. Considering the dependence of
soil moisture and vapor density on matric potential and temperature, the LHS of
Eq. (4.61) could be expanded as
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C þ H1
oqV

oT
þ H2

ohL

oT

� �
oT
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þ H1

oqV

oh
þ H2

ohL

oh

� �
oh

ot
ð4:62Þ

where H1 ¼ ½L0 þ cVðT � TrÞ�ha, H2 ¼ ½ðcLqL � cVqVÞðT � TrÞ � qLW�
qV L0�ha. According to de Vries [12], the volumetric heat capacity of soil, C, could
be given as

C ¼
X5

i¼1

Cihi ð4:63Þ

where hi and Ci are the volumetric fraction and the volumetric heat capacity of the
ith soil constituent. The five components are water, air, quartz particles, other
minerals and organic matter. In the above concept, the air phase is assumed to
consist of vapor only, while the volume of dry air is considered implicitly to be
unchanged (inert gas) under constant soil air pressure and atmospheric pressure
[13]. In the proposed model, the dry air is considered to exist in two forms, bulk air
and dissolved air, carrying various amounts of volume of heat due to the variable
air volume. With this in mind, the LHS of Eq. (4.15) (same as the LHS of Eq.
(4.61), Cunsat = C) is expanded to

o

oz
½CðT � TrÞ� þ L0

o

oz
ðqVhaÞ � qLW

ohL

ot

¼ CTh
oh

ot
þ CTT

oT
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þ CTa

oPg

ot

ð4:64Þ

where

CTa ¼ ðT � TrÞð�� hLÞcaXaa

CTh ¼ ½ðT � TrÞðqLcL � qdaca � qV cVÞ � ðL0qV þ qLWÞ� ohL

oh
þ ðT � TrÞð�� hLÞcaXah

þ ½ðT � TrÞð�� hLÞcV þ L0ð�� hLÞ�qsV
oHr

oh

CTT ¼ ½ðT � TrÞðqLcL � qdaca � qV cVÞ � ðL0qV þ qLWÞ� ohL

oT
þ ðT � TrÞð�� hLÞcaXaT

þ ½ðT � TrÞð�� hLÞcV þ L0ð�� hLÞ�ðqsV
oHr

oT
þ Hr

oqsV

oT
Þ þ Cunsat

According to de Vries [11], the first term in the RHS of Eq. (4.61) accounts for
the combined effect of simple Fourier heat diffusion and latent heat transport by
temperature-induced vapor diffusion. The second term represents the transfer of
latent heat by vapor movement and the advection of the heat of wetting due to
pressure head gradients, and the third term denotes the sensible heat transfer due to
moisture flux. In the first term, the effective thermal conductivity is treated spe-
cially as the sum of the thermal conductivity of the ith constituent with special
attention paid to the apparent thermal conductivity of the gas phase. This special
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approach locates the contribution of latent heat transfer by vapor movement due to
temperature gradient inside the gas filled pores, where it is dominant, instead of
adding its volume-average value to the other forms of heat transfer [13]. In Eq.
(4.61), k is given as k
 þ LqLDTV , where k
 is the pure conduction.

In the proposed model, the heat flux consists of: (i) conduction, via inter-
molecular flow of heat energy, (ii) convection, or flow of heat due to movement of
the liquid phase, the vapor phase associated with a vapor pressure gradient (dif-
fusive and dispersive flow), the vapor phase associated with the bulk flow of air
(convective flow), and the air phase, (iii) latent heat flow associated with move-
ment of vapor due to three mechanisms of vapor flow. Considering the heat
transfer mechanism of the proposed model, de Vries’ special consideration of the
apparent thermal conductivity of the gas phase is compensated by including heat
conveyed by air phase. After expanding the RHS of Eq. (4.15) and combining it
with Eq. (4.64), the heat conservation equation can be rewritten as
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where

KTT ¼ keff þ cLðT � TrÞKhT þ LðDe þ hV DVgÞ
oqV

oT
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oh
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where KTT , KTh, KTa, VTT , VTh, and VTa are kinetic coefficients of heat flow, while
CTg denotes the release of heat by gravity drainage of water and dissolved air.
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4.4 Model Verification

Model performance was assessed against two benchmark studies. First, to verify
the algorithm and to examine details of the isothermal two-phase flow, the
experiments and associated numerical simulations of Touma and Vauclin [1986]
(hereafter, TV86) were used. Secondly, to verify the simultaneous transport of
moisture and heat under constant atmospheric pressure, a strong coupling problem
solved analytically and numerically by Milly [43] was employed.

4.4.1 Case of TV86

The first verification of the model to be undertaken was to compare its outputs with
published experiment data and numerical solutions for a two-phase air–water
system. Several one-dimensional transient problems, including both flux and
ponded experiments, are reported in TV86. The ponded experiment was performed
by imposing a time constant positive water head (2.3 cm) at the surface using a
Mariotte bottle device. The flux experiment was designed to apply time constant
water fluxes (8.3 and 20 cm h-1) at the surface, supplied by means of a volumetric
pump through a series of 20 hypodermic needles. In this section, only the ponded
experiment was used to verify the proposed model.

In accordance with TV86, the soil air and water hydrodynamic characteristics
were determined by laboratory measurement. The water retention curve was fitted
using the Van Genuchten model with the following parameters: hres ¼ 0:0265,
hsat ¼ 0:312, a ¼ 0:044 cm�1 and n = 2.2. TV86 stated that the natural water
saturation hsatð Þ was significantly smaller than the porosity � ¼ 0:37ð Þ because of
air entrapment and that the residual water content hresð Þ had to be viewed only as a
fitting parameter and not necessarily as the actual residual water content. The air
entry pressure was estimated at hae = 14 cm of water. The unsaturated hydraulic
conductivity functions used were

K ¼ AwhBw ð4:66Þ
where, as in TV86, the two parameters are Aw = 18130 cm h-1 and Bw = 6.07,
implicitly entailing that K = Ks = 15.4 cm h-1 when h ¼ hsat, and,

Ka ¼ Kas
Aa

Aa þ hBa
ð4:67Þ

where, as in TV86, the three parameters are Aa = 3.86 9 10-5, Ba = -2.4 and
Kas = 2800 cm h-1.

In order to check the influence of airflow on the infiltration, numerical exper-
iments were conducted with bounded bottom and open bottom. In the open bottom
case, the air was able to escape freely and infiltration was in accordance with the
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Richards water flow approximation (single-phase flow). However, when the
column was bounded, the infiltration process was significantly retarded. The soil
column, with a length of 100 cm, was vertically discretized into 100 elements,
which is equivalent to 101 nodes with Dz ¼ 1 cm. Variable time stepping was
applied with an initial time step of Dt ¼ 1 s. The initial soil water content was
obtained from TV86 (Fig. 4.1 in TV86), and is symbolized by a cross sign (9) in
Fig. 4.1b. The initial condition was obtained by draining the saturated soil column
to the static equilibrium corresponding to a piezometric level at 120 cm below the
surface. In accordance with the experimental setup by TV86, the boundary con-
ditions were described as:

hðz; tÞ ¼ 2:3 cm t [ 0 z ¼ 0 cm

qaðz; tÞ ¼ 0 0	 t\tcrit z ¼ 0 cm

Pgðz; tÞ ¼ hae þ 2:3 t� tcrit z ¼ 0 cm

qLðz; tÞ ¼ 0 t� 0 z ¼ L ¼ �100 cm

qaðz; tÞ ¼ 0 t� 0 z ¼ L ¼ �100 cm

ð4:68Þ

hðz; tÞ ¼ 2:3 cm t [ 0 z ¼ 0 cm

hðz; tÞ ¼ �5:8 cm t� 0 z ¼ �100 cm
ð4:69Þ

Equation (4.68) depicts the boundary conditions used in the modeling of the
experiment run in the bounded column, and Eq. (4.69) depicts the open column

Fig. 4.1 Comparison of the simulated water profiles (solid lines) in the a bounded and b the
open soil columns based on the data obtained in the TV86 experiment (data points), adapted from
Fig. 4.5 in TV86

4.4 Model Verification 85



case. In the bounded column experiment, the time tcrit denoted the moment at
which the pressure on the surface reached the value of hae +2.3 cm, above which
the air freely escaped from the surface through the ponded water. In TV86’s case,
tcrit was determined to be at 12 s. Notice that the depth of ponding on the surface is
2.3 cm. In the open column experiment, the boundary conditions were simpler
than in the bounded column experiment, because the air could freely escape from
the bottom of the column. This free escape of the air prevented an increase of air
pressure in the column, and as a result no air escaped from the surface through the
ponded water.

Figure 4.1 shows satisfactory agreement between the data points and the sim-
ulation results. As can be seen in Fig. 4.1a, b, the infiltration obviously occurred
faster in the open column than in the bounded column. After 0.4 h of infiltration,
the wetting front reached a depth of about 50 cm in the open column, while
reaching a depth of about 25 cm in the bounded column. The three major differ-
ences between the water content profiles in the open column and the bounded
column are in excellent agreement with TV86’s findings: first, the infiltration rate
is drastically reduced when air cannot escape from the bounded bottom; second,
the slopes are less abrupt when air phase transport is considered; third, because of
the escape of air from the top of the column, the saturation water content is around
0.27, compared to 0.312 when only the liquid phase transport is considered. These
results demonstrate the ability of the proposed model to analyze the two-phase
flow.

4.4.2 Case of Milly (1982)

The second verification of the model to be undertaken was a comparison with
Milly’s solution for simultaneous mass and heat transport in a very dry soil. The
basic idea is that water vapor diffusion in a vapor-dominated system (very dry soil)
will cause water vapor condensation and consequently the release of latent heat,
thus causing a temporary rise in the medium temperature. Subsequently, as the
heat flux diffuses out of the system, the medium temperature will return to its
original value. In order to check this, a sudden increase in water vapor supply was
applied at one end of the soil column to examine the strong coupling process
between moisture and heat fields.

Yolo light clay soil was used in this case, for which the water retention curve
written by Haverkamp et al. [29] was

h ¼ 0:371 � 1þ logð hj jÞ
2:26

� �4
� ��1

þ 0:124;

0:495;

h\� 1 cm

h� � 1 cm

8>>><
>>>:

ð4:70Þ

The hydraulic conductivity was given [29] as
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K ¼ Ks � 1þ hj j
15:3

� �1:77
" #�1

; Ks ¼ 1:23� 10�5 cm/s ð4:71Þ

The volumetric heat capacity was expressed as the first term in the square
bracket of the left hand side (LHS) of Eq. (4.15) without considering dry air, in
which cs ¼ 0:47, cL ¼ 4:18, and cv ¼ 1ð10�3 J kg�1 �C�1Þ. The soil specimen, with
a length of 10 cm, was discretized vertically into 40 elements of 0.25 cm length. A
convenient constant time stepping of 500 s was used for comparison with Milly’s
results. The boundary and initial conditions selected were expressed as:

qvðz; tÞ ¼ �q t ¼ 0 �10 cm	 z	 0 cm
Tðz; tÞ ¼ �T t ¼ 0 �10 cm	 z	 0 cm

qvðz; tÞ ¼ �qþ Dq t [ 0 z ¼ 0 cm
Tðz; tÞ ¼ �T t [ 0 z ¼ 0 cm
oqv=oz ¼ 0 t [ 0 z ¼ �10 cm
oT=oz ¼ 0 t [ 0 z ¼ �10 cm

ð4:72Þ

The following numerical values were selected for the solution:

�q ¼ 4:03� 10�6 g cm�3; Dq ¼ 0:63� 10�6 g cm�3; �T ¼ 20 �C ð4:73Þ
Figure 4.2 shows excellent agreement between the simulation results (solid

lines) and Milly’s results. Figure 4.2a shows that the sudden increase of water
vapor supply on the surface raised the temperature near the surface steeply. As
time elapsed, the temperature slowly reassumed its original value, as the soil
specimen was equilibrated to the water vapor supply on the surface. In Fig. 4.2b,
the propagation of water vapor density depicts the water vapor balancing process
during water vapor diffusion into soil. As time elapsed, the difference in water
vapor density between the top and the bottom of the specimen approached zero.
After long enough diffusion, the whole soil specimen would have a constant

Fig. 4.2 Comparison between a the simulated (solid lines) soil temperature rise and b water
vapor density based on the data obtained in the Milly’s experiment (data points), adapted from
Fig. 8 in Milly [43]

4.4 Model Verification 87



temperature and water vapor density. The success of this test case established the
validity of the proposed model for modeling simultaneous heat and mass transfer
in soil.

4.5 Numerical Analysis

4.5.1 Influence of Airflow in Milly’s Case

In Milly’s case, the gas phase flow in the unsaturated zone is considered in order to
include only water vapor flux, while the dry air is assumed to be an inert gas. This
assumption avoids the calculation of the air balance equation, though air may have
a significant influence on the water vapor flux. As known from TV86’s case,
infiltration is retarded in the bounded column because of the effect of the air
pressure in the soil. In this study, a 10 cm thick specimen was bounded to test the
air effect on the coupled moisture and heat transport.

The simulation result shows that the transport of water vapor in soil displayed a
similarly retarded phenomenon, caused by the outward air pressure gradient,
which in turn was induced by the temperature rise because of the water vapor
condensation. As can be seen in Fig. 4.3b, water vapor penetration was slowed
down. Given the same time elapsed, the water vapor density profiles considering
airflow (solid lines) is obviously farther away from reaching the equilibrium, than
those (dashed lines) that did not consider the air balance equation. At the same
time, Fig. 4.3a, the absolute temperature rise increased (the solid lines are above
the dashed lines) because of retardation in the water vapor transport, causing more
water vapor to be condensed and more heat to be released.

A note of caution about Figs. 4.2 and 4.3, however, is appropriate here. The
scale of both temperature rise (10-3 �C) and vapor density (10-6 g cm-3) was
quite small and hardly detectable using instrumentation. However, the small scale

Fig. 4.3 Comparison of a temperature rise and b water vapor density profiles, with (solid line)
and without (dashed line) considering the air balance equation
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is intended that the analytical solution for the Milly’s case (e.g., strong coupling
between moisture and heat fields), is feasible. The analytic solution for Milly’s
case required a small perturbation of the system and simplified assumptions [43]
(i.e., the simultaneous transport of soil moisture and heat is carried only by vapor
diffusion, and the sensible heat carried by water vapor is negligible). In order to
match the requirements for the analytic solution, the numerical experiment was set
up along Eqs. (4.72) and (4.73). According to Eq. (4.73), the percentage of per-
turbation of the water vapor supply was less than 16 %, causing the medium
temperature to vary from 20 to 20.0065 �C (0.032 % variation) (Fig. 4.2). The
capture of this undetectable variation (analytic solutions) by the model demon-
strated its capability to simulate the dynamics of vapor-dominated systems with
strong coupling between moisture and heat fields.

The aim of Sect. 4.5.1 was to check how airflow affected the coupled dynamics.
Figure 4.3 shows that the inclusion of airflow, using the proposed model,
decreased the vapor density and increased the temperature rise. The air effect
should be quantified as absolute and as relative effect. The absolute air effect was
calculated from absolute differences between the integrated areas under the solid
(with air) and the dashed (without air) lines in Fig. 4.3a, b, i.e. the area between
the green solid line and the green dashed line indicates the absolute difference
caused by the air effect. The relative air effect was calculated by dividing the
absolute differences into the integrated areas under the dashed lines (without air)
and was expressed as a percentage, i.e., the absolute difference between the green
solid line and the green dashed line is divided by the integrated area under the
green dashed line. Figure 4.4a shows that the absolute air effect increased as time
elapsed, till 2.00E05 s, and weakened afterwards for both temperature rise and
vapor density. Compared to the undetectable absolute variation in Milly’s case, the
relative air effect demonstrated better how airflow affected the coupled dynamics.
Figure 4.4b shows that the relative air effect of vapor density had the same vari-
ation as the absolute one, while the relative effect on the temperature rise showed a
different pattern.

Fig. 4.4 a The absolute air effect expressed as the absolute difference between the integrated
areas under the solid lines (with air) and dashed lines (without air) in Fig. 4.3a and b; b the
relative air effect expressed as percentage of the absolute difference to the integrated areas under
the dashed lines
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The relative air effect on the temperature rise increased further after 2 9 105 s,
instead of being weakened (Fig. 4.4b). This increase actually explains the effect of
the retardation in the water vapor transport, which caused more water vapor to be
condensed and more heat to be released. The averaged percentages of the relative
air effect on the temperature rise and the vapor density were 70.1 % and 1.39 %,
respectively. Because of the extremely small temperature rise (\0.0011 �C) at the
end (5 9 105 s) of the experiment run without airflow, the small air effect caused a
huge perturbation (236 %) to the temperature rise at that time point, increasing the
averaged percentage of the relative air effect on the temperature rise. Without
considering this final perturbation, the averaged percentage of the relative air effect
on temperature rise was 28.7 %.

4.5.2 Influence of Heat Flow in TV86’s Case

For TV86’s case, the ponding infiltration was examined in Sect. 4.4.1. Their work
contains two more experiments: (1) a constant water flux of 8.3 cm h-1, smaller
than the saturated hydraulic conductivity applied at the surface, and (2) a constant
water flux of 20 cm h-1, greater than the saturated hydraulic conductivity applied
at the surface. These two experiments were numerically replicated, both with and
without considering the heat flow and transport. Not only were water fluxes dif-
ferent from the saturated hydraulic conductivity (15.4 cm h-1) adopted as surface
boundary condition, but the open and closed bottoms discussed in Sect. 4.4.1 were
also included as boundary conditions. The lower boundary conditions for these two
problems were the same as those described in Eqs. (4.68) and (4.69). In order to
investigate how the heat flow influenced the two-phase flow process, two infil-
tration experiments were set up: one experiment was designed to have a uniform
temperature profile of 20 �C during the whole simulation period (this experiment
was named isothermal infiltration); the other one was set up providing a 10 �C
increase in temperature at the surface (30 �C), while the bottom was kept at its
original value (20 �C) during the whole simulation period (this experiment was
named thermal infiltration).

Figure 4.5 does not show a large difference in the propagation of water content
profiles in the isothermal and thermal infiltration. However, the wetting front did
move slightly faster in the thermal infiltration than in the isothermal infiltration for
both the open (Fig. 4.5b) and the bounded column (Fig. 4.5a). The movement of
the wetting front was judged by the slope of the water content profiles. Figure 4.5a
shows the slope of the water content profiles to be more abrupt in the thermal
infiltration (slope = 3.38) than in the isothermal infiltration (slope = 1.7). In
Fig. 4.5b, the slope of the moisture profile in the thermal infiltration (slope = 5.5)
is also steeper than in the isothermal infiltration (slope = 3.3). This indicates that a
certain amount of water, supposed to be stored at certain depth in the isothermal
infiltration, was partially pushed down by the thermal liquid flux in the thermal
infiltration. Therefore, at the same instant, the thermal infiltration caused the soil to
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be less wet than the isothermal infiltrated soil at a certain depth. The volume of the
water pushed down to the wetting front, was calculated by integrating the high-
lighted grey areas between the water content profiles in the isothermal infiltration
and the thermal infiltration.

Apart from the temperature effect, the two-phase isothermal infiltration with a
prescribed flux rate of 8.3 (cm h-1) at the top boundary, showed no large differ-
ence between the open column and the bounded column in the propagation of soil
moisture (Fig. 4.5a, b). Unlike in the first case in Sect. 4.4.1, there was no ponded
water at the surface, because of the fact that the flux was lower than the saturated
hydraulic conductivity, which meant that the infiltration rate was limited to
8.3 cm h-1. Nevertheless, the surface soil wetness was slightly greater in the
bounded column than in the open column, and thus the slope of the moisture
profile in the bounded column (slope = 1.7) was less steep than in the open
column (slope = 3.3). As Celia [7] pointed out, the air flux coming out of the top
of the column would have to be essentially the same as the water going in, but
flowing in the opposite direction. This opposite air flux did influence the water flux
going in. As a result, a certain amount of water was held back, increasing the
surface wetness. This phenomenon was in accordance with the transport of water
vapor into soil discussed in Milly’s case (Sect. 4.5.1), where air phase transport
was considered.

Figure 4.6 shows the propagation of soil moisture with a prescribed flux at the
surface higher than the saturated hydraulic conductivity (20 cm h-1), causing
ponded water to build up at the surface. With the buildup of ponded water at the

Fig. 4.5 Time evolution of the water content profile under an infiltration rate of 8.3 (cm h-1),
with and without considering the heat flow in a a bounded and b an open column
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surface, the infiltration in the bounded column showed very clear retardation
compared to the infiltration in the open column. This was in accordance with the
first case discussed in Sect. 4.4.1. However, considering the temperature effect in
the isothermal two-phase flow, the differences between the moisture profiles in the
isothermal and the thermal infiltration were more obvious in the bounded column
(Fig. 4.6a) than in the open column (Fig. 4.6b). This is also evident in Fig. 4.5,
which shows the differences in moisture profiles were more obvious in the
bounded column (Fig. 4.5a) than in the open column (Fig. 4.5b) (i.e., the high-
lighted grey areas in Fig. 4.5a are larger than those in Fig. 4.5b).

The open column actually provided a path for the air to escape, creating a
condition for the air in the soil column to equilibrate quickly with the atmospheric
pressure, which meant that the air phase essentially had an infinitesimal effect on
the solution of the equations for the water phase. However, when the column was
sealed (no air escape from the bottom) and the top of the column saturated or close
to saturation (no air escape from the top until the air entry value is reached), the air
phase transport became a significant factor during the transient infiltration, as the
results show in Figs. 4.1 and 4.6. In the case of surface boundary flux with a
hydraulic conductivity lower than its saturated value, the top of the column was
not saturated and air escaped freely from the top, but nevertheless the air phase
slightly affected the water phase transport (Fig. 4.5). When the air phase effect
plays a significant role in solving equations of the water phase, the inclusion of the
heat flow becomes necessary. This necessity is clearly evident in Fig. 4.6.

Fig. 4.6 Time evolution of the water content profile under an infiltration rate of 20 (cm h-1),
with and without considering the temperature effect in a a bounded and b an open column
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4.6 Brief Summary

Based on the discussion about the importance of including mechanisms other than
diffusion for vapor transport in the soil, this chapter developed a two-phase mass
and heat flow model. The constitutive equations were introduced to link the
independent variables (state variables) and the dependent variables. A brief
introduction of the numerical approach was presented. How dry air acts as an
independent variable in the equation system is discussed, based on the governing
equations and the constitutive equations. How airflow enters the moisture balance
and the heat balance equations is also shown in detail. The model was verified by
testing its capacity to describe the physical processes involved in the isothermal
two-phase flow [81] and the coupled moisture and heat transfer [43]. Excellent
agreement was achieved between the proposed model and the published experi-
mental and numerical studies.

On the basis of model verification, the fully coupled problem was investigated
by introducing heat flow into the isothermal two-phase flow and dry airflow into
the coupled moisture and heat flow. The results showed that in a very dry soil,
airflow had a significant influence on the water vapor transfer. In a bounded soil
column, 10 cm thick, the water vapor transfer was retarded because of the outward
air pressure gradient. In the transient infiltration experiments, the simulation
results showed that when the air effect was significant (i.e., in a bounded soil
column), the inclusion of heat flow increased the infiltration process (Fig. 4.6a).
However, the heat flow did not affect the two-phase flow (air–water flow) note
worthily when the bottom of the column was opened. In that case, the soil air
pressure equilibrated quickly with the atmospheric pressure. In the bounded col-
umn, where the air phase played a significant role in the water phase flow, the
effect of the heat flow was outstanding. The thermal gradient driving forces par-
tially pushed the water supposed to be stored at certain depth, down and made the
water content profiles more abrupt.
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Chapter 5
How Airflow Affects Soil Water Dynamics

5.1 Introduction

Evaporation from unsaturated soil involves physical processes, including phase
change, vapor transport, liquid flow, and heat transfer. Assuming the evaporative
demand is constant, the soil drying process in the absence of a water table has been
conceptualized as three stages: a constant-rate stage, a falling-rate stage and a
slow-rate stage [6]. In correspondence to the three different evaporation stages, the
vertical distribution of soil moisture can be described to be a three-layer model.
Each stage of evaporation connects to one of the three soil layers covering the
surface [7]. In the first stage, an excess of liquid in soil pores (wet soil layer, WSL)
covers the surface. In the second stage, liquid and vapor simultaneously transport
and a phase transformation zone (PTZ) forms on the top of the WSL. In the final
stage, the dry surface layer (DSL) forms over the PTZ where only vapor phase
flow is allowed. Prat [16] labeled the same three soil layers as the dry zone, two-
phase zone, and liquid zone, while Yiotis et al. [32, 33] call them the dry/gas
region, film region, and liquid region. Among these papers, no large difference
exists in distinguishing different soil layers associated with different evaporation
stages, except for PTZ. The concurrent vapor and liquid flux in PTZ was originally
described by Philip and de Vries [15] (hereafter PdV model) as the evaporation–
condensation through a series of liquid islands. On the basis of this description, an
enhancement factor for vapor transfer was put forward considering the micro-
scopic-thermal-gradient in air-filled pores [15].

This chapter is based on: Zeng, Y., Z. Su, L. Wan, J. Wen (2011), Numerical analysis of air–
water-heat flow in unsaturated soil: Is it necessary to consider airflow in land surface models?
Journal of Geophysical Research, Vol. 116, D20107, doi: 10.1029/2011JD015835. Zeng, Y.,
Z. Su, L. Wan, J. Wen (2011), A Simulation Analysis of Advective Effect on Evaporation using
a Two-Phase Heat and Mass Flow Model, Water Resources Research, Vol. 47, W10529, doi:
10.1029/2011WR010701

Y. Zeng, Coupled Dynamics in Soil, Springer Theses,
DOI: 10.1007/978-3-642-34073-4_5, � Springer-Verlag Berlin Heidelberg 2013
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The enhanced vapor transfer has been questioned for more than a decade since
Webb and Ho‘s [31] comprehensive review. The root of the doubt is on the lack of
direct measurement evidence [25]. The enhancement factor in the PdV model is
only valid when a temperature gradient exists. If there is no temperature gradient,
there is no enhancement. However,Webb and Ho‘s [31] pointed out that vapor
diffusion was enhanced even there was no temperature gradient, implying that an
additional mechanism should be included in the PdV model. Before Webb and
Ho‘s review, Rose [19, 20] claimed that the enhanced vapor transfer was perhaps
partially caused by the advective mass flow of air through the soil. Following this
idea, the advective flux induced by diurnal heating and cooling of the soil surface,
was proposed to be the omitted mechanism in the PdV model by Cahill and
Parlange [3] and Parlange et al. [14] (CP model). Notwithstanding a close match
between the CP model and the field observation, the enhanced vapor flow due to
other factors other than temperature effect was still not taken into account.
Actually, the vapor can be transferred as part of the bulk flow of dry air that is
purely driven by the air pressure gradient in the soil [13]. There is a need to study
the air pressure gradient induced vapor transfer (advective vapor transfer) using a
two-phase flow model that treats dry air as a gas phase and soil water as a liquid
phase.

The thermal effect on evaporation from unsaturated soil has been studied by
many researchers [2, 10, 11, 21, 22]. Most investigators employed the phenome-
nological scheme developed by Philip and de Vries [15]. Nevertheless, the neglect
of airflow in the PdV model restrains the analysis of the advective effect on
evaporation. A two-phase heat and mass flow model can be used to investigate the
vapor transport induced by airflow, and has been applied in many engineering
fields, such as geothermal engineering [26, 27], drying engineering [8] and envi-
ronmental engineering [17, 24] and so on. However, no particular attention has
been paid to examining the advective effect on evaporation. This chapter aims to
investigate the advective effect on evaporation by using the newly developed model
in Chap. 4. In the following sections, the field experiment in the Badain Jaran
Desert is used to calibrate the model. In Sect. 5.3, the advective effect on the
evaporation is examined by analyzing driving forces and conductivities. Discussion
and conclusions are presented in Sect. 5.4.

5.2 Field Application

The field experiment was conducted at one flat dune foot in the Badain Jaran
Desert (between 39�4502000 N to 39�4702700 N and 102�2700700 E to 102�2805800 E),
in the northwest of the Alashan plateau in the western Inner Mongolia of China.
The details on the field site and the observations made have been introduced by
Zeng et al. [34]. To apply the proposed model in the field, boundary conditions and
forcing field had to be defined.
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5.2.1 Boundary Conditions

For this specific case, no ponding or surface runoff was considered. This means
that the moisture flux out of the soil is always equal to evaporation minus
precipitation.

qm z¼0 ¼ E � qLPj ð5:1Þ
where E (kg m-2 s-1) is the evaporation rate; P (m s-1) the precipitation rate.
Considering the aerodynamic resistance and soil surface resistance to water vapor
transfer from soil to atmosphere, the evaporation is expressed as [4]

E ¼ qvs � qva

ra þ rs
ð5:2Þ

where qvs (kg m-3) is the water vapor density at the soil surface; qva (kg m-3) the
atmospheric vapor density; rs (s m-1) the soil surface resistance to water vapor
flow; and ra(s m-1) the aerodynamic resistance. Equation (5.1) forms the surface
boundary condition for moisture transport. Without taking ponding and surface
runoff into consideration, soil surface was open to the atmosphere and the mea-
sured atmospheric pressure was adopted as the surface boundary condition for dry
air transport in the soil. The measured soil surface temperature was set as the
boundary condition for heat transport.

In the Badain Jaran Desert, according to Gates et al. [5], the thickness of
unsaturated zone ranges from less than 1 m in interdune areas to approximately
400 m in large dunes. In this study, the length of the soil column was set to be 5 m.
The bottom boundary condition for the moisture equation was free drainage (unit
hydraulic head gradient). Considering the diurnal variation scale, the temperature
gradient and the air pressure gradient at the bottom of the column were specified to
be zero. A one-dimensional setting was adopted in this study, predominantly
considering the vertical interactive process between the atmosphere and the soil
[12]. The initial soil matric head and soil temperature were determined by inter-
polating the measured values at midnight on 12 June 2008 between measurement
depths. The initial soil air pressure was set according to the daily average atmo-
spheric pressure during the selected 6 days period.

5.2.2 Meteorological Forcing Data

In terms of finding a balance between computational efficiency and solution
accuracy, the time step was required to be small enough for the moisture content
and temperature not to exceed prescribed limits [12]. This meant that the time step
was adjusted automatically during computing (1 to 1800 s). Accordingly, the time
interval of the meteorological inputs was adjusted to match each new time step. In
this study, the Fourier transform method was used to approximate the frequency
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domain representation of the meteorological forcing data, and to reproduce the
forcing data continuously.

Figure 5.1 shows the measurement and the approximation of meteorological
variables, including air temperature, relative humidity, wind speed, precipitation,
atmospheric pressure, and soil surface temperature (Fig. 5.1a–f), measured in the
Badain Jaran Desert at a height of 2 m above the soil surface, and at 30 min
intervals. The 6 days data were chosen to include a rainfall event at the end of the
first day of the selected period. Except for wind speed data fluctuating irregularly
because of inherent randomness, the records of other variables showed clearly
typical diurnal behavior.

Figure 5.1a shows that the average air temperature was 24.3 �C 1 day before
the rainfall and 20.4 �C 1 day after. From that day on, the average air temperature
increased to 28.7 �C at the end of the selected period. As can be seen in Fig. 5.1b,
the average daily relative humidity was 0.31 before and 0.51 after rainfalls,

Fig. 5.1 Diurnal changes in meteorological variables: a air temperature, b relative humidity,
c wind speed, d precipitation, e atmospheric pressure, and f surface temperature. They are
recorded every 30 min from 13 to 19 June, 2008. The solid line is the approximation and the dot
is the measurement
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followed by a 3 days gradual decrease to 0.14, with a slight increase on the final
day to 0.21. As is seen in Fig. 5.1e, the atmospheric pressure followed the same
variation pattern as the relative humidity did. The daily average atmospheric
pressure was 87528.8 Pa before and 87907.2 Pa after the precipitation. From the
second day onwards, the average atmospheric pressure first decreased to
86791.3 Pa on the fifth day, and then increased again to 86753.21 Pa on the last
day.

Following van de Griend and Owe [29], the aerodynamic resistance (ra) and
soil surface resistance (rs) was expressed as

ra ¼ 1
k2U

ln
zm � d � zom

zom

� �
� wsm

� �
ln

zm � d � zoh

zoh

� �
� wsh

� �
;

rs ¼ rsle
aðhMin�hsurÞ

ð5:3Þ

where k is the von Karman constant (=0.41); U (m s-1) the measured wind speed
at certain height; Zm (m) the height of wind-speed measurement; d (m) the zero
plane displacement (=0 for bare soil); Zom (=0.001 m) the surface roughness length
for momentum flux; wsm the atmospheric stability correction factor for momentum
flux; Zoh (=0.001 m) the surface roughness length for heat flux; wsh the atmo-
spheric stability correction factor for heat flux; rsl(=10 s m-1) the resistance to
molecular diffusion across the water surface itself; a (=35.63) the fitted parameter;
hMin(=0.15 m-3 m3) the empirical minimum value above which the soil is able to
deliver vapor at a potential rate; and hsur the soil water content in the topsoil layer.

5.2.3 Model Validation

The field measurements of soil moisture and temperature described by Zeng
et al. [34], were used to validate the proposed model. The soil temperature was
measured at depths of 2, 5, 10, 20 and 50 cm by soil temperature profile sensor
(STP01, Hukseflux Thermal Sensors B.V., Delft, the Netherlands). According to
Fig. 5.2, there was reasonably good agreement between simulated and measured
soil temperatures at different depths. The simulation matched the diurnal variations
on most days. The underestimation occurring at 2 cm depth during the whole
simulation period should partially be attributed to the Fourier-transformed surface
temperature in Fig. 5.1f. There were overestimations at other depths on some days.
For example, overestimation occurred on day 1 at depths of 10, 20 and 50 cm, and
on day 5 and 6 at depths of 10 and 20 cm. The simulations of temperature with and
without considering airflow were compared in Fig. 5.2. At the selected depths,
there is no large difference between the two models. The root mean square errors
(RMSEs) between the simulation (considering airflow) and the measurement are
4.135, 3.047, 3.667, 3.559 and 1.532 �C at the depth of 2, 5, 10, 20 and 50 cm,
respectively. For the simulation without considering airflow, the RMSEs are 4.131,
3.031, 3.572, 3.394 and 1.541 �C at the selected depths.
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The soil moisture was measured at a depth of 10, 20, 30, 40, and of 50 cm by soil
water content profile sensor (EasyAG50, Sentek Pty. Ltd., Stepny, Australia). The
quality of soil moisture measurement was quantitatively assessed and calibrated by
Zeng et al. [34]. A major concern with measuring soil moisture in sand was the
temperature effect. The temperature had an effect on readings of the moisture sen-
sors of 14.4 % between 12 and 45 �C at 10 cm, of 13.9 % between 11 and 50 �C
at 20 cm, of 14 % between 9 and 51 �C at 30 cm, of 13 % between 9 and 55 �C at
40 cm, and of 15 % between 8 and 55 �C at 50 cm. After calibration, the temperature
effects at the depths of 10, 20, 30, 40, and 50 cm were reduced by 92, 93, 93.8, 88, and
82 %, respectively [34]. This ensured the quality of the measurements used to assess
the model performance in simulating soil moisture variations.

While the temperature simulation was in close agreement with the measurements,
the soil moisture simulation was not, except for the depths of 10 cm and 50 cm
(Fig. 5.3). At a depth of 10 cm, the simulation captured the important trend, which
was the response of soil moisture to the precipitation at the end of day 1. However,
the measurements at depths 20, 30 and 40 cm did not follow the same trend as the
simulation. HYDRUS1D [21] was also used to simulate soil moisture and temper-
ature variations. Results of this showed that agreement between measured and
modeled soil moisture content was not achieved throughout the profile [34]. It
partially indicates that the parameters in soil hydraulic properties, assumed verti-
cally homogeneous, are likely not correct. The low sensitivity of soil moisture sensor

Fig. 5.2 Comparison between simulated (i.e., by model with and without considering airflow)
and measured soil temperature during 13–19 June 2008, at selected depths: (top to bottom) 2, 5,
10, 20 and 50 cm. The solid black line is the simulation with airflow, the solid grey line is the
simulation without airflow, and the red open circle is the measurement
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in detecting moisture content in extremely dry environment [30] is another possible
reason for the mismatch. Further investigation should be undertaken to quantify the
heterogeneity of the sand at the field site.

Figure 5.3 shows also the simulation of soil water content without considering
airflow. Compared to Fig. 5.2, the discrepancy between the two models in simu-
lating soil water content is more obvious. The RMSEs between the simulated
(considering airflow) and the measured volumetric soil water content are 0.0052,
0.0218, 0.0232, 0.0268 and 0.0051 (m-3 m3) at the depth of 10, 20, 30, 40 and
50 cm. For the simulation without considering airflow, the RMSEs are 0.0189,
0.0089, 0.0114, 0.018 and 0.0068 (m-3 m3) at the selected depths. Except for the
depth of 20, 30 and 40 cm, the model considering airflow performs closer to the
field measurement than without airflow. However, at these less-good-match
depths, the model with airflow does have a much more sensitive response to the
rainfall event than without considering airflow. Even at the depth of 50 cm, clear
response to the rainfall event is shown by the model with airflow, while not by the
model without considering airflow.

5.2.4 Comparisons with Evaporation Measurement

With boundary conditions and forcing data in place, the validated model was used
to determine the surface evaporative flux, a crucial parameter subsequently
affecting the atmospheric modeling. The observed evaporative flux was calculated

Fig. 5.3 Same as Fig. 5.2 but for soil moisture content at selected depths: (top to bottom) 10, 20,
30, 40 and 50 cm
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from the latent heat flux recorded by a three-dimensional eddy covariance system
(Campbell Scientific, Inc., Logan, UT) installed 2 m above the surface. The sys-
tem consisted of a CSAT3 three-dimensional sonic anemometer and a KH20
krypton hygrometer. The CSAT3 measured wind speed in three dimensions at a
frequency of 10 Hz, and with the same frequency the KH20 measured vapor
pressure. With the high frequency data from CSAT3 and KH20, the latent heat flux
was obtained every 30 min. The sensible heat flux was also obtained by the eddy
covariance system.

Figure 5.4 shows the comparison between evaporation rates, calculated by the
proposed model and the model excluding airflow (e.g. PdV model), and the actual
measurements. The normalized root mean squared deviation (NRMSD) was used
to quantify the simulation’s goodness of fit. NRMSD was expressed as percentage,
where lower values indicated better agreement between simulation and
measurement.

Except for the day immediately after rainfall (the second day), there was no
large difference in the calculated evaporation rate, whether airflow was included or
not. The NRMSDs for the selected simulation period were 13 and 14 % for the
proposed model and the no-air model, respectively. However, if only the second
day was taken into account, the NRMSD of the proposed model was 16 % and that
of the no-air model 27 %. This meant that in this field case the proposed model did
improve the simulation and made it come closer to reality than the no-air model
did. The significant improvement seen on the second day was mainly attributed to
the moist soil immediately after the rainfall event. During the rest of the simulation
period, the topsoil layer dried up, diminishing the advantage of including the
airflow mechanism.

Fig. 5.4 Comparison between simulated evaporation rates and actual measurements from 13 to
19 June 2008
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5.3 Results and Analysis

The comparison between the proposed model and the PdV model in calculating
surface evaporation indicates an advective effect. It implies that the neglect of soil
airflow will cause an underestimation error in calculating evaporative flux
(Fig. 5.4). To investigate the reason behind the advective effect, this section
implemented a numerical experiment in both low- and high- permeability soils.

5.3.1 Advective Effect on Evaporation

With Eqs. (4.10), (4.13) and (4.15), the water flux in a two-phase heat and mass
flow field can be identified as the isothermal flux, the thermal flux and the
advective flux. With the exclusion or inclusion of thermal and advective fluxes, the
thermal effect and advective effect on evaporation can be investigated. The thermal
effect on evaporation has been studied in detail by Milly [10, 11] with linear and
simulation analysis. However, in Milly’s analysis, the transport coefficient for
adsorbed liquid flow due to the thermal gradient (DTD) was not taken into account,
although it was included in Milly’s formulation [9, 18]. We found that neglecting
DTD gives rise to errors in the calculated evaporation because of the intensive
changes of the temperature gradient at the soil surface. The magnitude of order of
the daily average evaporation was overestimated by about 2.3 % (results not
shown here). The overestimation error deduced by neglecting DTD occurs during
the day because the soil was warming and hence the adsorbed liquid flow due to
temperature gradient was directed downward. During the night, the evaporation is
underestimated by neglecting DTD but the error is negligibly small. For further
understanding of the thermal effect on evaporation, readers are referred to Milly’s
paper [10, 11].

According to the particle size distribution curve [34], the sand in the field was
defined as fine sand, which means that Ks would be on the order of 10-6 to
10-3 cm s-1 [1]. In order to check the effect of Ks on the advective effect on
evaporation, both high Ks(2 9 10-3 cm s-1) and low Ks(7.87 9 10-4 cm s-1)
were used. The high Ks is determined by Soil Water Characteristics [23] with a
bulk density of 1.67 g cm-3 and solid matter of 96 % sand and 2 % clay. The low
Ks is calculated inversely by fitting the measurement of the soil water content at a
depth of 20 cm. The r2 for the regression of the prediction and observation of soil
moisture is 0.66. For this purpose, the inverse solution of HYDRUS1D, version
4.09 (http://www.HYDRUS1D2d.com) was employed.

Figure 5.5 shows that neglecting the advective fluxes underestimate the diurnal
evaporation. In the high-permeability soil, neglecting it leads to underestimation
error in computed daily average evaporation (6-day period) on the order of 6.4 %.
However, for the day right after the rainfall event (second day of the selected
period), the underestimation error is high and reaches 33.3 %. As for the
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low-permeability soil, the error induced by neglecting the advective flux in the
daily average evaporation is 8.85 %, and the error in the diurnal evaporation on the
second day reaches 53.3 %. The advective effect is much more evident in low
permeability soil than in high permeability soil. High permeability leads to high
soil air velocity. The diurnal average evaporation with airflow in high permeability
soil at the second day is 3.35 9 10-6 g cm-2 s-1, compared to 2.85 9 10-6

g cm-2 s-1 in low permeability soil. However, the high air velocity means the soil
air pressure can equilibrate quickly with the atmospheric pressure, which will
result in a small air pressure gradient in the soil. This is the reason that the
advective effect is weaker in high permeability soil while strong in low perme-
ability soil.

5.3.2 Driving Forces Considering Airflow

The strong or weak advective effect in different soils can be recognized by the soil
air pressure head gradient field. Figure 5.6a, b show the scaled-color maps of the
soil air pressure head gradient field (described positive upward) in both the high-
and low-permeability soils. The diurnal variation patterns of soil air pressure head
gradient in both soils are similar. In the shallow subsurface layer (from the surface
to a depth of 20 cm), the gradient is downward during the day (roughly from 7:30
a.m. to 7:00 p.m.) and upward during the night (roughly from 7:00 p.m. to 7:30
a.m.). The fluctuation of pressure head gradient in the deeper soil (below a depth of
20 cm) follows the pattern in the shallow layer, albeit with a time delay and
damped amplitude. At a depth of 50 cm, the fluctuation of the air pressure has a
daily average time delay of 2 h. The maximum air pressure gradient damps from
2.5 cm (at the surface) to 0.71 cm in the high-permeability soil, and from 6.3 cm
to 1.73 cm in the low-permeability soil. As seen in Fig. 5.6a, b, the amplitude of
the air pressure head gradients in the high-permeability soil (-4.3 to 2.5 cm) is at
least 2 times smaller than that in the low-permeability soil (-8 to 6.3 cm). This
can be identified easily from the weak color contrast in Fig. 5.6a and the strong

Fig. 5.5 Advective effects on the diurnal evaporation in both high- and low- permeability soil
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color contrast in Fig. 5.6b. This indicates that in the high-permeability soil the air
pressure can equilibrate quickly with the atmospheric pressure, which minifies the
air pressure head gradients and leads to a small advective effect. It follows the
description that the higher the permeability, the lower the air pressure gradient is
([28], Fig. 4).

In Fig. 5.6a, b, there are embedded upward gradients presented at the surface
around the middle of the selected days, except for the second day, which is right
after the rainfall event. The embedded upward gradients propagate into the shallow

Fig. 5.6 Spatial and temporal distributions of a, b soil air pressure head gradient, c, d soil matric
potential head gradient and e, f soil temperature gradient in both the high- and low- permeability
soils when the airflow is considered
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soil layer and vanish back to the surface near midnight. They actually correspond
to the sharp upward matric potential head gradient induced by the drying of the
shallow soil layer (7 cm thick in the high-permeability soil and 10 cm thick in the
low permeability soil). Figure 5.6c, d show the same pattern of an embedded sharp
upward gradient in the soil matric potential head gradient field as the air pressure
head gradient field does.

The soil matric potential head gradient (described positive upward) in the soil
layer above a depth of 50 cm varies diurnally, upward during the day and
downward during the night. Below this layer, the gradient remains upward during
the selected period. The fluctuation of the gradient has a time delay and damped
amplitude. The strongest fluctuations in the shallow surface layer (7 cm thick in
the high-permeability soil and 10 cm thick in the low-permeability soil) are 2–5
orders of magnitude larger than those in the layer below. The huge differences in
gradient fluctuation between the shallow surface layer and the layer underneath it
make the scaled color maps only visible for the sharp upward gradients induced by
the drying of the shallow surface layer. The match in the embedded upward
gradients between Fig. 5.6a–d implies a relationship between the matric potential
and the soil air pressure expressed by Eq. (4.4). During the drying of the shallow
surface layer, the matric potential drops dramatically (absolute value increases
steeply) and minifies the soil air pressure (absolute value decreases).

Figure 5.6e, f show the scaled color maps of the soil temperature gradient field
(described positive upward). There is no big difference in temperature gradient
between the two soils. The fluctuation of the temperature gradient follows the
general principle of downward during the day and upward during the night, with a
time delay and damped amplitude. Below a depth of 50 cm, the soil temperature
remains almost stable, and the soil temperature gradient is less than 0.1 �C cm-1.

5.3.3 Comparison of Driving Forces and Conductivities

According to Fig. 5.5, it seems that the underestimation error of daily evaporation
is due to the lack of upward advective fluxes during the day when the airflow is
neglected. However, with the description of the diurnal variation of the soil air
pressure gradient, which is downward during the day and upward during the night
in the shallow soil layer (above a depth of 50 cm), it is evident that the under-
estimation error is not directly induced by the advective fluxes.

Considering the soil temperature gradient has a diurnal variation similar to the
soil air pressure gradient, downward during the day and upward during the night,
the soil matric potential gradient is the only driving force that can cause the
underestimation error directly, which is upward during the day and downward
during the night in the shallow soil layer (above the depth of 50 cm). Then, it
seems as if the relatively lower evaporative flux is initiated by the lower upward
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matric potential gradient, while the relatively higher evaporative flux is triggered
by the higher upward matric potential gradient. Presumably, the upward matric
potential gradient generated by including airflow should be greater than that
generated by neglecting airflow because of the higher evaporative flux presented in
the simulation including airflow.

This is not the case, however (as we can see in Figs. 5.7b, 5.9b). The upward
potential gradient generated by neglecting airflow is larger than that generated by
including airflow, which is the opposite of the presumption made above. There
should be other factors contributing to the underestimation error, which may be the
isothermal hydraulic conductivity and the isothermal vapor transport coefficient.
Compensating the lower upward potential gradient, the isothermal hydraulic
conductivity in the simulation considering airflow should be larger than that
neglecting airflow, to have a relatively higher evaporative flux on the surface.
Thus, the underestimation error induced by neglecting airflow can be demonstrated
mechanically.

On the other hand, it is possible to have an indirect reason for the underesti-
mation error. For instance, when neglecting airflow, the downward thermal liquid
and vapor fluxes are much higher than those when including airflow, and thus
suppress the evaporative flux on the surface, which causes the underestimation
error. In the Sects. 5.3.3.1–5.3.3.3, the direct and indirect reasons will be analyzed
through comparisons of the driving forces and the conductivities in different model
runs.

5.3.3.1 Normalized Scale Index

In order to investigate and verify the above discussion, there is a need to compare
the gradients (soil matric potential gradient and soil temperature gradient) and the
conductivities (thermal and isothermal hydraulic conductivities and vapor trans-
port coefficients) with and without considering soil airflow. The comparison is
implemented with a normalized scale index, (NSI), which is calculated differently
with respect to gradients and conductivity.

For the soil temperature gradient, the NSI is calculated as

NSI ¼ AverageðsumðGradDiff ÞÞ

GradDiff ¼ �Gradno air

Gradair

þ; Gradno air & Gradair [ 0

�; Gradno air & Gradair\0

� ð5:4Þ

where GradDiff is used to express the ratio of the gradient changed by neglecting
airflow to that considering airflow. The NSI is the mean value of GradDiff at
different depths during the selected period. Gradair and Gradno_air are the gradients
generated with and without considering airflow, respectively. GradDiff is only
calculated when both Gradair and Gradno_air are either positive or negative.
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Thus, the summation of GradDiff can show if the upward gradient or the down-
ward gradient is dominant. The sign before the ratio of Gradno_air to Gradair

indicates the direction of the gradient (positive upward). If the absolute value of
GradDiff is less than 1, it means that the gradient induced by neglecting airflow is
lower than that induced by including airflow, and vice versa.

For the conductivities, the NSI is calculated as

NSI ¼ Average sum CondDiffð Þð Þ; CondDiff ¼ Condair

Condno air
ð5:5Þ

where CondDiff is used to express the ratio of the conductivity changed by con-
sidering airflow to that neglecting airflow. Condair and Condno_air are the con-
ductivities with and without airflow, respectively. There is no positive or negative
sign before the ratio of Condno_air to Condair, because the conductivity is always
positive.

Fig. 5.7 Spatial and temporal distributions of ratios of a soil temperature gradient, b soil matric
potential gradient, c thermal hydraulic conductivity and d isothermal hydraulic conductivity
induced by neglecting soil airflow in the high-permeability soil
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5.3.3.2 Comparison in the High-Permeability Soil

In the high-permeability soil, results are shown only for the comparison of the
thermal and the isothermal hydraulic conductivity. The reason for not showing the
comparison results for the vapor transport coefficients is that they only differed
significantly during the rainfall event. In the rest of the simulation period, the
average NSI (i.e. over the whole simulation period) for the isothermal vapor
transport coefficient is only 0.97, which means the isothermal vapor transport
coefficient with airflow is close to that without airflow. Note that the NSI is
averaged over the whole simulation period. In the following discussion, without
special notification, the averaged NSI means the NSI is averaged over time domain.
Another reason for not comparing the isothermal vapor transport coefficient is its
small order of magnitude (1 9 10-12), which is at least 6 orders of magnitude
smaller than the hydraulic conductivities and the thermal vapor transport coeffi-
cient. The thermal vapor transport coefficient is not shown due to its small devi-
ation induced by neglecting airflow (average NSI = 1.002).

Figure 5.7a shows the diurnal variation of the soil temperature gradient dif-
ference induced by neglecting airflow in the high-permeability soil. The average
NSI of the soil temperature gradient difference throughout the soil profile is 0.21.
This indicates that the amplitude of the temperature gradient variation without
airflow is lower than that with airflow (NSI is less than 1). When only the top
surface layer is considered (0.25 cm thick), the larger temperature gradient in the
simulation with airflow is much more evident, with an average NSI of 0.07. The
top surface layer is set as 0.25 cm thick, which is accordant with the thickness of
the top element in the discretization of the soil column. According to Eq. (5.4), the
smaller the value of NSI (in the range of 0 to 1), the larger the temperature gradient
with airflow is, compared to that without airflow. If only the day right after the
rainfall event is selected, the difference between the temperature gradient is
reduced with a larger average NSI of 0.29, because of the moist top surface layer.
If only the period with a downward temperature gradient is selected, the average
NSI is -0.21, which means that the downward temperature gradient with airflow is
higher than that without airflow.

The comparison of the temperature gradient demonstrates that the possible
indirect reason for the underestimation error (higher downward thermal fluxes in
the simulation without airflow) can only be attributed to the thermal conductivity
for liquid and vapor. However, the thermal vapor transport coefficient remains
almost unchanged during the whole simulation period. The thermal hydraulic
conductivity should be the key factor for the indirect reason. The thermal hydraulic
conductivity with airflow should be smaller than that without airflow, and the
magnitude of the difference between them should be larger than the difference
between soil temperature gradients in order to have a higher downward thermal
flux to suppress the evaporation. This is not the case, however, (as can be seen in
Figs. 5.8d and 5.10d). A detailed demonstration is as follows.
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Figure 5.7c shows the diurnal variation of the thermal hydraulic conductivity
difference induced by neglecting airflow. It is easy to identify that the variation
pattern is in agreement with the sharp variation of the soil matric potential
(Fig. 5.6c). Because of the extreme low soil matric potential (absolute value is
extremely large) in the shallow surface layer during drying, the conductivity in the
top layer is equal to zero (dark blue zones in Fig. 5.7c), which means no thermal
liquid flow in the top layer during the corresponding period occupied by dark blue
zones. There is no dark blue zone in the day right after rainfall. This is also true for
the isothermal hydraulic conductivity (Fig. 5.7d). This partially explains the most
significant advective effect (or underestimation error) occurring on the second day.

During the second day, in the top surface layer, the average NSI of the thermal
hydraulic conductivity is 3.6, and the average NSI of the isothermal hydraulic
conductivity is 4.3. According to Eq. (5.5), this means that KLT and KLh with airflow

Fig. 5.8 The comparison of gradients and conductivities in the top surface layer on the day right
after rainfall for the high-permeability soil
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are 3.6 and 4.3 times larger than those without airflow, respectively. This validates
the direct reason assumed for the underestimation error, and invalidates the indirect
reason. The isothermal hydraulic conductivity in the simulation including airflow
does be over that neglecting airflow, as the beginning of Sect. 5.3.3 assumed.
However, with the downward temperature gradient (day) in mind (no large differ-
ence in temperature gradient as Figs. 5.7a, 5.8b show), the higher thermal hydraulic
conductivity in the simulation including airflow can induce higher downward
thermal fluxes than that neglecting airflow, which is the opposite of the assumed
indirect reason for the underestimation error. This invalidates the indirect reason for
the underestimation error. The underestimation error should be mainly attributed to
the combined effect between the isothermal hydraulic conductivity and the soil
matric potential gradient, as discussed at the beginning of Sect. 5.3.3.

Figure 5.7b shows the diurnal variation of the soil matric potential gradient
difference induced by neglecting airflow. With the above analysis in mind, only the
second day is selected. In the top surface layer, the average NSI is 2.13, the
maximum NSI is 7.8 and the minimum NSI is -1.4. This denotes that the average
soil matric potential gradient in the surface layer without airflow is 2.13 times
larger, on average, than that with airflow, which means that the isothermal
hydraulic conductivity with airflow should be larger than that without airflow, in
order to have a higher evaporative flux on the surface, which is exactly the case, as
Fig. 5.8c and the NSI index of conductivity show.

Figure 5.8 shows a comparison of gradients, conductivities, and the products of
the two in the top surface layer on the second day of the selected period for the high-
permeability soil. It is clear that the upward matric potential gradient without airflow
is higher than that with airflow (Fig. 5.8a); the downward temperature gradient is
slightly higher when the airflow is considered (Fig. 5.8b), and the isothermal and
thermal hydraulic conductivities with airflow are much higher than those without
airflow (Fig. 5.8c, d). Then the products of the gradients and conductivities produce
the isothermal liquid flux and the thermal liquid flux (Fig. 5.8e, f). After comparing
Fig. 5.8e to Fig. 5.5a, it is evident that only the isothermal liquid flux can contribute
directly to the advective effect on evaporation.

5.3.3.3 Comparison in the Low-Permeability Soil

Figure 5.9 shows that the variation pattern of the differences in driving forces and
conductivities induced by neglecting airflow in the low-permeability soil is similar
to that in the high-permeability soil. The average NSI of the soil temperature
gradient difference is 0.18 throughout the profile for the selected period. For the
day right after the rainfall event, the average NSI becomes 0.32 for the profile.
When only the downward temperature gradient is considered, the average NSI for
the profile is -0.11 in the day. If only the top surface layer (0.25 cm thick) is
selected, the average NSI is -0.848 in the day. Compared to the high-permeability
soil, the temperature gradient difference is much smaller in the low-permeability
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soil, especially for the top surface layer (Fig. 5.9a). The downward temperature
gradient with airflow remains higher than that without airflow (Fig. 5.10b), which
produces no change in the pattern of the thermal liquid fluxes (Fig. 5.10f), com-
pared to that in the high-permeability soil (Fig. 5.8f).

In the top surface layer, the thermal hydraulic conductivity without airflow
(Fig. 5.10d) remains almost unchanged compared to that with airflow. This is also
true for the isothermal hydraulic conductivity (Fig. 5.10c). The difference
(between with and without airflow) in the thermal hydraulic conductivity in the
low permeability soil (Fig. 5.9c, NSI = 38.8) is about 10 times higher than that in
the high permeability soil (Fig. 5.7c, NSI = 3.6). Likewise, the isothermal
hydraulic conductivity difference in the low permeability (Fig. 5.9d, NSI = 57.2)
is also much higher than that in the high permeability soil (Fig. 5.7d, NSI = 4.3).

Compared to the pattern in Fig. 5.8e (the high-permeability soil), the pattern of
the isothermal liquid flux in the low-permeability soil (Fig. 5.10e) doesn’t change,
despite of that the soil matric potential gradient without airflow is much higher
than that with airflow (Figs. 5.9b and 5.10a, NSI = 24.1). This also indicates the
dominant role the isothermal liquid flux plays in the advective effect on
evaporation.

Fig. 5.9 The same as Fig. 5.7, but for the low-permeability soil
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5.4 Brief Summary

The proposed model was applied to investigate a field experiment, in which soil
moisture, temperature and evaporation rate were measured. With the boundary
conditions and the atmospheric forcing, the model generated good agreement
between simulated and measured soil temperature. However, the comparison with
measured soil moisture indicated that the parameters in soil hydraulic properties,
assumed vertically homogeneous, were likely not correct. Further investigation is
needed to quantify the heterogeneity of the sand in the field site. The comparison
between the measured and the simulated evaporation rates, by both the proposed
model and the no-air model, demonstrated that the proposed model did improve
the simulation of evaporation and made it come closer to reality. The comparison
between the PdV model and the proposed model indicates an underestimation error
in calculating surface evaporative flux when neglecting airflow, which can be
described as the advective effect on evaporation.

To explore the mechanism behind the advective effect on evaporation, the
chapter implemented a numerical experiment in both the high- and low-

Fig. 5.10 The same as Fig. 5.8, but for the low permeability soil
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permeability soils. Neglecting the soil airflow can cause an underestimation of
evaporation by 8.85 % in the low-permeability soil, and 6.4 % in the high-per-
meability soil. The most noticeable underestimation error occurred in the day right
after the rainfall event. In the day, the underestimation error is 33.3 % in the high-
permeability soil, and 53.3 % in the low-permeability soil. In the rest of the
selected period, because of the drying of the shallow surface layer, the soil matric
potential is extremely low and makes the hydraulic conductivity equal to zero,
which subsequently leads to an insignificant advective effect on evaporation. The
advective effect is much more evident in the low-permeability soil than in the
high-permeability soil. The high permeability leads to high soil air velocity.
However, the high air velocity means that the soil air pressure can equilibrate
quickly with the atmospheric pressure, which will result in small air pressure head
gradient in the soil.

The analysis of the gradient fields (Fig. 5.6) in the simulation with airflow
showed that the soil matric potential gradient should be the direct driving force for
the underestimation error induced by neglecting airflow. Considering the soil
temperature gradient is downward during the day, it was thought to be the possible
indirect driving force for the error. The downward thermal flux is possibly higher
in the simulation neglecting airflow than that considering airflow, which sup-
presses the evaporative flux on the surface. After comparing the gradient fields and
the conductivity fields (Figs. 5.7 and 5.9), the indirect reason for the underesti-
mation error was excluded. The underestimation error induced by neglecting
airflow is mainly attributed to the isothermal liquid flux, because of the upward
soil matric potential gradient during the day.

However, the soil matric potential gradient is still not the direct driving force
for the underestimation error. The difference of the hydraulic conductivity induced
by neglecting airflow is the key to explaining the error. When the airflow is
neglected, the isothermal hydraulic conductivity is reduced tremendously. In the
top surface layer, it is reduced 4.3 and 57.2 times in the high- and low-permeability
soils, respectively. This is further supported by the fact that even when the soil
matric potential gradient in the top surface layer increases by a large amount after
neglecting airflow (it was increased 2.13 and 24.1 times in the high- and low-
permeability soils, respectively), the upward isothermal liquid flux is still lower
than that when considering airflow (Figs. 5.8 and 5.10e). This discussion also
explains why the advective effect is more evident in the low-permeability soil.

The sharp decrease of the isothermal hydraulic conductivity due to the lack of
airflow can be explained by the absence of downward advective fluxes. During the
day, the soil air pressure gradient is downward, which directs the advective liquid
and vapor flux downward, as Fig. 5.11 shows. Although the magnitude of the
advective flux is at least 3 orders less than those of the thermal and isothermal
liquid fluxes, the downward advective fluxes still can moisten the top surface layer
and thus increase the hydraulic conductivity. When the airflow is neglected, the
lack of downward advective fluxes in the top surface layer makes the hydraulic
conductivity almost stable during the day, especially in the low-permeability soil
(Figs. 5.8c and 5.10c). The small spike in the fluctuation of the advective flux in
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the top surface layer is partially due to the strong variation of the soil matric
potential gradient, which subsequently affects the soil air pressure gradient at the
surface and is partially due to the atmospheric pressure variation and the unstable
wind speed at the surface.

From this discussion, the advective effect on evaporation is dominant in the
low-permeability soil, while it is relatively insignificant in the high permeability
soil. The advective effect on evaporation is reflected by the underestimation error
induced by neglecting airflow. It indicates that when the soil was very dry (e.g.
desert sand) the enhanced vapor transfer induced by the air pressure gradient can
increase the hydraulic conductivity tremendously, and thus indirectly causes the
high upward isothermal liquid flux. This fact denotes that the vapor transfer can be
enhanced not only by the temperature gradient but also by the air pressure gra-
dient. The simulation analysis was based on the field measurement in a desert, and
more analysis should be conducted with a wider range of soil wetness, soil
materials, and weather conditions and so on. Last but not least, the vapor transfer
can be enhanced further when a solute in the soil water is considered [31]. Future
studies should be conducted that include the solute effect on evaporation using a
two-phase flow approach.
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Chapter 6
Impact of Model Physics on Retrieving
Soil Moisture and Soil Temperature

6.1 Introduction

6.1.1 Reviews of Previous Work

Recent efforts to determine an optimal soil moisture (or wetness) product for the
initialization of the land surface component of global weather and climate forecast
models have found that the transferability of soil moisture from one land surface
model to another is not straightforward [1–3]. This nontransferability is exem-
plified in that even when land surface models (LSMs) are driven by identical
atmospheric forcing data, large differences exist between the soil moisture prod-
ucts generated by the different LSMs [4]. This large diversity in LSMs has been an
acknowledged problem since 1992, when the World Climate Research Programme
(WCRP) launched the Project for the Intercomparison of Land-surface Parame-
terization Schemes [5, 6].

To understand the large diversity, PILPS Phase 1 and 2 investigated the
physical self-consistency of LSMs. The results showed that model-generated soil
moisture is sensitive to the choice of soil hydraulic properties [7], the initialization
and the model scheme [8], and the arbitrary specification of soil depth [9]. In the
following PILPS Phases, a multimode land surface model (CHAmeleon Surface
Model (CHASM) [10]) was developed to investigate the impact of land-surface
parameterization complexity on the simulation of land-surface climates by
atmospheric models. Investigation of the impact of parameter calibration on model
simulations revealed that a complex representation of land surface processes in
atmospheric models is preferred to a simple one with tunable parameters, despite

This chapter is based on: Zeng, Y., Z. Su, L. Wan, J. Wen (2011), Impact of landmodel physics
on one-dimensional soil moisture and temperature profile retrieval, Journal of Geophysical
Research. (Revising before resubmitting).

Y. Zeng, Coupled Dynamics in Soil, Springer Theses,
DOI: 10.1007/978-3-642-34073-4_6, � Springer-Verlag Berlin Heidelberg 2013
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better performance of the latter [11]. The major reason the complex model is
preferred, is attributed to its more physics-based parameterizations. Desborough
[10] shows that the models with more complex physics contain substantial
geographic and daily functionality not present in the simpler model.

Research by Kato et al. [12] on the relationship between complexity and model
performance highlights the importance of calibrating LSMs and improving their
physics in order to increase the accuracy of simulated soil state variables. Their
results are identical to those stated by Desborough [10]. However, it is appropriate
to note that the relationship between complexity and model performance is not
straightforward [13]. Although more complex LSMs do improve simulations of
soil state variables [14–22], higher complexity does not always lead to increased
accuracy in simulations [23, 24]. Increased complexity may cause decreased
model-performance on an annual time scale, while being recognized as essential
for realistic land surface behavior on shorter time scales [25]. Most LSMs used in
atmospheric circulation and numerical weather prediction are simplifications of the
coupled heat and mass transfer models in the soil, essential to reflect the impacts of
the actual amount of soil moisture and energy on agriculture system, hydrology
system, regional and global climate system etc. [26].

6.1.2 Motivation

The inherent vertical coupling strength (e.g. the relationship between the upper
layer soil moisture and the deeper profile soil moisture) in LSMs determines how
accurately the observed surface information (ground-based or satellite data) can be
propagated into deeper soil layers in the land data assimilation system [32]. When
facing operational efforts to assimilate remotely sensed observation, the LDAS
typically simplifies or avoids a number of key complexities in land-surface pro-
cesses [33]. In terms of the assimilation of soil moisture and soil temperature, the
most common simplification is the decoupling of concurrent flow of water and heat
in soil. The simplification constrains the coupling between the heat and moisture
solely through the heat capacity of the soil and through the influence of moisture
on thermal conductivity [34].

Since Milly [35] used a simple linear reservoir model and the thermal inertia, to
correlate soil heat and moisture diffusion in the soil, one-dimensional soil heat and
moisture diffusion model has been widely used in data assimilation system
(hereafter DAS) [34, 36–38]. On the other hand, the development of land surface
models (LSMs), addressing the coupled heat and mass transfer process in the soil,
has been ongoing for decades [27, 28, 29–31], and shows promising improvement
in providing good estimates of soil state variable profiles and surface energy
balance components from bare soils.

The LSMs considering the coupled process [31] perform better over the sim-
plified models [34, 35] on the consideration of water vapor flux, which is crucial in
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calculating evaporation that subsequently affects the atmospheric modeling. As
can be seen in Chap. 5, neglecting airflow can lead to the underestimation error of
33–53 % on the day immediately after a rainfall event. This highlights the
necessity of checking how soil airflow can affect LSMs’ performance in a DAS.
Nevertheless, there is little literature discussing the inclusion of airflow mecha-
nisms in LSMs to retrieve soil moisture and temperature profiles simultaneously in
a DAS.

6.1.3 Focus of Chapter

With the above-mentioned concerns, the focus of this chapter is to check the
feasibility of retrieving soil state variable profiles in an ensemble-based DAS,
considering soil airflow, and to evaluate how different model complexities can
affect the model performance in a DAS. This chapter employs three models with
gradually-increased complexities: one-dimensional soil moisture and heat diffu-
sion model (hereafter DM), DM including vapor transport (hereafter DMV), and
DMV considering airflow mechanism (hereafter DMVA). The data assimilation
method considered here is the ensemble Kalman Filter (EnKF), which has been
applied successfully in hydrological data assimilation [39, 40].

This chapter is organized as follows: Sect. 6.2 presents how models with dif-
ferent complexities are related and the EnKF formulations; Sect. 6.3 introduces the
field data, model calibration and the data assimilation setup. In addition, it
introduces the determinations of the model error, observation error and the filter
parameters; Sect. 6.4 analyzes and compares the data assimilation results from the
three models; discussion and conclusions are drawn in Sect. 6.5.

6.2 Methodologies

6.2.1 Model Formulations

In this section, the continuity equations for liquid water, vapor, dry air and heat
will be formulated individually; thus, combinations of different components can
lead to DM, DMV, and DMVA. In this way, the gradually-increasing model
complexities can be demonstrated clearly. The related parameterizations for the
closure of the continuity equations were referred to Chap. 4. For the sake of the
consistence in this chapter, part of the governing equation in Chap. 4 is reintro-
duced in this section.
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6.2.1.1 Liquid Transfer

Soil water is present in a liquid and a gaseous phase, and following Milly [41], the
total moisture balance is expressed as

o

ot
ðqLhL þ qVhVÞ ¼ � o

oz
ðqL þ qVÞ ð6:1Þ

where qL (kg m-3) represents the density of liquid water; qV (kg m-3) the density
of water vapor; hL (m3 m-3) the volumetric water content; z (m) the vertical space
coordinate, positive upwards; hV (m3 m-3) the volumetric vapor content; qL

(kg m-2 s-1) the liquid flux; and qV (kg m-2 s-1) the vapor flux. The liquid flux is
expressed by a generalized form of Darcy’s law

qL ¼ �qLK
o hw

cw
þ z

� �
oz

ð6:2Þ

where hw (Pa) is the pore-water pressure; cw (kg m-2 s-2) the specific weight of
water; and K (m s-1) the unsaturated hydraulic conductivity. According to Gro-
enevelt and Kay [42], the effect of the heat of wetting on the pressure field and the
resulting flow is taken into account by Milly [41], which leads to an additional
liquid flow term in Eq. (6.2) resulting in

qL ¼ �qLK
o hw

cw
þ z

� �
oz

� qLDTD
oT

oz
ð6:3Þ

where DTD (m2 s-1 �C-1) is the transport coefficient for adsorbed liquid flow due
to temperature gradient; and T(�C) the temperature. According to the definition of
capillary potential, h could be expressed as the difference between the pore-air
pressure and the pore-water pressure [43–45]

h ¼ hw � Pg

cw
ð6:4Þ

where h(m) is the capillary pressure head; and Pg (Pa) the pore-air pressure.
Substituting Eqs. (6.4) into (6.3) yields

qL ¼ �qLK
o

oz
hþ Pg
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þ z

� �
� qLDTD

oT

oz
ð6:5Þ
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Equation (6.5) can be rewritten [41] as

qL ¼ �qL K
o
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66664
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in which qLh (kg m-2 s-1) is the isothermal liquid flux; qLT (kg m-2 s-1) the

thermal liquid flux; qLa (kg m-2 s-1) (= qL
K
cw

oPg

oz ¼ KLa
oPg

oz ) the advective liquid

flux due to air pressure gradient; KLa(s) the advective liquid transport coefficient.

6.2.1.2 Vapor Transfer

The vapor flux is expressed by a generalized form of Fick’s law

qV ¼ �De
oqV

oz
ð6:7Þ

where De (m2 s-1) is the molecular diffusivity of water vapor in soil. When dry air
is considered, the vapor flow is assumed to be induced in three ways: firstly dif-
fusive transfer, driven by a vapor pressure gradient (Eq. 6.7); secondly advective
transfer, as part of the bulk flows of air (qV

qaa

qda
); and thirdly dispersive transfer, due

to longitudinal dispersivity (�Dvg
oqV
oz ). Accordingly, Eq. (6.7) can be rewritten as

qV ¼ � De
oqV

oz|fflfflffl{zfflfflffl}
Diffusion

� qV
qaa

qda|fflffl{zfflffl}
Advection

þ hVDvg
oqV

oz|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Dispersion

2
664

3
775 ð6:8Þ

where qaa (kg m-2 s-1) is the advective dry air flux qaa ¼ �qdaKg
oPg

oz

� �
; qda

(kg m-3) the dry air density; Dvg (m2 s-1) the gas-phase longitudinal dispersion
coefficient; and Kg the gas conductivity (m s-1).

Considering vapor density to be a function of matric potential and temperature,
the vapor flux can be divided into isothermal and thermal components. According
to the chain rule for partial derivatives, the vapor flux in Eq. (6.8) could be
rewritten using the three state variables as

qV ¼ qVh þ qVT þ qVa

¼ � De þ hVDvg

� � oqV

oh

oh

oz
þ De þ hVDvg

� � oqV

oT

oT

oz
þ qVKg

oPg

oz

	 
 ð6:9Þ

where qVh (kg m-2 s-1) is the isothermal vapor flux; qVT (kg m-2 s-1) the thermal
vapor flux; and qVa (kg m-2 s-1) the advective vapor flux.
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Combining the governing equations for liquid water (Eq. 6.6) and vapor flow
(Eq. 6.9) leads to the governing differential equation for moisture transfer:

o

ot
ðqLhL þ qVhVÞ ¼ � o

oz
ðqL þ qVÞ

¼ � o

oz
ðqLh þ qLT þ qLaÞ � o

oz
ðqVh þ qVT þ qVaÞ

¼ qL
o

oz
K

oh

oz
þ 1

� �
þ DTD

oT

oz
þ K

cw

oPg

oz

	 


þ o

oz
Dvh

oh

oz
þ DvT

oT

oz
þ Dva

oPg

oz

	 

ð6:10Þ

where

Dvh ¼ ðDe þ hVDVgÞ oqV

oh
; Dva ¼ qVKg; DvT ¼ ðDe þ hV DvgÞ oqV

oT

Dvh (kg m-2 s-1) is the isothermal vapor conductivity; DvT (kg m-1 s-1 �C-1) the
thermal vapor diffusion coefficient; and Dva (s) the advective vapor transfer
coefficient.

6.2.1.3 Dry Air Transport

Dry air transport in unsaturated soil is driven by two main gradients, the dry air
concentration or density gradient and the air pressure gradient. The first one dif-
fuses dry air in soil pores, while the second one causes advective flux of dry air. At
the same time, the dispersive transfer of dry air should also be considered. In
addition, to maintain mechanical and chemical equilibrium, a certain amount of
dry air will dissolve into liquid according to Henry’s law. Considering the above
four effects, the balance equation for dry air may be presented [45] as

o

ot
½� � qdaðSa þ HcSrÞ� ¼ � oqa

oz
ð6:11Þ

and

qa ¼ �De
oqda

oz|fflfflfflfflffl{zfflfflfflfflffl}
Diffusion

� qdaKg
oPg

oz|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Convection

�ha Dvg
oqda

oz|fflfflfflffl{zfflfflfflffl}
Dispersion

þHcqda
qL

qL|fflfflfflfflffl{zfflfflfflfflffl}
Dissolving

ð6:12Þ

where qa (kg m-2 s-1) is the dry air flux; and Hc (= 0.02 for air at
1 atm and 25 �C) Henry’s constant; Sa (= 1 - Sr) the degree of air saturation of
soil; Sr (= hL=�) the degree of saturation of soil; � the porosity. In the RHS of
Eq. (6.12), the first term depicts diffusive flux (Fick’s law), the second term
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advective flux (Darcy’s law), the third dispersive flux (Fick’s law), and the fourth
advective flux due to dissolved air (Henry’s law). Considering dry air density is a
function of matric potential, temperature and air pressure, Eq. (6.12) could be
rewritten with three state variables. Combining Eq. (6.12) with Eq. (6.11), the
governing equation for dry air can be expressed as

o

ot
� � qdaðSa þ HcSrÞ½ � ¼ � o

oz
ðqah þ qaT þ qaaÞ

¼ o

oz
Kah

oh

oz
þ KaT

oT

oz
þ Kaa

oPg

oz

	 


þ Vah
oh

oz
þ VaT

oT

oz
þ Vaa

oPg

oz
þ Hcqda

oK

oz

ð6:13Þ

where qah (kg m-2 s-1) is the isothermal air flux; qaT (kg m-2 s-1) the thermal air
flux; qaa (kg m-2 s-1) the advective flux; and

Kah ¼ ðDe þ haDvgÞ oqda

oh
þ HcqdaK

KaT ¼ ðDe þ haDvgÞ oqda

oT
þ HcqdaDTD

Kaa ¼ ðDe þ haDvgÞ oqda

oPg
þ qda Kg þ Hc

K

cw

� �

Vah ¼ Kg
oPg

oz
� Hc

qL

qL

	 

Xah

VaT ¼ Kg
oPg

oz
� Hc

qL

qL

	 

XaT

Vaa ¼ Kg
oPg

oz
� Hc

qL

qL

	 

Xaa

where Xah, XaT and Xaa are introduced in Sect. 4.2.2.3.

6.2.1.4 Heat Transport

In the vadose zone, the mechanisms for energy transport include conduction and
convection. The conductive heat transfer contains contributions from liquids,
solids and gas. Conduction is the main mechanism for heat transfer in soil and
contributes to the energy conservation by solids, liquids and air. Advective heat in
soil is conveyed by liquid flux, vapor flux, and dry air flux. On the other hand, heat
storage in soil includes the bulk volumetric heat content, the latent heat of
vaporization and a source term associated with the exothermic process of wetting
of a porous medium (integral heat of wetting) [46]. Accordingly, following the
general approach by de Vries [46], the energy balance equation in unsaturated soil
may be written as four parts
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Solid: o½qshscsðT�TrÞ�
ot ¼ o

oz kshs
oT
oz

� �

Liquid: o½qLhLcLðT�TrÞ�
ot ¼ o

oz kLhL
oT
oz

� �
� o

oz ½qLcL � ðT � TrÞ�
Air and vapor:

o

ot
ðqdaca þ qV cVÞhgðT � TrÞ þ qVL0hg

� �

¼ o

oz
kghg

oT

oz

� �
� o

oz
qV cV � ðT � TrÞ þ L0ð Þ þ qaca � ðT � TrÞf g

ð6:14Þ

Heat of wetting: Hw ¼ �qLW ohL
ot

where ks, kL and kg (w m-1 �C-1) represent the thermal conductivities of
solids, liquids and pore gas (= ka ? kV ) respectively; hs the volumetric content of
solids in the soil; hg the volumetric content of gas (= hV = ha) in the soil; cs, cL, ca

and cv (J kg-1 �C-1) specific heat of solids, liquids, air and vapor, respectively; Tr

(�C) the reference temperature; qs (kg m-3) the density of solids in the soil; L0

(J kg-1) the latent heat of vaporization of water at temperature Tr; and W (J kg-1)
the differential heat of wetting (the amount of heat released when a small amount
of free water is added to the soil matrix). The latent heat of vaporization varies
with T according to L(T) = L0 - (cL - cv)(T - Tr) � 2.501 9 106 -

2369.2T [47]. In accordance with Eq. (6.14), the conservation equation for energy
transfer in the soil is given as

o

ot
½ðqshscs þ qLhLcL þ qdahaca þ qVhVcVÞðT � TrÞ þ qV L0hg�

� qLW
ohL

ot
¼ o

oz
keff

oT

oz

� �
� o

oz
½qLcL � ðT � TrÞ

þ qVðL0 þ cV � ðT � TrÞÞ þ qaca � ðT � TrÞ�

ð6:15Þ

where keff (W m-1 K-1) is the effective thermal conductivity, combining the
thermal conductivity of solid particles, liquid and dry air in the absence of flow.

6.2.2 DM and DMV

With the above continuity equations for liquid, vapor, dry air and heat, Eqs. (6.6,
6.9, 6.13) and (6.15) represent the most complex model physics included in
DMVA. Subsequently, DM and DMV simplified from DMVA are described as
follows.
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6.2.2.1 DM

The one-dimensional soil moisture and heat diffusion equation [34] can be
expressed by Eq. (6.6) neglecting qLT and qLa, and by Eq. (6.15) neglecting the
heat of wetting as well as air and vapor terms. The coupling strength between the
soil moisture and heat in DM is the weakest, because they are only coupled
through the heat capacity of the soil and the influence of moisture on thermal
conductivity.

Neglecting qLT and qLa from Eq. (6.6), the governing equation for liquid
transport of DM can be expressed as

oðqLhLÞ
ot

¼ � oqLh

oz
¼ qL

o

oz
K

oh

oz
þ 1

� �	 

ð6:16Þ

and neglecting the differential heat of wetting as well as air and vapor terms, the
governing equation for heat transport of DM becomes

o

ot
½ðqshscs þ qLhcLÞðT � TrÞ� ¼ o

oz
keff

oT

oz

� �
� o

oz
½qLcL � ðT � TrÞ� ð6:17Þ

6.2.2.2 DMV

In the DMV, the coupling strength between the soil moisture and heat is increased
by considering vapor transport (Eq. 6.9), the heat of wetting and the vapor term in
Eq. (6.15), as well as qLT in Eq. (6.15). However, the part of vapor transport due to
bulk flow of dry air (qVa) is neglected. The governing equation for moisture of
DMV can be given as

o

ot
ðqLhL þ qVhVÞ ¼ � o

oz
ðqLh þ qLTÞ � o

oz
ðqVh þ qVTÞ

¼ qL
o

oz
K

oh

oz
þ 1

� �
þ DTD

oT

oz

	 

þ o

oz
½Dvh

oh

oz
þ DvT

oT

oz
�

ð6:18Þ
where the Dvg will be neglected in Dvh due to the absence of advective transfer
(qVa), which is the basis for the dispersive vapor transfer. Correspondingly, the
governing equation for heat transport of DMV can be expressed as

o

ot
½ðqshscs þ qLhLcL þ qVhV cVÞðT � TrÞ þ qVL0hg� � qLW

ohL

ot

¼ o

oz
keff

oT

oz

� �
� o

oz
½qLcL � ðT � TrÞ þ qVðL0 þ cV � ðT � TrÞÞ�

ð6:19Þ
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6.2.3 Ensemble Transformation Kalman Filter (ETKF)

The ensemble Kalman filter (EnKF) is a sequential Monte Carlo method [48] that
provides an alternative to the traditional Kalman Filter (KF) [49]. The EnKF is
typically developed to overcome the infeasible manipulation of KF with relatively
high-dimensional discrete systems (highly nonlinear system, e.g. two phase heat
and mass transport in soil), in which it is not practical or possible to maintain the
state error covariance matrix (P) explicitly. The KF equations can be given as [50]:

State variable update (analysis) : xa ¼ xf þKðd�HxfÞ ð6:20Þ

State error covariance matrix : Pa ¼ ðI�KHÞPf ð6:21Þ
(analysis error covariance matrix)

Kalman gain factor : K ¼ PfHTðHPfHT þ RÞ�1 ð6:22Þ
xa is the updated state vector (or the analysis), which is calculated by using the
measurement (observation) vector (d) and the estimated state vector (or the fore-
cast, xf). H is the operator that is used to relate the estimated state vector to the
measurement vector (or mapping state vector space to observation space). Pa is
the updated (or the analysis) error covariance matrix, which is calculated by using
the Kalman gain factor (K) and the estimated (or the forecast) error covariance
matrix (xf). R is the observation error covariance matrix. The superscripts f and
a denote forecast and analysis, respectively. Due to the explicit maintaining of P
[Eqs. (6.20–6.22)], the KF is not feasible computationally for high-dimensional
system [51]. Furthermore, the use of KF requires linearization of nonlinear system,
which is not practical for our case (i.e. two phase heat and mass transport in soil).
On the other hand, EnKF avoids evolving the state error covariance matrix, and the
error covariance in EnKF is manipulated implicitly via an ensemble X of model
states, X ¼ ½X1; . . .;Xm�, where m is the ensemble size. The error covariance
matrix X is typically assumed to be carried by the ensemble and is given by
Evensen [52] as

P ¼ 1
m� 1

Xm

i¼1

Xi � xð Þ Xi � xð ÞT ¼ 1
m� 1

AAT ð6:23Þ

where x is the ensemble mean,

x ¼ 1
m

Xm

i¼1

Xi ð6:24Þ

and A ¼ ½A1; . . .;Am� is the ensemble of anomalies, or perturbations, Ai ¼ Xi � x;
and the model state is considered to be represented by the ensemble mean. Thus,
the update of the state vector (xa) and the state error covariance (Pa) in KF
[Eqs. (6.20) and (6.21)] is replaced by the update of the ensemble mean and the
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ensemble of anomalies in EnKF. Accordingly, Sakov et al. [53] used a generic
form to express the ensemble updates:

Ensemble mean update : xa � xf ¼ AfGs ð6:25Þ

where s is the scaled innovation vector, s ¼ R�1=2ðd�HxfÞ= ffiffiffiffiffiffiffiffiffiffiffiffi
m� 1
p

; G is an

introduced matrix for simplicity, G ¼ ðIþ STSÞ�1ST, where S is the scaled
ensemble observation anomalies, S ¼ R�1=2HAf=

ffiffiffiffiffiffiffiffiffiffiffiffi
m� 1
p

.

Ensemble anomalies update : Aa � Af ¼ AfT ð6:26Þ
Use of the traditional update of ensemble anomalies, Aa ¼ Af þKðD�HAfÞ,
with Eq. (6.23), results in an analysis error covariance Pa smaller than the KF
analysis error covariance defined in Eq. (6.21). This will lead to an ensemble
collapse with a too rapid reduction in ensemble spread [54, 55]. In order to make
the resulting analysis error covariance matching the theoretical KF covariance in
Eq. (6.21), T in Eq. (6.26) is developed as the transform matrix by Bishop et al.

[56], T ¼ ðIþ STSÞ�1=2 � I. This approach is called as ensemble transform Kal-
man filter and associated with the acronym ETKF, which actually has the flavor of
the ensemble square root filter (ESRF) that allows a deterministic update of the
ensemble anomalies [57]. Although a number of deterministic methods have been
proposed for the same purpose of T in Eq. (6.26), the ETKF is chosen for its
natural characteristics and its equivalency to other flavors of ESRF [55]. In order
to implement the ETKF, the platform named as EnKF-Matlab (version 0.28)
developed by Sakov (http://enkf.nersc.no/Code/EnKF-Matlab/) is applied because
of its equivalency to the aforementioned development of EnKF.

6.3 Data Assimilation Setup

Considering this study is focused toward evaluating the impact of model physics
on the retrieval of soil state variable profiles, only the vertical interactive process
(point-scale) between the atmosphere and the soil is considered. The regional-scale
and lateral processes in the atmosphere and the soil are beyond the scope of this
study. The field data acquired from the Badain Jaran Desert is chosen for this
study, because it implies strong soil/atmosphere coupling at the surface [58].

Firstly, with the field-observed meteorological forcing data and initial soil state
variables, DM, DMV and DMVA are integrated without assimilating the observed
truth (i.e. observed soil moisture and soil temperature). The model integration
without assimilation is called the ‘‘open loop’’ integration, representing the best
model estimation of the truth. Then, with a known set of perturbations on the
forcing data, an ensemble integration of the model is conducted for DM, DMV and
DMVA, respectively. Next, the ensemble mean and anomalies from the three
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different ensemble integrations are updated by EnKF-Matlab. At last, the resulting
assimilated estimates will be compared against the open loop estimates and the
observed truth data.

6.3.1 Field Data

The details on the field site and the observations made have been introduced in
Sect. 3.2. The Table 6.1 shows that the average air temperature was 24.29 �C
1 day before the rainfall and 20.49 �C 1 day after. From that day on, the average
air temperature increased to 28.57 �C at the end of the selected period. The
average daily relative humidity was 0.31 before and 0.51 after rainfalls, followed
by a 3-days gradual decrease to 0.14, with a slight increase on the final day to 0.21.
The daily average atmospheric pressure was 87530.3 Pa before and 87903.83 Pa
after the precipitation. From the second day onwards, the average atmospheric
pressure decreased to 86757.59 Pa on the last day. The 6 days-average maximum
and minimum values of the variables were used to constrain the variation range of
model state variables (i.e. soil moisture and soil temperature) and keep the solution
of the governing equations stable. The 6-days averaged standard deviations were
used to generate the perturbation on the meteorological forcing data.

6.3.2 Model Calibration

6.3.2.1 Numerical Setup

In the Badain Jaran Desert, according to Gates et al. [60], the thickness of
unsaturated zone ranges from less than 1 m in inter-dune areas to approximately
400 m in high dunes. In this study, the length of the soil column was set to be 1 m.
The bottom boundary condition for the moisture equation was free drainage (unit
hydraulic head gradient). Considering the diurnal variation, the temperature gra-
dient and the air pressure gradient at the bottom of the column were specified to be
zero. A one-dimensional setting was adopted in this study, predominantly con-
sidering the vertical interactive process between the atmosphere and the soil [61].
The initial soil matric head and soil temperature were determined by interpolating
the measured values at midnight on 12 June 2008 between measurement depths.
The initial soil air pressure was set according to the daily averaged atmospheric
pressure during the selected 6 days period.

For the 1 m soil column, the nodal spacing was determined automatically with
a spacing factor, which led to 27 discretization nodes across the problem domain.
The smallest nodal space of 0.25 cm lies in the top surface layer while the bottom
layer has the biggest nodal space of 50 cm. A finite-difference time-stepping
scheme was applied to evaluate the time derivatives, and solved by a successive
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iterative linearization scheme (See Chap. 4). The governing equations subject to
the boundary and initial conditions were solved numerically by an in-house script
with MATLAB (The Math-Works Inc., Natick, MA, Version 7.4).

6.3.2.2 Calibration Results

Considering this study is focused towards identifying the performance of model
physics in retrieving soil state variables using data assimilation technique, one
common set of calibrated model parameters is needed for all the three models (i.e.
DM, DMV and DMVA). Although both soil moisture and soil temperature were
measured from surface to a depth of 50 cm, only the soil moisture at the depth of
10 cm and the soil temperature at 2, 5, 10 and 20 cm were chosen for the cali-
bration. The main reason of this was that the soil moisture and the soil temperature
at other depths kept almost the same value during the selected period [59].
The average standard deviation of soil moisture content was 0.00163 m3 m-3 for

Table 6.1 The statistics of the meteorological variables

Air
pressure
(Pa)

Surface
temperature
(�C)

Air
temperature
(�C)

Air relative
humidity (%)

Wind
speed
(m s-1)

Standard
deviation

1st day 199.15 15.76 3.92 14.46 0.77
2nd day 143.10 7.64 4.03 20.15 0.44
3rd day 182.27 13.81 3.98 12.95 0.57
4th day 149.55 15.13 4.00 7.78 0.41
5th day 178.12 13.67 4.14 5.33 0.56
6th day 127.88 15.32 3.64 10.66 1.05

Mean 1st day 87530.30 33.67 24.29 31.21 1.76
2nd day 87903.83 22.07 20.49 51.15 1.66
3rd day 87642.27 28.59 24.45 27.01 1.61
4th day 87240.30 30.65 27.11 16.73 1.49
5th day 86789.74 30.37 27.88 14.15 1.58
6th day 86757.59 31.67 28.57 21.39 1.84

Maximum 1st day 87789.84 57.30 30.16 53.43 3.33
2nd day 88102.92 32.01 25.75 79.37 2.45
3rd day 87874.99 48.43 29.64 44.60 2.43
4th day 87457.50 52.56 32.58 27.17 2.16
5th day 87087.41 48.41 33.60 21.45 2.36
6th day 87086.93 55.21 33.57 35.96 4.21

Minimum 1st day 87147.63 12.24 18.93 9.28 0.79
2nd day 87653.32 10.27 14.64 26.11 0.87
3rd day 87361.15 10.44 18.97 11.07 0.50
4th day 87016.03 10.27 21.67 6.55 0.87
5th day 86558.23 9.98 22.13 6.08 0.64
6th day 86616.95 10.58 23.34 5.30 0.59
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the depths of 20, 30, 40 and 50 cm, and soil temperature 1.2 �C for the depth of
50 cm.

Chosen as the baseline model, DMVA is calibrated for determining the com-
mon set of model parameters (see Table 6.2), with which the simulated soil state
variables of all three models were compared to the observation at the selected
depths. Figure 6.1 shows the comparisons of soil moisture content (SM) and
associated soil matric potential (h) at the depth of 10 cm. The DMVA has soil
moisture RMSE of 0.0044 m3 m-3, DMV 0.0242 m3 m-3, and DM
0.0094 m3 m-3, respectively. The DMVA simulation is the best estimate of the
observed soil moisture among the three models. The DM is the second best one to
the observation. However, DM cannot capture the typical trend of soil moisture
content variation after rainfalls as the DMVA and DMV do (Fig. 6.1).

The DMVA is the closest to the ‘‘natural’’ system among the three models, and
the second close one is DMV, considering it captures the trends of soil moisture
variation after rainfalls, which DM cannot. One note of caution, however, is
appropriate here. Figure 6.1 does not imply that the more complex model physics

Table 6.2 The common set of model parameters based on the calibration of DMVA

Soil hydraulic properties Heat transport properties Initial
condition

Parameter Value Parameter Value Depth
(cm)

Soil
temperature
(�C)

Soil moisture
(m3 m-3)

Ks (m s-1) 1.99E-05 cs (J kg-1 �C-1) 837 0 20.84 0.02
hsat (m3 m-3) 0.382 cL (J kg-1 �C-1) 4186 2 20.92 0.02
hres (m3 m-3) 0.015 cV (J kg-1 �C-1) 1870 5 24.49 0.021
a (m-1) 3.610 ca (J kg-1 �C-1) 1005 10 28.17 0.023
n 0.00236 b1 (W m-1 �C-1) 0.228 20 28.83 0.025
e 0.41 b2 (W m-1 �C-1) 2.406 50 28.73 0.052
qs (kg m-3) 1670 b3 (W m-1 �C-1) 4.909 100 29 0.1

Fig. 6.1 Comparison between the observation and the simulation of soil moisture and matric
potential head at the depth of 10 cm
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(e.g. DMVA) can perform better than the simple model physics (DMV and DM).
The DMV and DM can also be calibrated with the observations to get two different
sets of ‘‘behavioural’’ model parameters, the resulting model output of which can
match observed data well. We did not calibrate DMV and DM tentatively. Thus,
with the baseline model calibration, the DMVA can be considered as the most
‘‘correct’’ model, and then the DMV, and the DM the ‘‘poorest’’ physics model.
The gradually-increased/decreased complexities models can be subsequently used
to check the impact of complexity in model physics on retrieving soil state vari-
ables in the DAS.

Figure 6.2 shows the comparisons of modelled temperatures with the obser-
vation at the depth of 2, 5, 10 and 20 cm. Unlike the comparisons of soil moisture
simulation, all three models performed similarly in reproducing soil temperature
variations, except that the DMVA and the DMV were much more sensitive to the
perturbation of rainfalls than the DM at the end of the first day. The averaged soil
temperature RMSE at the depths of 2, 5, 10 and 20 cm were 4.79, 3.34, 3.85 and
4 �C for DMVA, 4.69, 3.29, 3.91 and 3.81 �C for DMV, and 4.89, 3.2, 3.16 and
2.5 �C for DM, respectively.

The accuracy of soil temperature simulation depends on the heat transport
scheme and the coupling (with soil moisture) scheme used. There are three heat

Fig. 6.2 Comparison for soil temperature
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transport scheme used widely in modern operational land surface models [62]:
zero-storage, force-restore and heat conduction. The three models used the heat
conduction scheme. According to Luo et al. [63], using the same heat transport
scheme without considering the coupling scheme, the soil temperature simulation
of different LSMs can achieve similar agreement with observation. In this case,
although with different coupling scheme, the soil temperature simulation still
performed similarly throughout the soil column. This was mainly attributed to the
same heat transport scheme used and the extremely dry environment of the field
site. In addition to the soil temperature RMSEs mentioned-above, the standard
deviations of soil temperature in Table 6.4 (see Sect. 6.3.3.1) also indicated similar
soil temperature simulations among the three models, except for the first day.

6.3.3 Filter Calibration

6.3.3.1 Model Error Estimation

The model error usually includes two parts [64]: parameter values that do not best
represent the ‘‘natural’’ system, and model structure (or, model physics) that the
chosen representation and coupling of physical processes is not capable of pro-
ducing the natural system’s behavior. Abramowitz [64] stated that the systematic
error resulting from model physics limitations played a greater role in the inability
to match observational data than the ‘‘bad’’ chosen behavioural parameter values.
Considering the focus of this study is to check the performance of different model
physics complexities in DAS, only the model error related to the model structure
will be discussed here. According to Reichle’s studies, the model errors were
accounted for the uncertainties in the forcing data [39, 65]. Therefore, the 6 days
averaged standard deviations of the meteorological variables (Table 6.2) were
used to detect the model error and listed in Table 6.3. They were used to perturb
the meteorological forcing data for generating ensemble integrations of the three
models. The 6-days averaged values were adopted with the consideration of that
the daily variation of the forcing data affected the soil/atmosphere interaction.

6.3.3.2 Observation Error Estimation

The observation error includes measurement errors that can be specified according
to the knowledge of instrumental characteristics and representation errors that
cannot be well represented in model space [66]. The quality of soil moisture and
soil temperature measurements was quantitatively assessed and calibrated by Zeng
et al. [59], the observation bias of which were removed from the observed values
before entering the EnKF-Matlab. Thus, the determination of observation error is
concerned with the estimation of representation errors, which are often called
representativeness errors (RE) [67]. RE represents any physical processes
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appearing in the observations but not in the model [68]. Accordingly, the obser-
vation error can be described as the differences between the model simulations
(open loop) and observations, and be expressed as the standard deviations of the
differences:

Diffi ¼ Vsim i � Vobs i; i ¼ 1; . . .; nstep; SDðDiff1;...;nstepÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPnstep

i¼1
ðDiffi � Diff Þ2

nstep� 1

vuuut

ð6:27Þ
where Diffi is the model deviation at time step i; Vsim i and Vobs i the simulated
and observed soil state variables (i.e. soil temperature and soil moisture); n step the
total time step for the model integration; and SD the standard deviation.

Table 6.4 lists the daily standard deviation of soil moisture and soil temperature
at the selected depths during the simulation period. Considering that the soil matric
potential is the independent state variable, the soil moisture was expressed as the
soil matric potential head at the depth of 10 cm. The standard deviations of soil
temperatures were averaged across the depths and over the simulation period for
different models. The standard deviations of soil matric potential heads were only
averaged daily for different models with one selected observation depth. The last
row and column indicate the daily averages over all the three models and each
model’s 6-days averages, respectively. Although the DMVA simulation is the best
estimate of the observed soil moisture among the three models while DM is the
worst estimate (Fig. 6.1), DM has the smallest 6-days averaged standard deviation
of soil matric potential heads among the three simulations.

In the second part of Table 6.4, the standard deviation of 6-days soil temper-
ature averaged over all the three models at the depth of 2, 5, 10 and 20 cm, were
4.52, 3.14, 3.1 and 2.32 �C, respectively. The standard deviations of 6-days soil
temperature averaged across all the selected depths for each model were 3.05 �C
for DM, 3.36 �C for DMV and 3.4 �C for DMVA. The standard deviations
averaged over all the three models were considered having fair error parameters
for all the applied models in DAS. For those averaged over the simulation period
and across the selected depths, the spatial and temporal characteristics of the
standard deviations were considered. However, the spatial and temporal correla-
tion of error parameters was not implemented in this study.

Table 6.3 Averaged 6-days standard deviations of the meteorological forcing data (model error)

Air
pressure
(Pa)

Surface
temperature
(�C)

Air
temperature
(�C)

Air relative
humidity (%)

Wind speed
(m s-1)

Precipitation
(m s-1)

Standard
deviation

163.34 13.55 3.95 11.89 0.63 6.77E-08
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6.3.3.3 Filter Parameters

The filter performance depends on the choice of model error, observation error and
ensemble size. Ideally, the error parameters should be determined adaptively
within the cycling assimilation system based on information from internal diag-
nostics such as the innovations [69], because the estimation of the error parameters
outside of DAS (off-line) may well be different from the true error parameters that
may be changing with time. However, we only aim to investigate the performance
of different model physics complexities in the EnKF-Matlab for retrieving soil
state variables. This does not critically depend on how complete the size of the
forcing perturbations and the observation error are optimized.

Ensemble Size

In this study, we choose the averages of standard deviations of the meteorological
variables as the perturbations on the forcing data. Thus, the calibration of error
parameters was mainly implemented for the observation error. Before calibrating
model and observation error parameters, initial error values should be assigned to

Table 6.4 Standard deviations of soil moisture (expressed as matric potential head) and soil
temperature at the selected depths during the simulation period

Soil matric potential head (m3 m-3) at the depth of 10 cm

1st day 2nd day 3rd day 4th day 5th day 6th day Average

DM 417.90 286.33 22.37 17.80 18.12 23.90 131.07
DMV 12552.00 341.28 35.33 31.01 27.53 25.63 2168.79
DMVA 6152.15 991.99 31.71 21.44 15.77 57.26 1211.72
Average 6374.02 539.87 29.80 23.42 20.47 35.60 1170.53
Soil temperature (�C)
DM 2 cm 5.20 3.42 5.38 3.59 5.50 4.57 4.61

5 cm 2.15 3.44 3.30 2.28 3.86 3.41 3.07
10 cm 1.47 3.32 3.16 1.35 3.07 3.93 2.72
20 cm 2.74 1.31 1.69 0.88 1.76 2.37 1.79
Average 2.89 2.87 3.38 2.02 3.55 3.57 3.05

DMV 2 cm 4.99 3.24 5.14 3.36 5.32 4.39 4.41
5 cm 2.45 2.95 2.88 2.86 3.91 3.67 3.12
10 cm 3.99 2.78 2.38 2.25 3.61 4.95 3.33
20 cm 5.58 1.04 1.05 1.79 2.48 3.50 2.57
Average 4.25 2.50 2.86 2.56 3.83 4.13 3.36

DMVA 2 cm 5.65 3.27 5.13 3.40 5.32 4.40 4.53
5 cm 3.01 3.07 2.84 2.85 3.86 3.69 3.22
10 cm 3.75 2.68 2.30 2.29 3.53 4.98 3.26
20 cm 5.81 0.84 1.08 1.86 2.46 3.54 2.60
Average 4.56 2.47 2.84 2.60 3.79 4.15 3.40
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determine the ensemble size. With the model error listed in Table 6.3, the
observation errors were initialized as 400 cm for soil matric potential head and
4 �C for soil temperature. The observed soil moisture and soil temperature were
assimilated into DM, DMV and DMVA with ensemble sizes of 5, 10, 15, 30, 50
and 100. With respect to the three models, the averaged soil moisture and soil
temperature RMSEs (i.e. the difference between the observation and its EnKF
estimate) were compared with ensemble sizes in Fig. 6.3.

Figure 6.3 shows that the averaged RMSEs decreased and converged with
increasing ensemble size. Although the soil temperatures at different depths con-
verged toward different values, all the RMSEs (including soil moisture RMSE) did
not decrease significantly further with the ensemble size bigger than 15. The
standard deviations of RMSEs, with ensemble size of bigger than 15, were 3.3E-05
m3 m-3 for soil moisture, while 0.033, 0.036, 0.07 and 0.15 �C for soil temper-
ature at the depth of 2, 5, 10 and 20 cm, respectively. Considering the trade-off
between the computation cost and the RMSEs, the ensemble size was fixed as 15.
The absolute difference between the soil moisture RMSEs produced by using 15
ensemble members and by using 30 ensemble members was 1.67E-04 m3 m-3;
while it was 0.11, 0.17, 0.31 and 0.21 �C for soil temperature at the four selected
depths, respectively.

Observation Error-Pairs

With different soil moisture and soil temperature observation error-pairs, the
assimilation estimates can vary around the measurement truth. With each error-
pair, the soil moisture and soil temperature RMSEs (i.e. difference between the
assimilation estimates and the observation truth) was averaged over all the three
models. To detect how the assimilation estimates vary with different error-pairs,
the observation errors of the soil moisture (expressed as the soil matric potential
head) were set as 400, 900, 1600 and 2500 cm, while the soil temperature 4, 9, 16
and 25 �C. The error-pairs and associated RMSEs were listed in Table 6.5. The
smallest soil moisture RMSE of 0.0014 (m3 m-3) was associated with the smallest
soil moisture observation error (expressed as the soil matric potential head of

Fig. 6.3 Soil moisture and
temperature RMSEs varied
with different ensemble sizes.
The RMSEs are calculated as
the averaged RMSEs with
respect to all three models
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400 cm), while the smallest soil temperature RMSE of 1.725 �C was associated
with the smallest soil temperature observation error. The RMSEs increased with
increasing soil moisture and soil temperature observation errors.

As Fig. 6.4 shows, the bigger the soil moisture observation errors, the bigger
the soil moisture RMSEs was produced, so did the soil temperature RMSEs.
However, the impact of changing soil moisture observation error on the soil
moisture RMSE was bigger than that of changing soil temperature observation
error. The soil moisture RMSE for each observation error level was calculated as
the averaged RMSE over all soil temperature observation error levels; while the
soil temperature RMSE for each observation error level was calculated as the
averaged RMSE over all soil moisture observation error levels.

Table 6.5 Averaged (over the three models) soil moisture and soil temperature RMSEs obtained
with different combinations of observation errors

Soil matric potential head observation error (cm) Soil temperature observation error (�C)

4 9 16 25

400 SM (m3 m-3) 0.0015 0.0014 0.0016 0.0016
ST (�C) 1.7659 2.0911 2.0924 2.5227

900 SM (m3 m-3) 0.0018 0.0019 0.0022 0.0018
ST (�C) 2.0742 2.4659 2.7441 3.1940

1600 SM (m3 m-3) 0.0023 0.0027 0.0022 0.0021
ST (�C) 2.1869 2.5000 2.6659 2.9869

2500 SM (m3 m-3) 0.0027 0.0026 0.0026 0.0026
ST (�C) 1.7516 2.5484 2.6659 3.0477

1440000 SM (m3 m-3) 0.01250 0.01303 0.01198 0.01167
ST (�C) 1.72526 2.22777 2.80572 2.95674

Fig. 6.4 The averaged (over the three models) soil moisture and temperature RMSE patterns
under different error-pairs. SM represents soil moisture RMSE and ST soil temperature RMSE.
SM_400 means the soil moisture observation error is 400 cm, and so on for SM_900, SM_1600
and SM_2500. The x-axis represents the soil temperature observation error
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The range of the soil moisture RMSE was 0.0011 m3 m-3, which was 73.3 %
of the smallest soil moisture RMSE. For soil temperature, the RMSE range was
51.1 % of the smallest soil temperature RMSE. When the biggest soil moisture
observation error was included, the percentage for soil moisture reached 702 %,
while that for soil temperature kept almost the same (from 51.1 to 54.8 %). In this
research, no fixed observation error was chosen. Instead, different observation
error-pairs were used to examine the performance of all three models in assimi-
lating soil moisture and soil temperature.

6.4 Results and Analysis

We first adopted all the observation information to check the performance of the
three models in the EnKF-Matlab for the retrieval of soil moisture and soil tem-
perature. Various temporal observation intervals were employed to check the
impact of sparse observation on the performance. With the increasing temporal
observation interval, how the assimilation estimates from different model physics
mime the diurnal variation of the measurement can be checked. We also examined
the assimilation estimates with reduced observation points (e.g. instead of using all
soil temperature measurement at four selected depths, only the soil temperature
observation at the depth of 2 cm was used). Furthermore, considering soil moisture
is much more sensitive and problematic than soil temperature due to the highly
nonlinear representativeness of its governing equations, we tested the performance
of different model physics in the EnKF-Matlab only with soil moisture observation
information. Thus, we will infer how the retrieval of soil temperature can benefit
from three model physics, when the soil temperature observation is sparse.

6.4.1 Effect of Temporal Observation Interval

6.4.1.1 Dense Temporal Observations

With all the soil moisture and soil temperature observation information, different
model physics did not affect the assimilation estimates of soil state variables.
Figure 6.5 shows that even the DM, which was the worst model in simulating soil
moisture, could get quite reasonable assimilation estimates of soil temperature,
with the observation error-pairs of 400 cm and 4 �C. The soil moisture RMSE (i.e.
difference between the assimilation estimates and observations) of DM was
0.0012 m3 m-3, while 0.0016 and 0.0017 m3 m-3 for DMV and DMVA,
respectively.

From the comparison at the depth of 2, 5 and 10 cm, Fig. 6.6 does not show
large difference among different model physics in assimilating soil temperature.
However, at the depth of 20 cm, it was clearly shown that DM performs better than
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DMV and DMVA, while DMVA’s estimation was the farthest from the obser-
vation (Fig. 6.6). As discussed in Sect. 6.3.2.2, because of the same heat transport
scheme used, the simulation of soil temperature would not differ from each other
significantly. The soil temperature RMSE of DM was 1.4 �C, while 2.5 and 2.1 �C
for DMV and DMVA, respectively. The soil temperature RMSEs between the
assimilation and observation were calculated individually for each depth. Then,
they were averaged over all depths to account for the soil temperature RMSEs of
different models.

From the above description, it seemed that the performance of different model
physics did not vary significantly, although slight difference existed. For soil
moisture assimilation, the difference between the best and worst estimates was
0.0005 m3 m-3, while for soil temperature, it was 1.1 �C. With full observation
information, the soil moisture assimilation results were closer to the observations
than to the model simulations (Fig. 6.5), regardless of the difference in model
physics. However, for soil temperature assimilation, it was not so obvious
(Fig. 6.6). Considering only the smallest observation error-pair (i.e. 400 cm and
4 �C) was used for Figs. 6.5 and 6.6, checks on other error-pairs are needed to tell
how different model physics perform in assimilating soil moisture and soil
temperature.

Fig. 6.5 The assimilated and simulated soil moisture content from different model physics
compared with the observation, with the observation error-pairs of 400 cm and 4 �C
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According to the above calculated soil moisture and soil temperature RMSEs
for one observation error-pair, all 16 observation error-pairs can produce 16 RMSE
values. Then, three models can have three sets of RMSE values, each of which has
16 RMSE values. The RMSE sets can be used to assess the performance of
different model physics accordingly. Figure 6.7a shows that at the soil temperature
observation error of 4 �C the soil moisture RMSE of all three models increased
with increasing soil moisture observation error. With other soil temperature
observation errors, the soil moisture RMSE of DMV and DMVA followed the
same pattern (i.e. increasing soil moisture observation error increases soil moisture
RMSE). However, DM’s soil moisture RMSE did not follow this pattern and had
the biggest RMSE with the observation error-pair of 1600 cm and 9 �C. The effect
of soil moisture observation errors dominated over that of soil temperature
observation errors on the model performance in soil moisture assimilation. Fig-
ure 6.7b shows the performance pattern for soil temperature assimilation. All the
three models followed the principle shown in Fig. 6.4 that was the RMSE
increased with increasing soil temperature observation error. The effect of soil
temperature observation error dominated over that of soil moisture observation
error on the model performance in soil temperature assimilation.

Following the above-description, when the observation information is dense
(e.g. half-hour interval), the difference in model physics does not significantly
affect the assimilation estimates of soil moisture and soil temperature. The

Fig. 6.6 The assimilation estimates of soil temperature from different model physics compared
with the observation at the selected depths, with the observation error-pairs of 400 cm and 4 �C

6.4 Results and Analysis 145



observation error is the dominant factor determining the accuracy of assimilation
estimates. For soil moisture assimilation, the model performance mainly depends
on the soil moisture observation error, while for the soil temperature assimilation
the model performance is principally decided by the soil temperature observation
error. In Figure 6.4, the model-averaged performance (i.e. over all three models)
against each observation error-pair were shown. Here, the mean RMSE averaged
over all observation error-pairs (hereafter RMSEerr) for each model was employed
to assess the overall performance of model physics associated with various
observation error-pairs. With the observation error-pairs in Fig. 6.7, the soil
moisture RMSEerr was 0.0021, 0.0022, and 0.0019 m3 m-3 for DMVA, DMV and
DM, respectively; while the mean soil temperature RMSEerr was 2.7, 2.8 and
2.2 �C, accordingly. According to the mean soil moisture and soil temperature

Fig. 6.7 RMSE for EnKF estimates for soil moisture (a) and soil temperature (b) as a function of
observation error-pairs
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RMSEerr, the three model physics did not differ significantly from each other, with
respect to the performance in assimilating soil moisture and temperature with
dense temporal observations.

6.4.1.2 Sparse Temporal Observations

When the available observation was less, with the same filter parameters, RMSE
between the assimilation estimates and the observation would vary depending on
different model physics. Seven observation intervals (0.5, 6, 12, 24, 30, 36 and
48 h) were employed to check that. In the previous subsection (Sect. 6.4.1.1), the
RMSEerr with observation interval of 0.5 h was used to assess the performance of
different model physics. In this section, the averaged assimilation estimate of soil
moisture and temperature over all 16 observation error-pairs was employed. Thus,
each observation interval would produce an averaged assimilation estimate of soil
moisture and temperature (e.g. over 16 error-pairs) for each model physics. Then,
the RMSE between the averaged assimilation estimate and the observation
(hereafter RMSEobs) was used to assess the overall performance of different
models.

Figure 6.8a shows that the soil temperature RMSEobs was increased steeply
from the observation interval of 0.5–6 h. With further increasing observation
interval, the RMSEobs was much more stable except for that of DMVA. There was
a more than 3 �C variation at observation interval of 48 and 96 h. It seemed that
the assimilation estimates at observation interval of 48 and 96 h (i.e. only
observation at midnight) were inferior to other observation intervals. This was
mainly due to the lack of observation information during day when the strong
coupling between soil moisture and soil heat transport occurred [59, 70], which
weakened the performance in assimilating soil moisture and temperature. Not only
the soil temperature but also the soil moisture assimilation estimates of DMVA
were disturbed by the lack of day information. This indicated the strong coupling
model physics of DMVA.

Figure 6.8a explicitly shows that the overall performance of DMVA and DMV
in assimilating soil temperature was better than DM, while DMV was slightly
superior to DMVA. The averaged RMSEobs were 5.2, 4.1 and 4.7 �C for DM,
DMV and DMVA, respectively. Figure 6.8b shows the variation of soil moisture
RMSEobs with different observation intervals. Except for the RMSEobs of DM,
which kept relatively stable after the observation interval of 12 h, the RMSEobs of
both DMVA and DMV increased with increasing observation intervals. The
averaged soil moisture RMSEobs over all observation intervals were 0.0159,
0.0141 and 0.0099 m3 m-3, for DMVA, DMV and DM, respectively. The per-
formances of DMVA and DMV in assimilating soil moisture were similar.
However, DMV was superior to DMVA at small observation intervals (i.e.\30 h)
while it was reverse at intervals bigger than 30 h. Although DM had the lowest
averaged soil moisture RMSEobs, it did not mean the assimilation estimates from
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DM was the best. The lowest RMSEobs was due to DM’s weakest coupling
strength among the three models, which would be shown in Fig. 6.9.

The averaged assimilation estimates for calculating RMSEobs were further
averaged over 7 observation intervals for the direct comparison to the observation
in Fig. 6.9. The averaged assimilation estimates for calculating RMSEobs can be
regarded as the observation-error ensemble mean, while the averaged assimilation
estimates in Fig. 6.9 can be described as the observation-interval ensemble mean
of the observation-error ensemble means. Figure 6.9b shows that although DM’s
assimilation estimate was the closet to the observed soil moisture, there was no
daily variation of assimilated soil moisture. It was due to the weak coupling
between soil moisture and heat transport in DM. When the coupling strength was
increased, the assimilated soil moisture of DMV and DMVA did show typical
daily behavior (Fig. 6.9b). One note here is that the observation of soil moisture
itself (at the depth of 10 cm) did not show very clear daily variation as DMV and
DMVA did. The main reason was the low sensitivity of soil moisture sensor in
detecting moisture content in extremely dry environment [71]. The soil moisture
RMSEs between the averaged assimilation estimates and observation in Fig. 6.9b
were 0.0116, 0.0094 and 0.0076 m3 m-3 for DMVA, DMV and DM, respectively.
This was accordant with Fig. 6.8b that DMV was superior to DMVA and DM in
soil moisture assimilation. Figure 6.9a shows the overall averaged performance of
different model physics in assimilating soil temperature, from where the DM was
inferior to DMV and DMVA in soil temperature assimilation. The soil temperature
RMSEs in Fig. 6.9a were 3.85, 3.47 and 4.93 �C for DMVA, DMV and DM,
respectively.

When the dense temporal observation information was fully used, DAS could
provide close-to-observation estimates of soil moisture and temperature without
regarding the complexity of the model physics as Sect. 6.4.1.1 showed. However,
when observation was sparse, the assimilation estimates depended mainly on the
model physics. In Fig. 6.9a, DM had the biggest RMSE value. However, as
mentioned above, the lowest/biggest RMSE does not have to represent the best/
worst assimilation. The goodness of fit expressed by the R-squared value was used

Fig. 6.8 Soil temperature and soil moisture RMSEobs vary with observation intervals
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to illustrate this quantitatively. It is to estimate how good the assimilation esti-
mates mimic the observation.

For soil temperature, the R-squared value was calculated for each depth and
then averaged to account for the overall performance of different models. The
averaged R-squared values are 0.854, 0.843 and 0.839 for DMVA, DMV and DM,
respectively. The R-squared values indicate that DMVA and DMV are superior to
DM in soil temperature assimilation as the RMSE values indicate. Although DMV
has lower RMSE (3.47 �C) than DMVA (3.85 �C) in Fig. 6.9a, it does not mean
that DMV’s assimilation estimates of soil temperature can mimic the observation
better than DMVA. This is indicated by the biggest R-squared value of DMVA.
For soil moisture, the R-squared values are 0.678, 0.723 and 0.655 for DMVA,
DMV and DM, respectively. Different from soil temperature assimilation com-
parison, both the soil moisture RMSE and R-squared values indicate that DMV
was better than DMVA in soil moisture assimilation. While for DM, the lowest
R-squared value fortifies the fact that although DM has the lowest soil moisture
RMSE it does not mean DM has the best fit to the observation.

6.4.2 Effect of Surface Temperature Observation

In the previous section, with all the soil temperature observation at the selected
depths, the effect of temporal observation interval on the performance of different
models was evaluated. In this section, the EnKF-Matlab used only the soil tem-
perature observation (e.g. with the soil moisture observation at the depth of 10 cm)
at the depth of 2 cm, which was closely representative of the surface soil tem-
perature. The R-squared value between the surface temperature and the observa-
tion at 2 cm was 0.92, with a RMSE of 4.1 �C between them.

Fig. 6.9 The averaged assimilation estimates of soil temperature and soil moisture over all
observation intervals
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Figure 6.10 shows the similar pattern of RMSEobs in Fig. 6.8. The mean soil
temperature RMSEobs of DMV (5.01 �C) was lower than DMVA (5.36 �C), while
both of them were lower than that of DM (5.78 �C). The mean soil moisture
RMSEobs of DM was the lowest (0.0092 m3 m-3), while that of DMV
(0.0205 m3 m-3) was lower than DMVA (0.0217 m3 m-3). However, Fig. 6.10
does not clearly show the coupling strength of different model physics as Fig. 6.8
does. The lack of observation information during the day only weakened the
performance in assimilating soil temperature, but not soil moisture. The result with
only surface temperature was generally inferior, compared to the assimilation
result with all soil temperature observation information. The mean soil moisture
and temperature RMSEobs in Fig. 6.10 was generally higher than that in Fig. 6.8,
except for DM’s soil moisture RMSEobs.

Figure 6.11 indicates that DMV performed better than DMVA in assimilating
both soil moisture and soil temperature. The soil temperature RMSEs in Fig. 6.11a
were 4.74, 3.88 and 5.51 �C for DMVA, DMV and DM, respectively. The asso-
ciated R-squared values were 0.821, 0.839 and 0.827. Although the RMSE value

Fig. 6.10 The same as Fig. 6.8, but for assimilation result with only surface observation

Fig. 6.11 The same as Fig. 6.9, but for assimilation result with only surface observation
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of DMVA in Fig. 6.11a was lower than DM, the bigger R-squared value of DM
indicated its better fit to the observation than DMVA. The DMV performed the
best among the three models in assimilating soil temperature. For soil moisture,
the RMSEs in Fig. 6.11b were 0.019, 0.013 and 0.008 m3 m-3 for DMVA, DMV
and DM, respectively. The associated R-squared values were 0.322, 0.604 and
0.665. In Fig. 6.11b, DMVA did not clearly show the typical daily variation of soil
moisture. This indicated that the coupling strength did not affect the assimilation
result when only the surface moisture and temperature observation were used.
However, the DMV showed the daily behaviours lightly.

6.4.3 Effect of Assimilation with Soil Moisture Only

In this section, only soil moisture observation information was employed to assess
the performance of different models. Figure 6.12a shows that the mean soil tem-
perature RMSEobs were 4.44, 4.39 and 5.58 �C, for DMVA, DMV and DM,
respectively. Accordingly, for soil moisture (Fig. 6.12b), the mean RMSEobs were
0.017, 0.021, and 0.01 m3 m-3. In previous sections, the RMSEobs pattern among
the three models was: both soil moisture and soil temperature RMSEobs of DMVA
were higher than those of DMV, while both DMVA and DMV had lower RMSEobs

than DM in regard to soil temperature, and higher RMSEobs with regard to soil
moisture. When only the soil moisture observation was used, with respect to soil
temperature, DMVA’s RMSEobs was higher than that of DMV. However,
DMVA’s soil moisture RMSEobs was lower than that of DMV. It suggests that the
performance of DMVA in assimilating soil moisture is superior to DMV, which
can be verified by Fig. 6.13.

As can be seen in Fig. 6.13b, the DMVA showed the typical daily variation of
soil moisture while the DMV did not show clearly. The soil moisture RMSEs in
Fig. 6.13b were 0.012, 0.018 and 0.009 m3 m-3 for DMVA, DMV and DM,
respectively; while the associated R-squared values were 0.513, 0.399 and 0.588.
The DMVA was superior to DMV in assimilating soil moisture when only soil
moisture observation was used. Although both the RMSE and R-squared value

Fig. 6.12 The same as Fig. 6.10, but for assimilation result with only soil moisture observation
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indicated that DM was the closet to the observation, Fig. 6.13b shows that its
assimilation estimates of soil moisture mainly followed the model simulation
without listening to the observation. The soil temperature RMSEs in Fig. 6.13a
were 3.78, 3.46 and 5.39 �C for DMVA, DMV and DM, respectively; while the
associated R-squared values were 0.82, 0.84 and 0.819. Again, DMV’s assimila-
tion result was better than DMVA in assimilating soil moisture, and both of them
were superior to DM.

6.5 Brief Summary

To evaluate how different complexities in model physics could affect the model
performance in the DAS, three models (DM, DMV and DMVA) with gradually-
increased complexities were introduced. The field experiment in the Badain Jaran
Desert [59] was tentatively used to calibrate DMVA, which could be regarded as
the most ‘‘correct’’ model. The calibrated parameters from DMVA were then
applied in the less complex model DMV, and the ‘‘poorest’’ physics model DM.
The three different complexity models were subsequently evaluated in a DAS.

With dense temporal observations of soil moisture and soil temperature, the
model performances of three model physics differed slightly from each other
(Sect. 6.4.1). The assimilation estimate was critically dependent on the observa-
tion information, while the model physics didn’t play a crucial role in it. If the
available observation were less, different model physics should perform diver-
gently. Seven observation intervals (0.5, 6, 12, 24, 30, 36 and 48 h) were used to
check the hypothesis. The assimilation results showed that DMV was superior to
DMVA in retrieving soil temperature and both of them produced better fit than
DM to the observation. For soil moisture, although the DM produced the closet
assimilation estimate to the observation, it did not show clear daily variation as the
DMV and DMVA did.

Fig. 6.13 The same as Fig. 6.11, but for assimilation result with only soil moisture observation
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The assimilation result with seven observation intervals could be regarded as
the effect of sparse temporal observation on the model performance. The obser-
vation information was further diluted by considering only the surface observation.
With only the surface moisture and temperature observation information, the
DMVA and DMV did not display their coupling strength in assimilating soil
moisture, although the DMV slightly showed the typical daily variation of soil
moisture. Under such condition, the DM outperformed the complex model physics
in assimilating soil moisture. For soil temperature, the DMV performed the best
among the three models.

To further assess how different model physics performed with less observation
information, only the surface moisture observation was used. With less observa-
tion (without soil temperature observation information), DMVA showed the
advantage of the most complex model physics in assimilating soil moisture and
outperformed the DMV. Compared to the assimilation result with surface tem-
perature observation information, the DMVA and DMV showed the daily variation
of soil moisture, although DMV only show it slightly with an R-Squared value of
0.399. For retrieving soil temperature, the DMV still performed the best among the
three models, while the DM was the most inferior in assimilating soil temperature.
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Chapter 7
Concluding Remarks

7.1 Results

It is well known that soil water transport is driven by the soil matric potential
gradient and the soil temperature gradient. However, very little literature discussed
the continuous changes in soil water dynamics, regarding profile information. With
an in-situ experiment, Chap. 2 employs the classical coupled moisture and heat
transport scheme to show the pattern of driving forces (i.e. soil matric potential
gradient and soil temperature gradient), hydraulic conductivities, soil water fluxes
and water vapor fluxes. The fluxes are described as isothermal and thermal
(or non-isothermal) depending on the driving force. The results show that there are
three stages in the diurnal soil water dynamics. The thermal vapor and the thermal
liquid flux were identified as the dominant fluxes in the uppermost soil layer at
night, while the isothermal liquid flux dominated during the day and in deeper soil
layers. It is suggested that the isothermal liquid flux, the thermal liquid flux and the
thermal vapor flux should be considered for analysing soil water dynamics in arid
and semi-arid area. Based on these results, a schematic map of the diurnal soil
water dynamics is presented.

In the desert, it is important to understand how much of the precipitation can be
absorbed by the unsaturated zone. This portion of the precipitation can be defined as
the effective infiltration. Chapter 3 applies the pattern described above to under-
stand the soil water dynamics of the Badain Jaran Desert field site, and to determine
the effective infiltration. Based on the soil water dynamics pattern understood from
Chap. 2 (e.g. driving forces pattern, soil moisture fluxes pattern etc.), a schematic
figure is presented to calculate the effective infiltration. The results show that
considering the maximum annual precipitation of 120 mm, the effective infiltration
is estimated to be 0.336 mm/yr, which is lower than the historic records based on
hydro-chemical and isotopic methods. Considering the short term and point-scale
observations made of the soil water dynamics at the field site in the Badain Jaran
Desert, the estimated value cannot be representative for the whole region.

Y. Zeng, Coupled Dynamics in Soil, Springer Theses,
DOI: 10.1007/978-3-642-34073-4_7, � Springer-Verlag Berlin Heidelberg 2013
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More long-term and regional scale observation information is necessary to estimate
the effective infiltration.

Chapter 4 tackles the inclusion of airflow in the classical coupled moisture and
heat transport scheme (i.e. PdV model). The reason to do this is discussed in detail
in the introduction. The difference between the proposed two-phase mass and heat
flow model and the PdV model is explained for the governing equations and the
constitutive equations. With the published experimental and analytical results, the
two-phase mass and heat flow model was verified. Based on the verification
results, how airflow affects the coupled moisture and heat flow, and how tem-
perature influences the isothermal water-air two-phase flow are both examined.
The investigation shows that when the air phase plays a significant role in the
water-airflow domain, the temperature exerts noticeable effect on the soil moisture
fluxes. As for the coupled moisture and heat flow, the airflow plays a great role in
affecting soil moisture fluxes.

The field experiment in the Badain Jaran Desert is employed to examine the
performance of the proposed model. The results show that the proposed model can
better calculate the surface evaporative fluxes, especially when the soil is moist,
than the PdV model can. When neglecting airflow (e.g. using the PdV model), the
calculation of the surface evaporative flux will result in an underestimation error.
In order to understand why neglecting airflow can lead to the error, Chap. 5
investigates the driving forces and the conductivities. The direct cause is assumed
to be the inclusion of airflow increase in the evaporation flux due to outgoing
airflow from the soil; while the indirect cause is postulated to be the temperature
gradient generated being larger in the PdV model than in the proposed model. This
would mean that the downward thermal liquid and vapor flux depresses the
evaporation flux. After comparison of the driving forces and conductivities, none
of the causes are found to be true. The underestimation error is induced by the
upward isothermal liquid flux being larger in the proposed model than in the PdV
model. The greater upward isothermal liquid flux of the proposed model is induced
by the downward airflow-induced soil moisture flux, which moistens the top
shallow soil layer and tremendously increases the associated unsaturated hydraulic
conductivity. While the PdV model shows no airflow-induced flux.

In the hydrological data assimilation research context, most of land surface
models employ the diffusive soil moisture and heat transport model to represent the
soil water dynamics in land surface processes. It is operational for regional, conti-
nental or global applications, because the simplification of the soil water dynamics
enormously reduces the computation cost and the model complexity. However, such
simplification may cause underestimation errors as stated in Chap. 5. Chapter 6
combines the proposed model and a data assimilation platform to check the feasi-
bility of retrieving soil state variable profiles considering the airflow mechanism.
Furthermore, to illustrate how model physics affects model performance in data
assimilation systems, the diffusive soil moisture and heat transport model, the PdV
model and the proposed model are implemented with a common set of filter
parameters and model parameters. The results show that the most complex model
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does not always perform the best in retrieving soil state variable profiles.
The medium complex model (the PdV model) performs better than the proposed
model (i.e. the most complex model), when the sparse temporal observations or the
surface only observations of moisture and temperature were assimilated. When only
the surface moisture is assimilated, the proposed model outperforms the other two.
Nevertheless, when the observation frequency is dense (e.g. every half hour), the
model complexity will not affect the assimilation estimate of soil state variables.

7.2 Limitations

The major contribution to PdV theory of this thesis is the development of the two-
phase mass and heat flow model and the discussion on the difference between the
proposed model and the PdV model regarding the numerical aspect (e.g. Chap. 4)
and the application aspect (e.g. Chaps. 5–7). From a soil physics point of view,
there is very little literature discussing how temperature may affect the isothermal
water-air two-phase flow and how airflow may influence the coupled moisture and
heat transport. The application of a two-phase mass and heat flow model to cal-
culate surface evaporation is seldom reported. In this sense, this thesis presents
some new findings on how a two-phase model can affect soil water transport. In
the land-atmosphere interaction research (or hydrological data assimilation) con-
text, this thesis attempts to combine the two-phase model and data assimilation
system to retrieve soil moisture and soil temperature profiles. Usual methods
(e.g. statistical approach: correlation matrix, artificial neural network) testing the
model performance for retrieving soil state variables are not adopted in this thesis.
Instead, the model performance is evaluated solely on the grounds of model
physics. However, there are at least two major limitations:

Firstly, the proposed two-phase model is one dimensional, which is sufficient for
local land-atmosphere interaction research. However, for larger scales (e.g. con-
tinental or global scales), the assumption of one-dimensional interaction between
the atmosphere and the land will cause unpredictable errors. Furthermore, a one-
dimensional model setup does not allow detailed inspection of the vapor-liquid
circulation in the soil, which is implicitly included in the PdV model. With the
two-phase model, the vapor convection is not visible under a one-dimensional
setup either.
Secondly, to be able to consider more complex and realistic processes in the soil,
the proposed model needs further development. It is clear that the proposed model
lacks the inclusion of freezing and thawing processes, where frozen soil can
impede water infiltration and influence the hydrological cycle [2], and soil thaw
can enhance soil-atmosphere gas exchanges [8, 13]. Although there is a risk of
over-parameterization of land-surface processes [5] by including the freezing/
thawing process in the two-phase model, from a subsurface physical point of view,
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soil moisture and soil temperature are still under-parameterized, even though they
are the most studied estimation variables in land surface models (LSMs) [4].
The recently launched soil moisture and ocean salinity satellite (SMOS) by the
European Space Agency (ESA) is expected to provide insights into how a
changing climate may be affecting patterns of evaporation over land and over the
ocean by monitoring global surface-soil moisture every three days [10]. However,
such insight may only be achieved using the appropriate combination of land
model physics and data assimilation techniques [1]. In the near future, NASA’s
Soil Moisture Active and Passive (SMAP) mission will be launched for mapping
soil moisture and freeze/thaw states. To not only include the airflow mechanism
discussed above, but to also assimilate the extra satellite data, a land model
considering the freezing/thawing process should be developed.

7.3 Discussion and Future Work

Considering the proposed two-phase mass and heat flow model can act as a land
surface model, it is worth discussing if it is necessary to include airflow mecha-
nisms in the land surface model, or not.

As mentioned previously, most of the LSMs do not consider two-phase flows.
Soil water dynamics remain highly simplified in the LSMs, even though they have
evolved from first-generation to third-generation models [14]. This simplification
has resulted in the transforming of soil moisture into an index used for calculating
evapotranspiration and runoff, rather than representing the actual mass of moisture
in the soil [12]. This has led to poor simulation of soil moisture dynamics in
extremely dry environments [17], such as deserts. The invalidity of this simplifi-
cation has contributed to the lack of realistic physical coupling between soil
moisture and temperature. Only diffusive forms of the conservation equations for
soil moisture and temperature are used in the LSMs [15]. The coupled moisture
and heat transfer model has hardly been used to retrieve soil moisture profiles with
a data assimilation technique, even though it has been proven to be successful [18].
Furthermore, there are very few studies tackling the inclusion of atmospheric
pressure in the LSMs based on a two-phase flow approach.

In fact, atmospheric pressure variation (e.g. from 86535 to 88123 Pa in the
field study) can dynamically move water vapor and dry air in and out of soil [16].
The discussion in Sects. 4.4 and 4.5 shows that airflow is actually strongly coupled
to simultaneous moisture and heat transport in the soil. When compared to mea-
sured evaporation, the model including airflow mechanisms did improve the
simulation of evaporation and brought it closer to reality. On the day immediately
after a rainfall event, the effect of including airflow was significant and showed an
underestimation error of 33 % if airflow was neglected. It is clear that the coupled
liquid, water vapor, dry air and heat transport mechanism (i.e. simultaneous
moisture and heat transport including airflow) should be considered in LSMs.
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Although the necessity to include airflow mechanisms is discussed, the inte-
gration of the proposed model into the land surface model has not been done; this
should be done in the near future. With the incorporation of the two-phase model
in the land surface model and the data assimilation system, land-atmosphere
interaction can consider soil airflow mechanisms as well. For the application of the
two-phase model in the data assimilation system, attention needs to be paid to
certain matters.

First, the model error, the observation error and the common set of model
parameters were fixed. This may produce errors through the non-optimization of
the error and filter parameters [11], which may change over time. Secondly, only
the measurement of surface soil moisture content was used in the DAS, due to the
lack of understanding the heterogeneity of soil hydraulic properties and the dif-
ficulties measuring soil moisture content in the extremely dry environment [19,
20]. The third limitation is that the current study is only based on point scale. At
regional scale, investigation is needed to evaluate how different model physics
perform retrieving soil state variables.

The model performance evaluations focus on model development by identi-
fying dominant parameters that dictate the physical realism of LSMs. These are
responsible for correct physical interactions between land-surface and atmosphere.
On the other hand, some of the key complexities have to be simplified in the
operational off-line mode of LDAS, due to the far from comprehensive model-
physics representation of the complicated feedbacks between the surface and the
atmosphere. In order to understand the local state and processes in environmental
or agricultural management studies, LSMs should be developed with a higher
degree of complexity [7, 9]. Nonetheless, Beven [3] and Duan et al. [6] have stated
that more complex LSMs will result in more parameters to be estimated, and will
probably be over-parameterized given the data typically available for calibration.
The results in Chap. 6 verify the latter statement. The comparison result in Chap. 6
shows that the most complex model without soil temperature observations per-
forms better in the DAS than the model with surface observations. It is worthwhile
to investigate which combination of the observation and the model physics can
optimally retrieve soil state variables.
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