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Notation and Terminology

For us, ‘C*-algebra’ always means ‘unital C*-algebra’. Likewise, our �-
homomorphisms are always assumed to be unital, unless noted otherwise (as in
the proof of Theorem 13.4.1). This already applies to the following index of our
notation, which lists the conventions for our most commonly used mathematical
symbols:

W;X; Y; Z Compact Hausdorff spaces

1; : : : ; 4 A compact Hausdorff on the corresponding number of points, where
we write e.g. 4 D f0; 1; 2; 3g

w; x; y; z Points in a compact Hausdorff space

f ; g; h; k Continuous functions between compact Hausdorff spaces

�;�;T Unit square, unit disk and unit circle, considered as compact subsets of
C

A;B C*-algebras or piecewise C*-algebras (Definition 3.1.5)

Mn the C*-algebra of n� n matrices with entries in C

˛; ˇ; �; �; � Normal elements in a C*-algebra, or (more generally) �-
homomorphisms of the type C.X/! A

� A �-homomorphism or piecewise �-homomorphism of the type A !
B

a; b Self-action of a piecewise C*-algebra (Definition 13.4.1) or a piecewise
group (Definition 13.5.3)

The normal part of a C*-algebra A is

C.A/ WD f ˛ 2 A j ˛˛� D ˛�˛ g:

We also think of it as the set of ‘A-points’ of C. More generally, for A 2 C�alg1 and
a closed subset S � C, we also write

S.A/ WD f ˛ 2 C.A/ j sp.˛/ � S g

xi



xii Notation and Terminology

for the set of normal elements with spectrum in S, and similarly S.�/ W S.A/! S.B/
for the resulting action of a �-homomorphism � W A ! B on these elements. For
example, R.A/ denotes the self-adjoint part of a C*-algebra, and similarly T.A/ is
the unitary group. This sort of notation may be familiar from algebraic geometry,
where the set of A-points of a scheme S (over a ring A) is denoted S.A/. We also
use the standard notation C.X/ for the C-valued continuous functions on a space X.
Unfortunately, this is very similar notation despite being different in nature.

We work with the following categories:

CHaus Compact Hausdorff spaces with continuous maps

CGHaus Compactly generated Hausdorff spaces with continuous maps

C�alg1 C*-algebras with �-homomorphisms

cC�alg1 Commutative C*-algebras with �-homomorphisms

V.H/ Context category (Definition 1.1.1)

� Sub-object classifier (Definition 1.3.1)

S This generally indicates a sieve (Definition 1.3.2)

ıo. OP/ Outer daseinisation of projector OP (Definition 2.2.2)

cHa Complete Heyting algebra (Definition 2.1.5)

Subcl.†/ Set of all clopen sub-objects of † (Definition 2.2.1)

SV Isomorphism of complete Boolean algebras (Definition 2.2.1 and
Eq. (3.4.3))

† Spectral presheaf over V.H/ (Definition 3.1.1)

pC�alg1 Piecewise C*-algebras (Definition 3.1.5) with piecewise
�-homomorphisms (Definition 3.1.6)

Sets Category of sets

SetsV.H/op
Topos of presheaves over V.H/

†A Spectral presheaf over a C*-algebra A (Definition 3.1.1)

ucC� Category of unital abelian C�-algebras and unital �-homomorphisms

KHaus Category of compact Hausdorff spaces and continuous maps

hˆ;G�i Automorphism of spectral presheaf (Definition 3.2.1)

FOA Flow on the spectral presheaf (Definition 3.4.1)

F
�1
.t/ General flow (Definition 3.4.2)

F
�1
OA .t/ Flows induced by unitaries (Definition 3.4.3)

� Measure on the state-space † (Definition 3.4.4)

CP Presheaf of classical probability measures on †N (Definition 3.4.5)

F OA Flow on 	CP induced by one-parameter group of unitaries (Defini-
tion 3.4.7)

CN .F/ Filter in P.N / (Eq. (4.1.4))

gOA Antonymous function of OA (Definition 4.1.2)

fOA Observable function of OA (Definition 4.1.2)

ıi. OP/ Inner daseinisation (Definition 4.1.4)
Mı. OA/ Physical quantity associated with OA (Definition 4.1.16)

ıi. OA/V Gelfand transform associated with ıi. OA/V (Corollary 4.1.1)

ıo. OA/V Gelfand transform associated with ıo. OA/V (Corollary 4.1.2)



Notation and Terminology xiii

w j i Pseudo-state (Definition 4.2.1)

R Extended reals (Definition 5.1.1)

E Spectral family (Definition 5.1.1)

oOA q-Observable function associated with OA (Definition 5.1.4)

SA.N / Set of self-adjoint operators affiliated with a von Neumann algebra N
SF.R;P.N // Set of extended, right-continuous spectral families of P.N /
QO.P.N /;R/ Set of all abstract q-observable functions

aOA q-Antonymous function associated with OA (Definition 5.3.1)
QCA A cumulative distribution function (CDF) of a random variable A

(Definition 5.5.1)

CA An extended cumulative distribution function (ECDF) of a random
variable A (Definition 5.5.1)

qA Quantile function of A (Eq. (5.5.1))

C
A

Lattice valued CDF (Definition 5.5.3)

Sub.N / Set of all von Neumann subalgebras of N (Definition 6.1.1)

AbSub.N / Set of all abelian subalgebras of N (Definition 6.1.1)

FAbSub.N / Set of all abelian subalgebras of N containing only finitely many
projections (Definition 6.1.1)

Sub.Proj.N // Poset of subalgebras of Proj.N / ordered by subset inclusion (Defini-
tion 6.1.2)

BSub.Proj.N // Poset of Boolean subalgebras of Proj.N / ordered by subset inclusion
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Chapter 1
Introduction

The present book is a follow up to the first book [26] which was aimed at introducing
the new promising field of Topos Quantum Theory. Since the publication of the first
volume many more exciting results have been developed. The aim of this second
volume is to explain these new results.

For a thorough understanding of the topics in this book the reader is advised to
first read volume one, since this book builds up on the concepts explained there.
Nonetheless, in the introduction we will summarise the main results dealt with in
[26] so as to refresh the reader with useful concepts which will be used throughout
this book.

1.1 Conceptual and Mathematical Preliminaries

The main conceptual problems inherent in quantum theory, which are mainly due to
how the theory is mathematically expressed, are the following:

• Due to the Kochen-Specker theorem, quantum theory is non-realist.1

Theorem 1.1.1 (Kochen-Specker Theorem) If the dimension of the Hilbert
space H is greater than 2, then there does not exist any valuation function
V E‰ W O ! R from the set O of all bounded self-adjoint operators OA of H to

the reals R, such that for all OA 2 O and all f W R ! R the following holds:
V E‰. f . OA// D f .V E‰. OA//.

1By a ‘realist’ theory we mean one in which the following conditions are satisfied: (1) propositions
form a Boolean algebra; (2) propositions can always be assessed to be either true or false. As it
will be delineated in the following, in the topos approach to quantum theory, both conditions are
relaxed, leading to what Isham and Döring called a neo-realist theory.
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2 1 Introduction

• Notions of ‘measurement’ and ‘external observer’ pose problems when dealing
with cosmology since the universe is a closed system.

• Standard quantum theory employs, in its formulation, the use of a fixed spatio-
temporal structure needed to make measurements. This fixed background seems
to cause problems in quantum gravity, where one is trying to make measurements
of space-time properties.

All these conceptual problems lead to the idea that, maybe, a new mathematical
formulation of quantum theory, which leads to a more realist interpretation might
be needed. This is precisely what the topos approach aims at. In particular, in such
a reformulation of quantum theory it is possible to express probabilities in terms of
truth values, hence probabilities become derived concepts.

One strategy to reformulate quantum theory in a more realist way is to re-express
it, such that it ‘looks like’ classical physics, which is the paradigmatic example of a
realist theory.

This is precisely the main idea in the topos approach [24, 26].
Furthermore, this reformulation of quantum theory has the key advantages that

(1) propositions can be given truth values without needing to invoke the concepts
of ‘measurement’ or ‘observer’; (2) probabilities can be expressed in terms of truth
values, hence they acquire a logical interpretation; (3) the internal logic which arises
is distributive.

In order to make quantum theory ‘look like’ classical theory we first of all need
to single out the underlining structure which makes classical physics a realist theory
and then, mimic, in the context of quantum theory, the way in which this structure
is defined.

The mathematical building blocks which render classical theory a realist theory
are:

1. The existence of a state space S.
2. Each physical quantity, A, is represented by a function fA W S! R.
3. Any propositions of the form “A 2 �”2 is represented by a subset of the state

space S: f�1A .�/ D fs 2 Sj fA.s/ 2 �g. The collection of all such subsets forms a
Boolean algebra denoted Sub.S/.

4. States s are identified with singletons fsg � S.

The aim is now to define the above constructs for quantum theory in an
appropriate topos.

The issue one has to face is to identify which topos is the right one to use. This
is solved by noticing that, because of the Kochen-Specker theorem, the only way of
obtaining quantum analogues of requirements 1, 2, 3 and 4 is by defining them with
respect to commutative subalgebras (the ‘contexts’) of the non-commuting algebra,
B.H/, of all bounded operators on the quantum theory’s Hilbert space.

2“The value of the quantity A lies in the subset � 2 R”.
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The set of all such commuting algebras (chosen to be von Neumann algebras)
forms a category,3 V.H/, called the context category. These contexts will represent
classical ‘snapshots’ of reality.

Definition 1.1.1 The category V.H/ of abelian von Neumann algebras has:

• Objects: abelian von Neumann algebras Vi.
• Morphisms: given two algebras V and V

0

, there exists a map between them iVV0 W
V ! V

0

iff V � V
0

.

The category V.H/ is actually a poset ordered by subset inclusion and its elements
represent the contexts, with respect to which any object is defined.

Thus, in the topos approach each object will be defined as a collection of context-
dependent definitions related in a coherent way. One can, intuitively, think of a topos
quantum object as a collection of classical approximations, one for each abelian
subalgebra V . The quantum information is then carried by the categorical structure
of the collection of all these classical approximations.

1.1.1 What Is Topos Theory?

The very hand wavy definition of a topos is that of a category with extra properties,
which make a topos “look like” Sets in the sense that, any mathematical operation
which can be done in set theory, can be done in a general topos.

Of particular importance in a topos are the notions of Heyting algebra and sub-
object classifier [24, 26, 29, 33].

A Heyting algebra is the internal logic derived from the collection of all sub-
objects of any object in the topos and represents a generalisation of the Boolean
algebra in Sets. As such it is distributive, but the law of excluded middle does not
hold, i.e. S _ :S � 1. An example of Heyting algebra is given by the collection of
all open sets in a topological space.

The sub-object classifier � represents the generalisation of the set f0; 1g '
ftrue, falseg of truth-values in the category Sets, therefore its elements are truth
values and undergo a Heyting algebra. However, differently from Sets, in a general
topos � will contain many more elements than just 0; 1, leading to a multivalued
logic.

There are many different kinds of topoi, however we are looking for a topos
which allows us to obtain ‘classical’ local descriptions of objects. Such a topos
is the topos SetsV.H/

op
of presheaves over the category V.H/ whose objects are

abelian von Neumann sub-algebras of the algebra of bounded operators on H and
morphisms are inclusions.

3Roughly a category is a collection of objects and relations between these objects.
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The definition of a presheaf is as follows:

Definition 1.1.2 Let C;D be categories, then a presheaf is an assignment to each
D-object A of a C-object X.A/, and to each D-arrow f W A ! B a C-arrow X. f / W
X.B/ ! X.A/, such that: i) X.1A/ D 1X.A/ and ii) X. f ı g/ D X.g/ ı X. f / for any
g W C! A, i.e. a presheaf is a contravariant functor.

1.2 Topos Quantum Theory

In this section we will define the topos analogues of the constructs 1, 3 and 4 of
Sect. 1.1. For an analysis of construct 2 the reader should refer to [24, 26].

State Space

As a first element we consider the representation of the state space in SetsV.H/
op

.
This is given by the spectral presheaf:

Definition 1.2.1 The spectral presheaf, †, is the contravariant functor from V.H/
to Sets, defined by:

• Objects: given an object V in V.H/op, the associated set †.V/ D †V
is defined to be the Gel’fand spectrum of the (unital) commutative von
Neumann subalgebra V , i.e. the set of all multiplicative linear functionals
� W V ! C, such that �.O1/ D 1.

• Morphisms: given a morphism iV0 V W V
0 ! V (V

0 � V) in V.H/, the associated
function †.iV0 V/ W †.V/ ! †.V

0

/ is defined for all � 2 †.V/ to be the
restriction of the functional � W V ! C to the subalgebra V

0 � V , i.e.
†.iV0 V/.�/ WD �jV0 .

Propositions

In topos quantum theory propositions are identified with clopen sub-objects of
the spectral presheaf. A clopen sub-object S � † is an object such that, for
each context V 2 V.H/, the set S.V/ is a clopen (both closed and open) subset
of †.V/, where the latter is equipped with the usual compact and Hausdorff
spectral topology. To understand how propositions are defined we need to introduce
the concept of ‘daseinisation’. Roughly speaking, what daseinisation does is to
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approximate operators so as to ‘fit’ into any given context V . More precisely,
the outer daseinisation (see Definition 2.2.2), ıo. OP/, of OP, at each context V ,
is defined by

ıo. OP/V WD
^
f OR 2 P.V/j OR � OPg : (1.2.1)

One then assigns, to each such daseinised projection ıo. OP/V , the subset of the state
space consisting of all those elements which give value 1 to the daseinised projection
operator, i.e.

Sıo. OP/V WD f� 2 †V j�.ıo. OP/V/ D 1g : (1.2.2)

This subset can be shown to be clopen [24, 26]. Moreover, the collection of subsets
Sı. OP/V , V 2 V.H/ forms a sub-object of †. This enables us to define the (outer)
daseinisation as a mapping from the projection operators to the clopen sub-object of
the spectral presheaf as:

ı W P.H/! Subcl.†/ I OP 7! .Sıo. OP/V /V2V.H/ DW ı. OP/ :

States

In classical physics a pure state, s, is identified with a singleton fsg � S. However,
the spectral presheaf † has no points. Indeed, this is equivalent to the Kochen-
Specker theorem! Thus, the analogue of a pure state must be identified with some
other construction. There are two (ultimately equivalent) possibilities: a ‘state’ can
be identified with (1) an element of P.P.†//; or (2) an element of P.†/.4 The first
choice is called the truth-object option, the second the pseudo-state option. In what
follows we will concentrate only on the second option. For an analysis of the first
option see [24, 26].

Given a pure quantum state  2 H, we define the pseudo-state presheaf (see
Definition 4.2.1)

w j i WD ı. j ih j/ (1.2.3)

such that, for each stage V we have

ı. j ih j/
V
WD Sıo. j ih j/V � †.V/ (1.2.4)

where ıo. j ih j/V DVf Ǫ 2 P.V/j j ih j � Ǫ g.

4P.†/ indicates the set of all subsets of †.
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The map j i ! w j i is injective [24, 26]. Thus, for each state j i, there is
associated a topos pseudo-state, w j i, which is defined as the smallest sub-object of
the spectral presheaf †. Roughly speaking  , is the closest one can get to define a
point in †.

1.3 Sub-object Classifier and Truth Values

In the topos SetsV.H/
op

the sub-object classifier � is identified with the following
presheaf:

Definition 1.3.1 The presheaf� 2 SetsV.H/
op

has

1. Objects: for any V 2 V.H/, the set �.V/ is defined as the set of all sieves (see
Definition 1.3.2) on V .

2. Morphisms: given a morphism iV0 V W V
0 ! V .V

0 � V/, the associated function
in � is �.iV0 V/ W �.V/! �.V

0

/; S 7! �..iV0 V//.S/ WD fV
00 � V

0 jV 00 2 Sg.
A sieve on a poset, in our case V.H/, is defined as follows:

Definition 1.3.2 For all V 2 V.H/, a sieve S on V is a collection of subalgebras
.V

0 � V/ such that, if V
0 2 S and .V

00 � V
0

/, then V
00 2 S. Thus S is a downward

closed set.
In this case a maximal (principal) sieve on V is #V WD fV 0 2 V.H/jV 0 � Vg:

Truth values are identified with global elements of the presheaf �, i.e. a
collection, for each V , of local elements in �V , i.e. of sieves. The global element,
that consists entirely of principal sieves, is interpreted as ‘totally true’. Similarly,
the global element that consists of empty sieves is interpreted as ‘totally false’.

A very important property of sieves is that, for each V , the set �V of sieves on
V has the structure of a Heyting algebra. Similarly, the collection of (global) truth
values undergoes a Heyting algebra.

We can now define how truth values are assigned to propositions. Going back
to classical physics, a proposition OA 2 � D f�1OA .�/ is true for a given state s if

fsg � f�1OA .�/.
In the quantum case, a proposition of the form “A 2 �” is represented by the

presheaf ı. OEŒA 2 �
/,5 while states are represented by the presheaves w j i. Since
both presheaves are sub-objects of †, it is reasonable to define truthfulness in terms
of an inclusion relation, as done in classical physics. In particular, we define:

w j i � ı. OP/ : (1.3.1)

5Here OEŒA 2 �
 represents the spectral projector for the self-adjoint operator OA, which projects
onto the subset � of the spectrum of OA.
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This equation shows that, whether or not a proposition ı. OP/ is ‘totally true’ given

a pseudo state w j i, is determined by whether or not the pseudo-state is a sub-
presheaf of the presheaf ı. OP/. With motivation, given the state w j i, we can now
define the truth value of the proposition “A 2 �” as:

v.A 2 �I j i/ D v.w j i � ı. OEŒA 2 �
// : (1.3.2)

However, since presheaves are defined locally, we need to evaluate the above
expression at each V obtaining

v.A 2 �I j i/V D v.w j i � ı. OEŒA 2 �
//V (1.3.3)

WD fV 0 � Vj.w j i/V0 � ı. OEŒA 2 �
//
V0 g

D fV 0 � Vjh jı. OEŒA 2 �
/V0 j i D 1g :

The last equality is derived by the fact that the relation .w j i/V � ı. OP/V , at the level

of projection operators, becomes ıo. OP/V � .w j i/V . However, since .w j i/V is the
smallest projection operator, such that h j.w j i/V j i D 1, then ıo. OP/V � .w j i/V
implies that h jıo. OP/ j i D 1.

The right hand side of Eq. (1.3.3) means that the truth value, defined at V of
the proposition “A 2 �”, given the state w j i, is given in terms of all those sub-
contexts V

0 � V , for which the projection operator ı. OEŒA 2 �
//V0 has expectation
value equal to one with respect to the state j i.

Equation (1.3.3) represents a sieve on V and the set of all of them is a Heyting
algebra, thus the set of truth values is also a Heyting algebra.

From the above discussion it emerges that in the topos formulation of quantum
theory, truth values can be simultaneously assign to any set of propositions, also
incompatible ones. Moreover, in [23, 26] it was shown that probabilities can be
described in terms of truth values. In such a formulation, logical concepts are seen
as fundamental, while probabilities become derived concepts. This approach to
probability theory allows for a new type of non-instrumentalist interpretation, which
does not require the problematic notions of measurement and external observer and
might be particularly appropriate in those schemes which interpret probabilities as
propensities.



Chapter 2
Logic of Propositions in Topos Quantum Theory

In Chap. 10 of the first series of lecture notes on topos quantum theory [26] we
showed that quantum propositions were represented by clopen sub-objects of the
spectral presheaf † [26, Ch.10, Sec.1]. The collection of all such clopen sub-
object, which we denoted by Subcl.†/, was shown to form a Heyting algebra [26,
Th.10.2], hence the logic of quantum theory derived from the topos approach is an
intuitionistic logic. In this chapter we will explain some recent results obtained in
[15] in which it is shown that Subcl.†/ is not only a complete Heyting algebra,
but also a complete co-Heyting algebra, therefore quantum logic is represented by
a complete bi-Heyting algebra where two types of implications and negations are
present.

2.1 Bi-Heyting Algebras

Before explaining the results shown in [15] we will state a few definitions we will
use along the way. Most of these definitions were already given in [26].

Definition 2.1.1 A lattice consists of a set, A, equipped with elements, 0; 1 2 A,
(bottom and top elements, respectively) and binary operations _;^ W A � A ! A
which satisfy the following conditions:

1. ^ and _ are both associative, commutative and idempotent.
2. x _ 0 D x and x ^ 1 D x, for all x 2 A.
3. x ^ .x _ y/ D x _ .x ^ y/ D x for all x 2 A.

The operations ^ and _ are called meet and join, respectively.
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Definition 2.1.2 Given a lattice A, then A is said to be distributive if for all x; y; z 2
A the following hold:

x ^ . y _ z/ D .x ^ y/ _ .x ^ z/

x _ . y ^ z/ D .x _ y/ ^ .x _ z/

Definition 2.1.3 A Boolean algebra is a distributive lattice, A, equipped with an
operation, : W A! A, such that the following equalities hold for all x 2 A

:x ^ x D 0
:x _ x D 1

Given any lattice A, it is possible to equip it with a partial ordering as follows:
given any two elements x; y 2 A then x � y iff x^y D x or equivalently iff x_y D y.
The element x ^ y is called the greatest lower bound of the set fx; yg, while x _ y
is the least upper bound of the set fx; yg. If a lattice has the lest upper bound and
greatest lower bound for all sets, not only finite ones, then the lattice is said to be
complete.

Definition 2.1.4 A Heyting algebra is a distributive lattice, A, equipped with a
binary operation,)W A � A! A, such that for all x; y; z 2 A then

a � .b) c/ iff a ^ b � c

From a categorical perspective what this means is that the (meet) functor a ^ � W
A! A has a right adjoint a) � W A! A for all a 2 A.

Definition 2.1.5 A complete Heyting algebra is a Heyting algebra which is com-
plete as a lattice.
Given a complete Heyting algebra (cHa) A, any element b 2 A and a family of
elements faiji 2 Ig, then the following holds

_

i2I

.b ^ ai/ D b ^
_

i2I

ai (2.1.1)

In fact, given any other element c 2 A, then we have

_

i2I

.b ^ ai/ � c iff b ^ ai � c for all i

iff ai � b) c for all i

iff
_

i2I

ai � .b) c/

iff b ^
_

i2I

ai � c:
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On the other hand, if A is a lattice with arbitrary suprimums and such that the
identity (2.1.1) holds then we have

a �
_
fdjd ^ b � cg ) a ^ b �

_
fdjd ^ b � cg ^ b

therefore

a ^ b �
_
fd ^ bjd ^ b � cg � c:

However, if a ^ b � c then a 2 fdjd ^ b � cg, therefore, a �Wfdjd ^ b � cg. This
shows that

a �
_
fdjd ^ b � cg iff a ^ b � c:

Hence

b) c D
_
fdjd ^ b � cg:

The negation in a cHa A is defined in terms of the implication) relation defined
above. In particular, we have

:a D .a) 0/ D
_
fbja^ b � 0g:

This represents the largest element in A such that a ^ :a D 0. One of the main
properties of Heyting algebra is that the law of excluded middle needs not hold, i.e.
a _ :a � 1. The canonical example of a Heyting algebra is given by the collection
of all open sets of a topological space. In this case, the negation :a is given by the
interior of the complement of the open set a. Clearly a _ :a � 1.

Definition 2.1.6 Given a Heyting algebra A, an element a 2 A is called regular if
::a D a.

There is also the notion of a co-Heyting algebra

Definition 2.1.7 A co-Heyting algebra A is a distributive lattice equipped with a
binary operation(W A � A! A such that, a( b � c iff a � b _ c.

From a categorical perspective what this means is that the (join) functor b _ � W
A! A has a right adjoint � ) b W A! A for all b 2 A.

Definition 2.1.8 A complete co-Heyting algebra is a co-Heyting algebra which is
complete as a lattice.

Given a complete co-Heyting algebra A, any element b 2 A and family faiji 2 Ig,
then the following equality holds

b _
^

i2I

ai D
^

i2I

b _ ai: (2.1.2)
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In fact, given any other element c 2 A then

c �
^

i2I

.b _ ai/ iff c � b _ ai for all i 2 I

iff c( b � ai for all i 2 I

iff c( b �
^

i2I

ai

iff c � b
^

i2I

ai:

On the other hand, if A is a lattice with arbitrary meets satisfying Eq. (2.1.2),
then A is a co-Heyting algebra where the co-implication is defined by a ) b DVfcjc_ b � ag. In fact, if

^
fdjd _ b � ag � c

then

^
fdjd _ b � ag _ b � c _ b

Given (2.1.2), it follows that

^
fd _ bjd _ b � ag � c _ b

hence

a �
^
fd _ bjd _ b � ag � c _ b

Moreover, if a � c _ b, then c 2 fdjd _ b � ag, therefore
Vfdjd _ b � ag � c.

The co-negation operation is define by 	 a D 1 ( a D Vfbja ^ b D 1g,
hence it represents the smallest element in A such that a_ 	 a D 1. Generally, in
a co-Heyting algebra the law of contradiction does not hold, i.e. 	 a ^ a � 0. The
canonical example of a co-Heyting algebra is given by the collection of all closed
sets in a topological space. In this setting 	 a is given by the complement of the
interior of a, then clearly 	 a ^ a � 0.

Definition 2.1.9 Given a co-Heyting algebra A, an element a 2 A is called regular
if 		 a D a.

If we combine the notions of a Heyting algebra and a co-Heyting algebra then we
obtain the notion of a bi-Hyeting algebra which is both a Heyting and co-Heyting
algebra.
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Definition 2.1.10 A bi-Heyting algebra A is a lattice which is both a Heyting
algebra and a co-Heyting algebra. It is a complete bi-Heyting algebra if it is a
complete Heyting algebra and a complete co-Heyting algebra.
An example of a bi-Heyting algebra is given by the collection of all open and closed
sets of a topological space. Moreover, any Boolean algebra is a bi-Heyting algebra.
In this case the negation and co-negation coincide with the standard Boolean
negation.

2.2 Bi-Heyting Algebra in Topos Quantum Theory

In [15] it was shown that the collection of quantum propositions as expressed in
terms of topos quantum theory form a bi-Heyting algebra. In order to explain this
result we need to recall how a proposition is represented in terms of topos quantum
theory. For an in depth analysis the reader should refer to [26]. Here we will
just recall that propositions are identified with clopen sub-objects of the spectral
presheaf constructed through the process of outer daseinisation. In particular we
have:

Definition 2.2.1 A clopen sub-object S of the spectral presheaf † is a sub-object
S � † such that for each V 2 V.H/ the set SV is a clopen subset of the Gelfand
spectrum†V . Subcl.†/ denotes the set of all clopen sub-objects of †.

The fact that proposition are identified with clopen sub-object is obtained though
the process of outer daseinisation.

Definition 2.2.2 Given the Von Neumann algebra V.H/ with lattice of projection
operators P.V.H//, outer daseinisation is given by the following map1

ıo W P.V.H//! Subcl.†/

OP 7! ıo. OP/ WD
�
SV.ı

o. OP/V/
�

V2V.H/ :

Here ıo. OP/V WD Vf OR 2 P.V/j OR � OPg, while

SV W P.V.H//! Subcl.†/V (2.2.1)

is an isomorphism from the complete Boolean algebra of projection operators
present in the abelian subalgebra V 2 V.H/ to the complete Boolean algebra
of clopen subsets of the Gel’fand spectrum †V , therefore SV.ı

o. OP/V/ D f� 2
†V j�.ıo. OP/V / D 1g.

1Note that the notation ıo. OP/ and ıo. OP/ are equivalent. Moreover, for notational simplicity
sometimes we will denote ıo simply by ı since generally when talking about daseinisation we
mean outer daseinisation. If considering inner daseinisation we will always put the superscript i.
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The collection of clopen sub-objects Subcl.†/ of† is given a partial ordering by
stating that for all S;T 2 Subcl.†/, then S � T iff, for all V 2 V.H/ then SV � TV .
Subcl.†/ is equipped with arbitrary joins and meets which are defined context wise
as follows:
Given a family of clopen sub-objects .Si/i2I then, for all V 2 V.H/,

.
^

i2I

Si/V D int.
\

i2I

Si;V/

while

.
_

i2I

Si/V D cl.
[

i2I

Si;V /:

The need to take the interior and the closure is to guaranty that one obtains clopen
subsets at each context not just closed and open respectively. This fact also implies
that Subcl† is not a Heyting subalgebra of the Heyting algebra of sub-objects
Sub.†/ of the spectral presheaf. We will now show that Subcl† is a bi-Heyting
algebra [15].

Theorem 2.2.1 The collection Subcl† of clopen sub-objects of the spectral
presheaf forms a bi-Heyting algebra.

Proof To prove that Subcl† is a bi-Heyting algebra we need to show that it is both a
Heyting algebra and a co-Heyting algebra. The former was shown in [26], so, what
remains to be shown is the latter. We know from the above discussion that Subcl†

has arbitrary joins and meets, therefore we need to show that, given a family of
.Si/i2I of clopen sub-objects of † and any other clopen sub-object S � †, then

.S ^
_

i2I

Si/ D
_

i2I

.S ^ Si/:

However, since we are in the context of presheaves, the above equation has to be
defined for each context. Thus for each V 2 V.H/ we have:

.S ^
_

i2I

Si/V D
_

i2I

.SV ^ Si;V /:

However, for each context V 2 V.H/ then Subcl.†/V is a Boolean algebra hence

_

i2I

.SV ^ Si;V / D int

 
[

i2I

.SV \ Si;V /

!

D int

 
SV \

[

i2I

Si;V

!
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D SV \ int

 
[

i2I

Si;V

!

D SV ^ .
_

i2I

Si/V

D .S ^
_

i2I

Si/V :

ut
The above discussion proves that Subcl.†/V is a bi-Heyting algebra where the two
negations are defined as follows:

	 S WD †( S D
^
fR 2 Subcl.†/j† D R _ Sg (2.2.2)

:S WD S) 0 D
_
fR 2 Subcl.†/jR^ S D 0g: (2.2.3)

Therefore,	 S is the smallest clopen sub-object of † such that	 S_ S D †, while
:S is the biggest clopen sub-object of † such that :S ^ S D 0. It then follows that:

Corollary 2.2.1 ([15]) For all S 2 Subcl.†/ then :S �	 S.

Proof For each context V 2 V.H/, †V=SV is the biggest subset such that †V=SV \
SV D ;. But from the definition of :S we know that for each V 2 V.H/ .:S/V ^
SV D ;, therefore .:S/V � †V=SV . On the other hand†V=SV is the smallest subset
such that †V=SV [ SV D †V . But from the definition of	 S we know that for each
V 2 V.H/, .	 S/V [ SV D †V . Therefore†V=SV � .	 .S/V . Thus we obtain that,
for all V 2 V.H/, .:S/V � .	 S/V . ut
Corollary 2.2.2 	 S ^ S � 0.

Proof Since :S is the largest sub-object of †, such that :S^ S � 0 and since from
the above Lemma :S �	 S, it follows that 	 S ^ S � 0. ut

From the above corollary it follows that the logic of topos quantum theory
is a paraconsistent logic. This is a logic for which the principle of explosion
does not hold. This principle asserts that, given a contradiction anything can be
entailed. As a consequence any logic which has inconsistencies becomes trivial,
since any statement becomes a theorem. On the other hand in a paraconsistent logic,
contradiction does not entail truthfulness of any statement, hence it is possible to
have inconsistent but non-trivial theories.
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2.3 Two Types of Negations

In the previous section we have seen that the collection of quantum propositions
forms a bi-Heyting algebra in which two types of negations are present. In
this section we will analyse these negations and define their respective regular
elements [15].

2.3.1 Heyting Negation

Given any clopen sub-object S we want to understand what :S is. From (2.2.3) we
know that :S is the largest element in Subcl† such that S ^ :S D 0. To understand
how :S is defined context wise, we need to start with the context wise definition of
a general pseudo element. For all V 2 V.H/ we have

.S) R/V D f� 2 †V j8 V 0 � VI if �jV0 2 SV0 ; then �jV0 2 RV0g

It then follows that:

.S) 0/V D f� 2 †V j8 V 0 � VI if �jV0 2 SV0 ; then �jV0 2 0V0g (2.3.1)

D f� 2 †V j8 V 0 � VI�jV0 … SV0g:

We now would like to express :S in terms of projection operators. To this end we
need to utilise the isomorphisms

SV W P.V.H//! Subcl.†/V

OP 7! S OP WD f� 2 †V j�. OP/ D 1g:

This map associates to each projection operator in P.V.H// a clopen subset of †V .
Since it is an isomorphisms, given any clopen subset S 2 Subcl.†/V , the associated
projection operator is given by S�1V .S/ DW OPS. We can now re-write Eq. (2.3.1) in
terms of projection operators as follows:

.S) 0/V D f� 2 †V j8 V 0 � VI�jV0 … SV0g (2.3.2)

D f� 2 †V j8 V 0 � VI�jV0. OPSV0
/ D 0g

D f� 2 †V j8 V 0 � VI�. OPSV0
/ D 0g

D f� 2 †V j�.
_

V0�V

OPSV0
/ D 0g:
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We know from the definition of a sub-object of † that for V 0 � V then
SV0 � SV , which implies that OPSV0

� OPSV
. Therefore, as the context becomes smaller

the associated projections become bigger. This implies that when considering
�.
W

V0�V
OPSV0

/ D 0 it suffices to consider only the “small” algebras V 0 � V . These
“small” algebras are the so called minimal contexts which are generated by a single
projection and the identity, i.e. V OP D f OP; O1g

00 D C OQ C CO1, with the exclusion of
VO1 D fO1g

00 D CO1. The collection of minimal subalgebras for a given algebra V is
identified as follows:

mV WD fV 0 � VjV 0 minimalg D fV OPj OP 2 P.V/g:

We can thus re-write Eq. (2.3.2) as follows:

.:S/V D f� 2 †V j�.
_

V02mV

OPSV0
/ D 0g (2.3.3)

D f� 2 †V j�.O1�
_

V02mV

OPSV0
/ D 1g

D SO1�WV0
2mV
OPSV0

:

This implies that

OP.:S/V D O1 �
_

V02mV

OPSV0
: (2.3.4)

Given this result, we now want to show that:

Lemma 2.3.1 Given any S 2 Subcl.†/, S is Heyting regular (::S D S), iff for all
V 2 V.H/

OPSV
D

^

V02mV

OPSV0

where mv D fV 0 � VjV 0 minimalg.
Proof For a general element S 2 Subcl† we have that ::S � S. In terms of
projections this inequality translates as follows: from Eq. (2.3.3) we have that

.::S/V D SO1�WV0
2mV
OP.:S/V0

:
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Therefore, in terms of projections we have

OP.::S/V D O1 �
_

V02mV

OP.:S/V0

D O1 �
_

V0�mV

.O1 �
_

W2mV0

OPSW
/:

Since V 0 2 mV , we obtain that mV0 D fV 0g, therefore

OP.::S/V D O1 �
_

V02mV

.O1 �
_

W2mV0

OPSW
/

D O1 �
_

V02mV

.O1 � OPSV0
/

D
^

V02mV

OPSV0
:

However we know that for V 0 2 mV which implies OPSV0
� OPSV

, therefore

::S � S iff OP.::S/V D
^

V02mV

OPSV0
� OPSV

:

This means that

::S D S iff
^

V02mV

OPSV0
D OPSV

:

ut
Next we would like to relate regular Heyting elements with tight clopen sub-objects
of †.

Definition 2.3.1 A clopen sub-object S 2 Subcl.†/ is called tight if, for all V 0;V 2
V.H/ such that V 0 � V , then

†.iV0V/.SV/ D SV0 (2.3.5)

Note that in general we have that †.iV0V/.SV/ � SV0 .

Lemma 2.3.2 A clopen sub-object S 2 Subcl.†/ is called tight if, for all V 0;V 2
V.H/ such that V 0 � V, then

OPSV0
D O.iV;V0/. OPSV

/:

where O.iV;V0/ W P.V/ ! P.V 0/ are the presheaf maps of the outer daseinisation
presheaf Section 11.1 in [26], which are defined by O.iV;V0/. OP/ WD ıo. OP/0V .
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Proof In terms of projection operators equation (2.3.5) becomes

OP†.iV0V /.SV /
D OPSV0

so, what we need to show is that OP†.iV0V /.SV /
DO.iV;V0/. OPSV

/ which in terms of
clopen subsets becomes †.iV0V/.SV/D SO.iV ;V0 /. OPSV /

. This was shown in Theo-
rem 3.1 in [22], but for completeness sake we have reported the theorem and proof
in Appendix A.3. ut
Lemma 2.3.3 Tight sub-objects are regular Heyting elements.

Proof Given a tight sub-object S 2 Subcl.†/, by definition we have that OPSV0
D

O.iV;V0/ OPSV
for all V;V 0 2 V.H/ such that V 0 � V , where O.iV;V0/ OPSV

D
ıo. OPSV

/V0 D Vf OR 2 P.V 0/j OR � OPSV
g � OPSV

. For this same sub-object S we want

to show that
V

V02mV
OPSV0
D OPSV

. For each V 2 V.H/, the minimal subalgebra

generated by OPSV
is V OPSV

D f OPSV
; O1g00 . This belongs to mV , therefore we obtain

O.iV;V
OPSV
/ OPSV

D ıo. OPSV
/V

OPSV
D
^
f OR 2 P.V OPSV

/j OR � OPSV
g D OPSV

(2.3.6)

Therefore, for each V 2 V.H/
^

V02mV

OPSV0
D OPSV

:

ut
As an immediate consequence of the above we have that

Corollary 2.3.1 The outer daseinisation map ıo W P.V.H// ! Subcl† defined
in Definition 2.2.2, maps projection operators to regular elements of the Heyting
algebra Subcl† of clopen sub-object.

Proof By definition of the outer daseinisation presheaf we have that O.iV;V0/

.ıo. OP/V/ D ıo. OP/V0 , therefore

OP.ıo. OP//V0

D ıo. OP/V0 D O.iV;V0 /.ıo. OP/V/ D O.iV;V0/. OP.ıo. OP//V /:

Therefore clopen sub-objects of the form ıo. OP/ are tight. Application of
Lemma 2.3.3 gives us the desired result. ut

2.3.2 Co-Heyting Negation

Given an object S 2 Subcl.†/ we now would like to analyse the object 	 S and
understand what it represents in terms of projection operators.
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Lemma 2.3.4 Given any sub-object S 2 Subcl.†/, then for any V 2 V.H/ we have

OP.�S/V D
_

NV2MV

O.i NV;V/.O1 � OPSV
/

where MV D f NV 
 Vj NV is a maximal abelian subalgebra of V.H/g.
Proof Since	 S is a sub-object of†, then for V � NV we have that†.i NV;V /.	 S/ NV �
.	 S/V . Moreover, we know from Lemma 2.2.1 that for all V 2 V.H/, †V=SV �
.	 S/V . Therefore we have that †.i NV;V/.† NV=S NV/ � †.i NV;V/.	 S/ NV � .	 S/V . In

terms of projection operators this translates into OP.�S/V � O.i NV;V /.O1 � OPS NV
/. Since

the set MV contains all maximal sub-algebras (maximal contexts) containing V , it
follows that

OP.�S/V �
_

NV2MV

O.i NV;V /.O1 � OPS
NV
/:

From the definition of 	 S we know that 	 S is the smallest sub-object such that
	 S _ S D †. Context-wise we have that for all V 2 V.H/, .	 S/V is the smallest
subset such that .	 S/V [SV D †V . In terms of projection operators this means that
OP.�S/V is the smallest projection operator such that OP.�S/V _ OPSV

D O1. Therefore, if

we show that
W
NV2MV

O.i NV;V /.O1 � OPS NV
/ _ OPSV

D O1 for all V 2 V.H/ then it follows

that OP.�S/V D
W
NV2MV

O.i NV ;V/.O1 � OPS NV
/. To show this we subdivide our analysis in

two case:

i) If V is maximal, then MV D fVg and
W
NV2MV

O.i NV ;V/.O1 � OPS
NV
/ D O1 � OPSV

,

therefore OPSV
_ .O1 � OPSV

/ D O1 and OP.�S/V D
W
NV2MV

O.i NV;V /.O1� OPS NV
/.

ii) If V is non-maximal, then for any NV 2 mV we have that
W
NV2MV

O.i NV;V /.O1 �
OPS NV
/ � W

NV2MNV
O.i NV; NV /.O1 � OPS NV

/ D O1 � OPS NV
. Since OPSV

� OPS NV
, then

W
NV2MV

O.i NV ;V/.O1 � OPS NV
/ _ OPSV

� .O1 � OPS NV
/ _ OPS NV

D O1. It follows that
OP.�S/V D

W
NV2MV

O.i NV;V/.O1 � OPS NV
/.

ut
Now that we have defined the co-Heyting negation in terms of projection operators,
we want to identify the regular elements [15].

Lemma 2.3.5 A sub-object S � † is co-Heyting regular (		 S D S) iff for all
V 2 V.H/, then

OPS D
_

NV2MV

O.i NV;V / OPSV
D

_

NV2MV

ıo. OPS NV
/V
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Proof For each V 2 V.H/ the condition of S 2 Subcl.†/ of being co-Heyting
regular can be expressed in terms of projection operators as follows: OP.��S/V D OPSV

.
By applying Lemma 2.3.4 we obtain

OP.��S/V D
_

NV2MV

O.i NV;V /.O1� OP.�S/ NV
/

D
_

NV2MV

O.i NV;V /.O1�
_

W2MNV

O.i NV ;V/.O1 � OP.�S/W //

MNVDf NVgD
_

NV2MV

O.i NV ;V/.O1 � .O1 � OP.�S/ NV
//

D
_

NV2MV

O.i NV;V /. OP.�S/ NV
/

D
_

NV2MV

ıo. OPS NV
/V :

ut
Lemma 2.3.6 Tight sub-objects of † are co-Heyting regular.

Proof By definition, if S is tight then for all V;V 0 2 V.H/ such that V 0 � V ,
†.iV;V0/SV D SV0 which in terms of projection operators becomes O.iV;V0/. OPSV

/ D
OPSV0

. Now consider the case in which NV 2 MV , then we obtain O.i NV;V/. OPS NV
/ D OPSV

.

Since this holds for all NV 2 MV it follows that
W
NV2MV

O.i NV ;V/. OPS NV
/ D OPSV

. ut
An immediate consequence of this is the following:

Corollary 2.3.2 The outer daseinisation map ıo W P.V.H// ! Subcl† defined
in Definition 2.2.2, maps projection operators to regular elements of the co-Heyting
algebra Subcl† of clopen sub-object.

Proof As shown in the proof of Corollary 2.3.1 clopen sub-objects of the form ıo. OP/
are tight. Applying Lemma 2.3.6 proves our result. ut

2.4 Examples of the Two Negations

We will now give several examples for both the Heyting and co-Heyting negation
of a quantum proposition. To this end let us consider a four dimensional Hilbert
space H D C4 with orthonormal basis . 1;  2;  3;  4/ and projection operators
. OP1; OP2; OP3; OP4/, such that each OPi projects onto one dimensional subspace C i. One
possible abelian von Neumann algebra is V D linC. OP1; OP2; OP3; OP4/. The spectral
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presheaf, evaluated at this context, is given by the Gelfand spectrum of V: †V D
f�1; �2; �3; �4g, where �i. OPj/ D ıij. We will now give examples of both negations
for two distinct quantum propositions.

2.4.1 First Example

For the first example we choose a clopen sub-object S � †, such that at the
context V we have SV D f�1; �4g. This means that at the context V , SV represents
the proposition OP1 C OP4 given by S�1V .S/. Next consider the contexts V1;2 D
linC. OP1: OP2; OP3 C OP4g. The Gelfand spectrum of V1;2 is †V1;2 D f�01; �02; �03C4g,
where �0i. OPj D ıij and �0kl.

OPk C OPl/ D 1. For an in-depth analysis of the spectral
presheaf the reader is referred to Section 9.2.1 of [26]. Since the restriction maps
†.iV1;2;V/ W †V ! †V1;2 are such that †.iV;V1;2/SV � SV1;2

, then SV1;2
D f�01; �03C4g,

with associated projection operator OP1C OP3C OP4. We are now interested in defining

OP.�S/V1;2
D

_

NV2MV1;2

O.iV ;V1;2/.O1 � OPS NV
/:

First of all we need to define the set MV1;2 D fV;V1;2g, then we obtain

O.iV;V1;2 /.O1 � OPSV
/ D O.iV;V1;2 /. OP2 C OP3/ D OP2 C OP3 C OP4

O.iV1;2;V1;2/.O1 � OPSV1;2
/ D O1 � OPSV1;2

D OP2:

Putting these results together we obtain

OP.�S/V1;2
D OP2 C OP3 C OP4

Then, clearly

OP.�S/V1;2
� O1 � OPSV1;2

D OP2:

This confirms that the projection OP.�S/V is always greater than or equal to O1 � OPSV
.

Given the definition the co-Heyting negation in Lemma 2.3.4, OP.�S/V represents
the disjunction of all the coarse-grainings of complements of (finer) local proposi-
tions at “bigger” contexts NV 
 V . Therefore, for each context V , the propositions
associated to SV and .	 S/V are not mutually exclusive in general.
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We now compute the other negation

OP.:S/V1;2
D O1 �

_

V02mV1;2

OPS0

V
: (2.4.1)

As a first step we identify the set mV1;2 D fV1;V2;V1;2g where Vi D CO1 C C OPi.
The Gelfand spectrum for contests V1 and V2 are †V1 D f�01; �0234g and †V2 Df�02; �0134g, respectively. Therefore we obtain SV1

D f�01; �0234g and SV2
D f�02; �0134g.

The associate projection operator is OP1C OP2C OP3C OP4 in both cases. We now plug
in all these results into (2.4.1), obtaining

OP.:S/V1;2
D O1 � . OP1 C OP2 C OP3 C OP4/ D O0:

Clearly

OP.:S/V1;2
� .O1 � OPSV1;2

/ D OP2:

Confirming the fact that the projection OP.:S/V is always smaller than or equal to
O1 � OPSV

, since OPSV0
� OPSV

for all V 0 2 MV .
Given the definition of the Heyting negation in Eq. (2.3.4) it follows that, the

projection OP:SV
is determined at each stage V as the complement of the join of all

the coarse-grainings OPSV0
of OPSV

, where V 0 2 mV .

2.4.2 Second Example

For our second example we choose the sub-object SV D f�3g with associated
projection operator hatP3. We would like to evaluate OP.:SV1;3

/ for the context

V1;3 D linC. OP1; OP3; OP2COP4/. The Gelfand spectrum for V1;3 is†V1;3 D f�01; �03; �024g,
while mV1;3 D fV1;3;V1;V3g. Next we need to identify the sub-object S as defined
for each of the contexts V 0 in mV1;3 . These are subject to the condition†.iV;V0/SV �
SV0 . Therefore for the context V1;3 we can choose SV1;3

to be f�03g, f�03; �01g or

f�03; �01; �034g. We choose SV1;3
D f�03g whose associated projection is OP3. Next for

V1 we choose SV1
D f�0234g with associated projection OP2 C OP3 C OP4 and for V3 we

choose SV3
D f�03g with associated projection OP3. We then obtain

OP.:S/V1;3
D O1 �

_

V02mV1;3

OPS0

V

D O1 � . OP3 C OP2 C OP4/ D OP1:
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Clearly

OP.:S/V1;3
� O1 � OPSV1;3

D OP1 C OP2 C OP4:

Next we compute

OP.�S/V1;3
D

_

NV2MV1;3

O.iV ;V1;3/.O1 � OPS NV
/:

Here the set MV1;3 is MV1;3 D fV;V1;3g, therefore we obtain

OP.�S/V1;3
D OP1 C OP2 C OP4:

In this case OP.�S/V1;3
D O1� OPSV1;3

.

2.4.3 Interpretation

As discussed above, the Heyting complement of the sub-object S at each stage V is
the complement of all the coarse graining of the complement of S at each context
V 0 � V .

On the other hand the co-Heyting negation of the sub-object S at each stage V is
the disjunction of all the coarse grainings of the complement of S for all contexts
NV � V .

Given the above, then for each context V we have

OP:SV
� O1 � OPSV

� OP.�S/V

When V is a minimal context we have that OP:SV
D O1� OPSV

, while if V is a maximal

context (maximal sub-algebra) we have that O1�OPSV
D OP.�S/V . For any other contexts

V we seem to be getting a lower and a higher bound for O1 � OPSV
.



Chapter 3
Alternative Group Action in Topos Quantum
Theory

In this Chapter we will explain an alternative way of describing group actions in
topos quantum theory. The definition of group and group action in topos quantum
theory was first introduced in [27]. Later, an alternative definition was put forward
in [13]. In the following chapter we will explain this new definition which rests on
the idea of flows in the spectral presheaf.

3.1 Maps Between Spectral Presheaves

In order to understand how to define flows of the spectral presheaf we, first of
all, need to introduce the notion of maps between spectral presheaves [14]. These
are maps between two distinct spectral presheaves associated to two different
algebras. In particular, given two C�-algebras A and B, then a map between the
spectral presheaf †A and †B is uniquely determined by a unital *-homomorphism
� W A ! B. Clearly when the two algebras coincide then we get the notion of
an automorphisms on the spectral presheaf. Such automorphisms will be utilised to
define flows on the spectral presheaf.

Before going into the details of how these flows on the spectral presheaf are
defined, it would be useful to remind ourselves what the spectral presheaf †A

associated to a C�-algebra A is. In [26] we defined the spectral presheaf associated
to the category V.H/ of abelian von Neumann subalgebras of the von Neumann
algebra N � B.H/.1 Clearly, such a definition can be easily extended to any unital
C�-algebra obtaining the following:

1B.H/ indicates the algebra of bounded operators on the Hilbert space.
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Definition 3.1.1 Consider a unital C�-algebra A with associated category C.A/ of
unital abelian C�-subalgebras of A which forms a poset under algebra inclusion.
The spectral presheaf†A 2 SetsC.A/

op
associated to A is defined on

– Objects: given any C 2 C.A/, then†A
C is the set of multiplicative states � W C!

C equipped with the Gelfand topology.
– Morphisms: given an inclusion map iC0C W C0 ,! C, the corresponding presheaf

map is defined in terms of restriction as follows:

†.iC0C/ W †A
C ! †C0 (3.1.1)

� 7! �jC0

This map is surjective and continuous with respect to the Gelfand topology.

This definition implies that the spectral presheaf associated to a unital C�-algebra
consists of the collection of the Gelfand spectrum of all of the unital abelian C�-
algebra glued together by the presheaf maps.

Equipped with this definition we will define a map between two spectral
presheaves associated to two distinct C�-algebras A and B, respectively. To this
end we note that these two algebras are objects in the category uC� whose objects
are unital C�-algebras and whose arrows are �-homomorphisms. Therefore, given
A;B 2 uC�, the map � W A ! B 2 uC�.A;B/ is a unital *-homomorphisms.
The claim maid in [14] is that any such unital *-homomorphism induces a map
†B ! †A. In particular, �, induces a map at the level of the category of unital
abelian C�-subalgebras2 as follows:

Q� W C.A/! C.B/

C 7! �jC.C/:

This map is called the base map. Given a map between the base categories C.A/
and C.B/, this induced an essential geometric morphisms [55, Theorem 2, VII]

ˆ W SetsC.A/ ! SetsC.B/

whose inverse image is defined as follows:

ˆ� W SetsC.B/
op ! SetsC.A/

op

Q 7! ˆ�.Q/ WD Q ı Q�I :

For the sake of completeness we will recall the definition of a geometric morphism.

2Note that since � is a *-homomorphisms, then the restriction �jC is norm-closed and hence �jC.C/
is a C�-algebra.
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Definition 3.1.2 A geometric morphism [55, 73] � W �1 ! �2 between topoi �1
and �2 is defined to be a pair of functors �� W �1 ! �2 and �� W �2 ! �1, called
respectively the inverse image and the direct image part of the geometric morphism,
such that

1. �� a �� i.e., �� is the left adjoint of ��,
2. �� is left exact, i.e., it preserves all finite limits.

A geometric morphism f is said to be essential if the inverse image functor f � has
both a right adjoint f� and a left adjoint fŠ.

Since ˆ is essential, there exists ˆŠ W SetsC.A/
op ! SetsC.B/

op
such that ˆŠ a

ˆ� a ˆ�. Applying �� to the spectral presheaf †B associated to the algebra B we
obtain that, for each C 2 C.A/, ˆ�.†B/C D †B

Q�.C/. Moreover, given an inclusion

map iC0C W C0 ,! C, then

ˆ�.†B/.iC0C/ W ˆ�.†B/C ! ˆ�.†B/C0 (3.1.2)

� 7! �j�.C0/:

Therefore ˆ� allows us to map the object †B 2 SetsC.B/
op

to the object
ˆ�.†B/ 2 SetsC.A/

op
. The next step is to define a map ˆ�.†B/ ! †A in the

topos SetsC.A/
op

. To this end we will utilise the existence of a duality between the
category of commutative C�-algebras and the category of locally compact Hausdorff
spaces. Such a duality is called Gelfand duality. In our case we only consider the
sub-category of unital abelian C�-algebras which, by Gelfand duality is related to
the category of compact Hausdorff spaces. In particular, let ucC� be the category of
unital abelian C�-algebras and unital *-homomorphisms and KHaus the category
of compact Hausdorff spaces and continuous maps, the Gelfand duality is expressed
by the existence of the following adjunction:

ucC KHausop

The action of the left adjoint † is to associate to each A 2 ucC� the set †.A/ of
characters of A equipped with the topology of pointwise convergence, and to each
morphism (unital *-homomorphism) � W A ! B, the map †.�/ W †.B/ ! †.A/,
defined by †.�/.�/ WD � ı �. Clearly †.A/ represents the spectral presheaf of the
algebra A. In particular, going back to the definition of the spectral presheaf for an
algebra A as in Definition 3.1.1 we note that for each C 2 C.A/ then †A

C WD †.C/.
On the other hand the right adjoint C.�/ assigns to each object X 2 KHaus the

set C.X/ of continuous complex valued functions on X equipped with the supremum
norm. This is a commutative C�-algebra under the pointwise algebraic operations.
Give a continuous function f W X ! Y, then C. f / W C.Y/ ! C.X/ is defined by
C. f /.g/ WD g ı f 2 C.X/.



28 3 Alternative Group Action in Topos Quantum Theory

For the case at hand, we have the morphisms �jC W C ! �.C/ between two
commutative unital C�-algebras which by Gelfand duality induces a continuous map

G�IC W †.�.C//! †.C/ (3.1.3)

� 7! � ı �jC: (3.1.4)

Since � W A! B, then†.�.C// D †B
Q�.C/ D ˆ�.†B/C and†.C/ D †A

C , therefore,

for each C 2 C.A/, the above map translates to

G�IC W ˆ�.†B/C ! †A
C :

We now would like to show that, for each C 2 C.A/, G�IC are the components of
the natural transformation G� W ˆ�.†B/! †A. In particular we need to show that,
given an inclusion map iC0C W C0 ,! C, the following diagram commutes

Chasing the diagram clockwise, we obtain, for � 2 ˆ�.†B/C

†A.iC0C/.G�;C.�//
(3.1.3)D †A.iC0C/.� ı �jC/
(3.1.1)D .� ı �jC/jC0

D �j�jC0
ı �jC0

(3.1.3)D G�;C0.�j�jC0
/

(3.1.2)D G�;C0.ˆ�.†B/.iC0C/.�//:

This proves that the map G� W ˆ�.†B/ ! †A is a natural transformation in
SetsC.A/

op
. Combining the two newly constructed maps ˆ� and G� we obtain the

desired map

†B ˆ�

��! ˆ�.†B/
G��! †A:

The above discussion uncovers the fact that to each unital *-homomorphism � W
A ! B there is associated a map G� ı ˆ� W †B ! †A going in the opposite
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direction, i.e. we have a contravariant association. This finding is summarised in the
following Lemma [14]:

Lemma 3.1.1 Given two unital C�-algebras A;B 2 ucC� with a unital *-
homomorphism � W A! B, then there exists a map

hˆ;G�i D G� ıˆ� W †B ! †A

between the respective presheaves going in the opposite direction.
In this Chapter we are interested in explaining the concept of flow of the spectral

presheaf put forward in [13]. To this end we need to define maps from a spectral
presheaf to itself. So far we have been able to define maps between two distinct
spectral presheaves the next step is to understand under what conditions such maps
are isomorphisms. The definition of an isomorphism between spectral presheaves
associated to two distinct algebras was given in [14].

Definition 3.1.3 Consider two unital C�-algebrasA;B 2 ucC� with corresponding
spectral presheaves†A and†B, respectively. An isomorphism between†A and†B

consists of a pair hˆ;G�i where ˆ W SetsC.A/ ! SetsC.B/ is the essential geometric
isomorphism induced by the order-isomorphisms3 � W C.A/ ! C.B/ (base map)
and G� W ˆ�.†B/ ! †A is a natural isomorphism, i.e. each component .G�/C W
.ˆ�.†B//C ! †A

C is a homeomorphism for all C 2 C.A/. As in Lemma 3.1.1 the
action of hˆ;G�i is defined by

G� ıˆ� W †B ! †A:

If A D B then an isomorphism hˆ;G�i W †A ! †A is called an automorphism.
An order isomorphism is essentially an isomorphism of partially ordered sets, where
the isomorphism is extended to the partial order as well (recall that the categories
C.A/ and C.B/ are posets). The formal definition is as follows

Definition 3.1.4 Given two posets P and Q, f W P! Q is an order isomorphism iff
f is a bijection such that, for every x; y 2 P, then x �P y if and only if f .x/ �Q f .y/.
We would now like to characterise a way of obtaining isomorphisms of spectral
presheaves as defined in Definition 3.1.3. This is given by the following theorem
[14]:

Theorem 3.1.1 Given two unital C�-algebras A;B 2 ucC� with associated
spectral presheaves†A and †B respectively, then there exists an injective map

Iso.A;B/! Iso.†B; †A/

3Note that from [50, 4.2.7] we know that when the base map � is surjective on objects then the
induced essential geometric morphisms is surjective. Moreover, from [50, 4.2.12] we know that
when the base map � is full and faithful, then the induced essential geometric morphisms is
an inclusion. It then follows that in our case the essential geometric morphism induced by the
isomorphism � is itself an isomorphism.
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where Iso.A;B/ denotes all isomorphisms from A to B and Iso.†B; †A/ denotes
all isomorphisms from †B to †A.
In order to prove this theorem we will need to introduce the notion of a partial C�-
algebra also sometimes denoted as a piecewise C�-algebra. The following definition
was inspired by Kochen and Specker’s consideration of partial algebras [51].4

Definition 3.1.5 ([72]) A piecewise C*-algebra is a set A equipped with the
following pieces of structure:

1. a reflexive and symmetric relation � � A � A. If ˛�ˇ, we say that ˛ and ˇ
commute;

2. binary operationsC; � W �! A;
3. a scalar multiplication � W C � A! A;
4. distinguished elements 0; 1 2 A;
5. an involution � W A! A;
6. a norm jj � jj W A! R;

such that every subset C � A of pairwise commuting elements is contained in some
subset NC � A of pairwise commuting elements which is a commutative C*-algebra
with respect to the data above.

The piecewise C*-algebras in which the relation � is total are precisely the
commutative C*-algebras. Our choice of the symbol “�” is explained by the special
case of rank one projections, which commute if and only if they are either orthogonal
(?) or parallel (k).
Definition 3.1.6 ([72]) Given piecewise C�-algebras A and B, a piecewise �-
homomorphism is a function � W A! B such that

1. If ˛�ˇ in A, then

�.˛/� �.ˇ/; �.˛ˇ/ D �.˛/�.ˇ/; �.˛Cˇ/ D �.˛/C�.ˇ/: (3.1.5)

2. �.z˛/ D z�.˛/ for all a 2 A and z 2 C,
3. �.˛�/ D �.˛�/ for all ˛ 2 A.
4. �.1/ D 1.

Example 3.1.1 It is well-known that there is no �-homomorphism Mn ! C for
n � 2. The Kochen-Specker theorem [51] states that for n � 3 not even a piecewise
�-homomorphism Mn ! C exist.

The collection of piecewise C�-algebras and piecewise �-homomorphisms form
a category which we denote by pC�alg1. Still following [72], there is a forgetful

4For this reason van den Berg and Heunen introduced their definition as partial C*-algebras, but
the term was subsequently changed to piecewise C*-algebra [41].
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functor5 C.�/ W C�alg1 ! pC�alg1 sending every C*-algebra A to its normal part,

C.A/ D f ˛ 2 A j ˛˛� D ˛�˛ g: (3.1.6)

This set forms a piecewise C*-algebra by postulating that ˛�ˇ holds whenever
˛ and ˇ commute. C.�/ is easily seen to be a faithful functor that reflects
isomorphisms. In the language of property, structure and stuff [59], this means that
it forgets at most the structure. So we may think of a C*-algebra as a piecewise C*-
algebra together with additional structure, namely the specifications of sums and
products of noncommuting elements.

Example 3.1.2 For A;B 2 C�alg1, any Jordan homomorphism R.A/ ! R.B/
extends linearly to a piecewise �-homomorphism C.A/! C.B/.

Given the category of partial C�-algebras it was shown in [14] that there
exists a bijective correspondence between isomorphisms of partial C�-algebras and
isomorphisms of the respective spectral presheaves.

Theorem 3.1.2 Let A and B be unital C�-algebras whose spectral presheaves
are †A and †B respectively. There exists a bijective correspondence between
isomorphisms hˆ;G�i W †B ! †A and isomorphisms T W C.A/ ! C.B/ of
the associated partial C�-algebras. This means that C.A/ ' C.B/ iff †A ' †B.
The way to prove this theorem is to show that every isomorphism hˆ;G�i W †B !
†A induces an isomorphism T W C.A/! C.B/ and vice versa.

Lemma 3.1.2 ([14]) Let A and B be unital C�-algebras whose spectral presheaves
are †A and †B respectively, then each isomorphisms hˆ;G�i W †B ! †A induces
an isomorphisms T W C.A/! C.B/.

Proof Since hˆ;G�i W †B ! †A is an isomorphism, the associated base map
Q� W C.A/ ! C.B/ is an order-isomorphism. Therefore, for each C0 2 C.A/ the
associate map

G�IC0 W ˆ�.†B/C0 D †B
�.C0/ ! †A

C0

is a homeomorphism. Gelfand duality then determines a unique unital isomorphism

kC0 W C.†A
C0/! C.†B

C0/

f 7! f ı G�IC0 :

The unit of the adjunction for Gelfand duality is given by


 W iducC� ! C.�/ ı†

5We recall that a forgetful functor ‘forgets’ or drops some or all of the input’s structure or properties
‘before’ mapping to the output.
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such that for each C0 2 C.A/ we get the (components) isomorphisms


C0 W C0 ! C.†A
C0/


�1�.C0/ W C.†B
�.C0//! �.C0/:

These two maps together with the map kC0 can be combined to define, for each
C0 2 C.A/ an isomorphism

˛C0 W 
�1�.C0/ ı kC0 ı 
C0 W C0 ! �.C0/:

We will use such a map to define the desired isomorphism between the partial C�-
algebras as follows

T W C.A/! C.B/

OA 7! ˛C. OA/

where C 2 C.A/ is any context such that OA 2 C. We now need to show that this map
is well defined, i.e. that it does not depend on the context C containing OA. This can
be easily seen from the fact that the following diagram commutes

where C;C0 2 C.A/ such that OA 2 C and OA 2 C0, and iC0C W C0 ,! C in C.A/. ut
On the other hand, we also have the “reverse” of the above lemma, namely

Lemma 3.1.3 ([14]) Given the unital partial C�-algebras C.A/ and C.B/, every
isomorphism T W C.A/! C.B/ induces an isomorphism hˆ;G�i W †B ! †A.

Proof Given an isomorphism T W C.A/ ! C.B/, then, for every C 2 C.A/, the
restriction TjC W C! C.B/ is a unital *-homomorphism which implies that TjC.C/
is norm-closed and hence a unital abelian C�-subalgebra of C.B/, i.e. TjC.C/ 2
C.B/. Since for C0 � C then TjC0.C0/ � TjC.C/ and it is possible to construct an
order preserving map

Q� W C.A/! C.B/

C 7! TjC.C/
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whose inverse is

Q��1 W C.B/! C.A/

C 7! T�1jC.C/

where T�1 is the unital partial isomorphism inverse of T. The fact that Q� has
an inverse, also defined in terms of an isomorphism T�1, implies that Q� is an
order isomorphism and hence the desired base map. This induces the essential
geometric isomorphism ˆ W SetsC.A/ ! SetsC.B/. We now need to define the
natural isomorphism G� . This will be done in terms of the map T as follows: for
each C 2 C.A/

G�IC W .ˆ�.†B//C D †B
Q�.C/ ! †B

C

� 7! � ı TjC:

Clearly this map is an isomorphism by construction. Since it is defined for each
C 2 C.A/, these are the components of the natural isomorphism

G� W ˆ�.†B/! †B:

ut
Putting together Lemmas 3.1.2 and 3.1.3 we obtain a proof for Theorem 3.1.2.

In [36] is was shown that there exists a correspondence between order isomor-
phisms � W C.A/! C.B/ and unital quasi-Jordan isomorphisms. Before stating and
proving this theorem we will need to define what a quasi-Jordan isomorphism is.

Definition 3.1.7 Given a unital C�-algebra A, the set Asa of self-adjoint operators
in A forms a real unital Jordan algebra with product

8 OA; OB 2 AsaI OA � OB WD 1

2
. OA OBC OB OA/:

Definition 3.1.8 Given two real unital Jordan algebras Asa and Bsa, then a quasi-
Jordan homomorphism is a unital map

Q W Asa ! Bsa

such that for all C 2 C.A/, then the restriction

QjCsa W Csa ! Bsa

is a unital Jordan homomorphism and thus Q is required to be linear only on
commuting self-adjoint operators, i.e. a quasi-linear map. Clearly Q preserves the
Jordan product on commuting operators since if OA OB D OB OA, then OA � OB D OA OB.
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If Q is a bijection with inverse Q�1, which is itself a quasi-Jordan homomor-
phism, then Q is a quasi-Jordan isomorphism.

From the above definition it is clear that there exists an intimate connection
between the Jordan algebra Asa associated to a unital C�-algebra A and the partial
algebra C.A/ associated with A. In particular, Asa is the self-adjoint part of C.A/,
therefore any partial *-isomorphism T W C.A/! C.B/ restricts to an isomorphism
Tjsa W Asa ! Bsa and any unital quasi-Jordan isomorphisms Q W Asa ! Bsa extends
linearly to a partial *-isomorphism.

Theorem 3.1.3 ([36]) Given two unital C�-algebras A and B such that neither are
isomorphism to C2 or B.C/, then

Iso.C.A/; C.B//' Iso.Asa;Bsa/ ' Iso.C.A/;C.B//

where Iso.C.A/; C.B// is the set of all order-isomorphisms, Iso.Asa;Bsa/ is the set
of all unital quasi-Jordan isomorphisms and Iso.CA;C.B// is the set of all partial
*-isomorphism.
An immediate consequence of Theorems 3.1.3 and 3.1.2 is the following:

Theorem 3.1.4 Given two unital C�-algebras A and B, such that neither are
isomorphism to C2 or B.C/ then

Iso.†B; †A/ ' Iso.Asa;Bsa/

where Iso.†B; †A/ denotes the set of isomorphisms between the presheaves †B

and †A, while Iso.Asa;Bsa/ denotes the set of unital quasi-Jordan isomorphisms
between the real unital Jordan algebras Asa and Bsa.

3.2 Group Action as Flows on the Spectral Presheaf

In this section we will construct flows on the spectral presheaf as defined in [13].
These are given in terms of maps between the spectral presheaf and itself. Therefore,
we need to adapt what said in the previous section, to the case in which A D B, i.e.
the two unital C�-algebras coincide. As a first step we modify Definition 3.1.3 to
obtain:

Definition 3.2.1 Given a unital C�-algebrasA 2 ucC� with corresponding spectral
presheaves †A. An automorphism on †A consists of a pair hˆ;G�i where ˆ W
SetsC.A/ ! SetsC.A/ is the essential geometric isomorphism induced by the order-
isomorphisms � W C.A/ ! C.A/ (base map) and G� W ˆ�.†A/ ! †A is a natural
isomorphism, i.e. each component .G�/C W .ˆ�.†A//C ! †A

C is a homeomorphism
for all C 2 C.A/. As in Lemma 3.1.1 the action of hˆ;G�i is defined by

G� ıˆ� W †A ! †A:
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The set of all automorphisms on †A is denoted by Aut.†A/ and it forms a group
under the operation

Aut.†A/ � Aut.†A/! Aut.†A/

.hˆ;G�i; hˆ0;G0�0i/ 7! hˆ0 ıˆ;G� ı G0�0i

where ˆ0 ı ˆ W SetsC.A/ ! SetsC.A/ is the essential geometric morphism induced
by �0 ı � W C.A/ ! C.A/ and G� ı G0�0 is the natural isomorphism such that, for
each C 2 C.A/ we have

.G� ı G0�0/C D G�IC ı G0�0IC W ..ˆ0 ıˆ/�†A/C D †A
Q�0. Q�.C// ! †A

Q�.C/ ! †A
C :

We will now show that indeed Aut.†A/ forms a group. As a first step we will prove
associativity, namely that .hˆ;G�i ı hˆ0;G0�0i/ ı hˆ00

;G00

�
00 i D hˆ;G�i ı .hˆ0;G0�0i ı

hˆ00

;G00

�
00 i. This is equivalent to showing that

hˆ00 ı .ˆ0 ıˆ/; .G� ı G�0/ ı G�00 i D h.ˆ00 ıˆ0/ ıˆ;G� ı .G�0 ı G�00 /i:

To prove the above equality we need to show that ˆ
00 ı .ˆ0 ı ˆ/ D .ˆ

00 ı ˆ0/ ı ˆ
and .G� ı G�0/ ı G�00 D G� ı .G�0 ı G�00 /. We know that the essential geometric

morphismˆ
00 ı .ˆ0 ıˆ/ is induced by the base map Q� 00 ı . Q�0 ı Q�/ W C.A/! C.A/

while .ˆ
00 ı ˆ0/ ı ˆ is induced by the base map . Q� 00 ı Q�0/ ı Q� W C.A/ ! C.A/.

However, for each C 2 C.A/ we have

Q� 00 ı . Q�0 ı Q�/.C/ D Q� 00 ı . Q�0. Q�.C/// D Q� 00

. Q�0. Q�.C///

and

. Q� 00 ı Q�0/ ı Q�.C/ D . Q� 00 ı Q�0/. Q�.C// D Q� 00

. Q�0. Q�.C///:

Thereforeˆ
00 ı .ˆ0 ıˆ/ D .ˆ00 ıˆ0/ ıˆ.

To prove that .G� ı G�0/ ı G�00 D G� ı .G�0 ı G�00 / we note that

.G� ı G�0/ ı G�00 W ..ˆ00 ı .ˆ0 ıˆ//�†A/C D †A
Q�00

. Q�0. Q�.C///

! †A
Q�0. Q�.C// ! †A

Q�.C/ ! †A
C

and

G� ı.G�0 ıG�00 / W ..ˆ00 ıˆ0/ıˆ//�†A/C D †A
Q�

00

. Q�0. Q�.C///
! †A

Q�0. Q�.C//
! †A

Q�.C/
! †A

C :
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From the previous result it then follows that indeed .G� ı G�0/ ı G�00 D G� ı .G�0 ı
G�00 /.

Next we will show that the automorphism hId; idi is the identity element. In fact

hId; idiıhˆ;G�i D hˆıId; idıG�i D hˆ; �i D hIdıˆ;G�ıidi D hˆ;G�iıhId; idi:

Finally, given any element hˆ;G�i with underlying base map Q�, then the element
hˆ�1;G�1

��1i with underlying base map Q��1 is its inverse. In fact,

hˆ�1;G�1
��1i ı hˆ;G�i D hˆ ıˆ�1;G�1��1 ı G�i D hId; idiDhˆ�1 ıˆ;G� ı G�1��1i

Dhˆ;G�i ı hˆ�1;G�1��1i:

We would now like to prove the following theorem [14]

Theorem 3.2.1 Given a unital C�-algebra A with associated spectral presheaf
†A, then there exists an injective group homomorphism

Aut.A/! Aut.†A/op (3.2.1)

� 7! hˆ;G�i D G� ıˆ�:

In order to prove this theorem we need to consider Theorem 3.1.2 for the special
case in which A D B. This theorem, then, tells us that there exists a (contravariant)
group isomorphisms

Aut.†A/op '�! Autpart.C.A// (3.2.2)

between the group of automorphisms on †A and the group of unital partial *-
automorphism on the partial C�-algebra C.A/.

The fact that the above map preserves the group structure can be seen from
the fact that, given two automorphisms hˆ;G�i and hˆ0;G0�0i in Aut.†A/ with
corresponding automorphisms T and T 0 in Autpart.C.A//, then the composite
automorphism hˆ;G�i ı hˆ0;G0�0i gets mapped to the composite T 0 ı T.

We can now prove Theorem 3.2.1.

Proof Given an automorphism � W A ! A on the C�-algebra A, this gives rise to
an automorphism �jC.A/ W C.A/! C.A/ by restriction. From the above discussion
this corresponds contravariantly to an automorphism on †A. Therefore we obtain
a contravariant group homomorphism from Aut.A/ to Aut.†A/. We now need to
show that this homomorphism is injective. In particular given two automorphisms
˛; ˇ W A ! A if they are distinct then there will exist an OA 2 C.A/ such that
˛. OA/ ¤ ˇ. OA/, therefore ˛jC.A/ ¤ ˇjC.B/ which implies by Theorem 3.1.2 that
these corresponds to two distinct automorphisms on †A. ut

The reason why the map of Eq. (3.3.9) is not surjective is because the group
Autpart.C.A// contains more elements then the group Aut.A/. In fact, given any
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automorphism ˛ 2 Aut.A/, this induces an automorphism ˛jC.A/ 2 Autpart.C.A//.
However the converse is not true, i.e. not every unital partial *-automorphisms on
C.A/ gives rise to an automorphism on A.

If we consider Theorem 3.1.3 for the case in which A D B, we obtain the
following group isomorphisms

Autord.C.A/// ' Aut.C.A/// ' Aut.Asa/:

This together with Theorem 3.2.1 proves that

Theorem 3.2.2 Given a unital C�-algebra A which is neither isomorphic to C2 not
B.C2/, then

Aut.C.A// ' Aut.†A/op:

We now would like to consider a special case of automorphisms on a unital C�-
algebra A, i.e. inner automorphisms.

Definition 3.2.2 Given a unital C�-algebra A, then each element OU 2 U.A/ of the
unitary group U.A/ of A induces an inner automorphism

� OU W A! A
OA 7! OU OA OU�:

As a corollary of Theorem 3.2.1 we have:

Corollary 3.2.1 Given a unital C�-algebra A with associated spectral presheaf
†A, then there exists a group homomorphism

U.A/! Aut.†A/op (3.2.3)

OU 7! hˆ OU ;G OUi D G OU ıˆ�OU :

To understand how each automorphism hˆ OU;G OUi is constructed we recall that each
inner automorphism � OU induced an order automorphism on C.A/

Q� OU W C.A/! C.A/

C 7! OUC OU�

with the associated essential geometric morphism ˆ OU W SetsC.A/
op ! SetsC.A/

op
,

whose inverse image part is

ˆ�OU W SetsC.A/
op ! SetsC.A/

op

†A 7! ˆ�OU.†
A/:
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As described in Sect. 3.1, to each such essential geometric morphism there is
associated a natural isomorphism G OU W ˆ�OU.†A/ ! †A, such that for each
C 2 C.A/ we have

G OUIC W ˆ�OU.†A/C ! †A
C

� 7! � ı � OUjC:

Similarly, as in Sect. 3.1, we then obtain an automorphism of the spectral presheaf

hˆ OU ;G OUi WD G OU ıˆ�OU W †A ! †A:

Clearly the inverse hˆ OU;G OUi�1 D hˆ OU� ;G OU�i is the automorphism induced by OU�,
while the identity element O1 induces the identity automorphism hˆO1;GO1i D Id†A .

It is important to note that the map (3.2.3), differently from the map (3.3.9), is
not injective. This is because each element OU, which belongs to the centre Z.A/
of A, induces the identity automorphism hId; idi on †A. To fix this problem it was
suggested in [13] to consider the quotient6

U.A/proper WD U.A/=U.A/0

where U.A/0 D U.A/\ Z.A/. Having done this we obtain:

Corollary 3.2.2 Given a unital C�-algebra A with associated spectral presheaf
†A, then there exists an injective group homomorphism

U.A/proper ! Aut.†A/op (3.2.4)

Œ OU
 7! hˆ OU;G OUi D G OU ıˆ�OU
for OU 2 Œ OU
.
Now that we have defined automorphisms on the spectral presheaf we would like to
understand how these are defined in the context of topos quantum theory. Therefore,
instead of considering general unital C�-algebras, we will focus on von Neumann
algebras and how, in that case, automorphisms on the spectral presheaf are defined.
This will be the topic of the next section.

6As stated in [13], this quotient is unproblematic when considering single systems and their unitary
evolution.
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3.3 From C�-Algebras to von Neumann Algebras

Most of the definitions and theorems developed in the previous sections can be
easily adapted to the case of von Neumann algebra however, for the sake of
completeness we will, nonetheless, report them here. The reader is also referred
to [14].

In [26] Chapter 9 we introduced the topos analogue of the state-space. This was
given by the spectral presheaf†N of a von Neumann algebra N , which was defined
as follows:

Definition 3.3.1 Given a von Neumann algebra N we denote the category of its
abelian subalgebras (which share the unit element) by V.N /. This is a poset ordered
by inclusion, often referred to as the context category of N . †N 2 SetsV.N /op

is the
spectral presheaf associated with N , which is defined on

– objects: for all V 2 V.N /, †N
V WD †.V/ is the Gelfand spectrum of V .

– Morphisms: for each morphism iV0V W V 0 ,! V in V.N /, the associated presheaf
map is

†N .iV0V/ W †N
V !W †N

V0 (3.3.1)

� 7! �jV0 : (3.3.2)

†N .iV0V/ is surjective, continuous, open and closed with respect to the Gelfand
topology.

We would now like to understand how maps between different state-spaces
associated to different quantum systems are defined. This is essentially an adaptation
of Definition 3.1.3, as applied to von Neumann algebras [14]. In particular we have:

Definition 3.3.2 Given two von Neumann algebras N and M with corresponding
spectral presheaves †N and †M respectively, an isomorphism between †N and
†M consists of a pair hˆ;G�i where ˆ W SetsC.A/ ! SetsC.B/ is the essential
geometric isomorphism induced by the order-isomorphism � W V.N / ! V.M/

(base map) andG� W ˆ�.†M/! †N is a natural isomorphism, i.e. each component
.G�/C W .ˆ�.†M//C ! †N

C is a homeomorphism for all C 2 V.N /. As in
Lemma 3.1.1 the action of hˆ;G�i is defined by

G� ıˆ� W †M ! †N :

If N DM then an isomorphism hˆ;G�i W †N ! †N is called an automorphism.
Similarly, as for the C�-algebra case, the collection Aut.†N / of automorphisms on
†N forms a group.

We now would like to prove that there exists a bijective correspondence between
order-isomorphisms � W V.N / ! V.M/ and spectral presheaf isomorphisms
hˆ;G�i W †N ! †N . This correspondence is given by the following theorem
[14, Thm. 5.14]:
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Theorem 3.3.1 Consider two von Neumann algebras N and M without type I2
summands, whose associated spectral presheaves are †N and †M, respectively.
Assume also that QN and QM are the Jordan algebras7 of N and M respectively.
Then to every isomorphism †N ! †M there corresponds a unique Jordan *-
isomorphism T W QM ! QN and vice versa, to each Jordan *-isomorphism T W
QM! QN there corresponds a unique isomorphisms hˆ;G�i W †N ! †M.

Before being able to prove this theorem we need a few more results. First of all
we need the analogue of Theorem 3.1.2 for von Neumann algebras. In particular:

Theorem 3.3.2 Let N and M be unital C�-algebras whose spectral presheaves
are †N and †M, respectively. There exists a bijective correspondence between
isomorphisms hˆ;G�i W †M ! †N and isomorphisms T W C.N / ! C.M/ of
the associated partial von Neumann algebras. This means that C.N / ' C.M/ iff
†N ' †M.
The proof is a straightforward consequence of Theorem 3.1.2.

In Definition 3.1.5 we introduced the notion of a partial/piecewise C�-algebra.
This definition also applies for partial/piecewise von Neumann algebras. With
respect to the latter, we obtain the following theorem [14]:

Theorem 3.3.3 Given two von Neumann algebras N and M with associated
partial von Neumann algebras QN and QM respectively, then

Iso.P.M/;P.N // ' Iso.C.M;C.N //

where Iso.P.M/;P.N // is the collection of all isomorphisms between the complete
orthomodular lattices P.M/ and P.N /, while Iso.C.M;C.N / is the collection of
all isomorphisms between the partial von Neumann algebras C.M/ and C.N /.
Therefore C.M/ ' C.N / iff P.M/ ' P.N /.

Proof In order to prove this theorem we will consider, on the one hand an
isomorphism T 0 W C.M/ ! C.N / and construct the associated isomorphism
T W P.M/ ! P.N /, on the other hand we will consider an isomorphism
T W P.M/ ! P.N / and construct the corresponding isomorphism T 0 W C.M/ !
C.N /.

Consider now an isomorphism T 0 W C.M/! C.N /. Since it is an isomorphism
it preserves multiplication and involution, therefore, given any OP 2 P.M/ � C.M/

we obtain

T 0. OP/ D T 0. OP2/ D T 0. OP/2; and T 0. OP/ D T 0. OP�/ D T 0. OP/�:

Hence T 0. OP/ 2 P.N / and T WD T 0jP.M/ W P.M/ ! P.N / is a well defined
bijection. Next we need to show that T, as defined above, preserves the orthomodular

7Note that in this context the Jordan algebras QNand QM associated to the von Neumann algebras
N and M respectively, are JBW-algebras, hence, their ground field is C.
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lattice structure. In particular, we need to show that it preserves complements, all
joins, all meets and that it preserves and reflects the order �.

To this end consider two elements OP and OQ in P.M/, such that OP � OQ (i.e.
OP OQ D OP), then,

T 0. OP OQ/ D T 0. OP/ D T 0. OP/T 0. OQ/:

Therefore T 0. OP/ � T 0. OQ/. To show that T 0 reverses the order we consider its inverse
T 0�1, which is also an isomorphism of partial von Neumann algebras. Then given
OS; OT 2 P.N /, such that OS � OT , we have that

T 0.Os OT/ D T 0.OS/ D T 0. OR/T 0. OT/:

Hence T 0�1.OS/ � T 0�1. OT/ and T 0 reflects the order.
Next, consider a projection OP 2 P.M/ and its complement O1 � OP. Applying T 0

we obtain

T 0.O1 � OP/ D T 0.O1/ � T 0. OP/ D O1� T 0. OP/:

To show that T 0 preserves all joins we consider a family of projections . OPi/i2I �
P.M/, not necessarily commuting. Applying the map T 0 we obtain that, for all
i 2 I,

T 0. OPi/ � T 0.
_

i2I

OPi/ (3.3.3)

which implies that

_

i2I

T 0. OPi/ � T 0.
_

i2I

OPi/:

Since T 0�1 is the inverse of T 0, it preserves and reverses the order, hence,

T 0�1.
_

i2I

T 0. OPi// � T 0�1.T 0.
_

i2I

OPi// D
_

i2I

OPi/: (3.3.4)

Moreover, for all i 2 I applying T 0�1 to (3.3.3) we obtain

OPi D T 0�1T 0. OPi/ � T 0�1.
_

i2I

T 0 OPi/

therefore

_

i2I

OPi � T 0�1.
_

i2I

T 0 OPi/: (3.3.5)
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Combining (3.3.4) and (3.3.5) we obtain that

_

i2I

OPi D T 0�1.
_

i2I

T 0 OPi/

which is equivalent to

T 0.
_

i2I

OPi/ D
_

i2I

T 0. OPi/:

To show that T 0 preserves all meets we proceed in a similar fashion. In particular,
for all i 2 I, we have that

T 0.
^

i2I

OPi/ � T 0. OPi/ (3.3.6)

therefore

T 0.
^

i2I

OPi/ �
^

i2I

T 0. OPi/: (3.3.7)

Using the properties of T 0�1 we obtain that

T 0�1.T 0.
^

i2I

OPi/ D
^

i2I

OPi � T 0�1.
^

i2I

T 0. OPi//:

Moreover, for all i 2 I, we have that

T 0. OPi/ �
^

i2I

T 0. OPi/

applying T 0�1 we obtain that

T 0�1T 0. OPi/ D OPi � T 0�1
^

i2I

T 0�1. OPi/:

Therefore

^

i2I

OPi � T 0�1
^

i2I

T 0. OPi/

which is equivalent to

^

i2I

T 0. OP/ � T.
^

i2I

OPi/: (3.3.8)
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Combining (3.3.7) and (3.3.8) we obtain that

^

i2I

T 0. OP/ D T.
^

i2I

OPi/:

Therefore T WD T 0j.P.M// defines an isomorphism from P.M/ to P.N /.
On the other hand, given an isomorphism T W P.M/! P.N /, we construct an

isomorphism T 0 W C.M/! C.N / in the following recursive way:

1. Consider self-adjoint operators, these are finite real-linear combinations of
projections, therefore we define

T 0. OA/ D T 0.
nX

iD1
ai OPi/ WD

nX

iD1
aiT. OPi/

where OPi OPj D ıij and
P OPi D O1.

2. Arbitrary self-adjoint operators, on the other hand, can be approximate in norm
by a family of real self-adjoint operators which are finite real-linear combinations
of projections. Therefore we define

T 0. OA/ WD lim
i!1T. OAi/

where the limit is taken in the norm topology.
3. Non-self-adjoint normal operators can be decomposed into a sum of self-adjoint

operators, therefore we define

T. OB/ WD T 0. OA1/C i OA2:

4. For the unit element O1 we define

T 0.O1/ WD T.O1/ D O1:

This shows that T 0 is a well defined map, but it remains to show that it is, indeed,
an isomorphism, i.e. that it preserves the algebraic structure. The preservation of
involution can be shown from the fact that T. OP�/ WD T 0. OP�/ D .T 0. OP//� D
.T. OP//�, together with the definitions (a)–(d) above. To show that T 0 preserves sums
and multiplications we first consider self-adjoint operators which can be expressed
as finite real-linear combinations of projections.

In particular, consider two self-adjoint operators OA and OB such that OA DPn
iD1 ai OPi and OB D Pn

iD1 bi OPi, then OA C OB D Pn
iD1.ai C bi/ OPi and OA OB D
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Pn
iD1 aibi OPi. Therefore

T 0. OAC OB/ D
nX

iD1
.ai C bi/T. OPi/

D
nX

iD1
aiT. OPi/C

nX

iD1
biT. OPi/

D T 0. OA/C T 0. OB/:
For multiplication we have instead that

T 0. OA/T 0. OB/ D
nX

iD1
aiT. OPi/

nX

jD1
bjT. OPj/

D
nX

iD1
aiT. OPi/.

nX

iD1
bjT. OPj//

D
nX

iD1
aiıijbjT. OPj/

D
nX

iD1
aibiT. OPi/

while

T 0. OA OB/ D
nX

iD1
aibiT. OPi/:

Therefore

T 0. OA OB/ D T 0. OA/T 0. OB/
Hence also multiplication is preserved. By continuity in the norm topology, the
action of T can be extended to all self-adjoint operators and, by linearity, to all
normal operators. ut

We will now state a result proven in [25]

Theorem 3.3.4 Given two von Neumann algebras N and M without type I2
summands, there exists a bijective correspondence between isomorphisms T W
P.M/ ! P.N / of complete orthomodular lattices of projection operators and
Jordan *-isomorphisms QT W QM! QN . This correspondence is given by

T 7! QT; s.t. QT. OP/ WD T. OP/ 8 OP 2 P.M/

QT 7! T; s.t. T WD QTjP.M/:
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The last result needed to prove Theorem 3.3.1 is the following [13]:

Theorem 3.3.5 Given two von Neumann algebras N and M without type I2
summands and not isomorphic to C2, there exists a bijective correspondence
between order-isomorphisms Q� W V.M/ ! V.N / and Jordan *-isomorphisms
T W QM! QN .

The proof of this Theorem is given in Sect. 6.2.
We have now all the tools to prove Theorem 3.3.1.

Proof

Iso.†N ; †N /
Theorem 5.1.6' Iso.C.M/;C.N //
Theorem 3.3.3' Iso.P.M/;P.N //
Theorem 3.3.4' Iso. QM; QN /:

ut
As an immediate consequence of the above prove we also obtain the following
isomorphisms

Iso.†N ; †N / ' Iso. QM; QN /
Iso.C.M/;C.N // ' Iso. QM; QN /:

If M œ C2, then we also obtain

Iso.P.M/;P.N //
Theorem 3.3.4' Iso. QM; QN /
Theorem 3.3.5' Iso.V.M/;V.M/

where each Q� 2 Iso.V.M/;V.M/ is the base map underlying an essential
geometric morphism hˆ;G�i.

Having defined maps between state-spaces of different quantum systems, we can
now apply this definition to maps between the state-space of the same quantum
system. These maps will be then used to describe time evolution of the system. To
define such maps we simply apply the definitions given in the previous section in
terms of general C�-algebra to the case of von Neumann algebras. All proves will
then be a straightforward consequence of the proves given above. In particular, from
Theorem 3.1.2 we obtain:

Corollary 3.3.1 Given a von Neumann algebra N , we have the following group
isomorphism:

Aut.†N /op '�! Autpart.C.N /:
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This together with Theorem 3.2.1 give us:

Theorem 3.3.6 Given a von Neumann algebra N , with associated spectral
presheaf†N , then there exists an injective group homomorphism

Aut.N /! Aut.†N /op (3.3.9)

� 7! hˆ;G�i D G� ıˆ�:

Moreover, as a consequence of Theorem 3.3.3 we obtain

Corollary 3.3.2 Given a von Neumann algebra N , there exists a group isomor-
phism

Aut.P.N // ' Autpart.C.N //

where P.N / is the complete orthomodular lattice of projections in N and C.N / is
the partial von Neumann algebra associated to N .
On the other hand, as a consequence of Theorem 3.3.4 we obtain:

Corollary 3.3.3 Given a von Neumann algebra N without summands of type I2,
there exists a group isomorphism8

Aut.P.N // ' Aut. QN /

where P.N / is the complete orthomodular lattice of projections in N and QN is the
Jordan algebra associated to N .
Finally from Theorem 3.3.5 we obtain:

Corollary 3.3.4 Given a von Neumann algebra N without type I2 summands and
not isomorphic to C2, then there exists a group isomorphism

Autord.V.N // ' Aut. QN /

between the group of order automorphisms � W .V.N / ! .V.N / and the group of
Jordan *-automorphisms T W QN ! QN .
The above discussion uncovers the fact that we effectively obtain six group
isomorphisms as follows:

Autord.V.N / ' Aut. QN / ' Aut.P.N // ' Autpart.C.N //: (3.3.10)

8Here Aut. QN / represents the group of Jordan *-automorphisms associated to N .
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3.4 Time Evolution of Quantum Systems

In this section we will develop a way of defining time evolution of quantum systems
in the context of topos quantum theory. This was put forwards in [13].

Given a von Neumann algebra N , Stone’s theorem tells us that any self-adjoint
operator OA 2 N induces a strongly continuous one-parameter group of unitary
operators in N , as a representation of R in U.N /:

U W R! U.N /

t 7! U.t/ WD OUt D eit OA

Each OUt induces an inner automorphism as follows:

� OUt
W N ! N

OA 7! OUt OA OU�t :

We then obtain a representation of R in Aut.N /:

R! Aut.N /

t 7! � OUt
:

Since each � OUt
(which we also denote by �t for simplicity) induces an automorphism

on Aut.†N /, we effectively get a representation of R on Aut.†N /. Such a
representation is called a flow on the spectral presheaf .

Definition 3.4.1 Given a von Neumann algebra N , a flow on the spectral presheaf
†N associated to an operator OA, is a representation

F OA W R! Aut.†N /

t 7! hˆt;G�ti:

These flows on the spectral presheaf will allow us to define time evolution in
topos quantum theory. We recall that in canonical quantum theory time evolution
is represented in two distinct, but related ways, depending on whether one chooses
the Heisenberg picture or the Schrodinger picture. In particular, in the Heisenberg
picture physical quantities change in time, while states remain fixed. On the other
hand, in the Schrodinger picture physical quantities remain fixed while, states
change in time. In [13] it was shown that both “types” of time evolution can be
represented in topos quantum theory utilising the flows on the spectral presheaf.
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3.4.1 Heisenberg Picture

In the Heisenberg picture, as mentioned above, time evolution is relegated to
physical quantities while states remain fixed. In topos quantum theory, as explained
in [26], physical quantities are represented as maps Mı. OA/ W †N ! R$ from
the state-space to the quantity value object. Mostly, when doing physics, we are
interested in determining the values of physical quantities, hence we are interested
in establishing the truthfulness or falsehood of propositions regarding values of
physical quantities. Such propositions are generally of the form “A 2 �”, which
states that the quantity A takes values in the interval � � R. In topos quantum
theory propositions of this type are identified with clopen sub-objects of the
spectral presheaf [26]. Since such propositions pertain physical quantities they will
undergo time evolution. It is precisely the time evolution of quantum propositions
that we will analyse in this section. In topos quantum theory propositions are
represented by clopen sub-objects of the spectral presheaf, therefore time evolution
of propositions will be defined through the flow of the spectral presheaf as defined
in Definition 3.4.1.

In what follows we will firstly define the action of the flow of the spectral
presheaf on the bi-Heyting algebra Subcl.†

N / (see Chap. 2) of all clopen sub-
objects of the spectral presheaf and then restrict it to only quantum propositions.

As a first step we need to show that automorphisms hˆ;G�i of the spectral
presheaf map clopen sub-objects to clopen sub-objects. Recall that:

†N ˆ�

��! ˆ�.†N /
G��! †N :

Given any clopen sub-object S 2 Subcl†
N we want to show that hˆ;G�i maps it to

another clopen sub-object in †N . In particular, for each V 2 V.N / we have

.ˆ�.S//V D S�.V/ � †N
�.V/:

If we then restrict the action of G�;V to the sub-object .ˆ�.S//V , we obtain

G�;V ..ˆ�.S//V/ � †N
V :

To show that the collection G�;V ..ˆ�.S//V/ for all V 2 V.N / forms a sub-object
of †N , we need to show that given an inclusion maps iV0V W V 0 ,! V then
G�;V0..ˆ�.S//V0/ � G�;V ..ˆ�.S//V/. From the fact that S 2 Subcl.†

N / we have
that

G�;V0..ˆ�.S//V0/ D S�.V0/ � S�.V/:

From the fact that G� is a natural isomorphism we then have that

G�;V0..ˆ�.S//V0/ � G�;V ..ˆ�.S//V/



3.4 Time Evolution of Quantum Systems 49

This shows that indeed the automorphisms hˆ;G�i of the spectral presheaf map
clopen sub-objects to clopen sub-objects. Hence each hˆ;G�i induces a bijection

� W Subcl.†
N /! Subcl.†

N /

S 7! G�.ˆ�.S//:

We now need to analyse whether the bi-Heyting structure of Subcl.†
N / is

preserved by �. In particular we need to show that given two sub-objects S1; S2 2
Subcl.†

N /, such that S1 � S2, then �.S1/ � �.S2/. Applying the various definitions
we obtain that, for each V 2 V.N /,

�.S1/V D G�;V ..ˆ�.S1//V/

D G�;V .S1;�.V//

� G�;V .S2;�.V//

D �.S2/V
where the � is given by the fact that G�;V is a natural isomorphism and S1;�.V/ �
S2;�.V/.

The collection of automorphisms on the spectral presheaf forms a group

Aut.†N /, hence the map � has an inverse �
�1

which is order reversing. This
implies that � preserves the bi-Heyting structure of Subcl.†

N /.
In [13] the author decided to work with the inverse �

�1
to define the action on

clopen sub-objects. This was motivated by the fact that the automorphisms hˆ;G�i
on the spectral presheaf are interpreted as measurable functions while the collection
of clopen sub-object Subcl.†

N / is interpreted as the algebra of measurable subsets.

In terms of �
�1

we obtain the following:

Lemma 3.4.1 Given a von Neumann algebra N there exists an injective group
homomorphism

Aut.†N /! AutbiHeyt.Subcl.†
N /op

hˆ;G�i 7! �
�1

where

�
�1 W Subcl.†

N /! Subcl.†
N / (3.4.1)

S 7! G�1� ..ˆ�1/�.S//:

In order to understand how �
�1

is defined we consider the inverse of hˆ;G�i,
which is hˆ;G�i�1 D hˆ�1;G�1� i, where ˆ�1 W SetsV.N / ! SetsV.N / is
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the essential geometric automorphism induced by ��1 W V.N / ! V.N / and
G�1� W .ˆ�1/�.†N / ! †N is the natural isomorphism with components, for each
V 2 V.N /, defined by

G�1�;V W ..ˆ�1/�.†N //V D †N
��1.V/ ! †N (3.4.2)

� 7! � ı T�1jV :

The map T�1 W QN ! QN is the Jordan *-automorphism associated to ��1 via
Eq. (3.3.10), hence T�1jV W V ! ��1.V/.

We have seen in Lemma 3.4.1 that the automorphism �
�1 W Subcl.†

N / !
Subcl.†

N / is defined on clopen sub-objects as �
�1
.S/ D G�1� ..ˆ�1/�.S//. Each

clopen sub-object corresponds to a projection operator via the isomorphism defined
for each V 2 V.N / by

SV W P.V.N //! Subcl.†
N /V (3.4.3)

OP 7! f� 2 †N
V j�. OP/ D 1g

hence we are interested in analysing how �
�1

“acts” on the corresponding pro-
jections. In particular it was show in [13] that the projection operators (one for

each V 2 V.N /) corresponding to the clopen sub-object �
�1
.S/ are given by the

projection operators corresponding to the sub-object S, shifted by the Jordan *-
automorphisms T which corresponds (contravariantly), via Eqs. (3.2.2) and (3.3.10),
to the automorphism hˆ;G�i.
Lemma 3.4.2 Consider a von Neumann algebra N with no type I2 summands
whose spectral presheaf if usN and an automorphism hˆ;G�i W †N ! †N

with associated automorphism �
�1 W Subcl.†

N / ! Subcl.†
N /. For each S 2

Subcl.†
N / we define, for all V 2 V.N /

OP
�

�1
.S/V
WD S�1V .�

�1
.S/V/I

OPS
��1.V/

WD S�1
��1.V/.S��1.V// D S�1

��1.V/...ˆ
�1/�.S//V/:

Then, for all V 2 V.N /

OP
�

�1
.S/V
D Tj��1.V/. OPS

��1.V/
/: (3.4.4)

Proof From Eq. (3.4.3), we know that, given any sub-object S 2 Subcl.†
N /, then

for each V 2 V.N /, � 2 SV iff �. OPSV
/ D 1. Therefore we have

� 2 S��1.V/” �. OPS
��1.V/

/ D 1
.T�1jVıTj��1.V/Did/

” � ı T�1jV ı Tj��1.V//. OPS
��1.V/

/ D 1
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” .� ı T�1jV/.Tj��1.V//. OPS
��1.V/

// D 1
(3.4.2)” ��1V .�/.Tj��1.V//. OPS

��1.V/
// D 1:

But

� 2 S��1.V/ D ..ˆ�1/�.S//V ” ��1V .�/ 2 ��1V ...ˆ�1/�.S//V/
(3.4.1)” ��1V .�/ 2 .��1.S/V /
” ��1V .�/. OP

�
�1
.S/V
/ D 1:

This implies that

Tj��1.V/. OPS��1.V/
/ D OP

�
�1
.S/V
:

ut
We now consider Corollary 3.2.2. When applied to von Neumann algebras we

obtain:

Corollary 3.4.1 Given a von Neumann algebra N with associated spectral
presheaf†N , then there exists an injective group homomorphism

U.N /proper ! Aut.†N /op (3.4.5)

Œ OU
 7! hˆ OU;G OUi D G OU ıˆ�OU
for OU 2 Œ OU
.
This Corollary, together with Lemma 3.4.1, proves the following:

Corollary 3.4.2 Given a von Neumann algebra N with no type I2 summand and
not isomorphic to C2, then there is an injective group homomorphism

U.N /proper ! AutbiHeyt.Subcl.†
N //op

Œ OU
 7! �
�1
OU D � OU�

for OU 2 Œ OU
, and

� OU� W Subcl.†
N /! Subcl.†

N /

S 7! G OU�..ˆ OU� /
�.S//

where � OU� is the automorphism induced by ��1OU D � OU� .
We would now like to apply Lemma 3.4.2 for the case in which the automorphism
on the spectral presheaf is induced by an element U 2 U.N /. In particular, given
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a von Neumann algebra N with no type I2 summand, to each U 2 U.N / there
corresponds an automorphism � OU� W Subcl†

N ! Subcl†
N therefore, for each

V 2 V.N /, the equivalent of Eq. (3.4.4) is

OP�
OU� .SV /

D OU OPS
OU�V OU
OU� (3.4.6)

where OP�
OU� .SV

D S�1V .� OU�.S/V/ and OPS
OU�V OU
D S�1OU�V OU.S OU�V OU/.

In order to understand why this is the case, we note that each element U 2 U.N /
induces an inner algebra automorphism � OU W N ! N ; OA 7! OU OA OU�. Being an
algebra automorphism it gives a Jordan *-automorphism, hence we can interpret � OU
as a Jordan *-automorphism. Hence we obtain:

OP
�

�1
.S/V
! OP�

OU� .SV /

Tj��1.V/. OPS��1.V/
/! � OU OPS�

OU�
.V/ D OU OPS

OU�V OU
OU�:

Now that we have described how automorphisms on the bi-Hyeting algebra of
clopen sub-objects act, we can extend the definition of flow from flows on the
spectral presheaf to flows on the bi-Hyeting algebra Subcl.†

N / [13].

Definition 3.4.2 (General Flows) Given a flow F W R! Aut.†N / on the spectral

presheaf†N the associated flow F
�1 W R! Aut.Subcl.†

N // on clopen sub-objects

is defined as the one-parameter group .F
�1
.t//t2R W Subcl.†

N /! Subcl.†
N / such

that, given any t 2 R, if F.t/ D hˆt;Gti then

F
�1
.t/ WD ��1t W Subcl.†

N /! Subcl.†
N /

S 7! G�1t ..ˆ�1t /�.S//:

Definition 3.4.3 (Flows Induced by Unitaries) Given a self-adjoint operator OA
affiliated with N , this induces a one-parameter group of unitaries in N , namely

. OUt/t2R D .eit OA/t2R. Utilising Definition 3.4.2, the flow .F
�1
OA .t//t2R on Subcl.†

N /
associated to this one parameter group of unitaries is defined for all t 2 R by

F
�1
OA .t/ WD ��1OUt

W Subcl.†
N /! Subcl.†

N /

S 7! G OU�1
t
..ˆ OU�1

t
/�.S//:

Given an automorphism hˆt;Gti its inverse hˆt;Gti�1 is equivalent to the
automorphism induced by �t, i.e. hˆt;Gti�1 D hˆ�1t ;G�1t Dihˆ�t;G�ti. This

implies that �
�1
t D ��t, therefore for all t 2 R we have

F
�1
.t/ D ��t W Subcl.†

N /! Subcl.†
N /:
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Similarly, if we are considering the flow induced by one-parameter group of
unitaries, since OU�1t D OU�t, then for all t 2 R, we have

F
�1
OA .t/ D � OU�t

W Subcl.†
N /! Subcl.†

N /:

The above discussion elucidates how flows on the bi-Heyting algebra Subcl.†
N /

act on general clopen sub-objects S 2 Subcl.†
N /. We now would like to restrict

our attention to those clopen sub-objects which represent quantum propositions,
i.e. those of the form ıo. OP/ which were defined in Definition 2.2.2. Since we are
interested in defining time transformations we will label each proposition by a time
label t 2 R. For example, the proposition A 2 �I t signifies that at time t the quantity
A has values in �. The projection corresponding to such a proposition would then
be OPt. The topos quantum theory analogue of such a proposition is the clopen sub-
object ıo. OPt/ of †N . We now would like to analyse how time transformations act
on these time dependent propositions. To this end we first of all analyse how time
transformations apply in standard quantum theory. As a convention we will denote
the initial time by t0 D 0. Thus, consider a proposition A 2 �I 0 at the initial
time 0 which is represented by the projection operator OP0. At a later time t such a
proposition will have evolved to the proposition A 2 �I t. Such a time evolution in
quantum theory is mathematically defined by a one-parameter group . OU�t /t2R, such
that the projection operator OPt, representing the proposition A 2 �I t, is given by
OPt WD OU�t OP0 OUt.

The topos theory analogue of the proposition OP0 is given by the clopen sub-object
ıo. OP0/, while the proposition associated to OPt WD OU�t OP0 OUt is ıo OPt WD OU�t OP0 OUt. It
was shown in [13] that the action of the flow on Subcl.†

N /, induced by the one
parameter group9 . OU�t/t2R, transforms ıo. OP0/ into ıo. OPt/.

Theorem 3.4.1 ([13]) Consider the clopen sub-objects ıo. OP0/; ıo. OPt/ 2
Subcl.†

N / which represent the same proposition at different time, and the flow

.F
�1
OH .t//t2R on Subcl.†

N / induced by the one parameter group of unitaries

. OU�t/t2R in N (such that OU�t D eit OA for some operator OA affiliated to N ), then, for
all t 2 R

F
�1
OH .t/.ıo. OP0// D ıo. OPt/:

Proof From the correspondence between projection operators and clopen sub-
objects of the spectral presheaf we have that for all V 2 V.N /

S�1V .F
�1
OH .t/.ıo. OP0///V D OPF

�1
OH .t/.ıo. OP0//V D OP� OUt

.ıo. OP0//V D OU�t OPıo. OPo/ OUtV OU�t

OUt

9Similarly as done in [13, 14], from now on, we will define the one-parameter group by . OU�t/t2R

rather than by . OUt/t2R. This is in accordance with the fact that, as seen above, in canonical quantum
theory time evolution is given by conjugating by OU�

t D OU�t instead of OUt.
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where the last equality follows from Eq. (3.4.6). If we now apply the definition of
outer daseinisation [26]10 to OU�t OPıo. OPo/ OUtV OU�t

we obtain for all V 2 V.N / that:

OU�t OPıo. OPo/ OUtV OU�t

OUt D OU�t

^
f OUt OQ OU�t 2 P. OUtV OU�t/j OUt OQ OU�t � OP0g OUt

D
^
f OQ 2 P.V/j OUt OQ OU�t � OP0g

D
^
f OQ 2 P.V/j OQ � OU�t OP0 OUtg

D ıo. OU�t OP0 OUt/V

D OPıo. OU�t OP0 OUt/V

D OPıo. OPt/
:

Since the map SV is an isomorphism for each V 2 V.N /, it follows that

F
�1
OH .t/.ıo. OP0// D ıo. OPt/:

ut
Generalising the above discussion, given any clopen sub-object S0 2 Subcl.†

N /,
representing a proposition at time t0 D 0, this gets mapped (in the Heisenberg

picture) to a proposition at a later time by the flow .F
�1
.t//t2R on Subcl.†

N / as
follows:

St WD F
�1
.t/.S0/ D � OUt

.S0/: (3.4.7)

3.4.2 Schrodinger Picture

We will now analyse how time evolution can be implemented in topos quantum
theory in terms of the Schrodinger picture, i.e. states evolve in time while operators
stay fixed. In canonical quantum theory, states are identified with states of the von
Neumann algebra N associated with the quantum system. In topos quantum theory,
as explained in [26, Ch. 15], states are identifies with probability measures on †N .
The definition of a probability measure on †N is as follows:

Definition 3.4.4 A measure � on the state-space † is a map

� W Subcl.†/! 	Œ0; 1
� (3.4.8)

S D .SV/V2V.H/ 7! .�.SV//V2V.H/ WD .�. OPSV
//V2V.N

10Recall that the definition of outer daseinisation is given by ıo. OP/ D Vf OQ 2 P.V/j OQ � OPg.
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such that, the following conditions holds:

1. �.†/ D 1V.H/.
2. for all S and T in Subcl.†/ then �.S _ T/C �.S ^ T/ D �.S/C �.T/.
All operations of addition, meet and join are defined context-wise at each V 2
V.N /.
The fact that to each such measure there is associated a state � is given by the
following theorem [26, Th. 15.2]:

Theorem 3.4.2 Given a measure �, as defined above, then there exist a unique
state � “associated” to that measure.

In [13] the author gave an alternative but equivalent definition of a probability
measure on †N . The reason being that such an alternative definition better lends
itself to describe time evolution in terms of the action of one-parameter group of
unitaries on the set of measures. In particular in [13] probability measures on †N

are defined in terms of global sections of the presheaf of classical probabilities. This
is defined as follows:

Definition 3.4.5 Given a von Neumann algebra N with associated spectral
presheaf †N , the presheaf CP of classical probability measures on †N is defined
on:

– objects: for each V 2 V.N /

CPV WD fmV W Subcl.†
N /V ! Œ0; 1
g

where mV.†
N
V / D 1. Given S1; S2 2 Subcl.†

N /V , then mV.S1 [ S2/C mV .S1 \
S2/ D mV.S1/C mV.S2/ therefore, mV is a finitely additive probability measure.

– Morphisms: for each map iV0V W V 0 ,! V the associated presheaf morphism is
given in terms of pushforwards as follows11:

CP.iV0V/ W CPV0 ! CPV

mV0 7! mV ı†N .iV0V/
�1:

We now will show the correspondence between global elements of CP and states
on N .

Theorem 3.4.3 ([13]) Given a von Neumann algebra N with no type I2 summands,
then there exists the following isomorphism of convex sets:

	CP ' S.N /

11Recall that, for each V0 � V, the morphisms †N .iV0V/ are continuous and hence measurable.
This implies that the inverse †N .iV0V/

�1 maps measurable sets to measurable sets.
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where 	CP is the set of global section of CP while S.N / is the set of states of N .

Proof Given a state � on the von Neumann algebra N , then for each V 2 V.N / the
map

�jV W P.V/! Œ0; 1


OP 7! �. OP/

is a finitely additive probability measure. In fact, for all OP; OQ 2 P.V/ such that
OP OQ D 0, then

�jV. OPC OQ/ D �jV. OP/C �jV. OQ/

while

�jV.O1/ D O1:

For each V 2 V.N /, �jV can be “extended” to a finitely additive probability
measure on †N via the isomorphism SV W P.V/ ! Subcl.†

N /V ; OP 7! f� 2
†N

V j�. OP/ D 1g as follows:

�jV ıS�1V W Subcl.†
N /V ! Œ0; 1
:

Therefore, for each V 2 V.N / it is possible to assign a finitely additive probability
measure �jV ıS�1V on†N . Clearly the family .�jV ıS�1V /V2V.N / is a global element
of CP.

On the other hand, given a global element m D .mV /V2V.N / of CP, then we can
define a finitely additive probability measure by

� W P.N /! Œ0; 1


OP 7! �. OP/ WD .mV ı ˛V/. OP/

where OP 2 V � N . Here mV ı ˛V W P.V/ ! Œ0; 1
 is a finitely additive probability
measure constructed from composing the finitely additive probability measure mV W
Subcl.†

N /V ! Œ0; 1
 with the isomorphism ˛V . We now need to check that � is
well defined, that is, given V 0 � V then the measure �jP.V/ restricts to a measure
on P.V 0/. This is indeed the case since .mV/V2V.N / is a global section of CP hence,
for all V 0;V 2 N , such that V 0 � V , then

.mV ı ˛V /jP.V0/ D .mV0 ı ˛V0/:
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Therefore, given a global section of CP we can construct a finitely additive
probability measure � on P.N /. By Gleason’s theorem each � corresponds
uniquely to a state �� of N , such that ��jP.N D �. ut
From the above isomorphism we have that, given a state �, the associated global
element of CP will be m� D .m�;V /V2V.N / where, for each V 2 V.N /, we have

m�;V D �jV ıS�1V W Subcl.†
N
V /! Œ0; 1
: (3.4.9)

As mentioned at the beginning of this section, in [13] the author gives an
alternative definition of measures on †N in terms of global section of the presheaf
CP. This definition is given by the following Lemma:

Lemma 3.4.3 The convex set 	CP of global elements of CP is isomorphic to the
convex set M.†N / of probability measures on †N as defined in Definition 3.4.4.

Proof To prove the above lemma we will construct two maps ˛ W 	CP!M.†N /
and ˇ WM.†N / ! 	CP and show that they are inverse of each other. We start by
defining ˛ as follows:

˛ W 	CP!M.†N /

m D .mV/V2V.N / 7! Qm

where

Qm W Subcl.†/! 	Œ0; 1
�

S D .SV/V2V.H/ 7! .mV.SV//V2V.H/:

We now need to show that Qm, as defined above, is indeed a probability measure
on †N , i.e. we need to show that conditions 1–2 in Definition 3.4.4 hold. Clearly
Qm.†N / D .mV.†

N
V //V2V.H/ D 1V.N /. Next, consider two sub-objects S1; S2 2

Subcl.†
N /, then for all V 2 V.N /, we have

. Qm.S1/C Qm.S2//V D mV.S1IV/C mV.S2IV/

D mV.S1IV [ S2IV/C mV.S2IV \ S1IV/

D . Qm.S1 _ S2/V C Qm.S1 ^ S2//V :

This shows that indeed Qm is a probability measure on †N . On the other hand we
define

ˇ WM.†N /! 	CP

� 7! Q� WD .�V /V2V.N /
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where each �V is defined as follows: given a clopen subset S 2 Subcl.†
N
V /, then

there exists a clopen sub-object S 2 Subcl.†
N / such that SV D S, then

�V W Subcl.†
N
V /! Œ0; 1


S 7! �..S//.V/:

Clearly, for each V 2 V.N / then �V.†
N
V / D �.†N /.V/ D 1. Moreover, for

any two disjoint subsets S;T 2 Subcl.†
N
V /, there correspond clopen sub-objects

T; S 2 Subcl.†
N /, such that TV D T and SV D S. It then follows that, for all

V 2 V.N /

�V .S [ T/ D �V..S _ T/V/

D �.S _ T/.V/

D .�.S/C �.T/� �.S ^ T//.V/

D �.S/.V/C �.T/.V/
D �V.S/C �V.T/:

This shows that, indeed, �V is a finitely additive probability measure on Subcl.†
N
V /,

therefore Q� WD .�V /V2V.N / 2 	CP. By construction the two maps ˛ and ˇ are
inverse of each other. ut

We are now interested in defining time evolution in terms of the Schrodinger
picture, that is, we want to define how probability measure on the state-space †N

evolve in time. To this end we first of all recall how unitaries act on states in
canonical quantum theory. In this context, given a normal state � W N ! C with
associated density matrix Q�, such that � D tr. Q��/, then the action of a unitary OU is
given by

OU � � D OUtr. Q��/ WD tr. OU Q� OU��/ D tr. Q� OU� � OU/ D � ı � OU�

where � OU� W N ! N is the automorphism induced by OU�. In general, such a
definition of the action of a unitary can be applied to any state �, not necessarily
normal, obtaining OU � � WD � ı � OU� .

In [13] it was shown that a similar definition applies to the action of unitaries on
probability measures on the state-space†N . In particular, since to each state � there
is associated a probability measure m�, then to the time evolved state OU �� there will
be associated the time evolved probability measure OU � m� D m OU	�. Before proving

this result, however, we need to define what OU � m� actually is.

Definition 3.4.6 Given a state � W N ! C with associated probability measure
m� 2 	CP, then the action of a unitary OU 2 U.N / on m� is defined, for each
V 2 V.N / by

. OU � m�/V WD m�; OU�V OU ıS OU�V OU ı �j OU� ıS�1V W Subcl.†
N
V /! Œ0; 1
: (3.4.10)
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Given this definition we are now ready to show that the evolved state OU � �
corresponds to the evolved probability measure OU � m� D m OU	�.

Lemma 3.4.4 The state OU � � W N ! C corresponds to the probability measure
OU � m� D m OU	� D m�ı�

OU�
2 	CP.

Proof For all V 2 V.N / we obtain

. OU � m�/V
(3.4.10)D m�; OU�V OU ıS OU�V OU ı �j OU� ıS�1V

(3.4.9)D �j OU�V OU ıS�1OU�V OU ıS OU�V OU ı �j OU� ıS�1V

D �j OU�V OU ı �j OU� ıS�1V

D .� ı � OU� /V ıS�1V

D m OU	�;V :

ut
We can now define the action of the flow induced by one-parameter group of
unitaries on the global sections of CP.

Definition 3.4.7 Given a one-parameter group of unitaries . OUt/t2R in N induced
by some operator OA, then the flow on 	CP induced by . OUt/t2R is

F OA W R! Aut.	CP/

t 7! m�t

where �t D OUt�0 D �0 ı � OU�

t
D �0 ı � OU�t

represents the state �0 at time t, and

m�t D OUt � m�0 D m OUt 	�0 represents the corresponding probability measure on †N .

Since 	CP 'M.†N /, then the flow F OA W R ! Aut.	CP/ is equivalent to a flow
F OA W R! Aut.M.†N //.

From the discussion in this section it is clear that given a state and a clopen
sub-object of the state-space †N one can obtain an element of 	Œ0; 1
�.

Definition 3.4.8 We define a state-proposition paring as the following map:

p W 	CP � Subcl.†
N /! 	Œ0; 1
� (3.4.11)

hm�; Si 7! m�.S/

such that, for all V 2 V.N /, we have m�.S//V WD m�IV.SV/.
From Lemma 3.4.3 it is straightforward to see that for all V 2 V.N / then
.m�.S//V D ��;V .SV/ D .��.S//V hence

m�.S/ D ��.S/: (3.4.12)
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3.5 Relation Between the Heisenberg Picture
and the Schrodinger Picture

In the previous section we defined time evolution in topos quantum theory both in
terms of the Heisenberg picture, where propositions evolved in time while states
were constant, and the Shrodineger picture, where states evolved in time while
propositions remained constant. In this section we will investigate the relation
between the two and check whether or not it resembles the relation in canonical
quantum theory. In particular, in canonical quantum theory, the Heisenberg and
the Schrodinger picture are completely equivalent, i.e. the two are physically
indistinguishable. Mathematically this equivalence is expressed by the following
equation:

�t. OP0/ D �0. OPt/ (3.5.1)

where OP0 represents the proposition “A 2 �” at time t0. This equation indicates
that the expectation value of the proposition “A 2 �” at time t0, with respect to the
evolved state �t, is the same as the expectation value of the time evolved proposition
“A 2 � at time t (represented by OPt) with respect to the ‘initial’ state �0.

The fact that the above equation holds can be easily verified by applying the
various definitions. In fact, since �t D OUt � �0 D �0 ı � OU�t

and OPt D OU�t OP0 OUt then

�t. OP0/ D �0 ı � OU�t
. OP0/ D �0. OU�t OP0 OUt/ D �0. OPt/:

In [13] the author showed that it is possible to define the topos equivalent of
Eq. (3.5.1) when defining time evolution in terms of flows on Subcl.†

N / (Heisen-
berg) and flows on 	CP (Schrodinger). Since in topos quantum theory everything
is defined context-wise, we need to express Eq. (3.5.1) for each context V 2 V.N /.
To do so we first consider �t. OP0/. To express it context-wise we need to pick a
context V 2 V.N / which contains the proposition OP0. Given such a V , then clearly
the context OU�tV OUt will contain the proposition OPt. Hence the context dependent
version of (3.5.1) is

�tjV. OP0/ D �0j OU�tV OUt
. OPt/:

We then have the following result [13]:

Theorem 3.5.1 Given a one-parameter group of unitaries . OUt/t2R in N , then for
all V 2 V.N / and t 2 R

.m�t .S0//V D m�0.St// OU�tV OU

where S0 2 Subcl.†
N /, St D � OUt

.S0/, �0 2 S.N / and �t D OUt � �0 D �0 ı � OU�t
.
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Proof We know from Definition 3.4.8 that m�t .S/ 2 	Œ0; 1
�, hence for all V 2
V.N / we have

.m�t .S0//V
(3.4.11)D m�IV .S0IV/
(3.4.4)D . OUt � m�0/V.S0;V /

(3.4.10)D m�0I OU�tV OUt
ıS OU�tV OUt

ı � OU�t
ıS�1V .S0;V /

D m�0I OU�tV OUt
ıS OU�tV OUt

. OU�t OPS0;V
OUt/

(3.4.6)D m�0I OU�tV OUt
ıS OU�tV OUt

. OP�
OUt
.S0/ OU�tV OUt

/

D m�0I OU�tV OUt
.� OUt

.S0/ OU�tV OUt
/

(3.4.7)D m�0I OU�tV OUt
.StI OU�tV OUt

/

(3.4.11)D .m�0 .St// OU�tV OU :

ut
In canonical quantum theory the compatibility of the Heisenberg picture and the
Schrodinger picture is given by the equation

�tjV. OP0/ D �0j OU�tV OUt
. OPt/

which is valid only for the context V 2 V.N /, such that OP0 2 V . On the other hand,
in topos quantum theory the compatibility between the Heisenberg picture and the
Schrodinger picture is given by the equation

.m�t .S0//V D .m�0.St// OU�tV OU

which is valid for all contexts V 2 V.N / simultaneously.
We have seen above that in standard quantum theory, given a proposition “A 2

�” represented by the projection operator OP, then, given a state � 2 S.N /, the
probability of OP being true given � is

Prob.“A 2 �”I �/ D �. OP/ 2 Œ0; 1
:

Clearly if �. OP/ D 0 then the proposition is false given �, while if �. OP/ D 1 the
proposition is true given �. However for 0 < �. OP/ < 1 the proposition is neither
true nor false.

We would now like to understand how the Born rule can be defined in topos
quantum theory. To this end let us consider a general proposition ı. OP/ and a state
� 2 S.N /. We know that to each such state there corresponds a probability measure
�� 2M.†N / on the state-space †N , such that ��.ı. OP// W V.N / ! Œ0; 1
. From
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Eq. (3.4.8) it then follows that for all V 2 V.N / such that OP 2 V , we have that
��.ı. OP//.V/ D �. OP/. On the other hand for all V 2 V.N / such that OP … V ,
then ��.ı. OP//.V/ > �. OP/ since ıo. OP/V > OP. It follows that the expectation value
Prob.“A 2 �”I �/ D �. OP/ is given by the minimum of ��.ı. OP//, i.e.

Prob.“A 2 �”I �/ D minv2V.N /��.ı. OP//V (3.4.12)D minv2V.N /m�.ı. OP//V :

From Theorem 3.5.1 it then follows that for all V 2 V.N /

minv2V.N /m�t .ı. OP0//V D minv2V.N /m�0 .ı. OPt//V

therefore the expectation values in topos quantum theory coincide for the Heisen-
berg picture and the Schrodinger picture.

An alternative way of expressing the compatibility between the Heisenberg
picture and the Schrodinger picture in canonical quantum theory is through what
it is known as covariance. This property states that if one considers a state �0 at
time t0 and a physical quantity A0 at time t0, any physical prediction obtained would
be the same as if we had considered the state �t at time t and a physical quantity
At at time t. In particular, given a normal state �o with associated density matrix Q�0
then

�0. OA0/ D tr. Q� OA0/ D tr. OUt Q� OU�t OUt OA0 OU�t/ D tr. Q�t OAt/ D �t. OAt/:

In terms of projection operators which represent quantum propositions, the above
covariance becomes

�0. OP0/ D �t. OP�t/: (3.5.2)

We would now like to express such a covariance in topos quantum theory. As
it was done above, we first need to express Eq. (3.5.2) context wise. In particular,
given a context V 2 V.N / such that OP0 2 V , then OP�t D OUt OP0 OU�t 2 OUtV OU�t,
therefore we obtain

�0jV. OP0/ D �tj OUtV OU�t
. OP�t/ (3.5.3)

Our aim is to find a topos quantum theory analogue of Eq. (3.5.3). This was done in
[13].

Theorem 3.5.2 Given a one-parameter group of unitaries . OUt/t2R in N and a
clopen sub-object S0 2 Subcl.†

N / representing a proposition ı. OP0/, then for all
V 2 V.N /

.m�o.S0//V D .m�t .S�t// OUtV OU�t
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where S�t D � OU�t
.S0/, �0 2 S.N / and �t D OUt � �0 D �0 ı � OU�t

.

Proof To prove this theorem we simply apply the various results obtained in this
Chapter. In particular, for all V 2 V.N / we have

.m�t .S�t// OUtV OU�t

(3.4.11)D m�tI OUtV OU�t
.S OUtV OU�t

/

D m�0ı� OU�t
I OUtV OU�t

.S OUtV OU�t
/

(3.4.9)D .�0 ı � OU�t
/j OUtV OU�t

ıS�1OUtV OU�t
.S OUtV OU�t

/

D .�0 ı � OU�t
/j OUtV OU�t

. OPS
OUtV OU�t

/

D �0. OU�t OPS
OUtV OU�t

OUt/

(3.4.6)D �0. OP�
OUt
.S

�t/V
/

D �0 ıS�1V .� OUt
.S�t/V /

D �0 ıS�1V .S0;V /

D m�0.S0/V :

ut



Chapter 4
Observables in Terms of Antonymous
and Observable Functions

In this chapter we will introduce the notions of antonymous and observable
functions put forward in [18]. These are utilised to express the physical quantise
Mı. OA/ corresponding to the self-adjoint operators OA in a more efficient way, which
does not relay on calculating the approximations of Mı. OA/ for each context V 2 V as
it was done in [26].

4.1 Observables Functions and Antonymous Functions

In this section we will describe how quantum observables can be described using
special types of functions called antonymous functions. This was first shown in [18].
A central ingredient in the definition of antonymous functions is that of a maximal
filter on the lattice P.N / of projection operators of a von Neumann algebra N .

Definition 4.1.1 Given a lattice L with zero element 0, a (proper) filter (o (proper)
dual ideal) consists of a subset F � L such that:

1. 0 … F.
2. If a; b 2 F, then a ^ b 2 F.
3. If a 2 F and b � a, then b 2 F.

The set of all (proper) filters of L is denoted by F.L/.
A filter F is maximal if it is proper and there is no proper filter that is strictly greater.
The set of maximal filters will be denoted by Q.L/. If the lattice L is complemented
and distributive, a maximal filter is called an ultra filter and it is such that, for each
element a 2 L, it either contains a or it contains its complement:a.

In the case at hand, given a von Neumann algebra N , each abelian subalgebra
V � N gives rise to a complemented distributive lattice P.V/, whose elements are
projection operators in V . In [18] it was shown that, to each element � 2 †V of
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the Gelfand spectrum of an abelian subalgebra V � N , there is associated to it the
(maximal) filter given by

F� WD f OP 2 P.V/j�. OP/ D 1g: (4.1.1)

We will now show that, as defined in (4.1.1), F� is indeed a maximal filter. In
particular, we will first show that F� satisfies conditions 1–3 in Definition 4.1.1
and then we will show that either OP or its complement :OP belong to F.V/.

Proof We recall that each multiplicative linear functional � 2 †V is such that, for
each OP 2 P.V/, then �. OP/ 2 f0; 1g. Clearly O0 … F�. Next we need to show that if
OP; OQ 2 F�, then OP ^ OQ 2 F�. Assuming that indeed OP; OQ 2 F� we obtain

�. OP ^ OQ/ D �. OP OQ/
multiplicative propertyD �. OP/�. OQ/
OP; OQ2F�D 1

For condition 3 in Definition 4.1.1, let us assume that OP 2 F� and OQ � OP. Since
�. OP/ D 1 and �. OQ/ 2 f0; 1g it follows that �. OQ/ D 1 and OQ 2 F�.

So far we have proved that F� is a (proper) filter. What remains to be shown is
that is it also a maximal filter. To this end we recall that, for each OP 2 P.V/ its
complement is given by O1 � OP. We thus obtain

1 D �.O1/ D �. OPC O1 � OP/ D �. OP/C �.O1 � OP/ ;

hence it follows that either �. OP/ D 1 and OP 2 F�, or �.O1 � OP/ D 1 and
.O1 � OP/ 2 F�. ut
The above discussion uncovers the fact that to each � 2 †V (V � N ) one assigns
a maximal filter F�. Denoting the set of maximal filters on P.V/ by Q.V/ we claim
that the assignment

ˇ W †V ! Q.V/ (4.1.2)

� 7! F� (4.1.3)

is injective.

Proof We assume that F�1 D F�2 . This implies that, for all OP 2 P.V/ such that
�1. OP/ D 1, then �2. OP/ D 1, and vice versa. It then, trivially, follows that �1 D �2.

ut
Each filter F in P.V/ can be extended to a filter in P.N / (V � N ) as follows:

CN .F/ WD" F D f OQ 2 P.N /j9 OP 2 F s.t. OP � OQg: (4.1.4)
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This represents the smallest filter in P.N / which contains F. An important Lemma
that will be used in subsequent section is:

Lemma 4.1.1 ([18]) Consider two von Neumann algebras N , M such that M �
N and 1N D 1M. Defining the map

ıi
M W P.N /! P.N /

OP 7! ıi
M. OP/ WD

_
f OQ 2 P.M/j OQ � OPg;

then, for all F 2 F.M/ we have that

.ıi
M/�1.F/ D CN .F/:

Proof ([18]) Let us assume that OP 2 CN .F/. This implies that there exists a OQ 2
F � P.N / such that OQ � OP. It then follows that ıi

M. OP/ � OQ. Since F is a filter,
this means that ıi

M. OP/ 2 F. Considering that for each OQ 2 F, .ıi
M/�1. OQ/ D f OP 2

P.N /jıi
M. OP/ D OQg, we obtain that CN .F/ � .ıi

M/�1.F/.
On the other hand, assume that for OP 2 P.N /, OP 2 .CN .F//c, i.e. there does not

exist a OQ 2 F such that OQ � OP. Since ıi
M. OP/ � OP, then also ıi

M. OP/ 2 .CN .F//c, i.e.
there does not exist a OQ 2 F such that OQ � ıi

M. OP/, therefore OP … .ıi
M/�1.F/. This

implies that .CN .F//c � .ıi
M/�1.F//c or, equivalently, .ıi

M/�1.F/ � CN .F/. ut
We are now ready to define the notions of antonymous and observable functions.

Definition 4.1.2 Given a von Neumann algebra N and a self-adjoint operator
OA 2 N with spectral family . OE OAr /r2R D OE OA, then the antonymous function of OA
is defined as:

g OA W F.N /! sp. OA/
F 7! supfr 2 RjO1� OE OAr 2 Fg:

The observable function of OA is defined as:

f OA W F.N /! sp. OA/
F 7! inffr 2 Rj OE OAr 2 Fg:

Now that we have defined the notion of antonymous and observable functions we
will explain how these are used to describe the Gelfand spectrum of inner and outer
daseinised self-adjoint operators, respectively. To this end we need to recall a few
facts about inner and outer daseinisation of self-adjoint operators. First of all we
need to recall the notion of spectral order.
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Definition 4.1.3 ([24, 26]) Consider two self-adjoint operators OA; OB 2 Nsa in a
von Neumann algebra N 1 with spectral families given by . OE OAr /r2R and . OE OBr /r2R,
respectively. The spectral order is defined as follows:

OA �s OB iff 8 r 2 R W OE OAr � OE OBr :

With respect to the spectral order, Nsa becomes a boundedly complete lattice.
Both inner and outer daseinisation of self-adjoint operators are defined in terms of
the spectral order. In particular, given any self-adjoint operator OA 2 Nsa, then for
each context2 V 2 C.N / outer daseinisation of OA is given by

ıo. OA/V WD
^
f OB 2 Vsaj OB �s OAg;

while inner daseinisation of OA is given by

ıi. OA/V WD
_
f OB 2 Vsaj OB �s OAg:

Clearly these two processes give rise to the following mappings:

ıo
V W Nsa ! Vsa (4.1.5)

OA 7! ıo. OA/V (4.1.6)

and

ıi
V W Nsa ! Vsa (4.1.7)

OA 7! ıi. OA/V : (4.1.8)

The spectral order defined above is also utilised to define the spectral families of
inner and outer daseinised self-adjoint operators. In particular, for each context
V 2 C.N / we define [24, 26]

8r 2 R W OEıi. OA/V
r D

^

s>r

ıo. OE OAs /V (4.1.9)

and

8r 2 R W OEıo. OA/V
r D ıi. OE OAr /V : (4.1.10)

1Here Nsa denotes the set of all self-adjoint operators in N .
2Here C.N / indicates the category of abelian von Neumann subalgebras of N .
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In the last equation we utilised the process of inner daseinisation on projection
operators. This process was extensively defined in [26, Sec 13.2] but, for the sake of
completeness, we will briefly recall it below.

Definition 4.1.4 Given a projection operator OP, for each context V 2 C.N /, inner
daseinisation is defined as:

ıi. OP/V D
_
f Ǫ 2 P.V/j Ǫ � OPg : (4.1.11)

It follows that ıi. OP/V is the best approximation in V of OP obtained by taking the
‘largest’ projection operator in V , which implies OP. From the definition, given
V 0 � V then

ıi.ıi. OPV//V0 D ıi. OP/V0 � ıi. OP/V and ıi. OP/V � OP : (4.1.12)

Since OP � ıo. OP/V we then have

ıi. OP/V � ıo. OP/V : (4.1.13)

While outer daseinisation would pick the smallest projection operator implied
by the original projection operators (hence approximation from above), inner
daseinisation picks the biggest projection operators which implies the original one
(hence approximation from below).

The interesting feature of the mappings defined in (4.1.5) and (4.1.7) is that they
can be generalised also to cases in which the subalgebra W � N is not abelian,
as long as the unit elements in W and N coincide. Therefore, given any subalgebra
W � N , we obtain the following mappings:

ıo
W W Nsa ! Wsa

OA 7! ıo. OA/W D
^
f OB 2 Wsaj OB �s OAg

and

ıi
W W Nsa ! Wsa

OA 7! ıi. OA/W D
_
f OB 2 Wsaj OB �s OAg:

These generalisations allow us to prove the following theorems [18]:

Theorem 4.1.1 Consider a self-adjoint operator OA 2 Nsa and any subalgebra
M � N such that 1N D 1M. For all filters F 2 F.M/ we have that

gıi. OA/M.F/ D g OA.CN .F//:
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Proof Applying the definitions we obtain [18]

g OA.CN .F// D supfr 2 RjO1� OE OAr 2 CN .F/g
Lemma 4.1.1D supfr 2 RjO1� OE OAr 2 .ıi

M/�1.F/g
D supfr 2 Rjıi.O1 � OE OAr /M 2 Fg
D supfr 2 RjO1� ıo. OE OAr /M 2 Fg
D supfr 2 RjO1�

^

s>r

ıo. OE OAs /M 2 Fg

(4.1.9)D supfr 2 RjO1 � OEıi. OA/M
r 2 Fg

D gıi. OA/M.F/:

ut
Theorem 4.1.2 Consider a self-adjoint operator OA 2 Nsa and any subalgebra
M � N such that 1N D 1M. For all filters F 2 F.M/ we have that

fıo. OA/M.F/ D f OA.CN .F//:

Proof Applying the definitions we obtain [18]

fıo. OA/M.F/ D inffr 2 Rj OEıo. OA/M
r 2 Fg

(4.1.10)D inffr 2 Rjıi. OE OAr /M 2 Fg
D inffr 2 Rj OE OAr 2 .ıi

M/�1Fg
Lemma 4.1.1D f OA.CN .F//:

ut
The above two theorems are very important, since they show that both the
antonymous and observable functions for daseinised self-adjoint operators can be
completely derived from the antonymous and observable functions of the original
self-adjoint operators. In particular, Theorem 4.1.1 tells us that, given a self-adjoint
operator OA, then the antonymous functions gıi. OA/M W F.M/ ! sp.ıi. OA/M/ of

the approximated self-adjoint operator ıi. OA/M, can be completely derived from the
antonymous functions g OA W F.N /! sp. OA/ of the (original) self-operator OA.

Similarly, Theorem 4.1.2 tells us that, given a self-adjoint operator OA, then the
observable functions fıo. OA/M W F.M/ ! sp.ıo. OA/M/ of the approximated self-

adjoint operator ıo. OA/M can be completely derived from the antonymous functions
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f OA W F.N / ! sp. OA/ of the (original) self-operator OA. When M is an abelian
subalgebra of N we obtain the following important results [18]:

Corollary 4.1.1 Consider a von Neumann subalgebra V � N . We know that there
is an injective map (4.1.2) ˇ W †V ! Q.V/; � 7! F� which assigns to each element
of the spectrum of V a maximal filter F�. We can then identify the Gelfand transform

ıi. OA/V W †V ! sp.ıi. OA/V/; � 7! ıi. OA/V D �.ıi. OA/V/ with gıi. OA/M jQ.V/, obtaining

�.ıi. OA/V/ D gıi. OA/M.F�/ D g OA.CN .F�// : (4.1.14)

Proof Upon identifying ıi. OA/V W †V ! sp.ıi. OA/V/; � 7! ıi. OA/V D �.ıi. OA/V/ with
gıi. OA/M jQ.V/, Eq. (4.1.14) is a direct consequence of Theorem 4.1.1. ut
A similar result holds for observable functions.

Corollary 4.1.2 Consider a von Neumann subalgebra V � N . We know that there
is an injective map (4.1.2) ˇ W †V ! Q.V/; � 7! F� which assigns to each element
of the spectrum of V a maximal filter F�. We can then identify the Gelfand transform

ıo. OA/V W †V ! sp.ıo. OA/V/; � 7! ıo. OA/V D �.ıo. OA/V/ with fıo. OA/M jQ.V/, obtaining

�.ıo. OA/V/ D fıo. OA/M.F�/ D f OA.CN .F�// (4.1.15)

Proof Upon identifying ıo. OA/V W †V ! sp.ıo. OA/V/; � 7! ıo. OA/V D �.ıo. OA/V/
with gıo. OA/M jQ.V/, Eq. (4.1.15) is a direct consequence of Theorem 4.1.2. ut

We recall from [26, Section 13.5] that physical quantities in topos quantum
theory are represented as maps from the state-space to the quantity value object.
In particular, a physical quantity A with associated self-adjoint operator OA is
represented by the map

Mı. OA/ W †! R$ (4.1.16)

which, at each context V , is defined as

Mı. OA/V W †V ! R$V (4.1.17)

� 7! Mı. OA/V.�/ WD
� Mıi. OA/V.�/; Mıo. OA/V .�/

�
;

where Mıo. OA/V is the order reversing function defined by

Mıo. OA/V.�/ W# V ! sp. OA/ (4.1.18)
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such that

� Mıo. OA/V.�/
�
.V 0/ WD ıo. OA/V0.†.iV0V /.�// (4.1.19)

D ıo. OA/V0.�jV0/

D h�jV0 ; ıo. OA/V0i
D h�; ıo. OA/V0i
D �.ıo. OA/V0/ :

Here†.iV0V/ are the spectral presheaf maps defined in (3.3.1) and ıo. OA/V W †V ! R

represents the Gelfand transform of ıo. OA/V .
The choice of order reversing functions was determined by the fact that, for all

V 0 � V , since ıo. OA/V0 � ıo. OA/V , then

ıo. OA/V0.�jV0/ D ıo. OA/V0.†.iV0V/.�// � ıo. OA/V.�/ : (4.1.20)

On the other hand, the order preserving function is defined by

Mıi. OA/V.�/ W# V ! sp. OA/ (4.1.21)

such that

� Mıi. OA/V.�/
�
.V 0/ WD ıi. OA/V0.†.iV0V /.�// (4.1.22)

D ıi. OA/V0.�jV0/

D h�jV0 ; ıi. OA/V0i
D h�; ıi. OA/V0i
D �.ıi. OA/V0/ :

In this case the appropriate Gelfand transform to use is ıi. OA/V0 W †V ! R. The
choice of order preserving function was determined by the fact that, for i W V 0 � V ,
since ıi. OA/V0 � ıi. OA/V , then

ıi. OA/V0.�jV0/ D ıi. OA/V0.†.iV0V/.�// � ıi. OA/V.�/ : (4.1.23)

Given Eqs. (4.1.14) and (4.1.15) the above order preserving and order reversing
functions can be written as

� Mıi. OA/V.�/
�
.V 0/ D g OA.CN .F�//



4.2 Example 73

and

� Mıo. OA/V.�/
�
.V 0/ D f OA.CN .F�//;

respectively.

4.2 Example

We will now give an example on how to use the antonymous and observable
functions to compute the value of an observable, given a state.

Example 4.2.1 Let us consider a 2 spin system in C4 whose algebra of bounded
operators is given by B.C4/. The self-adjoint operator representing the spin in the
z direction is given by

OSz D

0
BB@

2 0 0 0

0 0 0 0

0 0 0 0

0 0 0 �2

1
CCA

while the spectral family of OSz is

OEOSz
� D

8
ˆ̂̂
<̂

ˆ̂̂
:̂

O0 if � < �2
OP4 if � 2 � � < 0
OP4 C OP3 C OP2 if 0 � � < 2
OP4 C OP3 C OP2 C OP1 if 2 � � :

(4.2.1)

The only maximal abelian subalgebra containing OSz is V D linC. OP1; OP2; OP3; OP4/
where OP1 D .1; 0; 0; 0/, OP2 D .0; 1; 0; 0/, OP3 D .0; 0; 1; 0/, OP4 D .0; 0; 0; 1/. The
Gelfand spectrum of V is †V D f�1; �2; �3; �4g, where �i. OPj/ D ıij.

Next, let us consider the subalgebra V OP1; OP2 D linC. OP1; OP2; OP3 C OP4/ whose
spectrum is †V

OP1;OP2
D f�01; �02; �03g, where the �0i are such that the only non zero

values are given by �01. OP1/ D 1, �02. OP2/ D 1 and �03. OP3 C OP4/ D 1. Clearly, the
spectral presheaf map †.iV

OP1;OP2
;V/ W †V ! †V

OP1;OP2
is given by

†.iV
OP1;OP2

;V/.�1/ D �01
†.iV

OP1;OP2
;V/.�2/ D �02

†.iV
OP1;OP2

;V/.�3/ D �03
†.iV

OP1;OP2
;V/.�4/ D �03:
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Each �i 2 †V
OP1;OP2

gives rise to a maximal filter

F�i D f OR 2 P.V OP1; OP2 /j�i. OR/ D 1g:

By renaming OQ1 D OP1, OQ2 D OP2 and OQ3 WD OP3 C OP4, since �0i. OQj/ D ıij, we can
write

F�i D f OR 2 P.V OP1; OP2 /j OR � OQig:

We will now compute F�i for �01, �02 and �03. In particular we obtain

F�0

1
D f OP1; OP1 C OP2; OP1 C OP3 C OP4; O1g;

F�0

2
D f OP2; OP1 C OP2; OP2 C OP3 C OP4; O1g

and

F�0

3
D f OP3 C OP4; OP1 C OP3 C OP4; OP2 C OP3 C OP4; O1g;

respectively.

We would now like to compute the Gelfand transforms ıi.OSZ/V
OP1;OP2

and

ıo.OSZ/V
OP1;OP2

in terms of gOSZ
and fOSZ

, respectively. We recall (see (4.1.14)) that,

for a given �0i 2 †V
OP1;OP2

then

ıi.OSz/V
OP1;OP2

.�0i/ D gOSz
.CB.C4//.F�i/

while (see (4.1.15))

ıo.OSz/V
OP1;OP2

.�0i/ D fOSz
.CB.C4//.F�i/:

In both cases, CB.C4/.F�i/ is the cone over the filter F�i , i.e.

CB.C4/.F�i/ D f OQ 2 P.B.C4//j9 OR 2 F� W OQ � ORg
D f OQ 2 P.B.C4//j OQ � OPig:

We will first consider the case for �01, obtaining

ıi.OSz/V
OP1;OP2

.�01/ D supfr 2 RjO1 � OEOSz
r � OP1g

D supfr 2 Rjr < 2g
D 2 ;
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while

ıo.OSz/V
OP1;OP2

.�01/ D inffr 2 Rj OEOSz
r � OP1g

D inffr 2 Rj2 � rg
D 2 :

If we consider �02 we obtain

ıi.OSz/V
OP1;OP2

.�02/ D supfr 2 RjO1 � OEOSz
r � OP2g

D supfr 2 Rjr < 0g
D 0 ;

while

ıo.OSz/V
OP1;OP2

.�02/ D inffr 2 Rj OEOSz
r � OP2g

D inffr 2 Rj0 � rg
D 0 :

If we consider �03 we obtain

ıi.OSz/V
OP1;OP2

.�01/ D supfr 2 RjO1� OEOSz
r � OP3 C OP4g

D supfr 2 Rjr < �2g
D �2 ;

while

ıo.OSz/V
OP1;OP2

.�03/ D inffr 2 Rj OEOSz
r � OP3 C OP4g

D inffr 2 Rj0 � rg
D 0 :

As expected, in all above cases the values of ıi.OSz/V
OP1;OP2

.�0i/ and ıo.OSz/V
OP1;OP2

.�0i/ lie

in the spectrum of OSz. Moreover we have that ıi.OSz/V
OP1;OP2

.�0i/ � ıo.OSz/V
OP1;OP2

.�0i/,

therefore we can think of the pair of values as an interval Œıi.OSz/V
OP1;OP2

.�0i/;

ıo.OSz/V
OP1;OP2

.�0i/
 representing the possible values of the operator OSz when coarse-
grained to the context V OP1; OP2 (see (4.1.17)). For a detailed explanation the reader
should refer to [26, Section 13.5].
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In the present case the physical quantity representing the spin in the z direction
is represented by the map

Mı.OSz/V W †V ! R$V (4.2.2)

� 7! Mı.OSz/V .�/ WD
� Mıi.OSz/V .�/; Mıo.OSz/V.�/

�
:

If we consider the context V OP1; OP2 � V and the element �1 2 †V we then obtain

� Mıi.OSz/V.�1/; Mıo.OSz/V .�1/
� D �ıi.OSz/V

OP1;OP2
.�01/; ıo.OSz/V

OP1;OP2
.�01/

� D .2; 2/:

Instead, if we consider �2 2 †V we obtain

� Mıi.OSz/V.�2/; Mıo.OSz/V.�2/
� D �ıi.OSz/V

OP1;OP2
.�02/; ıo.OSz/V

OP1;OP2
.�02/

� D .0; 0/:

Finally if we consider either �3 2 †V (or �4 2 †V ) we obtain

� Mıi.OSz/V.�3/; Mıo.OSz/V.�3/
� D �ıi.OSz/V

OP1;OP2
.�03/; ıo.OSz/V

OP1;OP2
.�03/

� D .�2; 0/:

We will now utilise the above definition of the physical quantity Mıi.OSz/ to compute
its value given a state j i D .0; 0; 1; 0/. As a first step we need to recall how states
are defined in topos quantum theory. In this instance we will utilise the pseudo-
state object [26, Section 11.4] that is, the object in our topos which most resembles
the notion of a point state, since it represents the smallest sub-object of the state-
space†. Being† a presheaf, its sub-objects will be themselves presheaves, thus the
pseudo-state is a presheaf, i.e. an object in SetsV.H/

op
.

Specifically, given a pure quantum state  2 H, we define the presheaf

w j i WD ı. j ih j/ (4.2.3)

such that for each context V we have

ı. j ih j/
V
WD S.

^
f Ǫ 2 P.V/j j ih j � Ǫ g/ D S.ıo. j ih j// � †.V/ :

(4.2.4)

The map S is defined as

S W P.V/! Subcl.†/V ; (4.2.5)

such that

ıo. j ih j/V 7! S.ıo. j ih j/V/ WD Sıo. j ih j/V : (4.2.6)
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Thus, for each context V 2 V.H/, the projection operator ı. j ih j/
V

is the
smallest projection operator implied by j ih j. Since j ih j projects on a 1-
dimensional sub-space of the Hilbert space, i.e. it projects on a state, ı. j ih j/

V
identifies the smallest sub-space of H equal or bigger than the one dimensional
sub-space j i.

The collection
�
ı.j ih j/

V

�
V2V.H/ DW

�
wV

�
V2V.H/ forms a sub-presheaf of †

which is defined as follows:

Definition 4.2.1 For each state j i 2 H we obtain the pseudo-state w j i 2
SetsV.H/

op
which is defined on:

• Objects: for each context V 2 V.H/ we obtain

ı. j ih j/
V
WD f� 2 †V j�.ıo.j ih j/V/ D 1g : (4.2.7)

• Morphisms: for each iV0V W V 0 � V the corresponding map is simply the spectral
presheaf map restricted to w j i, i.e.

w j i.iV0V/ W w j iV ! w
j i
V0 (4.2.8)

� 7! �jV0 :

In the case at hand, since  D .0; 0; 1; 0/, then j ih j D OP3 and for the context
V OP1; OP2 we obtain

ı. j ih j/
V

OP1;OP2

D f�03g :

Therefore, given the state  D .0; 0; 1; 0/, the value of the spin in the z direction in
the context V OP1; OP2 is given by (for an in depth analysis on how this is done the reader
should refer to [26, Section 13.7]):

� Mı.OSz/.w
j i//V

OP1;OP2
D � Mı.OSz/V

OP1;OP2
.w j i//V

OP1;OP2

D f� Mı.OSz/V
OP1;OP2

.�/j� 2 w
j i
V

OP1;OP2
g

D f.�2; 0/g :

We now consider a smaller context V OP2 D linC. OP2; OP1 C OP3 C OP4/ such that V OP2 �
V OP1; OP2 . The state-space†V

OP2
is given by †V

OP2
D f�001 ; �002g such that �001. OP2/ D 1 and

�002. OP1 C OP3 C OP4/ D 1. The presheaf map †.iV
OP1;OP2

;V
OP2
/ W †V

OP1;OP2
! † OP2 is such

that

�02 7! �001
�01; �03 7! �002 :
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For this context the pseudo-state is

ı. j ih j/
V

OP2

D f�03g :

If we now compute the value of the spin in the z direction for the context V OP2 , given
the state  D .0; 0; 1; 0/, we obtain

� Mı.OSz/.w
j i//V

OP2
D � Mı.OSz/ OP2 .w

j i//V
OP2

D f� Mı.OSz/V
OP2
.�/j� 2 w

j i
V

OP2
g

D f.�2; 2/g :

As we can see from this example, if we go to smaller contexts which contain less
information, the interval of possible values for a physical quantity becomes bigger,
i.e. we have less precise measurements.



Chapter 5
Interpreting Self-Adjoint Operators
as q-Functions

In [20, 21] the authors show how it is possible to interpret self-adjoint operators
affiliated with a von Neumann algebra N , as real-valued functions on the projection
lattice P.N / of the algebra. These functions are called q-observable functions. The
method of utilising real-valued function on P.N / to define self-adjoint operators
was first introduced in [12] and, independently, in [8]. However, the novelty of
the approach defined [20, 21] consists in the fact that these real valued functions
are related to both the daseinisation map, central to topos quantum theory, and to
quantum probabilities.

5.1 q-Observable Functions

In order to define q-observable functions we first of all need to introduce some
mathematical background. In particular, we need to introduce the notions of a
complete lattice.

A meet-semilattice is a poset P such that, given any two elements a; b 2 P, then
the meet (greatest lower bound) a ^ b is in P, i.e.

8 c 2 P W c � a; b ” c � a ^ b :

If every family .ai/i2I of elements in P has a meet
V

i2I ai in P, then the meet-
semilattice is called complete.

Dually we also have the notion of a join-semilattice. In particular, a join-
semilattice is a poset P such that, given any two elements a; b 2 P, then the join
(least upper bound) a _ b is in P, i.e.

8 a; b 2 P W a; b � c ” a _ b � c :
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If every family .ai/i2I of elements in P has a join
W

i2I ai in P, then P is a complete
join-semilattice.

If P is both a meet-semilattice and a join-semilattice then it is called a lattice.
Furthermore, if it is complete as a meet-semilattice and join-semilattice then it is
said to be complete as a lattice.

In what follows we will use the extended reals which are defined by

R D f�1g [R [ f1g : (5.1.1)

This forms a complete lattice which will be used to define q-observable functions.
To this end we also need to introduce the notion of spectral family. This was already
introduced in [26] but we will report it below for the sake of completeness.

Definition 5.1.1 Given a complete Hilbert space H with lattice of projections given
by P.H/, then a spectral family is a map

E W R! P.H/

r 7! OEr

such that:

1. for all r; s 2 R, if r < s then OEr � OEs.
2.
W

r2R OEe D O1.
3.
V

r2R OEr D O0.

A spectral family can be either left-continuous or right-continuous. In particular it
is called right-continuous if

8 r 2 R ;
^

s>r

OEs D OEr ; (5.1.2)

while it is called left continuous if

8 r 2 R ;
_

s>r

OEs D OEr : (5.1.3)

Given a von Neumann algebra N on a Hilbert space H, if the image of the
spectral family E is in P.N / (projection lattice of N ), then we say that E is in
N . A spectral family E W R! P.N / can be seen as a monotone function.1

Self-adjoint operators can be expressed in terms of spectral families through the
spectral decomposition theorem

1Given two posets .P;
p/ and .Q;
q/, then a map f W P ! Q is called monotone (order-
preserving) if for all a; b 2 P, when a 
p b then f .a/ 
q f .b/.
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Theorem 5.1.1 Given a self-adjoint operator OA on N , then there exists a unique
right-continuous spectral family E W R! P.N /, such that

OA D
Z C1

�1
r d OEr ;

and vice versa: each right-continuous spectral family determines a unique self-
adjoint operator. Such a right-continuous spectral family will be denoted by E OA.

We recall that a self-adjoint operator OA is contained in B.H/ iff OA is bounded i.e.
if its spectral family E OA is bounded. Moreover, given a von Neumann algebra N , if
OA 2 N � B.H/ then E OA 2 P.N / and OA is bounded. However it could be the case
that E OA 2 P.N / but OA is not bounded. If this happens we say that OA is affiliated
with N . The set of self-adjoint operators affiliated with a von Neumann algebra N
is denoted by SA.N /, while the set of self-adjoint operators in N is denoted by Nsa.
Clearly Nsa � SA.N /.

In Definition 4.1.3 we defined the spectral order on the set Nsa, this definition
can easily be enlarged to the set SA.N / as follows:

Definition 5.1.2 Given a von Neumann algebra N , the spectral order on the set
SA.N / is given by:

8 OA; OB 2 SA.N / W OA �s OB ”8 r 2 R W OE OAr � OE OBr

where the order on the right hand side is the usual order of projections and E OA D
. OE OAr /r2R and, E OB D . OE OBr /r2R are the right-continuous spectral families of OA and OB,
respectively.

If we replace the reals R with the extended reals R in the definition of a spectral
family we obtain the notion of an extended spectral family as follows:

Definition 5.1.3 Given a von Neumann algebra N , then an extended spectral
family is a map

E W R! P.N /

r 7! OEr

such that

1. OE�1 D OO.
2. OEC1 D O1.
3. EjR is a spectral family.

Right- or left-continuity will depend on the right- or left-continuity of EjR. Clearly
every spectral family E W R! P.N / determines a unique extended spectral family
E W R ! P.N / and vice versa. Moreover, the spectral theorem implies that there
exists a bijective correspondence between the set SA.N / of self-adjoint operators
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affiliated with N and the set SF.R;P.N // of extended, right-continuous spectral
families of P.N /, i.e.

SA.N / ' SF.R;P.N //

OA 7! E OA
Z C1

�1
r d OE OAr  � E OA :

Similarly as it was the case for the spectral family, also the extended spectral
family is a monotone function, moreover, since it is defined on the extended reals,
it also preserves all meets. This implies that it is a morphism of complete meet-
semilattices. This result is encoded in the following Lemma [20]:

Lemma 5.1.1 Seen as a monotone function, the extended right-continuous spectral
family E W R ! P.N / is a morphism of complete meet-semilattices. Conversely,
any meet preserving map E W R! P.N / such that the conditions

i. E.�1/ D O0

ii.
W

r2R E.r/ D O1
hold, determines an extended right-continuous spectral family.

Proof Let us assume that E W R ! P.N / is an extended right-continuous spectral
family, then, given an arbitrary family .ri/i2I of elements in R, we obtain

E.inf
i2I

ri/
DefinitionD OEinfi2I ri

right-continuityD
^

s>infi2I ri

OEs

monotonicityD
^

i2I

OEri :

Therefore E preserves all meets and hence it is a morphism of complete meet-
semilattices.

On the other hand, let us assume that E W R ! P.N / is a meet-preserving map
satisfying condition (i) and (ii) above, then clearly it is monotone. This follows from
the fact that if E is meet-preserving then, given r; s 2 R we obtain

r � s H) r D r ^ s H) E.r/ D E.r/ ^ E.s/ H) E.r/ � E.s/ :

To show that it is right-continuous we note that for all r 2 R then

OEr D OEinfs>r D
^

s>r

OEs ;
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hence E is right-continuous. To show that E is an extended spectral family we need
to show that

1) E.C1/ D O1;
2) E.�1/ D O0, which is simply assumption (i);
3)
W

r2R E.r/ D O1 which is simply assumption (ii) and
4)
V

r2R E.r/ D O0.

Utilising the meet-preservation properties of E we obtain

^

r2R
E.r/ D OEinfr2R r D E.�1/ D O0

and

E.C1/ D E.inf.;// D
^
; D O1 :

ut
Now that we have shown that E is a morphism of complete meet-semilattices we
can apply the adjoint functor theorem for poset to construct the left adjoint of E. In
particular the adjoint functor theorem for poset is as follows:

Theorem 5.1.2 Consider two complete meet-semilattices .P;�p/ and .Q;�q/. If
f W P ! Q is a monotone map, then f has a left adjoint g W Q ! P iff f preserves
all meets. The left adjoint g is monotone, it preserves all joins and it is defined
by

g W Q! P

x 7!
^
fa 2 Pjx �q f .a/g :

Proof Let us assume that f W P ! Q has a left adjoint g W Q ! P. If we then
consider an arbitrary family .ai/i2I � P we obtain, for all i 2 I, that

^

i2I

ai �p ai H) f

 
^

i2I

ai

!
�q f .ai/

H) f

 
^

i2I

ai

!
�q

^

i2I

f .ai/ :
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On the other hand, for all i 2 I we have

^

i2I

f .ai/ �q f .ai/ H) g

 
^

i2I

f .ai/

!
�p ai

H) g

 
^

i2I

f .ai/

!
�p

^

i2I

ai

H)
^

i2I

f .ai/ �q f

 
^

i2I

ai

!
:

It follows that
V

i2I f .ai/ D f
�V

i2I ai
�

for any family .ai/i2I � P.
Conversely, let us assume that f W P! Q preserves all meets and that g W Q! P

is defined by g.x/ D Vfa 2 Pjx �q f .a/g for all x 2 Q. We now want to show that
x �q f .a/, g.x/ �p x.

) Assume that a1 2 P is such that x �q f .a1/ for a given x 2 Q, then a1 2 fa 2
Pjx �q f .a/g and g.x/ D Vfa 2 Pjx �q f .a/g �p a1.

( Assume that g.x/ �p a1 then, since f preserves meets and is monotone, we have
that

f .a1/ �q f .g.x// D f
�^
fa 2 Pjx �q f .a/g

�

D
^
f f .a/ 2 Qjx �q f .a/g �q x :

ut
An analogous theorem holds for join-semilattices.

Theorem 5.1.3 Consider two complete join-semilattices .P;�p/ and .Q;�q/. If
f W P ! Q is a monotone map, then f has a right adjoint g W Q ! P iff f
preserves all joins. The right adjoint g is monotone, preserves all meets and is
defined by

g W Q! P

x 7!
_
fa 2 Pj f .x/ �q ag :

The proof is very similar to the one given above so we will omit it.
Theorem 5.1.2 together with Lemma 5.1.1 imply that E W R! P.N / has a left

adjoint

oE W P.N /! R
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which preserves arbitrary joins, i.e.

oE

 
_

i2I

OPi

!
D sup

i2I
oE. OPi/ :

From Theorem 5.1.2 we know how to explicitly construct oE, in particular, for all
OP 2 P.N /

oE. OP/ D inffr 2 Rj OP � OErg :

For the case in which E D E OA we obtain:

o OA. OP/ D inffr 2 Rj OP � OE OAr g : (5.1.4)

We are now ready to define the notion of q-observable functions:

Definition 5.1.4 ([20]) Consider a self-adjoint operator OA affiliated with a von
Neumann algebra N and whose extended right-continuous spectral family is given
by E OA D . OE OAr /r2R. The left adjoint o OA W P.N /! R of E OA defined in (5.1.4) is called
the q-observable function associated to OA.

In [20] the authors gave an abstract characterization of q-observable functions in
terms of the adjunction oE a E. To this end they introduced the notions of weak
q-observables and abstract q-observables.

Definition 5.1.5 A weak q-observable is a join-preserving function o W P.N / !
R, such that

o. OP/ > �1 8 OP > O0 : (5.1.5)

An abstract q-observable function is a weak q-observable function with the extra
property that there exists a family . OPi/i2I � P.N / with

W
i2I
OPi D O1, such that

o. OPi/ Œ C1 8 i 2 I : (5.1.6)

The set of all abstract q-observable functions is denoted by QO.P.N /;R/.

Theorem 5.1.4 ([20]) Given a von Neumann algebra N , there exists a bijective
correspondence between the set QO.P.N /;R/ and the set SF.R;P.N //, i.e.

SF.R;P.N // ' QO.P.N /;R/

E 7! oE

Eo  � o :
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Proof

) Let us assume that E W R ! P.N / is an extended right-continuous spectral
family. We then have to show that its left adjoint oE satisfies the conditions in
Definition 5.1.5. In particular, given any OP > OO, since oE preserves all joins, we
have that

oE. OP/ D inffr 2 Rj OP � E.r/g > �1 :

Next consider that family of projections EjR D .E.r//r2R, since it is a spectral
family we know that

W
r2R E.r/ D O1 holds. Moreover given the adjunction

oE a E, then for all r 2 R

E.r/ � E.r/ H) oE.E.r// � r :

Therefore, given the above family EjR D .E.r//r2R, we obtain that

oE.E.r// � r Œ C1 ; 8r 2 R :

( Let us assume that o W P.N /! R is an abstract q-observable function, we need
to show that its right adjoint Eo is a right-continuous extended spectral family.
Since Eo preserves all meets we have that for all r 2 R

Eo.r/ D Eo.inffs 2 Rjr < sg/ D
^

s>r

Eo.s/ :

This implies that Eo is right-continuous. Next we need to show that it satisfies
the requirements of being an extended spectral family. However, since Eo

preserves all meets, all we need to do is to apply Lemma 5.1.1. In particular,
we note that

Eo.�1/ Theorem 5.1.3D
_
f OP 2 P.N /jo. OP/ � �1g :

However,

o. OO/ D o.
_
;/ D sup; D �1

which, together with condition (5.1.5), implies that

Eo.�1/ D O0 :

Moreover we have that

_

r2R
Eo.r/

Definition 5.1.5;(5.1.6)�
_

r2fo. OPi/ji2Ig
Eo.r/ D

_

i2I

Eo.o. OPi// :
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Given the adjunction o a Eo it follows that, for all OP 2 P.N /,

o. OP/ � o. OP/) OP � Eo.o. OP// ;

hence

_

i2I

Eo.o. OPi// �
_

i2I

OPi D O1 :

We conclude that since,
W

r2R Eo.r/ � O1 and O1 � W
r2R Eo.r/, thenW

r2R Eo.r/ D O1.

Note that since adjoins are unique we have that, for all o 2 QO.P.N /;R/ and
E 2 SF.R;P.N //, the following holds:

EoE D E and oEo D o :

ut
Theorem 5.1.5 Given a von Neumann algebra N , there exists the following
bijection:

SA.N / ' QO.P.N /;R/

OA 7! o OA
Z C1

�1
r dEo.r/ � o :

Proof Given a self-adjoint operator OA 2 SA.N /, then we know that the spectral
theorem, uniquely, associates to it an extended right-continuous spectral family E OA.

Applying Theorem 5.1.4 we obtain the unique q-observable function oEOA D o OA. On
the other hand, given a q-observable function, Theorem 5.1.4 defines the unique
extended right-continuous spectral family Eo and, by the spectral theorem, the
unique operator OAEo D R C1�1 rdEo.r/. ut

q-Observable functions are intimately related to the spectrum of self-adjoint
operators. In particular, in [20] it was shown that:

Lemma 5.1.2 Given a self-adjoint operator OA affiliated with a von Neumann
algebra N , whose corresponding q-observable function is o OA, then

o OA.P0.N // D sp OA

where P0.N / is the set of non-zero projection operators in N . If OA is unbounded
from above then o OA.O1/ D C1 is in o OA.P0.N //.
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Proof It is worth at this point recalling the fact that sp OA is a non-empty set consisting
of those elements s 2 R for which E OA D .E OAr /r2R is non constant on any open

neighbourhood of s. This fact, together with the right-continuity property of E OA
implies that, for r 2 sp OA then

o OA. OE OAr / D inffs 2 Rj OE OAs � OE OAr g D r :

On the other hand, if r is in the image of o OA, then OE OAs < OE OAr for all s < r, therefore

E OA is non constant on any neighbourhood of r. This implies that r 2 sp OA.
When OA is unbounded, then OE OAs < O1 for all s 2 R hence OE OAC1 D O1 and o OA.O1/ D

C1 ut
For a bounded operator OA with compact spectrum it follows that the image
o OA.P0.N // is compact. From this fact and Theorem 5.1.5 it follows that:

Lemma 5.1.3 Given a von Neumann algebra N , there exist a bijection between the
set Nsa of self-adjoint operators in N and the set QOc.P.N /;R/ of q-observable
functions with compact image.

5.1.1 Lattice Structure

The poset .QO.P.N /;R/ �/ equipped with the pointwise order forms a condition-
ally complete lattice.2 Similarly the poset .SA.N /;�s/ equipped with the spectral
order forms a conditionally complete lattice. In [20] the authors showed that it is
possible to relate these lattices through an order-isomorphism.

Theorem 5.1.6 Given the posets .SA.N /;�s/ and .QO.P.N /;R/ �/, the map

� W .SA.N /;�s/! .QO.P.N /;R/ �/
OA 7! o OA

is an order-isomorphism of conditionally complete lattice.

Proof We already know that the map � is an isomorphism so, what remains to be
shown is that it preserves the order. To this end, consider two self-adjoint operators
OA; OB 2 SA.N / such that

OA �s OB” 8r 2 R W OE OAr � OE OBr :

2A conditionally complete lattice is a lattice in which every non-empty bounded subset has a least
upper bound and a greatest lower bound. As an example of a conditionally-complete lattice one
may take the set of all real numbers with the usual order.
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It follows that for all OP 2 P.N /

fr 2 Rj OE OBr � OPg � fr 2 Rj OE OAr � OPg ;

therefore

o OB. OP/ D inffr 2 Rj OE OBr � OPg � o OA. OP/ D inffr 2 Rj OE OAr � OPg :

On the other hand, if o OA � o OB then, for all r 2 R, we obtain

f OP 2 P.N /jr � o OB. OP/g � f OP 2 P.N /jr � o OA. OP/g ;

hence

OE OBr D
_
f OP 2 P.N /jr � o OB. OP/g

�
_
f OP 2 P.N /jr � o OA. OP/g

D OE OAr :

This implies that OA �s OB. ut
The upshot of this theorem is that it is now possible to faithfully represent the

poset .SA.N /;�s/ in terms of the poset .QO.P.N /;R/ �/.
We now consider the poset SF.R;P.N // and equip it with the inverse pointwise

order which is denoted by �i and it is defined as follows:

E OA �i E OB ” 8 r 2 R W OE OAr � OE OBr :

Corollary 5.1.1 The map

.SA.N /;�s/! SF.R;P.N //

OA 7! E OA

is an order-isomorphism of conditionally complete lattices.

Proof Similarly as above, all that remains to be shown is that the order is preserved
by the map. However this follows trivially from the definition of the spectral order:

E OA �i E OB ” 8 r 2 R W OE OAr � OE OBr ” OA �s OB

ut
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Theorem 5.1.7 The map

.QO.P.N /;R/;�/! .SF.R;P.N //;�i/

o 7! Eo

is an order-isomorphism of conditionally complete lattices.
The proof is very similar to the one of Theorem 5.1.6, however, for the sake of
completeness we will nonetheless report it here.

Proof Let us consider o; o0 2 QO.P.N /;R/ such that o � o0. It then follows that
for all r 2 R

Eo.r/ D OEo
r D

_
f OP 2 P.N /jo. OP � rg

� Eo0

.r/ D OEo0

r D
_
f OP 2 P.N /jo0. OP � rg :

On the other hand, if Eo � Eo0

r then, for all OP 2 P.N /, we have

o. OP/ D inffr 2 Rj OEo
r � OPg

� inffr 2 Rj OEo0

r � OPg
D o0. OP/ :

It follows that o � o0. ut

5.2 Relation to Outer Daseinisation

In this section we will analyse the relation between q-observable functions and
the process of daseinisation put forward in [20]. To this end we will first need the
following Lemma:

Lemma 5.2.1 Consider two von Neumann algebras M and N with common unit
element and such that M � N . Then the inclusion map i W P.M/ ! P.N / is a
morphism of complete orthomodular lattices3 and as such it has both a left adjoint
ıo
M W P.N /! P.M/ and a right adjoint ıi

M W P.N /! P.M/.

Proof To show that the map i is a morphism of orthomodular lattices we need to
show that it preserves orthocomplements, all meets and all joins.

3A lattice is complemented if every element a has a complement a?. It is orthocomplemented if it
is equipped with an involution that sends each element to a complement. An orthomodular lattice
is an orthocomplemented lattice such that a 
 c implies that a_ .a? ^ c/ D c.
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i Orthocomplement: given any OP 2 P.M/ its orthocomplement is given by O1� OP.
Since M � N and the unit elements in M and N coincide, we have that

i.O1 � OP/ D O1 � OP :

ii Meets: given a projection operator OPi, by definition this projects onto a closed
subspace Si of H, i.e. OPj.Sj/ D Sj and OPj.S?j / D 0. The subspace Sj is
independent of whether Pj is considered to lie in P.M/, P.N / or P.H/.
Therefore, given a family of projections . OPj/j2J in P.M/, their intersectionV

j2J
OPj will project onto the closed subspace given by \j2JSj. However, since

i. OPj/ D OPj, it follows that:

i

0

@
^

j2J

OPj

1

A D
^

j2J

i. OPj/ :

iii Joins: given a family of projections . OPj/j2J in P.M/, then by de Morgan’s law
we have that

_

j2J

OPj D O1 �
^

j2J

OPj :

Since i preserves meets it then follows that it also preserves joins.

From Theorem 5.1.2 it follows that i has a left adjoint defined as follows:

ıo
M W P.N /! P.M/

OP 7! ıo
M. OP/ WD

^
f OQ 2 P.M/j OQ � OPg :

This represents outer daseinisation.
From Theorem 5.1.3 it follows that i has a right adjoint defined as follows:

ıi
M W P.N /! P.M/

OP 7! ıi
M. OP/ WD

_
f OQ 2 P.M/j OQ � OPg :

This represents inner daseinisation. ut
The relation between outer daseinisation and q-observable functions is then given

by the following Theorem [20]:

Theorem 5.2.1 Consider a von Neumann algebra N and a self-adjoint operator OA
affiliated with N . If we consider a von Neumann algebra M � N , such that the
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unit elements of N and M coincide, then the weak q-observable of ıo. OA/M is given
by

oı
o. OA/N D o OAN ı i D o OAN jp.N / W P.N /! R :

If OA is bounded from above, then oı
o. OA/N is a proper q-observable function.

Proof Given the right-continuous extended spectral family E OA W R ! P.N /, we
define

Eı
o. OA/M WD ıi

M ı E OA W R! P.M/

such that for all r 2 R we obtain

Eı
o. OA/M.r/ D ıi

M.E OA.r// D ıi
M. OE OAr / D

_
f OQ 2 P.M/j OQ � OE OAr g :

From the definition it follows that Eı
o. OA/M is monotone. Since ıi

M is a right adjoint,
it preserves all meets, hence

^

r2R
ıi
M.E OA.r// D ıi

M
^

r2R
E OA.r/ D ıi

M.O0/ D O0:

Moreover

ıi
M.E OA.C1// D ıi

M.O1/ D O1 :

However, Eı
o. OA/M fails to be a right-continuous extended spectral family since it is

not necessarily the case that
W

r2R Eı
o. OA/M.r/ D O1. This is a consequence of the

fact that ıi. OE OAr /M � OE OAr for all r 2 R. Hence in this case we call Eı
o. OA/M a weak

right-continuous extended spectral family. Its left adjoint oı
o. OA/M is then a weak

q-observable function. In this case we can define

ıo. OA/M WD
Z C1

�1
r d.Eı

o. OA/M/ D
Z C1

�1
r d.ıo. OE OAr /M/

which represents the outer daseinisation of OA. If OA is bounded from above, then there

exists an r 2 R such that OE OAr D O1, therefore OEıo. OA/M
r D O1 and

W
r2R Eı

o. OA/M D O1.

This implies that Eı
o. OA/M is a right-continuous extended spectral family in which

case we obtain

ıo. OA/M D
^
f OB 2 SA.M/j OB �s OAg :

Note that ıo. OA/M is a self-adjoint operator affiliated with M iff Eı
o. OA/M is a right-

continuous extended spectral family.



5.3 q-Antonymous Functions 93

The map Eı
o. OA/M WD ıi

M ı E OA is the composite of two right adjoints hence it is
itself a right adjoint whose left adjoint is

oı
o. OA/M D o OAN ı i D o OAN jP.M/ W P.M/! R

where the second equality follows since i is an inclusion.
Clearly if Eı

o. OA/M is a weak right-continuous extended family, then oı
o. OA/M will

be a weak q-observable while, if Eı
o. OA/M is a right-continuous extended family, then

oı
o. OA/M will be a q-observable function. ut

5.3 q-Antonymous Functions

The notion of q-antonymous functions arose when trying to multiply a q-observable
function by �1 and noticing that the resulting function was not a q-observable
function [20]. In particular, given a q-observable function o OA associated to the self-
adjoint operator OA 2 SA.N / then, for all OP 2 P.N /, we obtain

�o OA. OP/ D � inffr 2 Rj OP � OE OAr g
D supf�r 2 Rj OP � OE OAr g
D supfr 2 Rj OP � OE OA�rg :

Let us now consider the left-continuous extended spectral family of �OA denoted by
F�OA D . OF�OAr /r2R. Since

OF�OA D O1 � OE OA�r; 8 r 2 R

we can write �o OA. OP/ as follows:

�o OA. OP/ D supfr 2 Rj OP � O1 � OF�OAr g :

This function is clearly not the q-observable function associated to�OA, it is however
a q-antonymous function associated to �OA. These are defined as follows:

Definition 5.3.1 Given a self-adjoin operator OA 2 SA.N /, the q-antonymous
function associated with OA is defined by

a OA W P.N /! R

OP 7! supfr 2 Rj OP � O1 � OF OAr g :
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The set of all such functions is denoted by QA.P.N /;R/. Clearly each a OA W
P.N /! R is order-reversing, i.e. an antitone.

We then obtain the following Theorem:

Theorem 5.3.1 Given the sets .SA.N /;�s/ and .QA.P.N /;R/;�/, where the
latter is equipped with the pointwise order, there exists an order-isomorphism
defined as follows:

� W .SA.N /;�s/! .QA.P.N /;R/;�/
OA 7! a OA :

Proof We will first of all show that � is a bijection between the respective sets, then
we will show that it preserves the order. The fact that � is a bijection follows from
the fact that it can be constructed as follows:

OA 7! o OA 7! �o OA D a�OA

where the first map is the isomorphism of Theorem 5.1.5, while the second map is
the obvious bijection between q-observable functions and q-antonymous functions.
To show that � also preserves the order, consider two self-adjoint operators OA; OB 2
SA.N / then we obtain

OA �s OB”�OA �s �OB
” o�OA � o�OB

”�o�OA � �o�OB

” a OA � a OB :

ut
In [20] the author showed that there exists a relation between q-observable

functions and q-antonymous functions. In particular, we have the following
Lemma:

Lemma 5.3.1 Given a self-adjoint operator OA 2 SA.N / with associated q-
observable function and q-antonymous functions given by o OA and a OA, respectively,
then for all OP 2 P.N / n f0; 1g we obtain

a OA. OP/ � o OA. OP/ :

Proof The self-adjoint operator OA has associated with it both a right-continuous
extended spectral family E OA and a left-continuous extended spectral family F OA. In
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terms of these the q-antonymous function a OA can be written as follows:

a OA. OP/ D supfr 2 Rj OP � O1 � OF OAr g
D supfr 2 Rj OP � O1 � OE OAr g :

For each r 2 R such that OP � OE OAr then, OP – O1 � OE OAr . Given that a OA. OP/ is the least

upper bound of the set fr 2 Rj OP � O1 � OF OAr g it follows that r > a OA. OP/. Moreover,

since o OA.P/ is the greatest lower bound of the set fr 2 Rj OP � OF OAr g it follows that

o OA. OP/ � a OA. OP/. ut

5.4 Relation to Inner Daseinisation

In this section we will explain how inner daseinisation is related to q-antonymous
functions [20]. To this end consider a self-adjoint operator OA 2 SA.N /, with left-
continuous extended spectral family F OA W R ! P.N /. We then construct the
composite

Fı
i. OA/M WD ıo ı F OA W R! P.M/ :

This map preserves joins since both ıo and F OA do and, as such, it is left-continuous.
Moreover we have that

Fı
i. OA/M.�1/ D OFıi. OA/M�1

D ıo. OF OA�1/
D ıo. OO/ D OO

and

_

r2R
OFıi. OA/M

r D
_

r2R
ıo. OF OAr /

D ıo

 
_

r2R
OF OAr
!

D ıo.O1/ D O1 :

However, since for all r 2 R, ıo
M. OF OAr / � OF OA, then in general

V OFıi. OA/M
r ¤ O0.

Therefore, similarly as it was the case for the q-observable functions, we will call
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OFıi. OA/M
r a weak left-continuous extended spectral family. In the cases for which
V OFıi. OA/M

r D O0 then OFıi. OA/M
r will be a left-continuous extended spectral family.

Given a self-adjoint operator OA 2 SA.N /, its inner daseinisation is given by

ıi. OA/M WD
Z C1

�1
r d.Fı

i. OA/M/ D
Z C1

�1
r d.ıo. OF OA/M/ :

If OA 2 SA.N / is bounded from below then there exists an r 2 R such that OF OAr D O0,

hence OFıi. OA/M D O0 and
V OFıi. OA/M

r D O0. It follows that ıi. OA/M is a self-adjoint

operator affiliated with M iff Fı
i. OA/M is a left-continuous extended spectral family.

Since Fı
i. OA/M D ıo ıF OA is a composite of two left adjoints, it is itself left adjoint

and, as such, it has a right adjoint defined as follows:

zı
i. OA/M WD z OA ı i W P.M/! R

where z OA W P.N / ! R is the right adjoin of F OA given by Theorem 5.1.3 and
i W P.M/ ! P.N / is the inclusion map. We then obtain the following theorem
[20]:

Theorem 5.4.1 Consider two von Neumann algebras N and M such that M � N
and the unit elements of both coincide. Then, given a self-adjoint operator OA
affiliated with N , the function zı

i. OA/M , corresponding to the inner daseinisation
ıi. OA/M of OA, is given by

zı
i. OA/M D z OA ı i D z OAjp.N / W P.N /! R :

If OA is bounded from below, then ıi. OA/M D Wf OB 2 SA.M/j OB �s OAg 2 SA.M/.
In order to relate this to q-antonymous functions we note that, given any OA 2
SA.N /,

a OA. OP/ D z OA.O1 � OP/ 8 OP 2 P.N / :

In fact, since z OA is the right adjoint of F OA, from Theorem 5.1.3 it follows that z OA can
be explicitly constructed as

z OA W P.N /! R

OP 7! supfr 2 Rj OF OAr � OPg :

However, since O1 � OF OAr � OP iff OF OAr � O1 � OP, then a OA. OP/ D z OA.O1 � OP/.
We can now relate inner daseinisation to q-antonymous functions obtaining the

analogue of Theorem 5.2.1.



5.5 q-Functions and Quantum Probabilities 97

Theorem 5.4.2 Consider a von Neumann algebra N and a self-adjoint operator OA
affiliated with N . If we then consider a von Neumann algebra M � N such that
the unit elements of N and M coincide, the weak q-antonymous function of ıi. OA/M
is given by

aı
i. OA/N D a OAN ı i D a OAN jp.N / W P.N /! R :

If OA is bounded from below, then aı
o. OA/N is a proper q-antonymous function.

5.5 q-Functions and Quantum Probabilities

In this section we are going to expand on the topic of the previous section and
explain how q-functions can be interpreted as generalised quantile functions for
quantum observables, seen as random variables. The content of this section is
a summary of the results presented in [21]. In order to make this section as
self sufficient as possible we will need to introduce a few mathematical nota-
tions.

5.5.1 Mathematical Background

In classical probability theory, a measure space is given by .�;B.�/; �/ where �
is a non-empty set called the sample space, B.�/ is a �-algebra of �-measurable
subsets of �, whose elements are called events and � W B.�/ ! Œ0; 1
 is a
probability measure. Being a probability measure, � is such that �.�/ D 1 and,
for all countable families .Si/i2I of pairwise disjoint events, then

�

 
[

i2N
Si

!
D
X

i2N
�.Si/ :

A random variable is a measurable function A W � ! imA � R and, for every
Borel subset � � R, we have

A�1.�/ 2 B.�/ :

Definition 5.5.1 A cumulative distribution function (CDF) QCA of a random variable
A, given a probability measure �, is defined by

QCA W R! Œ0; 1


r 7! �.A�1.�1; r
/ :
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An extended cumulative distribution function (ECDF) CA of a random variable
A, given a probability measure �, is a map CA W R ! Œ0; 1
 obtained by extending
QCA such that

CA.�1/ D 0 and CA.C1/ D 1 :

Conceptually CA.r/ D �.A�1.�1; r
/ represents the probability of the variable A
having a value which does not exceed r. The maps CA W R! Œ0; 1
 for each random
variable A are right-continuous and order preserving. In fact, given r � s we have
that .�1; r
 � .�1; s
 hence A�1.�1; r
 � A�1.�1; s
 and �.A�1.�1; r
/ �
�.A�1.�1; s
/. Conceptually it is clear that when r � s then the probability of
A having values not greater than r is less than the probability of A having value
not greater that s, since the former carries more information than the latter. It then
trivially follows that CA is right-continuous. We can now show that CA is a map
between meet-semilattices which preserves all meets. In fact we have

CA.inf
i2I

ri/
right continuityD

^

s>infi2I r

CA.s/
monotonicityD

^

i2I

CA.ri/ :

It is now possible to apply Theorem 5.1.2 to construct the left adjoint of CA as
follows:

q A W Œ0; 1
! R (5.5.1)

p 7! inffr 2 RjCA.r/ � pg :

This function is called the quantile function of A with respect to � and it assigns to
each probability p 2 .0; 1
, the smallest value r such that the probability of A having
a value not greater than r is p.

From what has been said so far, the CDF functions are probability valued
functions, however, it is also possible to construct a variation of CDF functions
which take values in a lattice. In particular, for the case in which the lattice in
question is B.�/ we have the following definition:

Definition 5.5.2 Consider the complete Boolean algebra B.�/ of equivalent sub-
sets of � and the inverse image A�1 W B.R/ ! B.�/ of the random variable
A, such that A�1 preserves all meets. The B.�/-cumulative distribution function
(B.�/-CDF) of A�1 is given by

C
A W R! B.�/

r 7! A�1.Œ�1; r
/ :
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If we then replace B.�/ with a general meet-semilattice the definition becomes:

Definition 5.5.3 Given the meet-semilattice L and the L-valued measure4 A�1 such
that A�1.;/ D ?L and A�1.R/ D >L, then the L-CDF of A�1 is given by

C
A W R! L (5.5.2)

r 7! A�1.Œ�1; r
/ : (5.5.3)

Lemma 5.5.1 Given a complete meet-semilattice L and an L-valued measure A�1 W
B.R/! L which preserves all existing meets, then the L-CDF, C

A W R! L of A�1
preserves all meets.

Proof Consider any family .ri/i2I � R, we then obtain:

C
A
.inf

i2I
ri/ D A�1.Œ�1; inf

i2I
ri


D A�1
 
[

i2I

Œ�1; ri


!

D
^

i2I

A�1 .Œ�1; ri
/

D
^

i2I

C
A
.ri/ :

ut
Since C

A
preserves all meets it will have a left adjoint which, from Theorem 5.1.2,

is defined by:

q A W L! R (5.5.4)

T 7! inffr 2 RjT � C
A
.r/g (5.5.5)

and it preserves all joins. q A is called the L-quantile function of A�1. It is possible
to express the usual CDF in terms of the L-CDF as follows:

CA W� ı C
A W R! L! Œ0; 1
 (5.5.6)

r 7! �.A�1.Œ�1; r
/ : (5.5.7)

4Here the notation A�1 is only symbolic since there may not exist any function A whose inverse is
A�1. We used this notation to resemble the Definition in 5.5.2.
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Since by assumption A�1 is meet preserving, it follows that the L-CDF C
A

is also
meet preserving and, as such, it has a left adjoint

k W Œ0; 1
! L

s 7!
^
fT 2 Ljs � �.T/g :

Hence CA D � ı C
A

also preserves meets and has a left adjoint q A W Œ0; 1
 !
R which represents the quantile function of the random variable A. This can be
decomposed as

q A D q A ı k :

5.5.2 Quantum Theory

In this section we would like to apply what we have learned to the case of quantum
theory. To this end we recall that, given a noncommutative von Neumann algebra
N and a self-adjoint operator OA representing a random variable, then the spectral
measure of OA is given by

e OA W B.R/! P.V OA/ ,! P.N / :

Here V OA D f OA; O1g
00

and P.V OA/ is the complete Boolean algebra of projection
operators in V OA. This is a subalgebra of the complete orthomodular lattice P.N /

of projection operators in N . Clearly e OA can be seen as a P.N /-valued measure.
In previous sections we encountered the extended right-continuous spectral

family E OA of the self-adjoint operator OA. This can be written as

E OA W R! P.N /

r 7! e OA.Œ�1; r
/ :

If we compare this definition with (5.5.2), it follows that E OA is the P.N /-CDF of
the projection valued measure e OA. The analogue of (5.5.4) is then given by the q-
observable function

o OA W P.N /! R :

It is in this sense that q-observable functions are interpreted as P.N /-quantile
functions of quantum variables described by P.N /-valued measures.
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Now we would like to construct the quantum version of the CDF function defined
in (5.5.6). To this end we need the analogue of the probability measure � W B.�/!
Œ0; 1
. This is given by the finitely additive measure

�� W P.N /! Œ0; 1


equivalent to the state � W N ! C via Gleason’s Theorem. In particular we have
that

�� D �jP.N / :

From now on we will restrict our attention to normal states. These are state such
that, for all OA 2 P.N / then �. OA/ D tr. Q� OA/, where Q� is some positive trace-class
operator of trace 1.

In this setting, a CDF of a quantum random variable OA, given a state �, is defined
as

C OA D �� ı E OA W R! Œ0; 1
 (5.5.8)

r 7! ��. OE OAr / :

Lemma 5.5.2 The CDF C OA defined in (5.5.8) preserves meets.

Proof We know that the extended spectral family E OA preserves meets since it is
monotonic and right-continuous, hence we only need to show that �� preserves
meets. To this end let us consider an arbitrary family .ri/i2I of real numbers. Then

��

 
^

i2I

OE OAri

!
D ��

 
O1 �

_

i2I

.O1� OE OAri
/

!

D 1 � ��
�O1 � OE OAri

�

D 1 � sup
i2I
��.O1 � OE OAri

/

D inf
i2I
��. OE OAri

/

where the third equality follows from the fact that normal states preserve suprema
of increasing nets. ut

From the above proof we have discovered that �� preserves meets, hence it has
a left adjoint given by

k� W Œ0; 1
! P.N /

s 7!
^
f OP 2 P.N /js � ��. OP/g :
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This, together with the left adjoint o OA W P.N / ! R of E OA, allows us to define the
left adjoint of C OA D �� ı E OA as

q OA D o OA ı k� W Œ0; 1
! R

s 7! o OA.k�.s// :

q OA represents the quantile function of the quantum random variable OA with respect
to the normal state �.

It is also possible to define q OA by applying Theorem 5.1.2. In this case we would
obtain

q OA W Œ0; 1
! R

s 7! inffr 2 Rjs � C OA.r/g :

Lemma 5.5.3 ([21]) The two expressions for q OA are equivalent.

Proof To show that the two expressions for the quantile function coincide we need
to show that, for all a 2 Œ0; 1
 then .o OA ı k�/.s/ D inffr 2 Rjs � C OA.r/g. From the

definition of C OA we have that

inffr 2 Rjs � C OA.r/g D inffr 2 Rjs � ��. OE OAr /g :

On the other hand, applying the definition given in (5.1.4) we obtain

o OA.k�.s// D inffr 2 Rj
^
f OP 2 P.N /js � ��. OP/ � OE OAr g :

Clearly if OP � OE OAr then ��. OP/ � ��. OE OAr /. Conversely given OP D k�.s/ D Vf OQ 2
P.N /js � ��. OP/g which is the smallest projection for which ��. OP/ � s, then

��. OE OAr / � ��. OP/ � s implies that OE OAr � OP D k�.s/. It follows that the two

expressions for q OA coincide. ut

5.5.3 The Case for Topos Quantum Theory

In [21] it was shown how to apply the ideas of the previous section to the case of
topos quantum theory. As a first step we recall that in this setting a random variable
is defined as a function from the spectra presehaf† to the presehaf representing the
quantity value object R$:

Mı. OA/ W †! R$ :
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The inverse image of a random variable is then given by

MA�1 W B.R/! Subcl†

� 7! ıo.e OA.�// DW S. OA; �/ :

Here

e OA W B.R/! P.N /

� 7! OEŒA 2 �
 DW e OA.�/

is the extended spectral measure of OA and the projection e OA.�/ represents the
proposition “if a measurement on A is performed, the result will lie in the Borel set
�”. The clopen sub-object ıo.e OA.�// DW S. OA; �/ is obtained via the daseinisation
map defined in Definition 2.2.2.

Definition 5.5.4 Given a random variable Mı. OA/ W †! R$ with associated inverse
image MA�1 W B.R! Subcl† we define the Subcl†-valued CDF function by:

E MA W R! Subcl†

r 7! MA�1.Œ�1; r
/ D ıo. OE OAr / D S. OA; Œ�1; r
/ ;

where E MA.�1/ D ; since OE OA�1 D O0 and E MA.C1/ D † since OE OAC1 D O1.

Clearly the map E MA can be decomposed as follows:

E MA D ı ı E OA W R! Subcl†

Theorem 5.5.1 Given a von Neumann algebra N and a self-adjoint operator OA 2
Nsa, then the map

E MA W R! Subcl†

is right-continuous.

Proof To show that E MA is right-continuous we need to show that

^

s>r

E MA.s/ D E MA.r/ :
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Since E MA is a map between presheaves, we need to show that the above equality
holds for each context V 2 N . In particular, for all V 2 N we have that

 
^

s>r

E MA.s/
!

V

D
 
^

s>r

ı. OE OAs /
!

V

D
^

s>r

ıo. OE OAs /V

D
^

s>r

^
f OQ 2 P.V/j OE OAs � OQg

D
^
f OQ 2 P.V/j

^

s>r

OE OAs � OQg

D
^
f OQ 2 P.V/j OE OAr � OQg

D ıo. OE OAr /V
D ı. OE OAr /V :

ut
Clearly E MA preserves meets therefore it has a left given by

o OA W Subcl†! R

S 7! inffr 2 RjS � E MA.r/g

which represents the Subcl†-quantile function associated to E MA. Applying such a
function to the special case for which S D ı. OP/ we obtain

o MA.ı. OP// D inffr 2 Rjı. OP/ � E MAg
D inffr 2 Rjı. OP/ � ı. OE OAr /g

D inffr 2 Rj OP � OE OAr g
D o OA. OP/ :

Now we would like to define the topos quantum analogue of both the CDF function
C OA and the quantile function q OA. This requires the notion of a probability measure
on † given in Definition 3.4.4.
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Definition 5.5.5 Given a state � with associated probability measure �� and the
inverse image MA�1 of a random variable MA, then the corresponding CDF is defined by

C MA W R! Œ0; 1


r 7! min
V2V.N /

��.E
MA.r// ;

where the minimum is obtained at those contexts V 2 V.N / such that OA 2 V .
From Definition 5.5.4, we know that E MA.r/ D MA�1.Œ�1; r
/ D ı. OE OAr /.

The corresponding quantile function is then given by the left adjoint of C MA which
is defined as follows:

q MA W Œ0; 1
! R

s 7! inffr 2 Rjs � C MA.r/g :



Chapter 6
What Information Can Be Recovered from
the Abelian Subalgebras of a von Neumann
Algebra

As explained in [26], the motivation for constructing topos quantum theory is
to render quantum theory more “realist”. This is done by expressing quantum
theory in terms of similar mathematical constructs used to formalise classical
physics, in the hope that the ensuing interpretation would be more “realist” (as
is the case for classical theory). This is achieved by describing quantum objects
in terms of presheaves in the topos SetsV.H/, where V.H/ is the poset of abelian
von Neumann subalgebras of the algebra of bounded operators B.H/. Each such
abelian subalgebra V 2 V.H/ represents a classical snapshot since it contain only
simultaneously measurable observables. Hence a quantum object can be seen as a
collection of classical approximation “glued” together by the categorical structure
of the base category V.H/. The quantum information is then contained in the
categorical structure of V.H/ which is also reflected at the level of presheaves. The
question that then comes to mind is the following: given a general von Neumann
algebra N and its collection of abelian subalgebras V.N /, how much of N , if
any, can be reconstructed from V.N /? This question was asked in [37]. There it
was shown that, if the initial von Neumann algebra N is abelian, then it can be
completely reconstructed from the poset of its abelian von Neumann subalgebras.
However, if the algebra N is not abelian, then it can only be reconstructed up to
its Jordan structure. This is because both N and its opposite op.N / have the same
collection of subalgebras but they are not necessarily isomorphic to each other [9].

6.1 Mathematical Preliminaries

In the following we will explain the results obtained in [37]. In order to make
the exposition more compatible with the original article we will utilise, whenever
possible, the notation put forward in [37].
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For clarity purpose we will recall a few definition regarding von Neumann
algebras which will be useful in understanding the content of this chapter. We will
start with the notion of the commutant of a given set. In particular consider the C�
algebra of all bounded operators on a Hilbert space H. This is denoted by B.H/.
Given a subset S of such an algebra, the commutant of S, which is denoted by S0, is
the set of elements in B.H/ which commute with each element of S. It follows
that the double commutant of S, which is denoted by S

00

, is the set of element
in B.H/ which commute with each element in S0. It is possible to define a von
Neumann algebra in terms of the notion of double commutant. In particular, a subset
N � B.H/ is a von Neumann algebra if N D N 00

, i.e. a von Neumann algebra is
equal to its own double commutant. The set of projections in a von Neumann algebra
N is denoted by Proj.N / and it forms an orthomodular lattice. It turns out that a
von Neumann algebra is uniquely determined by its set of projection. In particular
we have that

N D .Proj.N //00

:

Given a von Nuemann algebra N , a von Neumann subalgebra V of N is defined
to be a subset V � N which is itself a von Neumann algebra. In the following
sections we will consider particular types of von Nuemann subalgebras of a given
von Neumann algebra N .

Definition 6.1.1 Given a von Neumann algebra N , Sub.N / will denote the set of
all von Neumann subalgebras of N , AbSub.N / will denote the set of all abelian
subalgebras of N , and FAbSub.N / will denote the set of all abelian subalgebras of
N containing only finitely many projections. Each of these sets are ordered by set
inclusion.
Each of the above sets can be shown to be a lattice. In particular, Sub.N / is a
complete lattice where meets are given by intersection and, given a family .Vi/i2I of
subalgebras, the join is the weak closure of the algebra generated by Si, i 2 I.

AbSub.N / is a complete meet semilattice where joins are defined only for those
subsets which are closed under finite joins. If N is not abelian, then AbSub.N / has
no top element.

FAbSub.N / is a complete meet semilattice for which every meet is finite. If N
is not abelian, then FAbSub.N / does not have a top element.

Similarly, for an orthomodular lattice Proj.N / of projections in N we have the
following:

Definition 6.1.2 Sub.Proj.N // denotes the poset of subalgebras of Proj.N /
ordered by subset inclusion; BSub.Proj.N // denotes the poset of Boolean
subalgebras of Proj.N / ordered by subset inclusion and FBSub.Proj.N // denotes
the poset of finite Boolean subalgebras of Proj.N / ordered by subset inclusion.

Given two von Neumann algebras M and N , a *-isomorphism between them
is a map f W M ! N which is linear, bijective, preserves the involution �
and is such that f .ab/ D f .a/f .b/. On the other hand a *-antiisomorphism is a
map f W M ! N which is linear, bijective, preserves the involution � and is
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such that f .ab/ D f .b/f .a/. In previous sections we have seen that to each von
Neumann algebra N one can associate its Jordan algebra where the Jordan product
is defined as a ı b D 1

2
.abC ba/. Such a product is commutative but not necessarily

associative, as opposed to the von Nuemann product which is associative but not
necessarily commutative. If we now consider two von Neumann algebrasM andN ,
a Jordan isomorphism between them is a linear bijective function which preserves
the involution and it is such that f .a ı b/ D f .a/ ı f .b/. The following is a well
known result.

Theorem 6.1.1 Every Jordan isomorphism f W M ! N between von Neumann
algebras can be decomposed as a sum of a *-isomorphism and a *-antiisomorphism.

Of particular importance for the next section is a result by Dye.

Theorem 6.1.2 ([25]) Consider two von Neumann algebrasM andN without type
I2 summands. To each orthomodular lattice isomorphism  W Proj.M/! Proj.N /
there corresponds a unique Jordan *-isomorphism‰ WM! N , such that‰. OP/ D
 . OP/ for all OP 2 Proj.M/.
This theorem essentially tells us that ‰ extends the action of  on projections.
Given the spectral theorem by defining how ‰ acts on projections, one is able to
define its action on any other element in the algebra. Hence ‰ will be the unique
Jordan *-isomorphism which extends  .

Another important result which we will use in the next section is the following
theorem:

Theorem 6.1.3 ([38]) Given two orthomodular lattices (OML) L and M which
have no blocks with four elements, and an isomorphism � W BSub.L/ ! BSub.M/
of posets, then there is a unique isomorphism ˆ W L ! M with �.A/ D ˆŒA
 for
each Boolean subalgebra A of L.

We are interested in the particular case in which the orthomodular lattices
in question are Proj.M/ and Proj.N / for von Neumann algebras M and N ,
respectively. For the theorem to apply we require both Proj.M/ and Proj.N / not
to have any blocks with four elements. However, this is equivalent to the condition
that neither M nor N are isomorphic to C˚C or B.C˚C/. Therefore, rephrasing
the above theorem for the case at hand we obtain:

Corollary 6.1.1 Consider two von Neumann algebras M and N which are not iso-
morphic to C˚C nor B.C˚C/, then given an isomorphism W BSub.Proj.M//!
BSub.Proj.N // there exists a unique isomorphism ˆ W Proj.M/ ! Proj.N / with
�.A/ D ˆŒA
 for each Boolean subalgebra A of Proj.M/.

6.2 Reconstructing the Jordan Structure

In this section we will show how it is possible to retrieve the Jordan information of
a von Nuemann algebra N given the poset of abelian subalgebras of N .
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Theorem 6.2.1 ([37]) Consider two von Neumann algebras M and N , neither
isomorphic to C˚C and without type I2 summand. Given an order-isomorphism f W
AbSub.M/! AbSub.N / there exists a unique Jordan *-isomorphism F WM! N
such that f .S/ D FŒS
 for all S 2 N . Here FŒS
 denotes the image fF.s/js 2 Sg of
the set S under F.

Before proving this theorem we will need a few more results.

Lemma 6.2.1 Given a von Neumann algebra N , then there exists an order
isomorphism

‰ W FAbSub.N /! FBSub.Proj.N //

S 7! ‰.S/ WD S \ Proj.N /:

Proof First of all we need to show that the map ‰ is well defined. It is a known
result that the projections of any abelian subalgebra ofN form a Boolean subalgebra
of Proj.N / [1], hence S \ Proj.N / 2 FBSub.Proj.N //. To show that ‰ is order
preserving we need to show that if ‰.S/ � ‰.T/ then S � T. Assuming that indeed
‰.S/ � ‰.T/ then, since ‰.S/ D Proj.S/ and S D .Proj.S//

00

, it follows that
S D .‰.S//00 � .‰.T//00 D T. Clearly ‰ is injective by construction, hence all that
remains to be shown is that it is also onto. That is, for each T 2 FBSub.Proj.N//
we need to show that T D ‰.S/ for some S 2 FAbSub.N /. Assume we are given
T 2 FBSub.Proj.N // whose minimal elements are OP1; OP2; : : : ; OPn, then we define
the map � W Cn ! N such that �.�1; �2; : : : ; �n/ DPn

iD1 �i OPi. Clearly such a map
is a unital *-isomorphism which maps into N . In [1, Lemma 2.100] it was shown
that, given a normal unital *-isomorphism � from a von Neumann algebra M into a
von Neumann algebra N , then �.M/ is a �-weakly closed subalgebra of N , hence
a von Neumann algebra. This implies that �.Cn/ D S is a von Neumann subalgebra
of N . By construction S has finitely many projections and it is abelian. Moreover
‰.S/ D S \ Proj.M/ D B hence ‰ is onto. ut
Lemma 6.2.2 Given two orthomodular lattices M and N, then each order-
isomorphism ˛ W FBSub.N/ ! FBsub.M/ extends uniquely to an isomorphism
ˇ W BSub.N/! BSub.M/.

Proof To prove the above Lemma we need to recall the definition of an ideal of a
partially ordered set. This is a non-empty subset I such that .8x 2 I/y � x) y 2 I
and 8x; y 2 I 9z 2 I s.t. .x � z/^ .y � z/, i.e. I is a downset. In the case at hand we
define I to be that downset of FBSub.N/, such that any two elements in I have a join
and that join belongs to I. In particular, for any element x 2 BSub.N/, we define an
ideal I of FBSub.N/ to be the set Ax D# x \ FBSub.N/ D fz 2 FBSub.N/jz � xg.
Clearly if w; y 2 Ax then w _ y 2 Ax since w � x and y � x. Moreover y � w _ y
and w � w _ y hence the second condition of an ideal is satisfied. Regarding the
first condition, for any y 2 Ax if w � y then clearly w � x and w 2 Ax. It is easy to
see that the join of Ax in BSUb.N/ is x. Since each finitely generated subalgebra in a
subalgebra lattice is compact, all ideals in FBSub.N/ are of the form defined above.
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Next, given an order-isomorphism ˛ W FBSub.N/ ! FBsub.M/, we construct
ˇ W BSub.N/! BSub.M/ as follows:

ˇ.x/ D
_
˛Œ# x \ FBSub.N/
:

Since ˛ is an isomorphism it preserves ideals hence the join is well defined since
˛Œ# x \ FBSub.N/
 is an ideal in FBSub.M/. To show that ˇ is order preserving
we need to show that if ˇ.x/ � ˇ.y/ then x � y. If ˇ.x/ � ˇ.y/, then from the
definition

W
˛Œ# x \ FBSub.N/
 � W˛Œ# y \ FBSub.N/
, therefore for each z 2#

x\FBSub.N/ it follows that ˛.z/ �W˛Œ# x\FBSub.N/
 �W˛Œ# y\FBSub.N/
.
Since ˛ is an order isomorphism and each finite Boolean subalgebra is compact1 it
follows that z � WŒ# y \ FBSub.N/
 D y. This is true for all z 2# x \ FBSub.N/,
hence x � y.

The fact that ˇ is one-two-one is obvious, hence all that remains to be shown
is that it is onto. Clearly given any x 2 BSub.M/ with associated ideal Ix D# x \
FBSub.M/ D fz 2 FBSub.M/jz � xg in FBSub.M/, then x D W

Ix. Since ˛ is
an order-isomorphism ˛�1.Ix/ is an ideal in FBSub.N/ and, as such, it has a join
y 2 BSub.N/, i.e. y D W˛�1.Ix/ DWŒ# y \ FBSub.N/
. Then ˇ.y/ D x.

We have then showed that ˇ, as defined above, is an order-isomorphism and
clearly it extends ˛. For uniqueness, consider any other order-isomorphism ˇ0 W
BSub.N/ ! BSub.M/ which extends ˛, then by definition ˇ0 preserves joins,
hence ˇ0.x/ D ˇ0.

W
Œ# x \ FBSub.N/
/ D W

ˇ0Œ# x \ FBSub.N/
 D W
˛Œ#

x \ FBSub.N/
 D ˇ.x/. ut
We are now ready to prove Theorem 6.2.1

Proof As a first step we will show that there exists a functorial assignment for each
order-isomorphism f W AbSub.M/ ! AbSub.N / of a Jordan *-isomorphism F W
M ! N . In particular, assume we have an order-isomorphism f W AbSub.M/ !
AbSub.N /, this clearly restrict to an order-isomorphism g W FAbSub.M/ !
FAbSub.N / since the elements in FAbSub.M/ are those elements in AbSUb.M/

which have only finitely many elements beneath them. From Lemma 6.2.1 it follows
that there exist two order-isomorphisms ‰M W FAbSub.M/ ! FBSub.Proj.M//;
S 7! S\Proj.M/ and‰N W FAbSub.N / 7! FBSub.Proj.N // ; T 7! T \Proj.N /.
We then obtain the following diagram:

1Given a partially ordered set L, then an element a 2 L is compact if for any directed subset P � L,
if P has a supremum and a 
 Sup.P/, then a 
 d for some d 2 Sup.P/.
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Clearly the unique h W FBSub.Proj.M// ! FBSub.Proj.N //, which makes the
diagram commute, will be defined as h.S \ Proj.M// D g.S/ \ Proj.N / for
each S 2 FBSub.Proj.M//. From Lemma 6.2.2 this extends uniquely to an order-
isomorphism j W BSub.Proj.M// ! BSub.Proj.N //. As shown in [38] and in
Theorem 6.1.3: given two orthomodular lattices (OML) M;N without any 4-element
blocks, then to any order-isomorphism ˛ W BSub.N/! BSub.M/ there corresponds
a unique OML-isomorphism ˇ W N ! M, such that ˛.A/ D ˇŒA
. We can use this
result for our map j. In fact, since neither M nor N are isomorphism to C˚ C nor
B.C˚ C/, then Proj.M/ and Proj.N / have no 4-elements blocks. It follows that
the map j determines a unique map k W Proj.M/! Proj.N / such that j.A/ D kŒA

for all A 2 Proj.M/.

In [25] it was shown that, given two von Neumann algebras M and N , without
type I2 summand, then for any OML-isomorphism � W Proj.M/ ! Proj.N /
there is a unique Jordan *-isomorphism 	 W M ! N with �. OP/ D 	. OP/ for all
OP 2M (See Theorem 6.1.2). This result shows that k uniquely extends to a Jordan
*-isomorphism F WM! N .

Next we consider two categories vNa1 and vNa2 the objects of which are both
von Neumann algebras but whose morphisms are defined differently. In particular,
consider two algebras M and N in vNa1, then a morphism between M and N is
defined to be an order-isomorphism f W AbSub.M/ ! AbSub.N /. On the other
hand, given the same two objects M;N 2 vNa2, then a morphisms between them
is defined to be a Jordan *-isomorphism F W M ! N . Let us then construct a
functor between these to categories which acts trivially on object and which assigns
to each order-isomorphism f W AbSub.M/ ! AbSub.N / the associated Jordan
*-isomorphism F W M ! N . Clearly F extends the action of f on projections,
since we defined it that way. Moreover, since a Jordan homomorphism is uniquely
determined by how it acts on projections it follows that the assignment f 7! F is
unique. Functoriality then follows from this uniqueness. In particular if F and G
extend the action of f and g on projections, it follows that G ı F extends the action
of g ı f and Id does the same as id.

Since f extends to F, it follows that f�1 extends to F�1. We will now show that
for every projection OP 2 N , OP 2 FŒS
 iff p 2 f .S/ for any S 2 AbSub.M/. To
this end let < OP > be the abelian subalgebra generated by OP. If OP 2 f .S/ then
< OP >� f .S/. Since f is an order-isomorphism then f�1 < OP >� S. However, since
F�1 extends f�1, then one has that f�1.< OP >/ D F�1.< OP >/, therefore OP 2 f .S/
is equivalent to F�1.< OP >/ � S which is equivalent to F�1. OP/ 2 S. Since F is a
unital order-isomorphism then F�1. OP/ 2 S is equivalent to OP 2 F.S/.

Next we need to show that both FŒS
 and f .s/ are von Neumann subalgebras of
N . We do this by claiming that given any S 2 AbSub.M/ then FŒS
 2 AbSub.N /.
Clearly, since S is abelian and F is a Jordan *-isomorphism, it follows that FjS
preserves the associative product. Moreover from [1, Prop. 4.19] it follows that
F is a unital order-isomorphism and its restriction FjS W S ! N is a normal
unital *-isomorphism into N . From [1, Lemma 2.100] it follows that FjSŒS
 is a
von Neumann subalgebra of N which is clearly abelian hence FŒS
 D FjSŒS
 2
AbSub.N /.
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Since both FŒS
 and f .s/ are von Neumann subalgebras of N , and since they
contain the same projection they have to be the same, hence FŒS
 D f .S/.

Finally we need to show that F is unique, i.e. given any other Jordan
*-isomorphism G W M ! N such that f .S/ D GŒS
 for each S 2 AbSub.M/,
then F D G. Because of the spectral theorem, if FŒ OP
 D GŒ OP
 for all OP 2 Proj.M/,
then F D G since any other operator can be written in terms of the projections
operators in the algebras. Therefore we only need to show that F and G agree on
Proj.M/. However from the result in [38] and Theorem 6.1.3 it suffices to show
that F and G agree on each Boolean subalgebra of Proj.M/. From the uniqueness
in Lemma 6.2.1 it is enough to show that FŒT \ Proj.M/
 D GŒT \ Proj.M/


for each T 2 FAbsub.M/. But since we have assumed that GŒS
 D FŒS
 D f .S/
for all S 2 AbSub.M/ then clearly for T 2 FAbsub.M/, GŒT
 D FŒT
, therefore
F D G. ut

Interestingly enough the converse of the above theorem is also true, namely:

Theorem 6.2.2 Given two von Neumann algebras M and N and a Jordan
*-isomorphism F W M ! N between them, then F induces a unique order-
isomorphism f W AbSub.M/ ! AbSub.N / such that for all S 2 AbSub.M/,
f .S/ D FŒS
.

Proof The proof is a straightforward consequence of the fact that a Jordan
*-isomorphism preserves commutativity, hence F maps abelian subalgebras of M
to abelian subalgebras of N . Moreover since it is an isomorphism it does so in a
bijective order preserving way hence f W AbSub.M/ ! AbSub.N / is an order-
isomorphism. ut

The result of Theorem 6.2.1 is very important since it allows us to recover the
Jordan structure of a von Nuemann algebra from its poset of abelian sub algebras.
The question that still remains to be answered is if and how the full von Neumann
structure can be recovered. This could be done by adding additional information
on the poset of abelian subalgebras which would allow us to retrieve the full von
Neumann algebra. A step in this direction is given by orientation theory [1].



Chapter 7
Grothendieck Topoi

In this chapter we will describe the topos of sheaves over a category C equipped
with a Grothendieck topology. In [26] we came across the definition of sheaf over
a topological space X. This definition relied solely on the lattice of open sets of the
topological space X, i.e. on the topology. In this chapter we would like to extend the
notion of topology so as to be able to define sheaves on this more general ‘topology’.

7.1 Grothendieck Topology

In this section we will try to generalise the notion of a topology. As a first step we
will consider the concept of a covering which is central to topologies. The rigorous
definition of a covering is as follows:

Definition 7.1.1 Given a topological space X, a cover C of X is a collection of
subsets Ui � X such that X D Si Ui. If each Ui is open then C is an open cover.
The notion of a cover also extends to subsets of the entire space X.

Definition 7.1.2 Given a subset Y � X, then a cover of Y is a collection of subsets
Ui � X such that Y �Si Ui.
If we now consider the above definition in categorical language, then the notion of a
subset would be replaced with that of a monic arrow whose codomain is X or Y. The
particular category we will consider is the category O.X/, which has as objects open
subsets of the topological space X, while a morphism V ! U in O.X/ is defined iff
V � U. Given such a category, the definition of a covering is as follows:

Definition 7.1.3 Given the category O.X/ of open subsets of the topological space
X, a covering of an open U 2 O.X/ is a family fUiji 2 Ig of opens in X, such that
Ui ! U for all i 2 I and U �Wi Ui.
In other words fUi ! Uji 2 Ig covers U iff U �Si Ui.
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From the definition of a cover it is easy to see that if we are given a cover fUi !
Uji 2 Ig of U and V � U, then fUi \ V ! Vji 2 Ig is a cover of V . In fact,
V D V \U � V \Si Ui DSi V \Ui. This implies that any map V ! U in O.X/
can be used to ‘pullback’ covers.

We now recall the definition of a sieve

Definition 7.1.4 A sieve on an object A 2 C is a collection S of morphisms in C
whose codomain is A and such that, if f W B ! A 2 S then, given any morphisms
g W C! B we have f ı g 2 S, i.e. S is closed under left composition:

B
f

A

C

g
fog

Given a sieve S on A, if f W B ! A belongs to S then the pullback of S by f
determines a sieve on B, i.e.

f �.S/ WD fh W C! Bj f ı h 2 Sg D fh W C! Bg

is a sieve on B. Such a sieve is called a principal sieve (i.e. the sieve which contains
the identity arrow) and it is denoted by # B.

If we apply the definition of a sieve in the context of the category O.X/, then
sieve a S on U is a set S D fV 2 O.X/jV � Ug such that, if V 2 S and V 0 � V ,
then V 0 2 S. Given this definition of a sieve it is clear that S is a cover of U iff
U �SV2S V . We will now show several properties of a covering sieve.

1. Maximal sieve. The sieve S which contains U itself (the principal sieve) is a
covering of U.
Proof : Clearly if U 2 S then U �SV2S V .

2. Stability axiom. If S is a covering of U, then for any U0 � U, U0 \ S is a
cover of U0.
Proof : U0 D U0 \U � U0 \SV2S V D SV2S V \U0.

3. Transitivity axiom. If S is a covering of U and R is any sieve on U such
that for all U0 2 S, U0 \ R is a covering on U0, then R is a covering of U.
Proof : Since S covers U then U �SU02S U0. From the fact that for each U0 2 S,
U0 \ R is a covering on U0, it follows that U0 � SV2.U0\R/ V D S

V02R V 0 \ U0.
Putting the two results together we have that U � S

U02S

S
V02R V 0 \ U0 DS

U02S U0 \ SV02R V 0. It then follows that U � S
V02R V 0, i.e. R is a covering

of U.

The above discussion reveals how, as far as the category O.X/ is concerned,
the (canonical) notion of a covering can be given in terms of sieves. Generally,
however, given a topological space X, the covering defined in Definition 7.1.1 is not
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necessarily a sieve but it does generate one, namely the sieve consisting of all those
opens V � X, such that V � Ui for some Ui in the cover. In this case the coverings
fUi ! Uji 2 Ig generate covering sieves.

We would now like to generalise the definition of coverings in terms of sieves
for a general category, not only for O.X/. It is precisely this generalisation that
represents an extension of the notion of a topology on a category C and goes by the
name of Grothendieck topology.

Definition 7.1.5 ([55]) Given a category C, a Grothendieck topology is a function
J which assigns for each object C 2 C a collection J.C/ of sieves on C, such that
the following conditions hold:

C.1 Maximal sieve. J.C/ contains the maximal sieve on C.
C.2 Stability axiom. If S 2 J.C/, given any arrow h W D! C, then h�.S/ 2

J.D/.
C.3 Transitivity axiom. Given S 2 J.C/ and R is any sieve on C such that,

for all h W D! C in S h�.R/ 2 J.D/, then R 2 J.C/.

When S 2 J.C/ then we say that S is a covering sieve of C or is a J-cover. A
straightforward consequence of the above definition is the following:

Corollary 7.1.1 Given a sieve S 2 J.C/ then if S � R it follows that R 2 J.C/.

Proof Given any f W D ! C in S, then f �S is the principal sieve on C and thus
f �S 2 J.C/. Moreover, since S � R then f �S � f �R, thus f �R is also the principal
sieve on C and f �R 2 J.C/. Since this is true for any f 2 S, from the transitivity
axiom it follows that R 2 J.C/. ut

The above Lemma uncovers the fact that if a topology J on a category C contains
a sieve S on C, then it also contains all sieves on C, which are coarser (bigger) then S.
Therefore, given two Grothendieck topologies J and J0 on the same category C, such
that J.C/ � J0.C/, then J0 contains all sieves on C which are finer than those of J.
The fact that we can compare sieves allows us to compare Grothendieck topologies.

Definition 7.1.6 Given two topologies J and J0 on C, we say that J0 is finer than J
if for all objects C 2 C, then J.C/ � J0.C/. In this case the topology J is called
coarser than J0 and it is denoted by J � J0.
The two extreme examples of topologies on a category C are the discrete topology
and the trivial topology. The discrete topology is the topology for which, given any
C 2 C, then J.C/ contains all sieves on C. On the other hand, the trivial topology
is the topology for which, given any C 2 C, then J.C/ contains only the principal
sieve on C.

We have now the necessary tools to define a site.

Definition 7.1.7 A site is a pair .C; J/ consisting of a category C and a Grothendieck
topology J.
It is also possible to define covering sieves of arrows rather than objects. In
particular, we say that a sieve S on C covers an arrow f W D ! C if f �S covers
D. It follows that S 2 J.C/ iff S covers the identity arrow on C. It is then possible to
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re-write the axioms of a Grothendieck topology in terms of sieves covering arrows
rather than objects.

Definition 7.1.8 ([55]) Given a category C, a Grothendieck topology is a function
J which assigns, for each object C 2 C, a collection J.C/ of sieves on C such that
the following conditions hold:

C’.1 Maximal sieve. If S is a sieve on C and f 2 S then S covers f .
C’.2 Stability axiom. If S covers an arrow f W D! C, given any other arrow

h W E! D, then S covers f ı h W E! C.
C’.3 Transitivity axiom. If S covers an arrow f W D! C and R is any sieve

on C such that it covers all arrows in S, then R covers f .

We will now prove that Definitions 7.1.5 and 7.1.8 are equivalent.
We will start buy assuming that conditions C’.1, C’.2 and C’.3 hold and show

that this entails that conditions C.1, C.2 and C.3 also hold. In particular, if C’.1
holds, then f �S 2 J.dom. f / and it is the principal sieve on dom. f /. By choosing
f D idC, then condition C.1 follows. Similarly if C’.2 holds then if f �S 2 J.D/,
given any other arrow h W E ! D, it follows that . f ı h/ � S D h � . f � S/ 2 J.E/.
By choosing f D idC then condition C.2 holds. Finally we assume condition C’.3
holds. If f � .S/ 2 J.D/ and R is any sieve on C such that for any g in S, then
g � .R/ 2 J.dom.g//, it follows that f � .R/ 2 J.D/. By taking f to be idC then
condition C.3 follows.

Conversely, let us assume that condition C.1–C.3 hold. To prove C’.1 we need
to show that given a sieve S on C and f 2 S then S covers f . However, from C.2
we know that f �.S/ 2 J.dom. f //, therefore S covers f . To prove C’.2 we need to
show that if S covers an arrow f W D ! C (if f �S 2 J.D/), given any other arrow
h W E ! D, then . f ı h/�S D h�. f �.S// 2 J.D/. By applying C.2 with S replaced
by f �S the result follows. Finally to prove condition C’.3 let us assume that S covers
an arrow f W D! C and R is any sieve on C such that it covers all arrows in S. This
means that f �S 2 J.D/ and for all g 2 S, g�R 2 J.dom.g//. We now need to show
that R covers f , i.e. f �R 2 J.D/. Now given any h 2 f �S, then from the definition of
a pullback of a sieve it follows that f ı h 2 S. Therefore our condition tells us that
. f ı h/�RD h� . f � .R// 2 J.dom.h//. Since this is valid for any h it follows from
condition C.3 that f �R 2 J.D/.

We now give some useful results concerning sieves.

Lemma 7.1.1 (Common Refinement) If R; S 2 J.C/ then S \ R 2 J.C/.

Proof Given any map f 2 S then, from the stability axiom, f �.S \ R/ D f �.S/ \
f �.R/ D f �.R/ 2 J.C/. Since this is valid for any f , from the transitivity axiom it
follows that S \ R 2 J.C/. ut
As with the definition of a Grothendieck topology the common refinement Lemma
can also be stated in terms of arrows.
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Lemma 7.1.2 If both R and S cover f W D! C, then R \ S covers f .

Proof The condition that both R and S cover f implies that f �R; f �S 2 J.D/. Now
consider g 2 f �.S/, then by definition f ı g 2 S thus, by C’.2 we obtain . f ı g/�.S\
R/ D g�. f �.R \ S// 2 J.dom.g//. Now since the set of sieves on an object is a
complete lattice, then R \ S is a sieve on C and f �.S \ R/ is a sieve on D. We then
have that f �.S/ 2 J.D/ and f �.S \ R/ is a sieve on D such that for any g 2 f �S,
g�. f �.S \ R// 2 J.dom.g//. It then follows from C.3 that f �.S \ R/ 2 J.D/, i.e.
S \ R covers f . ut

Similarly as in general topology, also in the context of Grothendieck topologies
we have the notion of a basis. In order to introduce such a notion we first need to
explain what a generated sieve and covering family are. To this end we note that a
sieve S on C can be seen as a sub-object of y.C/ in SetsC

op
where y W C ! SetsC

op
;

C 7! HomC.�C/ is the Yoneda embedding (Lemma A.7.2) [55]. Having said that
we can define the generated sieve as a particular presheaf.

Definition 7.1.9 (Generated Sieve) Consider a family of morphisms D D f fi W
Di ! Cgi2I in C. This family generates a sieve SD on C defined on:

1. Objects: given any object A 2 C we define a subset SD.A/ � y.C/.A/ as

SD.A/ WD
[

i2I

. fi/�y.Di/.A/:

2. Morphisms: Given a morphisms g W B! A in C, then

SD.g/ W SD.A/! SD.B/

h 7! h ı g:

Clearly the above is a sub-object of y.C/ in SetsC
op

, i.e. it is a sieve. In particular,
SD is that sieve on C whose elements all factor via some element of the family D,
i.e. as a set we have SD WD f f ı gj f 2 D; dom. f / D cod.g/g.
Definition 7.1.10 (Covering Family) Given a site .C; J/. A family of morphisms
D D f fi W Di ! Cg in C is called a J-covering family of C if the sieve SD generated
by D is in J.C/, i.e. if SD is a J-covering.

From this definition it is straightforward to see that if we are given two
Grothendieck topologies J and J0 on C, such that J � J0, any J-covering family
is also a J0-covering family. In fact, if D D f fi W Di ! Cg is a J-covering family,
then SD 2 J.C/ � J0.C/.

As we will explain shortly, Grothendieck topologies can be generated by
covering families. As an example consider an object C 2 C, and the set D.C/ of
families of morphisms D D f fi W Di ! Cg in C. Then there exists a coarsest
Grothendieck topology J on C for which all the families in D.C/ are J-coverings.
Such a topology is called the topology generated by the families D.C/.
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An interesting exercise to better understand how Grothendieck topologies work
is to construct the relative topology on an slice category In particular, given a site
.C; J/, then for any element B 2 C, J induces a topology J0 on C=B, defined as
follows:
Consider an object x W X ! B 2 C=B and let S be a sieve on X, then we define the
sieve Sx on x as1 the functor

Sx W .C=B/op ! Sets

y W Y ! B 7! Sx. y/ WD fg W Y ! X 2 S. Y/j y D x ı gg
h W y0 ! y 7! h� W Sx. y/! Sx. y0/ s.t. h�.g/ WD g ı h:

We now need to show that the above map is well defined and is a functor. For being
well defined we require that the object h�.g/ WD g ı h is indeed in Sx.y0/. However,
since g 2 Sx.y/ then y D x ı g. Moreover, the map h W y0 ! y 2 C=B induces the
commutative diagram

therefore y0 D y ı h D x ı g ı h, thus g ı h 2 Sx.y0/.
Next we need to show that the functor Sx is well behaved under composition

and with respect to the identity. Let us consider f W x0 ! y0 and h W y0 ! y. Then
Sx.hıf /.g/ D .hıf /�.g/ D f �.h�.g// D gıhıf and Sx. f /ıSx.h/.g/ D f �ıh�.g/ D
g ı h ı f . Similarly, one can show that Sx.idy/ D idSx.y/. Now that we know that the
above functor is well defined we need to show that it is a sieve. This follows trivially
by noting that Sx is a subfunctor of y.x/ W .C=B/op ! Sets.

Exercise 7.1.1 Show that the associated set Sx DSy2C=B Sx.y/ is

Sx WD fg 2 Sj given any y W dom.g/! B 2 C=B; y D x ı gg:

We then define the induced topology, for each x 2 C=B as J0x D fSxjS 2 J.X/g.
As a next step we now need to show that conditions C.1–C.3 of Definition 7.1.5

for a Grothendieck topology hold for J0. We will do this in terms of the set Sx

rather than the functor Sx. First of all we need to show that indeed Sx, as defined in
Exercise 7.1.1, is a sieve. Therefore we need to show that given any g W y! x 2 Sx

and f W x0 ! g 2 C=B, where x0 W X0 ! B, then g ı f 2 Sx. However, if g 2 Sx then
g 2 S, therefore, given f W X0 ! Y, then g ı f 2 S. To show that g ı f 2 Sx, we need
to show that, given any x0 W X0 ! B, then x0 D x ı g ı f . But we know that g 2 Sx

1Here we will frequently use that fact that, given two objects x W X ! B and y W Y ! B in C=B,
then a map g W y! x in C=B is defined in terms of the map g W Y ! X in C.
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implies that for any y W Y ! B, y D xıg. The result then follows by simply defining
x0 WD y ı f and chasing the commutative diagram

Let us now define the induced topology J0 for each x 2 C=B as

J0.x/ WD fSxjS 2 J.X/g:

It remains to show that J0 is indeed a Grothendieck topology, i.e. that it satisfies
conditions 1–3 in Definition 7.1.5. For 1. we note that, given any X 2 C the principal
sieve R belongs to J.X/, then the associated sieve Rx will be the principal sieve on x
by construction.

For condition C.2, let us assume that Sx 2 J0.x/ and let us consider a map f W
x0 ! x in C=B given by f W X0 ! X, such that x0 D x ı f . In terms of the topology
J this translates in S 2 J.X/, but since J is a Grothendieck topology it follows
that f �.S/ 2 J.X0/ and thus . f �.S//x 2 J0.x0/. What we wanted to show was that
f �.Sx/ 2 J0.x0/. For this to be the case we need to prove that . f �.S//x0 D f �.Sx/. On
the one hand

f �.Sx/ D fgjcod.g/ D X0; f ı g 2 Sxg
Definition of SxD fgjcod.g/ D X0; f ı g 2 S; for any y W dom.g/! B 2 C=B; y D x ı f ı gg
Definition of f �SD fg 2 f �.S/j for any y W dom.g/! B 2 C=B; y D x ı f ı gg
Definition of x0D fg 2 f �.S/j for any y W dom.g/! B 2 C=B; y D x0 ı gg
D f �.S/x0 :

For condition C.3 let us assume that Sx 2 J0.x/ and let S0x be a sieve on x such
that for all f W x0 ! x 2 Sx, then f �.S0x/ 2 J0.x0/. We want to show that S0x 2 J0.x/.
In terms of the topology J the assumptions we have imply that for all f W X0 ! X
in S with x0 D x ı f , then f �.S/ 2 J.X0/. From the definition of maps in the comma
category we can define x0 D x ı f , then, applying condition C.3 to the Grothendieck
topology J we obtain S0 2 J.X/. It then follows that S0x 2 J0.x/.

Exercise 7.1.2 Prove that the functor Sx satisfies conditions C.1–C.3 of Defini-
tion 7.1.5.

Exercise 7.1.3 Show that S D Sx for all x 2 C=B.
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Now that we have introduced the notion of a generating sieve, we will define
the notion of a basis of a Grothendieck topology. For this we will assume that the
category we are working with has pullbacks.

Definition 7.1.11 Given a category C will pullbacks, a basis for a Grothendieck
topology on C is a function K which assigns to each object C 2 C a set K.C/, whose
elements are families D D f fi W Di ! Cgi2I of morphisms with codomain C subject
to the following conditions:

B.1 For each C 2 C, the set f f W C0 ! Cj f is an isomorphismsg is in K.C/;
B.2 Given f fi W Di ! Cgi2I 2 K.C/, for any morphisms g W B! C, then the family

of pullbacks fDi �C B! Bgi2I is in K.B/;
B.3 Given a family f fi W Di ! Cgi2I 2 K.C/ and, for each i 2 I, a family fgij W

Bij ! Digj2Ii 2 K.Di/, then the family of composites f fi ı gij W Bij ! Cji 2
I; j 2 Iig is in K.C/.

The pair .C;K/ is called a site and the elements of each set K.C/ for C 2 C are the
covering families.

Exercise 7.1.4 Show that a Grothendieck topology J satisfies B.2, B.3 in Defini-
tion 7.1.11 above but not B.1.

Definition 7.1.12 Given a basis K on a category C, this generates a Grothendieck
topology J as follows:

S 2 J.C/ iff 9 D 2 K.C/ s.t. D � S:

We now show that indeed J, as defined above, is a Grothendieck topology.

Proof We need to show that J as defined in Definition 7.1.12 satisfies condition 1–3
in Definition 7.1.5.

C.1 Assume that S is the principal sieve on C, we want to show that there exists
an element R 2 K.C/ such that R � S. From condition B.1 we know that
R D f idC W C! Cg 2 K.C/. Clearly R � S, therefore S 2 J.C/.

C.2 Assume that S 2 J.C/, therefore there exists an R 2 K.C/ such that R � S.
Now given any h W D ! C we want to show that h�.S/ 2 J.D/. This is
equivalent to showing that there exists an R0 2 K.D/ such that R0 � h�.S/.
We choose R0 to be constructed as in B.2, i.e. R0 D fg W D �C Ci ! Dgi2I .
That is, R0 is the set of all those arrows which are constructed via the following
pullback diagram for some fi 2 R

Clearly R0 � h�.S/ WD fkjcod.h/ D D; g ı k 2 Sg, therefore h�.S/ 2 J.D/.
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C.3 Assume that S 2 J.C/, therefore there exists a T 2 K.C/ such that T � S.
Next we have a sieve R on C such that for all h W D ! C 2 S, then h�R 2
J.D/. This implies that there exists a T 0 2 K.D/ such that T 0 � h�.R/. Since
T � S, then for each hi W Ci ! C 2 T � S we construct T 0 as in B.3, i.e.
T 0 D fgij W Dij ! Cij j 2 Ijg 2 K.Ci/. Clearly from the definition of h�.R/
and the property of sieves being closed under left composition, it follows that
T 0 � h�.R/. Now we can apply B.3 to obtain the composite T

00 D fhi ı gij W
Dij ! Cji 2 I; j 2 Ijg 2 K.C/. It remains to show that T

00 � R. But since
T 0 � h�i .R/ D fgjcod.g/ D D; hi ı g 2 Rg, then for any gij it follows that
hi ı gij 2 R, therefore T

00 � R and R 2 J.C/.
ut

Exercise 7.1.5 Show that Definition 7.1.12 is equivalent to the following definition:

Definition 7.1.13 Given a basis K, the Grothendieck topology generated by K is
the coarsest topology on C such that all R 2 K.C/ (for all C 2 C) are J-covering
families as defined in Definition 7.1.10.

Definition 7.1.14 Given two families R D f fi W Di ! Cg and R0 D fgj W Dj ! Cg,
then we say that R refines R0 if every element fi 2 R factors through an element
gi 2 R0.
Note that, for a given topology J, there exists a maximum basis K which generates
J. This is given by:

R 2 K.C/, SR 2 J.C/ where SR D f f ı gj f 2 R; dom. f / D cod.g/g:

Lemma 7.1.3 Given any two families of covers R;R0 2 K.C/ then there exists a
common refinement.

Proof Given R;R0 2 K.C/, then SR; SR0 2 J.C/. From Lemma 7.1.1 it follows that
SR\SR0 2 J.C/, therefore there exists a T 2 K.C/ such that T � SR\SR0 . Therefore
T � SR and T � SR0 . This, in turn, means that T refines both R and R0. ut

As an example consider again the category O.X/ for some topological space X.
We defined the basis K onO.X/ by f fi W Ui ! Xji 2 Ig 2 K.X/ iff each Ui is open in
X and

S
i2I Ui D X. This is the so-called open cover topology (see Definition 7.1.1).

We now need to show that, indeed, this definition of K satisfies conditions B.1–B.3
of being a basis. Clearly f idU W U ! Ug satisfies the requirement of belonging to
K.U/. For condition B.2, consider a family f fi W Ui ! Ugi2I 2 K.U/, then given a
morphisms g W V ! U we want to show that fV�U Ui ! Vg 2 K.V/. Now in O.X/
the arrows are given by subset inclusion and the pullback by intersections, hence the
pullback V \Ui ! V is monic. Since finite intersections of opens are open, V \Ui

is open. Finally, since V � U D Si Ui, it follows that indeed
S

i V\Ui D V , hence
fV �U Ui ! Vg 2 K.V/. To show that B.3 holds, consider the family f fi W Ui !
Ugi2I 2 K.U/ such that for each i 2 I the family fgij W Vij ! Uigj2Ii 2 K.Ui/. We
want to show that f fi ı gij W Vij ! Uji 2 I; j 2 Iig 2 K.U/. Since compositions of
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monics are monics, Vij � U. Moreover, given U D S
i2I Ui and Ui D S

j2Ij
Vij, it

follows that U D Si2I

S
j2Ij

Vij.

7.2 Grothendieck Sheaves

We now will introduce the definition of a sheaf on a site. In order to do so, we will
first recall the definition of a sheaf on a general topological space which relies solely
upon the lattice of open sets of that space.

Roughly speaking, a sheaf can be thought of as a fibre bundle in which the fibres
may vary from point to point. Formally a sheaf is a presheaf with values in the
category of sets that satisfies the following two axioms:

1. Given an open set U with open covering Ui, if s; t 2 F.U/ are such that sjUi D tjUi

for all i, then s D t.
2. Given an open set U with open covering Ui, and si 2 F.Ui/ for all i, such that

for each pair Ui and Uj, sijUi\Uj D sjjUi\Uj , then there exists s 2 F.U/ such that
sjUi D si for each i. “s” is called the gluing, while the si (for each i) are called
compatible.

Axioms (1) and (2) state that compatible sections can be uniquely glued together.
The definition of a sheaf given in [26] was:

Definition 7.2.1 A sheaf of sets F on a topological space X is a functor F W
O.X/op ! Sets, such that each open covering U D S

i Ui, i 2 I of an open set
U of X determines an equaliser

where for t 2 F.U/ we have e.t/ D ftjUi ji 2 Ig and for a family ti 2 F.Ui/ we
obtain

pftig D ftijUi\Ujg; qftig D ftjjUi\Ujg : (7.2.1)

Given the definition of product in a category [26, 55] it follows that the maps e,
p, and q above are determined through the diagram
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An equivalent way of defining a sheaf is as follows:

Lemma 7.2.1 ([55]) Given a presheaf P on a space X, then P is a sheaf iff for every
open U � X and every covering sieve S on U the inclusion iS W S ! y.U/ induces
an isomorphism

Hom.y.U/;P/ ' Home.S;P/

In the above, y represents the Yoneda embedding (Lemma A.7.2).

Proof Given a covering
S

i Ui D U of U we can construct an equaliser

where E consists of all those elements ti 2 P.Ui/ such that tijUi\Uj D tjjUi\Uj . We
then consider the associated sieve of the cover Ui, i.e. the sieve S consisting of all
subsets V of U, such that V � Ui for some Ui in the cover. This allows us to define,
for any V 2 S, such that V � Ui, tV WD tijV . Since tijUi\Uj D tjjUi\Uj , it follows that
the definition of tV is independent of the i, therefore E becomes the set of all those
family of elements tV 2 P.V/ with V 2 S, such that tV jV0 D tV0 whenever V 0 � V .

From previous discussion we have seen that a sieve S on an element U can be
seen as a subfunctor S of y.U/ D Hom.�;U/ 2 SetsO.X/

op
. In particular, for each

V 2 O.X/ we have S.V/ D 1 if V 2 S and S.V/ D ; otherwise. It follows that
for each V 2 S, then the component S.V/ ! P.V/ of the natural transformation
S! P represents the element tV . Therefore each tV 2 E gets replaced by a natural
transformation and E becomes Hom.S;P/.
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The inclusion iS W S! y.U/ induces a map

.iS/
� W Hom.y.U/;P/! Hom.S;P/

. f W y.U/! P/ 7! . f jS W S! P/:

We can now construct the following diagram

where the arrows e; p; q are defined as in Definition 7.2.1 and Hom.yU;P/ Š P.U/
is a consequence of the AYoneda embedding (see Lem. 8.4.3 [26], Lemma A.7.2).
The map d is the equaliser such that for all g W S! P, then d.g/ D gjUi.1/ 2 P.Ui/.
The property of d being an equaliser implies that the square commutes. Since e is
also an equaliser, then its universal property requires .iS/� to be an isomorphism.
It then follows that P is a sheaf iff for each covering Ui, .iS/� is an isomorphism,
where S is the corresponding covering sieve. ut

Having discussed the definition of a sieve, we will now define sheaves on a site,
first with respect to a Grothendieck topology J and then with respect to a basis K. In
order to prove the equivalence of these two definition we will utilise Lemma 7.2.1.

First of all we need to define a presheaf P on a cite .C; J/. However, since the
definition of a presheaf does not depend on the topology of the base category, P is
simply a functor P W Cop ! Sets. Next, in order to define a sheaf on .C; J/, we need
to introduce the notions of matching families and amalgamation point.

Definition 7.2.2 (Matching Family) Given a presheaf P W Cop ! Sets on .C; J/
and a sieve S 2 J.C/, a matching family for S of elements of P is a function which
assigns to each f 2 S an element xf 2 P.dom. f // such that given any g 2 C with
cod.g/ D dom. f / then,

P.g/.xf / D xfıg:

We will often denote a matching family for a sieve S by fxf gf2S.

Definition 7.2.3 (Amalgamation) Given a matching family fxf gf2S, where S is a
sieve on C, an amalgamation is an element x 2 P.C/ such that:

P. f /.x/ D xf ; 8 f 2 S:

Given these two notions we can now define a sheaf on a site.
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Definition 7.2.4 Given a site .C; J/, a presheaf P W Cop ! Sets is a sheaf iff each
matching family for any cover of any object in C has a unique amalgamation point.

Diagrammatically, what the above definition states is that for each object C 2 C
and each cover S 2 J.C/, if the diagram

is an equalizer for all covers S of all objects C 2 C, then P is a presheaf. Here
e.x/ WD fP. f /.x/gf2S, p

�fxf gf2S
�

f ;g D xfg and q
�fxf gf2S

�
f ;g D P.g/.xf /.

We would now like to compare Definitions 7.2.1 and 7.2.4. To this end we note
that, for fxf gf2S 2 Qf2S P.dom. f //, the requirement of each family having a unique
amalgamation point is equivalent to stating that Hom.S;P/ Š Hom.y.C/;P/. In
fact, since a site S on C can be seen as a subfunctor of y.C/ D Hom.�;C/, then,
for f 2 S 2 J.C/, the assignment f 7! xf is actually a component of the natural
transformation S! P at dom. f / 2 C. Therefore, the fact that the family fxf gf2S has
a unique amalgamation point is equivalent to the fact that S ! P can be uniquely
extended as follows:

Hence P is a sheaf iff for every covering S of C, S - y.C/ induces the isomorphism
Hom.S;P/ Š Hom.Y.C/;P/.

We would now like to give the definition of a sieve in terms of a basis K for a
topology J. In order to do this we need to define the notion of a matching family
and an amalgamation point with respect to K.

Definition 7.2.5 Given a cover K and a family of morphisms R D f fi W Di !
Cgi2I 2 K.C/ a family of elements fxigi2I , where xi 2 P.Di/, is said to be matching
for R iff

P. pr1/.xi/ D P. pr2/.xi/; 8 i; j 2 I:

Here pr1 W Di �C Dj ! Di and pr2 W Di �C Dj ! Dj.

Definition 7.2.6 Given a matching family fxigi2I for R D f fi W Di ! Cgi2I 2 K.C/
an amalgamation point is an element x 2 P.C/, such that for all i 2 I, P. fi/.x/ D xi.
We now have the tools to define the sheaf condition with respect to a basis K.

Lemma 7.2.2 Given a site .C; J/, a presheaf P W Cop ! Sets is a sheaf for J iff for
any family of morphisms R D f fi W Di ! Cgi2I 2 K.C/ then, any matching family
fxigi2I has a unique amalgamation point.
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We will now report a proof of this Lemma which can be found in [55].

Proof We will first prove the “if then” direction then the “only if”.

) We will assume that P is a sheaf for J and show that this implies that for
any cover in K, any matching family has a unique amalgamation point. The
assumption that P is a sheaf implies that given any sieve S in J and any matching
family, this will have a unique amalgamation point. However we know how to
construct sieve given covers in K. In particular, given a cover R D f fi W Di !
Cgi2I 2 K.C/, this generates a sieve SR D fg W D ! Cjg D fi ı h fi 2 Rg. If
we now consider the matching family fxigi2I for R, we can construct a matching
family f yggg2S by

yg D P.h/.xi/; h W D! Di s.t. g D fi ı h:

We need to check that this definition does not depend on the choice of i and h.
To this end consider the pullback diagram

For g W D ! C, if g D fi ı h D fj ı k then, the pullback property together with
the fact that fxig are matching for R, imply that

P.h/.xi/ D P.l/.P. pr1/.xi// D P.l/.P. pr2/.xj// D P.k/.xj/:

Given this matching family, since P is a sheaf with respect to J, it follows that
there exists a unique amalgamation point y 2 P.C/ such that P.C/.g/.y/ D yg

for all g 2 SR. Since R � SR, then for all fi 2 R we have that P.C/. fi/.y/ D yfi D
xi, thus y is an amalgamation point for the family fxigi2I . It remains to show that
such point is unique. This can be done by showing that an amalgamation point
for fxigi2I is also an amalgamation point for the cover SR and we know this
to be unique. In particular assume that fxigi2I has another amalgamation point
y0, then P.C/. fi/.y0/ D xi. Given g D fi ı h 2 S we then have P.g/.y0/ D
P.h/.P. fi/.y0// D P.h/.xi/ D yg, hence y0 is also an amalgamation point for SR

and we know this to be unique.
( We now assume that each matching family for any cover R in K has a unique

amalgamation point and then show that this implies that P is a sheaf with respect
to J. To this end consider a cover S 2 J.C/. By definition there exists an R 2
K.C/ such that R � S. Next consider a matching family f ygjg 2 Sg, then
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the sub-family f yf j f 2 Rg is matching and, by assumption, it has a unique
amalgamation point y. We next want to show that such a point is also the unique
amalgamation point for f ygjg 2 Sg. Take any g 2 S and f 2 R and construct the
pullback diagram

then by B.2 in Definition 7.1.11, f�f ;gj f 2 Rg 2 K.D/. Given any f 2 R we also
have that

P.g ı �f ;g/. y/
commutativityD P. f ı hf ;g/y

f2RD P.hf ;g/. yf /

matching familyD yfıhf ;g

commutativityD ygı�f ;g

matching familyD P.�f ;g/yg

Next, construct the following pullback for any f
00 W C00 ! C 2 R.C/

Chasing the diagram around shows that P.gı�f ;g/matches P.gı�f 00

;g/, therefore
the family f ygı�f ;gj f 2 Rg is matching for the cover R0 D f�f ;gj f 2 Rg 2 K.D/.
By assumption, this family has a unique amalgamation point yg 2 P.D/ such
that P.�f ;g/yg D ygı�f ;g for each �f ;g 2 R0. But we know that ygı�f ;g D P.g ı
�f ;g/.y/ and since the amalgamation point is unique it follows that yg D P.g/.y/.
Hence y is also the unique amalgamation point for f ygjg 2 Sg.

ut
The following Corollary allows us to express sheaves in terms of the more familiar
notion of equaliser.
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Corollary 7.2.1 Given a site .C; J/, a presheaf P W Cop ! Sets is a sheaf for J iff
for any cover f fi W Di ! Cgi2I 2 K.C/, then the following diagram is an equaliser:

(7.2.2)

where e.x/ D fP. fi/.x/gi2I , p.fxigi2I/i;j D P.pr1/.xi/ and q.fxigi2I/i;j D
P.pr2/.xj/.
The proof is just a matter of spelling out the definitions but for the sake of
completeness we will nonetheless report it below.

Proof

) Let us assume that P is a sheaf for J. We know from Lemma 7.2.2 that any
matching family for any basis K has a unique amalgamation point. Therefore
consider any cover R D f fi W Di ! Cgi2I 2 K.C/, a matching family fxigi2I

for R will be such that P.pr1/.xi/ D P.pr2/.xj/ for all i; j 2 I. The unique
amalgamation point is then an element x 2 P.C/, such that P. fi/.x/ D xi for all
i 2 I. But this is precisely the statement that the diagram (7.2.2) is an equaliser.

( On the other hand, if the diagram (7.2.2) is an equaliser, then for any element
fP. fi/.x/gi2I 2 Qi2I P.Di/ such that P.pr1/.xi/ D P.pr2/.xj/ for all i; j 2 I,
there exists a unique element x 2 P.C/ such that P. fi/.x/ D xi for all i 2 I.

ut
The collection of all sheaves defined on a site .C; J/ forms a category and it is

denoted by Sh.C; J/. It turns out that Sh.C; J/ is actually a topos. To show that this
is the case, we will first analyse how the sub-object classifier is defined in Sh.C; J/.
This will be the topic of the next section.

7.3 Sub-object Classifier

We would now like to construct a sheaf on a site .C; J/ which plays the role of a
sub-object classifier �. To this end we first recall that given a topological space X,
then for each U 2 O.X/ the sheaf � has been defined as

�.U/ D f# VjV � Ug (7.3.1)

where # V indicates the principal sieve on V . We will now utilise a variation of the
definition of a principal sieve given by the following Lemma:

Lemma 7.3.1 Given a sieve S on U 2 O.X/ if S satisfies the following condition

8 W � U; S covers W ) W 2 S

then S is a principal sieve on U.
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Proof To prove this lemma simply take W D U. ut
Essentially what the above Lemma says is that S is closed under arbitrary union of
its elements. We now extend this property of a sieve being closed to an arbitrary site
.C; J/.

Definition 7.3.1 Given a site .C; J/, a sieve S on C 2 C is closed for J iff for all
f W D! C in C, then

S covers f ) f 2 S: (7.3.2)

Recall that “S covers f ” means that f �S 2 J.D/ and f 2 S means that f �S is a
principal sieve on D, hence Eq. (7.3.2) is equivalent to

f �S covers D) f �S is maximal on D:

Corollary 7.3.1 Given a sieve S on C and any morphism g W B ! C then if S is
closed so is g�S, i.e. the property of being closed is preserved under pullback.

Proof Assume that S is closed, we want to show that g�S is also closed, i.e. given
any f W A ! B then g�.S/ covers f ) f 2 g�.S/. Let us assume that indeed g�.S/
covers f , this means that f �.g�.S// 2 J.A/. But since S is closed it follows that
g ı h 2 S, therefore by definition f 2 g�.S/. ut

Given any sieve S one can construct the closure of S which is denoted as S and it
is defined as follows:

Definition 7.3.2 (Closure) Given any sieve S on C 2 C, we define its closure to be
the sieve

S D fhjcod.h/ D C; S covers hg: (7.3.3)

We now need to check that indeed S is a sieve and it is closed. To show that it is a
sieve we need to show that it is closed under left composition. To this end assume
that h 2 S and take g such that cod.g/ D dom.h/, we then want to show that
h ı g 2 S. Since h 2 S, then S covers h. From condition C’.2 it then follows that S
also covers f ı h, therefore f ı h 2 S.

Next we need to show that S is closed, i.e. if S covers f then f 2 S. Assume that S
covers f . By definition the sieve S covers every arrow in S. Applying condition C’.3
it then follows that S also covers f , hence f 2 S.

From the above definition it transpires that S is the smallest closed sieve which
contains S. We will now show that, for any g W D! C,

g�.S/ D g�.S/: (7.3.4)

In fact, since S is closed, from Lemma 7.3.1, it follows that g�.S/ is also closed,
therefore g�.S/ � g�.S/. On the other hand, if f 2 g�.S/, then g ı f 2 S which,
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form Eq. (7.3.3), is equivalent to S covering g ı f and g�.S/ covering f . Therefore
f 2 g�.S/.

If we replace in Eq. (7.3.1) the notion of a principal sieve by that of a closed sieve
we can define, for each object C 2 C

�.C/ WD fSjS is a closed sieve on Cg:

This definition actually turns � into a presheaf � W Cop ! Sets which is defined:

1. on objects: C 7! �.C/ WD fSjS is a closed sieve on Cg.
2. On morphisms: Given f W D! C then �. f / W �.C/! �.D/; S 7! f �S.

We would now like to show that � is actually a sheaf for .C; J/. Recall from
Definition 7.2.4 that the condition of � being a sheaf for .C; J/ is equivalent to
requiring the following diagram to be an equaliser.

To show that indeed this is an equaliser we need to show two things: (1) that e is
injective; (2) every matching family has a unique amalgamation point.

Proof ([55]) We start by showing that e is injective. To this end consider two closed
sieves M;N 2 �.C/ and assume that for each f 2 S 2 J.C/, then f �M D f �N,
i.e. the images of M;N via e coincide in

Q
f2S �.dom. f //. Now if f �M D f �N for

all f 2 S it follows, from the definition of the pullback, that S \ N D S \M. Next
consider any g 2 M. By condition C0:2 it follows that M covers g. Since S covers C
it also covers g, hence by Lemma 7.1.1 it follows that M\S covers g. We know that
M\ S D N \ S � N, hence N covers g and, since N is closed, it follows that g 2 N.
Similarly one can apply the same reasoning for any h 2 N obtaining that M D N.
Hence e is injective.

Next we need to show that any matching family has a unique amalgamation point.
Consider a cover S 2 J.C/, then for any f W D ! C in S the Mf 2 �.D/ form a
matching family fMf gf2S of closed sieves such that g�Mf D Mfıg for any g with
cod.g/ D dom. f /. To construct the amalgamation point we first construct the sieve

M D f f ı gjg 2 Mf ; f 2 Sg:

Let us now define its closure M as in Definition 7.3.2. We claim such a closure to be
the unique amalgamation point of fMf gf2S, i.e. f �.M/ D Mf for all f 2 S.

For any f 2 S, then f �.M/ D fhj f ı h 2 Mg, which clearly implies that f �.M/ 

Mf . On the other hand if h 2 f �M, then by definition f ı h 2 M, which means that
there exists a f 0 2 S and g0 2 Mf 0 , such that f ı h D f 0 ı g0. But since Mf and Mf 0

belong to the matching family, then Mfıh D h�.Mf / D g�.Mf 0/ D Mf 0ıg0 . However,
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since g0 2 Mf 0 , then g�.Mf 0/ is a maximal sieve and so is h�.Mf / therefore f 2 Mf

and f �.M/ � Mf .
From Eq. (7.3.4) we know that f �.M/ D f �.M/, but we have just shown that

f �.M/ D Mf and since Mf is closed we obtain that f �.M/ D Mf . Hence M is an
amalgamation point. ut

We would now like to show that, as defined above, � is indeed a sub-object
classifier. To this end we recall the definition of a sub-object classifier [26] to be:

Definition 7.3.3 Given a category with a terminal object 1, a sub-object classifier
is an object �, together with a monic arrow T W 1 ! � (topos analogue of the set
theoretic arrow true) such that, given a monic C-arrow f W a ! b, there exists one
and only one �f arrow, which makes the following diagram:

a pullback.
For the case at hand we first of all need to define the analogue of the arrow T W 1!
�. We define it to be C 7! tC D f f jcod. f / D Cg, i.e. for each object C 2 C the
arrow T picks out the principal sieve on C. From the definition it is easy to see that
tC is closed. Given a map g W D! C, then the following diagram clearly commutes

In fact �.g/.tC/ D g�.tC/ D tD. It follows that T is a natural transformation.
Given the definition of the arrow T , we claim that the sheaf � together with T

is a sub-object classifier for the category Sh.C; J/.
From Definition 7.3.3, in order to prove that the pair � and T define a sub-

object classifier we first of all need to define the analogue of the map �f , then show
that such a definition would make the analogue of the diagram in Definition 7.3.3
a pullback. However in our setting, instead of considering a monic arrow f as in
Definition 7.3.3, we will consider a subsheaf Q of a sheaf P, which essentially is the
same thing.
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Definition 7.3.4 Consider a sheaf P on .C; J/, and a subpresheaf Q � P. Q is a
subsheaf iff for all C 2 C, for all covers S of C and for any x 2 P.C/, then x 2 Q.C/
whenever P. f /.x/ 2 Q.dom. f // for all f 2 S.

Essentially what this definition states is that any matching family of elements in
Q has a unique amalgamation point since P is a sheaf and this amalgamation point
lies in Q. Clearly this means that Q is a sheaf.

Now that we know what a subsheaf is we can prove that the pair � and T as
defined above is a sub-object classifier.

Proof Given a subpresheaf Q � P we define the arrow �Q W P! �, for any C 2 C
and x 2 P.C/ to be

.�Q/C.x/ D f f W D! CjP. f /.x/ 2 Q.D/g: (7.3.5)

This is clearly a sieve. In fact given f W D ! C in .�Q/C.x/ then P. f /.x/ 2 Q.D/.
Now consider g W B ! D then f ı g W B ! C will give rise to the presheaf
map P. f ı g/, such that P. f ı g/.x/ 2 Q.B/ since P. f /.x/ 2 Q.D/, therefore
f ı g 2 .�Q/C.x/.

Consider a map h W D ! C and assume that .�Q/C.x/ covers h, i.e.
h�..�Q/C.x// 2 J.D/. We want to show that h 2 .�Q/C.x/, i.e. that �Q.x/ is closed
and hence an element of �.C/. To this end consider any k 2 h�..�Q/C.x// 2 J.D/,
then by definition k ı h 2 .�Q/C.x/, which implies that P.k ı h/.x/ 2 Q.dom.h//.
However since Q � P, then we can apply the definition of a subpresheaf obtaining
P.h/.x/ 2 Q.D/ as desired.

Next we want to show that �Q satisfies the naturality condition. To this end
consider a map g W B! C and construct the diagram

We want to show that it commutes, i.e. given x 2 Q.C/ � P.C/, then
.�Q/B.P.g/.x// D �.g/ ı .�Q/C.x/. Consider an f 2 .�Q/B.P.g/.x// then, since
P. f /.P.g/.x// D .P.gı f /.x/, this implies that gı f 2 .�Q/C therefore f 2 g�.�Q/C.
But from the definition of � we know that �.g/ ı .�Q/C.x/ WD g�.�Q/C hence �Q

is a natural transformation.
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As a final step we need to show that �Q is the unique arrow such that the square

is a pullback. Since in Sh.C; J/ pullbacks are computed component-wise, we need
to show that for all C 2 C then

is a pullback. The pullback condition is equivalent to stating that, given any x 2
P.C/ then x 2 Q.C/ iff .�Q/C D tC. However, the latter condition follows from the
definition of .�Q/C, therefore Q.C/ is the pullback of �Q along T . Next we need to
show that .�Q/C is the unique arrow for which the pullback condition is satisfied.
This will be shown by proving that the condition “idC 2 .�Q/C.x/ iff x 2 Q”,
implies that .�Q/C.x/ is defined as in (7.3.5). In fact given any f W D! C 2 C, then
f 2 .�Q/C.x/ iff idD 2 f �.�Q/C.x//. But by naturality of �Q/C and the condition
that idC 2 .�Q/C.x/ iff x 2 Q, it follows that f �.�Q/C.x// D .�Q/C.P. f /.x// (see
diagram below). But this in turn implies that P. f /.x/ 2 Q.D/ hence .�Q/C.x/ is
defined as in (7.3.5).

ut
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7.4 Sh.C; J/ Is an Elementary Topos

In this section we would like to prove that the category of sheaves over a site is
actually an elementary topos. We recall from [26] that an elementary topos � is a
category such that:

1. � has all finite limits and colimits;
2. � has exponentials;
3. � has a sub-object classifier.

So far we have seen that indeed Sh.C; J/ has a sub-object classifier, so it remains to
show that also (1) and (2) are satisfied.

We will start by showing that Sh.C; J/ is closed under taking finite limits. In order
to do this we will recall briefly how limits are defined in a category. For a more in
depth discussion the reader is referred to [26, 55].

Before defining limits we need to introduce the notion of a diagram of a category.
Given category C and a small category I called the index category, a diagram D in C
of type I is a functor .I ! C/ 2 CI . Alternatively one can define it as in Definition
4.5.10 [26].

Definition 7.4.1 Given a category C, a diagram D in C is defined to be a collection
of C-objects ai 2 C (i 2 I) and a collection of C-arrows ai ! aj between some of
the C-objects above.

A special type of diagram is the D-cone, i.e. a cone for a diagram D. This consists
of a C-object c and C-arrows fi W c! ai, one for each ai 2 D, such that

commutes whenever g is an arrow in the diagram D.
A cone is denoted by f fi W c ! aig and c is called the vertex of the cone. It is

also possible to define a cone in terms of functors. To this end consider the functor
�I W C ! CI which takes each object C 2 C to the constant diagram �I.C/ 2 CI ,
which has value C for all i 2 I. Next, given any other diagram A 2 CI , then a natural
transformation f W �I.C/! A has components fi W C! Ai for each i 2 I such that,
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given .g W i! j/ 2 I, the following diagram commutes

Here f W �I.C/ ! A is called a cone of the diagram A with vertex C. Often such
cones are simply denoted by f W C! A.

We can now introduce the notion of a limit [26, 55].

Definition 7.4.2 A limit for a diagram D is a D-cone f fi W c! aig such that, given
any other D-cone f f

0

i W c0 ! aig, there is only one C-arrow g W c0 ! c such that, for
each ai 2 D the following diagram commutes:

The limiting cone of a diagram D has the universal property with respect to all other
D-cones, in the sense that any other D-cone factors out through the limiting cone.

It is also possible to define limits in terms of functors. Consider the diagram A,
a limit of such a diagram is a cone f W C ! A with vertex C, such that given any
other f 0 W C0 ! A there exists a unique map g W C0 ! C which make the following
diagram commutes for any .h W i! j/ 2 I

The limit of a diagram A is denoted by lim I A. This implies that “taking the limit”
is a functor of the form

lim I
W CI ! C:
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It turns out that lim I is right adjoint to �I.
An important result for presheaves is that limits are computed pointwise. In

particular, consider the functor category CD for any two categories D and C. A
diagram of type I in CD is a map A W I ! CD. Given any such diagram define
AD W I ! C; i 7! AD.i/ by

AD.i/ WD A.i/.D/:

This map then defines a diagram AD W I ! C in C for each object D 2 D. Next
assume that each such diagram has a limit LD D lim J AD, then the presheaf
structure combines all these limits together to get a limit for the original diagram A.
Such a limit is represented by a functor lim I A W D! C in CD, whose components
are given by the individual limits in C, i.e.

.lim I
A/.D/ D lim I

AD: (7.4.1)

Now that we have revised the notion of a limit and some of its properties let us
go back and analyse limits in Sh.C; J/. From the discussions of the previous section
it is easy to see that the category of sheaves on a site .C; J/ is a full sub-category of
the functor category SetsC

op
. In SetsC

op
a diagram is simply a functor I ! SetsC

op
;

i! Pi, therefore we have the following theorem:

Theorem 7.4.1 ([55]) Consider a site .C; J/ and a diagram I ! SetsC
op

of
presheaves Pi. If all Pi (i 2 I) are sheaves then so is lim I Pi.

Proof Consider the limit P D lim I Pi of presheaves in SetsC
op

. Given any C 2
C, from Eq. (7.4.1) it follows that P.C/ D lim I Pi.C/. We want to show that P
satisfies the sheaf condition when all Pi, i 2 I satisfy it. Let us spell out the sheaf
condition for Pi. This states that, given a cover S of C 2 C, the following diagram is
an equaliser

(7.4.2)

However, we know that the functor lim I is a right adjoint and, as such, it preserves
limits. Since the equaliser is a limit, applying lim I to the above equaliser gives us
the equaliser

hence P is a sheaf. ut
This proves that Sh.C; J/ has finite limits.
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Next we need to show that all small colimits exist in Sh.C; J/. Colimits are dual
to limits and, as such, are defined in terms of cocones. Given a diagram D a cocone
consists of an object c and arrows f fi W ai ! cg, one for each element ai 2 D, such
that

commutes whenever g is an arrow in D. A cocone is often denoted by f fi W ai !
cg. Alternatively, given a diagram A W I ! C, a cocone with vertex C is a map
A ! �I.C/ in CI . The universal cocone of A is the colimit of A and it is denoted
by lim!I A. Similarly, as for the case of the limit, “taking the colimit” gives rise to
a functor

lim!I
W CI ! C

whose left adjoint is the diagonal functor �I W C ! CI .
In order to show that all small colimits exist in Sh.C; J/ we need to introduce the

adjunction

Clearly from the definition of Sh.C; J/ the map i W Sh.C; J/ ! SetsC
op

is simply
an inclusion. Its left adjoint a W SetsC

op ! Sh.C; J/ is called the associated sheaf
functor.

Before proving the adjunction a a i we need to understand how the functor a
acts. Consider any presheaf P 2 SetsC

op
, we then define the associated presheaf by

PC.C/ WD lim!R2J.C/
Match.R;P/

where Match.R;P/ are the matching families for the cover R, and the colimit is
computed with respect to all the covers of C 2 C, which are ordered by reverse
inclusion. As an example of how PC.C/ is constructed let us consider two covers
R; S, which have a common refinement T � R \ S with T 2 J.C/. We then
obtain the maps S ! T and R ! T. These can be combined into the following
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pullback diagram:

At the presheaf level this translates into.

The colimit of this diagram is then given by the pushforward

Essentially the object Match.S;P/
`

Match.T;P/ Match.R;P/ ' Match.S \ R;P/
consists of equivalence classes of matching families where two matching families
belong to the same equivalence relation, if their restriction to a common refinement
T coincides. In particular, an element of PC.C/ would be an equivalence class
Œfxf gf2R
 where

fxf gf2R s.t xf 2 P.D/ and 8g W E! D; P.g/.xf / D xfıg:

Given two families fxf gf2R and f yggg2S, these belong to the same equivalence class
if, given a common refinement T � S \ R in J.C/, then xk D yk for all k 2 T.

Next we need to define the presheaf maps. Given a map h W D ! C in C, at the
level of presheaves we obtain

PC.C/! PC.D/ (7.4.3)

Œfxf gf2R
 7! PC.h/.Œfxf gf2R
/ D Œfxhıf 0gf 02h�.R/
:

Note that PC.h/.Œfxf gf2R
/ D .ŒfP.h/xf 0gf 02h�.R/
/.
Clearly such a map preserves equivalence classes that is, if fxf gf2R 	 f yggg2S,

thenD fxhıf 0gf 02h�.R/ D fxhıg0gg02h�.S/. Since T � S\R, then h�.T/ � h�.S\R/ and
by property C.2 of a Grothendieck topology h�.T/ 2 J.D/. Let us consider next the
two families fxhıf 0gf 02h�.R/ and fxhıg0gg02h�.S/. For them to be equivalent we need to
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find a common refinement on which they coincide. Choose the common refinement
to be h�.T/ D fljh ı l 2 Tg. We then want that for all l 2 h�.T/, xhıl D yhıl, which
is indeed the case since h ı l 2 T and by assumption fxf gf2R 	 f yggg2S.

Having defined PC we need to show that it is indeed a presheaf. In particular we
need to show that

1. PC.h ı g/ D PC.g/ ı PC.h/ whenever cod.g/ D dom.h/;
2. PC.idC/ D idPC.C/.

We will start with condition (1).

PC.h ı g/.Œfxf gf2R
/ D .ŒfP.h ı g/x0f gf 02g�h�.R/
/

D .ŒfP.g/ ı P.h/x0f gf 02g�h�.R/
/

D PC.g/ ı PC.h/.Œfxf gf2R
/:

Condition (2) is a straightforward consequence of the definition of PC.
Now that we have constructed the presheaf PC we would like to analyse whether

it is also a sheaf. It turns out that this is not always the case. However, what is always
true, is that PC is “almost” a sheaf in the sense that it is separated. Essentially,
what it means for a presheaf to be separated is that it satisfies the requirement
of uniqueness for the amalgamation point but not necessarily the requirement of
existence. In other words, for P separated, the diagram (7.4.2) might fail to be an
equaliser but the map e is still injective.

Lemma 7.4.1 ([55]) Given any presheaf P, then PC is separated.

Proof To show that PC is separated we need to show that the map e in the diagram
the diagram (7.4.2) is injective, i.e. we need to show that the following map is
injective:

To this end let us consider two elements fxf gf2R and f yggg2S in PC.C/ such that
PC.h/fxf gf2S D PC.h/f yggg2R for all .h W D ! C/ 2 Q, where Q is a cover
of C. Our task is to show that the matching families fxf gf2S and f yggg2R are the
same. From the definition of the presheaf maps (7.4.3), we know that the equality
PC.h/fxf gf2S D PC.h/f yggg2R, means that fxhf 0 j f 0 2 h�.S/g D fxhg0 jg0 2 h�.R/g.
This, in turn, implies that for each h 2 Q there exists some cover Th � h�.R/\h�.S/
of D, such that xht D yht for all t 2 Th. Let us consider now the set

T D fhtjh 2 Q; t 2 Thg

This is clearly a sieve on C since Q is and all sieves are closed under composition,
then the pullback h�.T/ for all h 2 Q defines a sieve on dom.h/. From the transitivity
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axiom of Grothendieck topology C’.3 in Definition 7.1.8 it follows that T 2 J.C/.
Next consider h�.T/ D f f jh ı f 2 Tg. Clearly if f 2 h�T, then h ı f 2 T, therefore
f 2 Th. This means that Th � h�.T/. On the other hand if f 2 Th then h ı f 2 T
and f 2 h�.T/. This implies that Th 
 h�.T/. Putting these two results together we
obtain that Th D h�.T/, then T � R \ S. Now to show that fxf gf2S D f yggg2R we
need to show that there exists a subcover W � S\ R such that xj D yj for all j 2 W.
But this is precisely what T is. In fact any element of T has the form ht for h 2 Q
and t 2 Th. Then for each such element we have indeed that xht D yht, therefore
fxf gf2S D f yggg2R and the map e is indeed injective. ut

The idea is now to define a by a.P/ WD .PC/C and show that this turns a into a
left adjoint for i. In order to prove the adjunction we first need to show that .PC/C
is actually a sheaf. That this is the case is elucidated by the following Lemma:

Lemma 7.4.2 If P is a separated presheaf then PC is a sheaf.

Proof In order to show that PC is a sheaf we need to show that for any matching
family there exists an amalgamation point and this point is unique. To start with, let
us define a matching family in PC. From now on we will denote an equivalence class
of matching families fxggg2S as x. Given a cover R 2 J.C/, the family fxf j f 2 Rg,
for xf 2 PC.D/, is a matching family in PC if for any morphisms h W E ! D,
PC.h/xf D xfh, where f W D! C, xf D fxf ;gjg W E! D 2 Sf g and xf ;g 2 P.E/. The
condition PC.h/xf D xfh means that there exists an equivalence of families

fxf ;hg0 jg0 2 h�.Sf /g 	 fxfh;gjg 2 Sfhg:

This equivalence implies that there exists a cover Tf ;h � h�.Sf / \ Sfh, such that
xf ;hk D xfıh;k for all k 2 Tf ;h.

Our first task is to find an amalgamation point for the family fxf j f 2 Rg. This will
be a point y 2 PC.C/, such that P. f /y D yf for all f 2 R. Since our amalgamation
point is an element of PC.C/ it has to be a matching family, so we need to construct
it in terms of the matching families we have at our disposal. Clearly a possibility
is to define y in terms of the matching family xf . First of all we need to choose a
cover of C in terms of which to define y. To this end we construct the sieve Q D
f f ı gj f 2 R; g 2 Sf g, where R 2 J.C/ and Sf 2 J.D/. Then for all h 2 R, clearly
h�.Q/ 2 J.D/, thus by the transitivity axiom of Grothendieck topology we have that
Q 2 J.C/. Given such a cover, then for all f ı g 2 Q we define

yfıg WD xf ;g (7.4.4)

and

y D f yhjh 2 Qg:

Clearly if y is well defined then it automatically is a matching family since xf is
one. So what we need to check is that y is indeed well defined. What this means is
that the definition we gave does not have to depend on the choice of factorisation of
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f ı g, i.e. if f ı g D f 0 ı g0 then we need to have that yfıg D yf 0ıg0 . The strategy we
will use to show this it to show that the points xf ;g; xf 0 ;g0 2 P.E/ are amalgamation
points and, since P is separated, they have to be the same. To this end we consider
the cover Tf ;g \ Tf 0 ;g0 of E. Then for all k 2 Tf ;g \ Tf 0 ;g0 we have

P.k/.xf ;g/
xf matching familyD xf ;gk

D xfıg;k
D xf 0ıg0;k

D xf 0 ;g0k

xf 0 matching familyD P.k/.xf 0;g0/:

Because of the uniqueness of amalgamation point it follows that xf ;g D xf 0;g0 , thus
yfıg is well defined and y D f yhjh 2 Qg is a matching family and hence an element
of PC.C/. As the final step in our proof we need to show that y is the amalgamation
point of the family fxf j f 2 Rg. What is means is that we need to show that for each
f W D ! C in R, then PC.C/. f /y D xf . To see that this is indeed the case we need
to spell out the action of the presheaf map

PC.C/. f /y D f yfıhjh 2 f �Qg:

Let us assume that yfıh 2 PC.C/. f /y, then from Definition (7.4.4) and that of
f �.Q/ D fhj f ı h 2 Qg it follows that indeed yfıh D xf ;g. On the other hand if
xf ;g 2 xf , then g 2 Sf . However, from the definition of Q, it follows that Sf � f �.Q/,
therefore for all g 2 Sf , xf ;g D yfıg. This shows that y is an amalgamation point.
The fact that it is unique follows from the fact that PC is separated. ut
Given the above Lemmas we now have the right tools to prove the adjunction

Proof We want to show that a is left adjoint to the inclusion functor i W SetsC
op !

Sh.C; J/. Recall that the adjunction tells us that for a given map P ! i.F/ there
corresponds a unique map a.P/! F. Consider the natural transformation 
 W P!
PC, which, for each C 2 C is defined as:


C W PC ! PC.C/ (7.4.5)

x 7! 
C.x/ WD fP. f /xj f 2 tCg

where tC is the maximal sieve on C. Clearly two applications of 
 would result in
a map from P to PCC D a.P/. We want to show that any map from P to a sheaf

F factors uniquely through the map P

ı
��! a.P/ which, pictorially translates to the
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following diagram:

Since we are applying the map 
 two times it suffices to show that the factorisation

is unique, i.e. we want to construct a unique map ˛ which makes the above diagram
commute. Let us consider an element fxf j f 2 Rg 2 P.C/ for some cover R 2 J.C/.
Then, given any map g W D ! C in R we have that 
D.xg/ D fP.h/xgjh 2 tDg.
However, since fxf j f 2 Rg is a matching family of P, then P.g/

�fxf j f 2 Rg� D
fxgf 0 j f 0 2 g�Rg. Since g 2 R, then g�R D tD, therefore we obtain 
D.xg/ D
P.g/

�fxf j f 2 Rg�. This is true for all g 2 R. If the map ˛ were to exist, it should
preserve such equality, that is there should exist a unique ˛.fxf j f 2 Rg/ 2 F.C/
such that

F.g/˛.fxf j f 2 Rg/ D ˛.ŒP.g/fxf j f 2 Rg
/ D ˛.
D.xg// D ˇ.xg/ (7.4.6)

for all g 2 R. However, since F is a sheaf and fˇ.xg/jg 2 Rg is a matching family,
then indeed there exists a unique element ˛.fxf j f 2 Rg/ 2 F.C/ which satisfies
condition (7.4.6). Hence ˛ exists and it is unique. If we then consider the map l W
P ! i.F/, the above discussion tells us that l uniquely determines a h W a.P/ ! F
such that the following diagram commutes:

This means that the map 
 ı 
 W P! PC ! PCC is the unit of the adjunction. ut
Since a is a left adjoint, it preserves colimits, hence all small colimits exist in
Sh.C; J/ since they exist in SetsC

op
.

As a last step in proving that Sh.C; J/ is a topos, we need to show that it has
an exponential object. Recall that in standard set theory an exponential ZX is the
function set consisting of all functions f W X ! Z. This set is completely determined
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by the bijection

Hom. Y � X;Z/! Hom. Y;ZX/

f W Y � X 7! f 0 W Y ! ZX

such that for y 2 Y then f 0y.x/ WD f .y; x/.
In the context of presheaves, given P;F 2 SetsC

op
, then we know from the Yoneda

embedding that FP.C/ Š HomSetsC
op .y.C/;FP/, where y.C/ D HomC.�;C/. Then

the above bijection is given by

HomSetsC
op .y.C/;FP/ ' HomSetsC

op .y.C/ � P;F/:

Given such a bijection the exponential object is defined by

FP.C/ WD HomSetsC
op .y.C/ � P;F/

Therefore the elements of FP.C/ are natural transformations � W y.C/�P! F. Here
naturality implies that, given any h W E! D, then the following diagram commutes:

This implies that for any .g; x/ 2 y.C/.D/ � P.D/, then �.y.C/.h/g � P.h/x/ D
F.h/�.g; x/.

Given a map f W C0 ! C, then at the level of the presheaf FP we have the
corresponding presheaf map

FP.C/! FP.C0/

� 7! FP. f /.�/:

Here � W y.C/�P! F while FP. f /.�/ W y.C0/�P! F. Therefore, given a map
.g0 W D! C0/ 2 HomC0.D;C0/ D y.C0/.D/ and an element x 2 P.D/, the action of
FP. f /.�/ is defines as

FP. f /.�/
�
g0; x

� WD �. f ı g0; x/: (7.4.7)
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Applications of the adjunction a ` i and Yoneda lemma (Lemma A.7.2) imply
that i.FP/ ' i.F/i.P/. In fact, given that a ı i Š id we have:

�
G! i.FP/

� adjunctionŠ �
a.G/! FP�

�
a.G/! FP� Yoneda’s lemmaŠ a.G/� P! F

a.G/� P
a preserves productsŠ a .G � i.P//

a .G � i.P//! F
adjunctionŠ G � i.P/! i.F/

G � i.P/! i.F/
Yoneda’s lemmaŠ G! i.F/i.P/:

This implies that the exponential object in Sh.C; J/, if it exists, will be constructed
in the same way as it is constructed in SetsC

op
.

Now that we know how exponentials are constructed in Sh.C; J/we need to show
that, given P;F 2 SetsC

op
, if F 2 Sh.C; J/ then FP 2 Sh.C; J/. The proof will

consist in first showing that the presheaf FP is separated and then that it has an
amalgamation point.

To show that the presheaf FP is separated we need to show that, given a cover
S 2 J.C/, the following map is injective:

Choose any �; � 2 FP.C/ such that FP. f /� D FP. f /� for all f 2 S. Applying
the definition of the presheaf maps given in (7.4.7), this means that �. f ı g0; x/ D
�. f ı g0; x/ for all g0 W D! C0 and x 2 P.D/. Choosing g0 D idD then we have

�. f ; x/ D �. f ; x/: (7.4.8)

We then need to show that � D � . In order to prove this we will utilise the fact that
F is separated. To this end consider any map k W C0 ! C with codomain C, then
k�.S/ is a cover of C0. Since F is separated, for any x 2 F.C0/ we have that

F.C0/!
Y

g02k�.S/

F.dom.k�.S// (7.4.9)

is injective, therefore given two elements �.k; x/; �.k; x/ 2 F.C0/, then

F.g0/�.k; x/ Naturality of �D �.kg0; xg0/
(7.4.8)D �.kg0; xg0/
Naturality of �D F.g0/�.k; g/:
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Since we have assumed that F is separated (i.e. the map in (7.4.9) is injective), it
follows that �.k; x/ D �.k; x/. Since this result holds for any k and x, it follows that
� D � and FP is separated.

The final step in proving that FP is a sheaf is to show that any matching family
has an amalgamation point. Its uniqueness is a consequence of the fact that FP is
separated. Let us first construct a matching family. To this end consider a cover S 2
J.C/ such that for all f W D! C in S the natural transformations �f W y.D/�P! F
form a matching family. By this we mean that for any g W E! D then

FP.g/�f D �fg:

Hence, given an element h W E0 ! E 2 y.E/ and x 2 P.E0/ we obtain that

�fg.h; x/ D .FP.g/�f /.h; x/ D �f .gh; x/: (7.4.10)

The fact that an amalgamation point for the family f�f gf2S exists can be seen from
the following commuting diagram:

Diagram 7.4.1

Since F is a sheaf, it is straightforward to show that the map 
F, defined in (7.4.5),
is an isomorphism. Therefore the desired amalgamation point is 
�1F ı � 0.

But how does one actually define � 0? To this end let us consider an object B 2 C,
then we have � 0B W Y.C/.B/ � P.B/ ! FC.B/ which we define, for any k W B ! C
and x 2 P.B/ as

� 0B.k; x/ D f�kh.id;P.h/x/jh 2 k�Sg:

To show that this is well defined we need to show that it represents a matching
family of elements of F for the cover k�.S/ 2 J.B/, i.e. an element of FC.B/.
Therefore we need to show that for any h 2 k�.S/, then �kh.id;P.h/x/ is such that,
for all m for which the composite h ı m is defined, then FC.m/.�kh.id;P.h/.x// D
�khm.1;P.hm/.x//. This is indeed the case, in fact we have:

FC.m/.�kh.id;P.h/.x//
naturalityD �kh.m;P.hm/.x//

(7.4.10)D �khm.id;P.hm/.x//:
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We have thus shown that � 0B.k; x/, as defined above, is indeed an element of FC.
However we still need to show that with such a definition for � 0 diagram 7.4.1
commutes. To this end consider a map f W D ! C 2 S, then f �S D tD is the
principal sieve on D. Given an element .k; x/ 2 Y.D/.B/ � P.E/ where k W B! D,
going around the left hand side of diagram 7.4.1 we obtain

.� 0 ı .Y. f / � id//.k; x/ D � 0. fk; x/ D f�fkh.id;P.h/.x/jh 2 . fk/�.S/g

where . fk/�.S/ D k�f �.S/ D k�.tD/ D tB. On the other hand, going round the right
side of diagram 7.4.1, we obtain

.
F ı �f /.k; x/ D 
F.�fk.id; x// D f�fkh.id;P.h/.x/jh 2 tBg:

Therefore the diagram commutes. This ends our proof.
From the discussion above we can conclude that the category Sh. J;C/ of sheaves

over a site is a topos.



Chapter 8
Locales

8.1 Locales and Their Construction

As a first step, we introduce the notion of a frame [73] which is a lattice L with all
finite meets and all joins which satisfies the following distributive law:

U ^
_

i

Vi D
_

i

.U ^ Vi/; 8 U;Vi 2 L: (8.1.1)

An example of a frame is given by the collection of all open subsets O.X/ of a
topological space X. Given the definition of a frame it follows that each frame has
a largest element

V; and a smallest element
W;. In fact the definition of meet

(
V

) states that
V; is the biggest element such that for all x 2 ; then

V; � x.
However the last condition is vacuously true, hence all that remains is that

V; is
the biggest element. Similarly for the definition of join,

W; is the smallest element
such that for all x 2 ;, x � W;. Again the last condition is vacuous and what
remains is that

V; is the smallest element.
A morphism between frames � W L1 ! L2 is a map of partially ordered sets

which preserves both finite meets and infinite joins, hence we also call it a frame
homomorphism. Such homomorphism has to satisfy the following conditions:

�.0/ D 0; �.1/ D 1; �.U ^ V/ D �.U/ ^ �.V/; �.
^

i

Vi/ D
^

i

.�Vi/:

(8.1.2)

For example, given a continuous map between two topological spaces f W X1 ! X2,
the inverse image map f�1 W O.X2/! O.X1/ is a morphism of frames.

A morphism of frames � W L1 ! L2 has a right adjoint  W L2 ! L1 defined by:

8 U 2 L2;  .U/ WD
_
fV 2 L1j�.V/ � Ug:
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To show that � a  is an adjoint pair we need to show that for each map �.V/ � U
there corresponds a map V �  .U/. We start by assuming that we have a map
�.V/ � U, this implies that V 2 fV 2 L1j�.V/ � Ug. Since  .U/ is the join
of the set fV 2 L1j�.V/ � Ug, it follows that V �  .U/. On the other hand,
given a map V �  .U/, then since � is a frame homomorphism it follows that
�.V/ � ��WfV 2 L1j�.V/ � Ug� D Wf�.V/j�.V/ � Ug, therefore �.V/ � U.
Being an adjoint pair,  preserves all meets, i.e.  .

V
i Ui/ DVi  .Ui/.

As an example of the above mentioned adjoint pair, consider two topological
spaces X and Y, with a continuous map between them f W X ! Y. Then the frame
map is f�1 W O.Y/! O.X/ with right adjoint f� W O.X/! O.Y/, such that

U 7! f�.U/ WD
[
fVj f�1.V/ � Ug: (8.1.3)

It turns out that f� needs not to be a frame homomorphism, since it needs not to
preserve suprema.

Proposition 8.1.1 A frame is equivalent to a complete Heyting algebra (cHa),

Proof Recall that a cHa is a complete lattice L equipped with an implication
operation)W Lop�L! L such that for any U;V;W 2 L we have W � .U ) V/ iff
W ^U � V . However this condition states precisely that each U ) .�/ is the right
adjoint of U ^ .�/. Since each U ^ .�/ is a left adjoint it preserves all joins. This
is indeed the condition (8.1.1) in the definition of a frame. Therefore, given a frame
L, the implication relation is defined as U) V WD WfW 2 LjW ^U � Vg. ut
Definition 8.1.1 Given a frame L, a nucleus is a function f W L ! L such that the
following conditions are satisfied:

f .a ^ b/ D f .a/ ^ f .b/ (8.1.4)

a � f .a/ (8.1.5)

f . f .a// � f .a/: (8.1.6)

Alternatively it is possible to define a nucleus in terms of a subset S of L, which
satisfies the following conditions:

1.
V

A 2 S whenever A � S.
2. a) b 2 S whenever b 2 S.

The map f is then defined by f .a/ WD Vfb 2 L j b 2 S; a � bg and S D fa 2
L j f .a/ D ag.

Clearly frames have a topological flavour, but sometimes it is the algebraic aspect
of a frame which one is more interested in. This algebraic aspect is encoded in the
notion of a locale. In particular, a locale is the same thing as a frame, but such that
to each morphism between frames there corresponds a morphism between locales
going the other way. What this means in mathematical terms is that the category
of locales is the opposite of the category of frames: Loc D .Frames/op. It is a
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common convention to denote the frame by O.X/ and the corresponding locale by
X. Moreover, given two locales X;Y with corresponding frames denoted as O.X/
and O.Y/ respectively, a continuous map of locales l W X ! Y is defined to be a
frame homomorphism l�1 W O.Y/! O.X/.

From the above, it is clear that there exists a covariant functor which maps
topological space to locales [50, 55]:

Loc W Spaces! Loc (8.1.7)

X 7! Loc.X/:

The corresponding frame of Loc.X/ is O.Loc.X// WD O.X/. Therefore, given any
topological space X, we can construct the locale Loc.X/, whose frame consists of
all the open subsets of X and, to each map f W X ! Y between spaces, there
corresponds the locale map Loc. f / W Loc.X/ ! Loc.Y/ with associated frame
map f�1 W O.Y/! O.X/.

From the above description one can infer that the elements of a locale are
“extended regions” rather than points. It is however possible to define the notion
of a point in a locale [50, 55].

Definition 8.1.2 A point in a locale X is defined as a morphism p W 1! X from the
locale corresponding to a one-point space (the terminal object in Loc) to the locale
in question.

In terms of frames, a point is defined as a frame homomorphism p�1 W O.X/ !
O.1/ where O.1/ is the frame consisting only of the bottom element 0 and the top
element 1, therefore O.1/ ' f0; 1g D �.

Alternatively, a point P in a frame O.X/ is a proper prime element of O.X/, i.e.
1 ¤ P and U ^ V � P iff U � P or V � P. To understand how these definitions
are equivalent, let us analyse the kernel of the homomorphism p�1 W O.X/! O.1/.
This is given by the subset K WD fUj p�1.U/ D 0g such that:

1. 1 … K;
2. U ^ V 2 K iff U 2 K or V 2 K;
3.
W

Ui 2 K iff Ui 2 K for all i.

Given any such subset K 2 O.X/, this defines an element P D �W
U2K U

� 2 O.X/.
Translating conditions (1); (2); (3) above, to conditions on P, we obtain:

(a) 1 ¤ P;
(b) U ^ V � P iff U � P or V � P;
(c) U � P iff U 2 K, therefore K D# P.

From the discussion above it is clear that a point in a locale can be defined in
three equivalent ways: (1) as a frame morphism; (2) as a subset (K) of the locale
in question; (3) as a proper prime element of the corresponding frame.

Let us see how these equivalent definitions apply in the case of a locale defined
in term of the map Loc, defined in (8.1.7). To this end let us consider a topological
space X, then a point x 2 X determines a point in the locale Loc.X/.
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Frame Morphism x can be defined in terms of a frame morphisms p�1x W O.X/!
O.1/ with associated locale map px W 1! Loc.X/, such that p�1x .U/ D 0 iff x … U.

Subset Alternatively x can be defined in terms of the subset Kx D fUO.X/jx … Ug.
Clearly Kx is such that (1) X … Kx; (2) if U ^ V 2 Kx, then x … U ^ V . Therefore
x … U or x … V , hence U … Kx or V … Kx; (3) if

W
i Ui 2 kx then x … Wi Ui, hence

x … Ui for all i. This implies that Ui 2 Kx for all i.

Prime Element Finally x can be defined in terms of a proper prime element of
O.X/. In this case this element is identified with the open X � fxg. Clearly X ¤
X � fxg and U ^ V � X � fxg iff U � X � fxg or V � X � fxg. This last condition
follows from the fact that U ^ V � X � fxg implies that either x … V or x … U.
Assume the latter, then x 2 X � U, therefore fxg 2 X � U (since fxg is the smallest
closed subset containing x), hence U 2 X � fxg.

We have seen so far that there is a close connection between topological spaces
and locals, however the question still remains on how much of the topological
space can be reconstructed from its lattice of open subsets. It turns out that a
particular class of topological spaces called sober spaces are determined up to
homeomorphism by their lattice of open subsets. A sober space is defined as follows

Definition 8.1.3 A topological space X is said to be sober if for any open subset
P � X satisfying the following conditions:

i) P ¤ X.
ii) If U \ V � P then either U � P or V � P,

then there is a unique point x 2 X with P D X � fxg.
Clearly the above definition is equivalent to the condition that there is a bijection

between the points x 2 X and points of the locale Loc.X/, given by the maps p�1x W
O.X/! O.1/. An alternative definition of a sober space is as follows:

Definition 8.1.4 A topological space X is said to be sober if every non-empty
irreducible closed subset of X is the closure of exactly one point of X.

To see that the two definitions are equivalent we first assume Definition 8.1.3,
then for each x 2 X, P D X � fxg D fxgc. We now show that this implies that
fxg D X � fxgc is an irreducible closed set. Since P ¤ X, then fxg is non-empty.
Moreover, since U \ V � P, then Pc � .U \ V/c D Uc [ Vc, but U � P implies
that Pc � Uc, therefore Pc D fxg is irreducible.

On the other hand let us assume that Definition 8.1.4 holds, i.e. for all x 2 X, fxg
are the only non-empty irreducible closed subsets of X. It then follows that, for each
x 2 X, the sets P D fxgc D X � fxg are open. Moreover, since fxg is non-empty,
it follows that P ¤ X. Now assume that U \ V � P, then Pc D fxg � Uc [ Vc.
However, since fxg is irreducible it follows that either Pc � Uc or Pc � Vc, hence
U � P or V � P.



8.1 Locales and Their Construction 153

There exist many examples of familiar spaces which are sober as shown by the
following theorem:

Theorem 8.1.1 All sober spaces are T01 and all Hausdorff spaces are sober.

Proof Assume that the space X is sober, we then want to show that for each pair
of points x; y 2 X there exists an open U, such that x 2 U and y … U. Since X is
sober the map x! fxg, from a point to a non-empty closed irreducible subsets, is a
bijection. Therefore, given any to points x; y 2 X two distinct closed sets there are
associated to them, namely fxg and f yg, respectively. Therefore there exists an open
f ygc such that y … f ygc and x 2 f ygc.

We now assume that X is Hausdorff, that is for any two points x; y 2 X there
exists opens Ux 3 x and Uy 3 y such that Ux \ Uy D ;. We want to show that X
is sober, i.e. each non-empty closed irreducible subset is the closure of a singleton.
Let us assume that P is a non-empty closed irreducible subset such that x; y 2 P,
then P D .P � Ux/ [ .P � Uy/. But this contradicts the assumption, hence P needs
to be irreducible. ut

So far we have seen that given a topological space X we can define the associated
locale using the map Loc in (8.1.7). It is only natural to ask if one can also do the
reverse, namely: given a locale is it possible to define a topological space? It turns
out that this is indeed the case and to achieve this one utilises the points of a local,
i.e. the maps p W 1 ! .X/. In fact, the set of all points pt.X/ D f p W 1 ! Xg of a
locale X is equipped with a topological structure where the opens are defined by

pt.U/ D f p 2 pt.X/j p�1.U/ D 1g (8.1.8)

where U 2 O.X/.
To show that the collection of subsets of this form constitute, indeed, a

topology we note that for X 2 O.X/, then f p 2 pt.X/j p�1.X/ D 1g D pt.X/
is the whole space, while for ; 2 O.X/ then f p 2 pt.X/j p�1.;/ D
1g D pt.;/ D ; is empty. Now, given two opens U;V 2 O.X/, then
pt.U ^ V/ D f p 2 pt.X/j p�1.U ^ V/ D 1g. However, since p�1 is a frame
morphisms then p�1.U^V/ D p�1.U/^p�1.V/ D 1which implies that p�1.U/ D 1
and p�1.V/ D 1. Therefore pt.U ^ V/ D pt.U/ ^ pt.V/. Similarly one can show
that pt.

W
i Ui/ D Wi pt.Ui/.

This shows that given a locale X it is possible to define a topological space pt.X/,
whose opens are given by the sets of the form of (8.1.8). Topological spaces, defined
in such a way, share the property of being sober.

Lemma 8.1.1 Given a locale A, then pt.A/ is sober.

Proof In order to show that pt.A/ is sober we will show that the map x ! fxg is
a bijection. To this end consider a non-empty closed irreducible subset F of pt.A/,
then Fc is a prime open, i.e. if U\V � Fc for U;V open and not disjoint, then either

1Recall that a T0 space is a space X such that for any two points x; y 2 X there exists an open set U
such that, either x 2 U and y … U or y 2 U and x … U.
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U � Fc or V � Fc. Clearly Fc, then, is a proper prime element of O.pt.A//. From
the definition of points of a local, Fc corresponds to a point pFc W 1 ! A, therefore
the map x ! fxg is surjective. It remains to show that this map is also injective.
To this end we will first show that the space pt.A/ is T0. In fact if we consider two
distinct points p ¤ q W 1 ! A, then q�1.U/ ¤ p�1.U/ for some U 2 O.pt.A//.
This implies that either p 2 pt.U/ or q 2 pt.U/, hence pt.A/ is T0. Hence the map
x 7! fxg is injective. ut

Given two locales X and Y and a map f W X ! Y, we would like to define a
map between the topological spaces pt.X/ and pt.Y/. This can be done by a simple
composition:

pt. f / W pt.X/! pt. Y/ (8.1.9)

. p W 1! X/ 7! . f ı p W 1! X ! Y/:

However, we need to check that this map is continuous. To this end consider an
open pt.V/ � pt.Y/, then the inverse image is pt. f /�1pt.V/ D pt. f /�1fq 2
pt.Y/jq�1.V/ D 1g D f p 2 pt.X/j p�1. f�1.V// D 1g D pt. f�1.V//, which is
open.

This discussion uncovers the fact that the operation of defining points in a locale
is a covariant functor

pt W Loc! Spaces

X 7! pt.X/: (8.1.10)

Theorem 8.1.2 ([55]) pt W Loc ! Spaces is the right adjoint of Loc W Spaces !
Loc.

Proof To prove the adjunction Loc a pt we need to show that, given a topo-
logical space X and locale A there exists an isomorphism HomLoc.Loc.X/;A/ '
Homspaces.X; pt.A//. To show this we will construct a map g W X ! pt.A/ from
a map f W Loc.X/ ! A and vice versa. Let us first assume that we have a map
f W Loc.X/! A, with associated frame map f�1 W O.A/! O.X/, we then construct
the map g W X ! pt.A/; x 7! g.x/ such that, for all x 2 X, g.x/�1.U/ D 1 iff
x 2 f�1.U/. We now need to show that, as defined, g is continuous. To this end
consider an open pt.U/ � pt.A/, then g�1.pt.U// D g�1f p 2 pt.X/j p�1.U/ D
1g D fx 2 Xjg.x/�1.U/ D 1g D f�1.U/, therefore g is continuous. Now we do
the reverse. Let us assume we are given a g W X ! pt.A/ and we try constructing
an f W Loc.X/ ! A with associated frame map f�1 W O.A/ ! O.X/. We define
f�1.U/ WD fx 2 Xjg.x/�1.U/ D 1g. Clearly f�1.U/ D g�1.pt.U//. We now need
to show that f�1, so defined, is a frame morphism, i.e. it preserves finite meets and
arbitrary joins.

f�1.U ^ V/
definitionD g�1.pt.U ^ V///

pt preserves meetsD g�1.pt.U/\ pt.V//

continuity of gD g�1.pt.U//\ g�1.pt.V// D f�1.U/\ f�1.V/:
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On the other hand

f�1.
_

i

Ui/
definitionD g�1.pt.

_

i

Ui///
pt preserves joinsD g�1.

[

i

pt.Ui//

continuity of gD
[

i

.g�1.pt.Ui// D
[

i

. f�1.Ui//:

We have now constructed the maps � W HomLoc.Loc.X/;A/! Homspaces.X; pt.A//;
f 7! g and  W Homspaces.X; pt.A// ! HomLoc.Loc.X/;A/; g 7! f . What remains
to show is that these are inverse of each other. Let us start with  .�. f //, we want
to show that this is equivalent to f . Consider an open U � O.A/, then

. .�. f ///�1.U/ definitionD fx 2 Xj�. f /.x/�1.U/ D 1g
definition of �. f /D fx 2 Xjx 2 f�1.U/g D f�1.U/;

therefore  .�. f // D f .
On the other hand, we want to show that �. .g// Š g. Here �. .g// W X !

pt.A/ is such that for all x 2 X, �. .g//.x/ W 1! A is the locale map such that:

�. .g//.x/�1.U/ D 1, x 2  .g/�1.U/
x 2  .g/�1.U/, x 2 fx 2 Xjg.x/�1.U/ D 1g;

therefore

�. .g//.x/�1.U/ D 1, g.x/�1.U/ D 1:

ut
An alternative way of proving the above theorem is by constructing the unit and
counit of the adjunction.

Proof Consider the map 
 W X ! pt.Loc.X// which takes each x 2 X to the
corresponding point px W 1 ! Loc.X/. We will now show that this map satisfies
the triangular identities for the unit of the adjunction. In particular consider a map
g W X ! pt.A/, we need to show that there exists a unique f W Loc.X/! A in Loc,
such that the following diagram commutes
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Applying the functor pt to f we obtain the map pt. f / W pt.Loc.X// ! pt.A/
which, as explained before, is defined though composition pt. f / W . p W 1 !
Loc.X// ! . f ı p W 1 ! A/. If we now compose pt. f / with � we obtain the
map

pt. f / ı � W X ! pt.A/

x 7! f ı px W 1! A:

f ı px W 1 ! A is s point such that, given any U 2 O.A/, . f ı px/
�1.U/ D 1 if

x 2 f�1.U/ and . f ı px/
�1.U/ D 0 if x … f�1.U/. Therefore, for the diagram to

commute we need g.x/ D f ı px, i.e. x 2 f�1.U/ iff x 2 g.x/�1.U/. This means that
the map f should be defined, for any U 2 O.A/, as f�1.U/ D fx 2 Xjg.x/�1.V/ D
1g. Clearly such an f is unique.

On the other hand let us consider the map � W Loc.pt.A// ! A such that ��1 W
O.A/ ! O.pt.A//; U 7! pt.U/. We want to show that given an f W Loc.X/ ! A,
then there exists a unique g W X ! pt.A/ such that the following diagram commutes:

That is, we require that for any U 2 O.A/, f�1.U/ D g�1.��1.U// D g�1.pt.U/.
This is equivalent to the condition that x 2 f�1.U/ , x 2 g�1.pt.U/ ,
g.x/�1.U/ D 1. To account for this we define the map g W X ! pt.A/ which assigns
to each x 2 X a point g.x/ W 1! A such that, for all U 2 O.A/, g.x/�1.U/ D 1 iff
x 2 f�1.U/ and g.x/�1.U/ D 0 otherwise. Clearly such a defined g is unique. ut

Summarising, given a topological space X, the unit the adjunction is defined by


 WX ! pt Loc.X/

x 7! . px W 1! Loc.X//: (8.1.11)

On the other hand, the counit � W Loc pt.X/ ! X is defined in terms of the
corresponding frame map

��1 WO.X/! O.pt.X//

U 7! pt.U/: (8.1.12)

Both the unit and the counit of the adjunction are important in understanding
certain properties of locales. In particular the property of a locale being sober is
equivalent to the condition that the unit is a homeomorphism. On the other hand the
property of a locale having enough points (notion to be defined later) is equivalent
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to the condition that the counit is an isomorphisms of locales. These properties are
expressed by two theorems.

Theorem 8.1.3 Given a topological space X, the following statements are equiva-
lent:

1. X is sober.
2. The unit 
 W X ! pt Loc .X/ is a homeomorphism.
3. There exists a locale A such that pt.A/ ' X.

Proof

1) 2 Assume that S is sober, from Definition 8.1.3 we know that a space is
sober if there exists a bijection between the points x 2 X and the points
of the corresponding locale Loc.X/. Thus the condition of being sober is
equivalent to the condition of the unit being a bijection. What remains to be
shown is that 
 is both open and continuous. To this end consider an open
U � X, then U 2 OLoc.X/. To such an open there corresponds the open
pt.U/ � pt.Loc.X//. Given a x 2 X, then 
.x/ 2 pt.U/ iff 
�1.U/ D 1 iff
x 2 U. This shows that 
 is continuous, but it also shows that it is open since

.U/ D pt.U/.

2) 3 Follows by choosing X D Loc.X/.
3) 1 Follows from Lemma 8.1.1.

ut
As stated in previous sections, the main idea behind locales is to consider open

regions as primary entities rather than points. Given this, it is natural to ask whether
locales have points and ‘how many’ do they have. It turns out that some locales have
points while others don’t. Of those that do, some are said to have ‘enough points’
while others do not. Locales that have ‘enough points’ are called spacial. Having
enough points means that the points present are enough to distinguish elements of
the corresponding lattice. In particular, consider a locale X, this is spacial iff for any
U;V 2 O.X/ then pt.U/ D pt.V/ implies that U D V . Alternatively we say that
X is spacial if for any two U;V 2 O.X/ there exists a point p W 1 ! X such that
p�1.U/ ¤ p�1.V/. The property of being spacial is given in terms of the counit
though the following theorem.

Theorem 8.1.4 Given a locale A, the following statements are equivalent:

1. A is spacial.
2. The counit � W Loc pt.A/! A is an isomorphism of locales.
3. There exists a topological space X such that A ' Loc.X/.

Proof

1) 2 Assume that the locale A is sober, then for any U;V 2 O.A/ if pt.U/ D
pt.V/ it follows that U D V . Next consider the frame map ��1 W O.A/ !
O.pt.A//; U 7! pt.U/. By construction such a map is onto, since each open
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in O.pt.A// is of the form pt.U/ for some U 2 O.A/. Moreover, from the
condition of A being sober it follows that ��1 is injective, hence ��1 is a
frame isomorphism and � is an isomorphism of locales.

2) 3 Follows from choosing X D pt.A/.
3) 1 Assume that A ' Loc.X/ for some topological space X. Then given two

distinct opens U;V � X, these are distinguishable in terms of the concrete
points of X, but this implies that they are also distinguishable using points
of LocX.

ut
A direct consequence of the above theorems is that the adjunction Loc a pt of
Theorem 8.1.2 becomes an equivalence of categories when restricted to the sub-
categories of spacial locales and sober spaces.

Lemma 8.1.2 The adjunction

when restricted to the full sub-category of spacial locales and the full sub-category
of sober spaces, is an equivalence of categories.

Before proving this Lemma we will briefly recall the definition of an equivalence
of categories.

Definition 8.1.5 Given two categories C and D, they are said to be equivalent if
there exists an equivalence between them. An equivalence consists of a pair of
functors

and two natural transformations

F ı G Š IdD and G ı F Š IdC :

We will now prove the above Lemma.

Proof From Lemma 8.1.1 (and also Theorem 8.1.3), we know that, given a locale A,
then pt.A/ is sober, therefore the image of pt W Loc! Space is contained in the sub-
category of sober spaces. On the other hand, from Theorem 8.1.4, given a space X,
then Loc.X/ is spacial, hence the image of Loc W Spaces ! Loc is contained
in the sub-category of spacial locales. This implies that Locjsober a ptjspacial. But
from Theorems 8.1.3 and 8.1.4, the unit and counit to this restricted adjunction are
isomorphisms. This proves the desired equivalence. ut
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8.2 Maps Between Locales

In this section we would like to characterise various maps between locales. We will
pay particular attention to embedding maps, since these will pave the road for the
definition of sublocales in the next section.

As a first step let us consider a map f W A ! B between two locales A and B.
Let us also assume that the map f�1 W O.B/ ! O.A/ is surjective, then it turns
out that the map pt. f / W pt.A/! pt.B/ is injective. To see this consider two points
px; py 2 pt.A/, such that pt. f /. px/ D pt. f /. py/. Given U 2 O.A/, then from the
surjectivity of f�1 it follows that there exists a V 2 O.B/ such that U D f�1.V/. It
then follows that

p�1x .U/ D p�1x . f�1.V// D . f ı px/
�1.V/ definition of pt. f /D pt. f /. px/.V/

D pt. f /. py/.V/ D . f ı py/
�1.V/ D p�1y . f�1.V//

D p�1y .U/:

Thus it seems that there is a close connection between surjective frame maps and
injective topological maps. This connection is encoded in the following Lemma:

Lemma 8.2.1 Given two topological spaces X;Y, a continuous map i W X ! Y
is an embedding iff the frame map i�1 W O.Y/ ! O.X/ is surjective and pt.i/ is
injective.

Proof

) Assume that i is an embedding, then the open sets in X are of the form X \ U
for U open in Y. This implies that i�1 W O.Y/ ! O.X/ is surjective. Moreover,
since i is injective it follows trivially, that pt.i/ W pt.X/! pt.Y/ is injective.

( We now assume that i�1 W O.Y/! O.X/ is surjective and pt.i/ is injective. We
then want to show that i is an embedding. Injectivity of i is a direct consequence
of the injectivity of pt.i/. To show that the map i is also open we note that
surjectivity of i�1 implies that any open U 2 O.X/ is of the form i�1.U0/ for
some open U0 2 O.Y/. Therefore, consider two opens U;V � X, then from the
surjectivity of i�1 these are of the form U D i�1.U0/ and V D i�1.V 0/ for some
opens U0;V 0 � Y. Hence both ii�1.U0/ D U0 and ii�1.V 0/ D V 0 are open in Y.

ut
It is possible to relax the condition of injectivity of the map pt.i/ W pt.X/ ! pt.Y/
in the above Lemma, but then certain topological requirements of X are necessary.
In particular we would have:

Lemma 8.2.2 Given two topological spaces X;Y such that X is T0, then a
continuous map i W X ! Y is an embedding iff the frame map i�1 W O.Y/ ! O.X/
is surjective
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Proof

) Same as the proof of Lemma 8.2.5.
( We now assume that i�1 W O.Y/! O.X/ is surjective. We want to show that the

map i is injective. To this end consider two points x; y 2 X such that i.x/ D i.y/.
Next, consider the collection of opens A D fU � Yji.x/ D i.y/ 2 Ug. Because
of surjectivity, all opens in X are of the form i�1.U/ for some open U � Y,
therefore i�1i.x/ D x 2 U0 iff U0 D i.U/ for some open U 2 A. Similarly
i�1i.y/ D y 2 U0 iff U0 D i.U/ for some open U 2 A. This implies that the
collection of opens containing x is the same as the collection of opens containing
y. Since the space is T0 this implies that x D y.

ut
Similarly there is a Lemma relating surjective maps between topological spaces and
injective frame morphisms.

Lemma 8.2.3 Given two topological spaces X;Y such that Y is T1, then a map
f W X ! Y is surjective iff the corresponding frame map f�1 W O.Y/ ! O.X/ is
injective.

Proof

) Assume that f is surjective. Then consider two opens U;V � Y such that
f�1.U/ D f�1.V/. Since f is surjective, f . f�1.U// D U D f . f�1.V// D V ,
hence f�1 is injective.

( Assume that f�1 is injective, then since Y is T1, each singleton f yg is closed.
Hence f ygc is open and f�1.f ygc/ � f�1.Y/ D Y. This implies that there exists
a point x 2 X such that f .y/ D x. Since this proof holds for all y 2 Y it follows
that f is surjective.

ut
Given the above two Lemmas, it is now easy to define embeddings and

surjections of locales.

Definition 8.2.1 Given two locales A;B, a map f W A ! B is an embedding
(respectively a surjection ) iff the corresponding frame map f�1 W O.B/! O.A/ is
surjective (respectively injective).

Clearly one could also define embeddings and surjections of topological spaces
in terms of locale maps.

Definition 8.2.2 Given two topological spaces X;Y then a map f W X ! Y is an
embedding (respectively a surjection) iff the map Loc. f / W LocX ! Loc.Y/ is an
embedding (respectively, a surjection) and Y is T1 (respectively, X is T0).

As a corollary of the above definition we have that:

Corollary 8.2.1 Given locales A;B;C, with maps f W A ! B and g W C ! A,
then:

i. If the map f W A ! B is both an embedding and a surjection then f is an
isomorphism.

ii. If f ı g is a surjection then so is f .
iii. If f ı g is an embedding, then so is g.



8.2 Maps Between Locales 161

Proof

i: Assume the map f is both an embedding and a surjection. This implies that the
frame homomorphism f�1 is both surjective and injective, which means that it
is an isomorphism. Therefore f is an isomorphism.

ii: If f ı g is a surjection then . f ı g/�1 is injective, i.e. if g�1. f�1.U// D
g�1. f�1.V//, then U D V . Now assume that f�1 is not injective, then there
exists U ¤ V such that f�1.U/ D f�1.V/. But this contradicts the assumption
that . f ı g/�1 is injective.

iii: If f ıg is an embedding, then . f ıg/�1 is a surjection, therefore for all U 2 O.C/,
U D g�1. f�1.U0// for U0 2 O.B/. Now assume that g�1 is not surjective, then
there exists a V 2 O.C/ such that V ¤ g�1.W/ for W 2 O.A/. For such
a V it then follows that V ¤ g�1. f�1.V 0// for V 0 2 O.B/ contradicting the
assumption.

ut
It is interesting to note that it is possible to define both surjections and

embeddings of locales in terms of the adjunction defined in Eq. (8.1.3).

Lemma 8.2.4 Given two locales A;B and a map f W A! B between them, then the
following statements are equivalent:

1. f is surjective.
2. f�f�1 D id W O.B/! O.B/.
3. The right adjoint f� W O.A/! O.B/ is a surjection of posets.

Proof

1. 1) 2. If we assume that f is surjective then from Definition 8.2.1 it follows that
f�1 W O.B/ ! O.A/ is injective. If we now consider the triangular inequalities
of the adjunction f�1 a f� we get f�1f�f�1 D f�1 and f�f�1f� D f�. Since f�1
is an injection and hence left cancellable, we get from the first inequality that
f�f�1 D id.

2. 2 ) 3. If we assume that f�f�1 D id, then for all U 2 O.B/, U D f�f�1.U/
where f�1.U/ 2 O.A/. Therefore each U 2 O.B/ is of the form U D f�U0 for
some U0 2 O.A/.

3. 3 ) 1. Let us assume that f� is surjective, then take U;V 2 O.B/ such that
f�1.U/ D f�1.V/. Since f � is surjective, then U D f�.U0/ and V D f�.V 0/
for some U0;V 0 2 O.A/, obtaining f�1f�.U0/ D f�1f�.V 0/. Then clearly
f�f�1f�.U0/ D f�f�1f�.V 0/. Form the triangular inequality f�f�1f� D f� we
obtain that U D f�.U0/ D f�.V 0/ D V , hence f� is surjective.

ut
A similar lemma holds for embedding of locales

Lemma 8.2.5 Given two locales A;B and a map f W A ! B between them, then
the following statements are equivalent:

1. f is an embedding.
2. f�1f� D id W O.A/! O.A/
3. f� is injective.
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The proof of this Lemma is very similar to the prove of the previous Lemma but
for completeness reasons we will nevertheless report it.

Proof

1) 2 If f is an embedding, then f�1 W O.B/ ! O.A/ is surjective (right
cancellable), then, from the triangular equality f�1f�f�1 D f�1 we get that
f�1f� D id.

2) 3 Assume that f�1f� D id and that f�.U/ D f�.V/, then clearly f�1f�.U/ D
U D f�1f�.V/ D V , hence f� is injective.

3) 1 Assume that f� is injective (left cancellable), then from the triangular
equality f�f�1f� D f� it follows that f�1f� D id. Then, given any U 2 O.A/,
we have that U D f�1. f�.U//, hence f� is surjective.

ut

8.3 Sublocales

We now have the necessary tools to define the notion of a sublocale. In fact, given an
embedding f W B! A between locales, then the sublocale B will be defined in terms
of the adjunction f�1 a f�. More precisely it will be defined in terms of the monad
j W f�f�1 W O.A/ ! O.B/ of the adjunction. To understand why this is the case we
should go back to the definition of a subspace of a topological space. In particular,
consider a topological space X with a subspace Y, then the topology on Y is given
by all those opens U, such that U D Y \ V for some open V � X. However, it can
be the case that for V ¤ W we still have that U D V \ Y D W \ Y, therefore each
open set U in Y is associated with a collection of open sets Vi, such that U D Y \Vi

for all i. Alternatively we can define U to be U D Y \ .Si Vi/ DSi.Y\Vi/. In this
case we can say that each open in Y is associated bijectively to a union of open sets
in X. Moreover, for each Vi, we have that f�1.Vi/ D Y \ Vi � S

i.Y \ Vi/ D U,
therefore each open U in Y is associated with the union of opens V � X, which
satisfy f�1.V/ � U. We now recall that the map f W Y ! X gives rise to the
adjunction f�1 a f� where the right adjoint f� is defined on each open U � Y as
f�.U/ D SfV � Xj f�1.V/ � Ug. These unions are precisely the ones which are
in bijective correspondence to the open sets in Y and can be characterised through
the triangular identity f�f�1f� D f�. In fact f�f�1f� D f� implies that f�f�1f�.U/ D
f�.U/. This means that the opens in Y are in bijective correspondence to opens in X
which are invariant under the operator f�f�1 W O.X/ ! O.X/, i.e. opens sets of Y
correspond to fixed points of j.

Keeping this in mind we now go back to the case of interest and consider two
locales A and B with an embedding map f W B ! A. We know from Lemma 8.2.5,
that f� W O.Y/ ! O.X/ is injective and, from the triangular identity f�f�1f� D f�,
it follows that the image of f� consists of all those V which are invariant under the
operator f�f�1 W O.A/ ! O.A/. Therefore, for f an embedding, it follows that
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O.B/ is isomorphic to the set of fixed points of j, i.e. O.B/ ' fU 2 O.A/j j.U/ D
Ug. It turns out the converse is also true. However, before showing this, we will
characterise the operator j in more details. As mentioned above, j is the monad of
the adjunction f�1 a f� hence it comes equipped with two natural transformations:
unit and multiplication. These are defined, for any open U 2 O.A/, by

U � j.U/; and (8.3.1)

jj.U/ � U; (8.3.2)

respectively. Because of functoriality of j, we have that j.U/ � jj.U/, hence
Eq. (8.3.2) becomes

jj.U/ D U: (8.3.3)

Moreover, since f� is a right adjoint and f�1 is a frame morphisms, they both
preserve meets therefore

j.U ^ V/ D j.U/ ^ j.V/:

We are now in a position to fully characterise the operator j.

Definition 8.3.1 Given a locale A, an operator j W O.A/! O.A/ is called a nucleus
on A if for each U 2 O.A/, then the following conditions are satisfied:

U � j.U/ (8.3.4)

jj.U/ D j.U/ (8.3.5)

j.U ^ V/ D j.U/ ^ j.V/: (8.3.6)

We have seen so far that, given an embedding f W B ! A, the frame O.B/ is
isomorphic to the set fU 2 O.A/j j.U/ D Ug of fixed points of j. We now would like
to prove that the reverse also holds. Once we do that we can completely characterise
sublocales of a locale in terms of its nucleuses.

Lemma 8.3.1 Given a nucleus j W O.A/ ! O.A/ of a locale A, then the set
O.Aj/ D fU 2 O.A/j j.U/ D Ug of fixed points of j is a frame and the map
i�1 W O.A/! O.Aj/; U 7! jU is a surjection of frames.

Proof As a first step we need to show that O.Aj/ is indeed a frame, i.e. it has to be
closed under finite meets and arbitrary joins and condition (8.1.1) has to be satisfied.
From the definition of j we know that it preserves finite meets, hence O.Aj/ is closed
under finite meets. To show that it is closed under arbitrary joins, just consider a
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family of element fUig in O.Aj/. One can then define supfUig D j.
W

Ui/ whereW
Ui is the supremum in O.A/. We then need to show that j

W
.V^Ui/ D V^j

W
Ui:

V ^ j
_

Ui
V2O.Aj/D jV ^ j

_
Ui

property of jD j.V ^
_

Ui/

O.A/ is a frameD j
_
.V ^ Ui/:

As a last step we need to show that i�1 is surjective, i.e. for all U 2 O.Aj/ then
U D j.U0/ with U0 2 O.A/. However we know that U D j.U/ and, because of
Eq. (8.3.5), jj.U/ D j.U/. Therefore the map is surjective. The preservation of finite
meets and arbitrary joints follows from the fact that j preserves such objects. ut

We know from Lemma 8.2.5 that, if the frame map i�1 W O.Aj/ ! O.A/ is
surjective, then the corresponding locale map i W Aj ! A is an embedding. Therefore
it follows that nuclei of locales give rise to embedding of locales. Moreover, it is easy
to see that i�1 W O.A/! O.Aj/ is the left adjoint of the inclusion map i� W O.Aj/!
O.A/; U 7! U.

Now that we have proved Lemma 8.3.1 we can easily define sublocales as
follows:

Definition 8.3.2 Given a locale A with nucleous j W O.A/ ! O.A/, the locale Aj

with associated frame O.Aj/ D fU 2 O.A/j j.U/ D Ug of fixed points of j is a
sublocale of A.

Alternatively, one can define a sublocale B of a locale A as a subset satisfying the
following conditions:

1. B is closed under all meets.
2. For all b 2 B and all a 2 A, the pseudo compliment a! b belongs to B.

From this alternative but equivalent definition it is straightforward to see that
sublocales are always non-empty since 1 DV; for every B satisfying 1.

Exercise 8.3.1 Show that the two definitions of sublocale are equivalent.
An alternative way of proving that sublocales are in bijective correspondence

with nuclei is by the following Theorem [49]:

Theorem 8.3.1 Given a locale A, there exists a bijective correspondence between
nuclei of A and embeddings f W B! A.

Proof Given an embedding f we know that this gives rise to the nucleus f�f�1 W
O.A/ ! O.A/. On the other hand let us assume that one has a nucleus j D f�f�1.
This gives rise to an inclusion map i� W O.Aj/ ! O.A/. To show that f is an
embedding we need to show that B is isomorphic to Aj. However, since f is an
embedding we know from Lemma 8.2.5 that f�1 is a surjection. Therefore f�1f� D
id W O.B/! O.B/ and f� W O.B/! O.A/ is injective. Next we consider, with some
abuse of notation, the map f�jO.Aj/ W O.B/! O.Aj/; U 7! f�.U/ and show that this
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is an isomorphism. First of all, because of the triangular equality f�f�1f� D f�,
it follows that the above map is well defined. Secondly, since f� is injective, and
each f�.U/ D f�f�1f�.U/, it follows that f�jO.Aj/ is injective. To show that f�jO.Aj/

is also surjective, we need to show that for each U 2 O.Aj/, then U D f�.U0/ for
U0 2 O.B/, but U D f�f�1.U/ and f�1 is surjective, hence f�1.U/ 2 O.B/. ut
Definition 8.3.3 Given a locale A, a sublocale B is said to be dense if 0 2 B, i.e.
j.0/ D 0.

Lemma 8.3.2 Every locale has a smallest dense sublocale.

Proof As a first step we will consider the map:: W A! A which takes any element
a of the locale A and maps it to its double negation2 ::a. We want to show that such
a map is a nucleus, therefore we need to show that it satisfies Eqs. (8.3.4)–(8.3.6).
From the definition of :a WD a) 0, it follows that b � :a iff b ^ a D 0. Clearly
a ^ :a D 0, therefore a � ::a. This proves Eq. (8.3.4).

Next, since ::a ^ :::a D 0, it follows that ::a � ::::a. On the
other hand, since a � ::a holds for all elements then :a � :::a. Hence
:a ^ ::::a � :::a ^ ::::a D 0 and ::::a � ::a. These two results
put together show that ::::a D ::a and also Eq. (8.3.5) is proved. Finally
consider the inequality a ^ b � a � ::a, it follows that a ^ b ^ :a D 0,
therefore :a � :.a ^ b/. Applying the same reasoning again we obtain that
::.a ^ b/ � ::a. Similarly we also obtain that ::.a ^ b/ � ::b, therefore
::.a^ b/ � ::a^::b. To prove the converse inequality, we start by noting that

:.a ^ b/ ^ a ^ b D 0, :.a ^ b/ ^ a � :b:

Since a � ::a, then a^:::a � ::a^:::a D 0, which implies that :::a �
:a. On the other hand::a^:a D 0, :a � :::a, thus :a D :::a. We then
obtain that

:.a ^ b/^ a � :::b, ::b ^ :.a ^ b/ ^ a D 0
, ::b ^ :.a ^ b/ � :a D :::a

, ::b ^ :.a ^ b/ ^ ::a D 0
, ::a ^ ::b � ::.a ^ b/:

It follows that ::a ^ ::b D ::.a ^ b/. We have now shown that the map :: W
A! A is a nucleus. Clearly it is dense since ::0 D :1 D 0. Now take any nucleus
j such that 0 2 Aj, we know from condition 2 of the definition of a sublocale that,
for any a 2 A, then a ! 0 2 Aj and ..a ! 0/ ! 0/ D ::a 2 Aj, therefore
::A � Aj. ut

2Here we define the negation : in terms of the Heyting algebra negation, i.e. :a WD a ) 0.
Recall that a) 0 is defined as the least upper bound of all those elements b with b^ a 
 0.
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8.4 Defining Sheaves on a Locale

From Definition 7.2.1 it is clear that the notion of a sheaf on a topological space
solely depends on the lattice of open sets of that space. Moreover in Sect. 8.1 we
have seen that a locale is just a lattice which mimics the properties of the lattice of
open subsets of a topological space, therefore it can be considered as a generalised
notion of a topological space. It then follows that it is also possible to define sheaves
on a locale. We will start with the notion of a presheaf on a locale then extend it to
that of a sheaf.

Definition 8.4.1 Given a locale X, a presheaf on X is a functor:

O.X/! Sets

U 7! F.U/

Such that for any subset inclusion V � U, the corresponding presheaf map F.U/!
F.V/ is given by restriction.

Definition 8.4.2 Given a locale X, a presheaf on X is a sheaf if, given a family
fxi 2 F.Ui/ji 2 Ig, such that for any pair .i; j/, then xijUi\Uj D xjjUi\Uj as elements
in F.Ui\Uj/, then there exists a unique element x 2 F.

S
i2I Ui/ such that xjUi D xi

for all i 2 I.
Let us consider a locale X, with associated frame O.X/. We want to define the

notion of a covering family for an open U 2 O.X/.

Definition 8.4.3 A family fUiji 2 Ig of opens in X such that Ui � U is a covering
family for U iff U DWi Ui.

Given such a covering we can define a basis K, for each U 2 O.X/ as

K.U/ D ffUi ! Ugi2IjUi � U is open, U D
[

i

Uig: (8.4.1)

As discussed at the end of Sect. 7.1 this indeed satisfies the requirements for being
a Grothendieck basis. We will indicate the corresponding Grothendieck topology
by Jk. Since O.X/ is ultimately a local, the sheaf defined on the site .O.X/; Jk/ is
essentially the sheaf defined on the locale O.X/.

Next we would like to show that, given any map X ! Y between locals, there
corresponds a geometric morphism Sh.X/! Sh.Y/. As a first step we need to show
that the locale X can be recovered from the topos Sh.X/. In particular we have that:

Lemma 8.4.1 Given a locale X, and the terminal object 1 2 Sh.X/, then

SubSh.X/.1/ Š O.X/:

Before proving this Lemma we need a few definitions and results. The first definition
we need is that of a subsheaf.
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Definition 8.4.4 A sub-object A of an object P 2 Sh.X/ is a functor A W O.X/ !
Sets, such that

i) A.U/ � P.U/.
ii) A morphism A.C/ ! A.D/ is simply the restriction of the morphism P.C/ !

P.D/.
iii) For each object U 2 O.X/, each cover S of U and each x 2 P.C/ then A. f /.e/ 2

A.D/ for all f W D ! C in S implies that x 2 A.C/. The last condition simply
states that A is actually a sheaf.

Next we will show that given any sheaf, the collection of its subsheaves forms a
complete Heyting algebra [55].

Lemma 8.4.2 Given a site .C; J/ and a sheaf P 2 Sh.C; J/, then Sub.P/ for a
complete Heyting algebra.

Proof To show that Sub.P/ is a complete Heyting algebra we need to show that it
has the structure of a lattice and that the operations of join and meet distribute. First
of all we note that Sub.P/ is endowed with a partial ordering as follows:

A � B iff A.C/ � B.C/; 8C 2 C:

Given A;B 2 Sub.P/ we want to show that A ^ B 2 Sub.P/, where for any C 2 C
we have .A^B/.C/ D A.C/\B.C/. To see that indeed A^B 2 Sub.P/ we need to
prove that conditions i)–iii) of Definition 8.4.4 hold.

i) If A.C/ � P.C/ and B.C/ � P.C/ then clearly A.C/\ B.C/ � P.C/.
ii) Given a map f W C0 ! C then P. f /jA W A.C/ ! A.C0/ and P. f /jB W B.C/ !

B.C0/. It follows that P. f /jA^B W .A ^ B/.C0/! .A ^ B/.C/ is such that, given
x 2 .A ^ B/.C0/, then P. f /jA^B.x/ D P. f /jA.x/\ P. f /jB.x/ 2 A.C/ \ B.C/.

iii) Assume that for each object C 2 C and each cover S 2 J.C/ and x 2 P.C/ both
implications

8f 2 S; PjA.x/ 2 A.D/) x 2 A.C/ (8.4.2)

8f 2 S; PjB.x/ 2 B.D/) x 2 B.C/ (8.4.3)

hold. It then follows that 8f 2 S, PjA^B. f /.x/ D PjA. f /.x/ \ PjB.x/ 2 A.D/\
B.D/ D .A ^ B/.D/. Therefore, x 2 A.D/\ B.D/ D .A ^ B/.D/.

This discussion shows that indeed A^B 2 Sub.P/. In fact, given any family fAig of
sub-objects in P, the infimum

V
i Ai exists in Sub.P/.

^

i

Ai.C/ D
\

i

Ai.C/:



168 8 Locales

The supremum can now be defined in terms of the infimum as follows:

_

i

Ai D
^
fBjAi � B 8 ig:

In Sh.C; J/ it is also possible to define the supremum as follows: for any C 2 C and
x 2 P.C/ then

x 2 .
^

i

Ai/.C/ iff f f W D! CjP. f /x 2 Ai.D/ for some ig 2 J.C/: (8.4.4)

As a final step we need to show that the following equality holds for any A;B 2
Sub.P/:

B ^
_

i

Ai D
_

i

B ^ Ai:

Given a C 2 C we fist assume that x 2 Wi B ^ Ai.C/. From (8.4.4) it follows that
the sieve S D f f W D ! CjP. f /x 2 .B ^ Ai/.D/ for some ig covers C. From the
definition of infimum it follows that P. f /x 2 B.D/ and P. f /x 2 Ai.D/ for some i.
Since B � P then P. f /x 2 B.D/) x 2 B.C/. Moreover the above sieve S is such
that for any f 2 S then P. f /x 2 Ai.D/ for some i, therefore x 2 Wi Ai.C/ and x 2
B.C/^Wi Ai.C/. This proves that for all C 2 C,

�W
i B ^ Ai

�
.C/ � �B ^Wi Ai

�
.C/.

On the other hand let us assume that, given a C 2 C then x 2 �B ^Wi Ai
�
.C/.

This implies that x 2 B.C/ and x 2 Wi Ai.C/. Therefore the sieve S D f f W D !
CjP. f /x 2 Ai.D/ for some ig covers C. Given such a sieve and given the fact that
B � P then, for all f 2 S, we have that P. f /x 2 .B ^ Ai/.D/ for some i. Therefore
S is the sieve such that x 2 �Wi B ^ Ai

�
.C/. This proves that

�
B ^Wi Ai

�
.C/ ��W

i B ^ Ai
�
.C/. ut

From the above Lemma it follows that given a locale X and 1 2 Sh.X/, then
SubSh.X/.1/ is a Heyting algebra, hence a frame. Let us analyse in more details how
a sub-object S � 1 behaves.

S W O.X/op ! Sets

U 7! A.U/ � f0g:

Next consider a cover fUigi2I of U, i.e. U D W
i Ui, then if 0 2 S.Ui/ for all i then

0 2 S.U/, since S is a sheaf. It follows that any sub-object S � 1 is completely
determined by the element W D WfUj0 2 S.U/g of O.X/, therefore SubSh.X/.1/ Š
O.X/. We have thus proved Lemma (8.4.1).

It was shown in [55] that given any topos � with all small colimits, a geometric
morphism � ! Sh.Y/ for a locale Y, corresponds to a left-exact3 functor

3A functor F is said to be left-exact if it preserves finite limits.
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F W O.Y/! � . We are interested in the case when � D Sh.X/ for some locale X. The
left-exact functor in this case is F W O.Y/ ! Sh.X/. We know from Lemma 8.4.1
that O.Y/ Š SubSh.Y/.1/. Since F if left exact then Im.F/ � SubSh.X/.1/ D O.X/.
Therefore F becomes F W O.Y/ ! O.X/ which corresponds to the locale map
f W X ! Y. This implies that, for each geometric morphism F W Sh.X/ ! Sh.Y/
there corresponds a unique locale map f W X ! Y. The above discussion formalises
in the following Lemma:

Theorem 8.4.1 Given any two locales X;Y, there is an equivalence of categories

Maps.X;Y/
��! Hom.Sh.X/; Sh. Y//

induced by the functor X 7! Sh.X/ from locales to topoi.
Here Maps.X;Y/ is the category whose objects are locale maps f W X ! Y and

morphisms are the natural transformations f ! g. In particular Maps.X;Y/ is a
poset such that f � g if f�1.U/ � g�1.U/ for U 2 O.Y/.



Chapter 9
Internalizing Objects in Topos Theory

In this chapter we will explain how to define categorical notions internally within
a topos. This internal description of objects is needed to understand the covariant
approach to topos quantum theory explained in the next chapter.

9.1 Internal Category

Given a topos � , we would like to define the notion of a category internal to � .

Definition 9.1.1 An internal category C in � consists of the following elements:

1. three objects C0;C1;C2 representing the objects of objects, the object of mor-
phisms and the object of composable pairs, respectively.

2. The codomain morphism d10 W C1 ! C0 and the domain morphism d11 W C1 ! C0
which assign to each morphism its domain and codomain, respectively.

3. A morphism s00 W C0 ! C1 called inclusion of identities which assigns to each
object the identity morphism.

4. Three morphisms: d20; d
2
1; d

2
2 W C2 ! C1 which represent the first member, the

composite and the second member of the composable pair, respectively.

The above elements are subject to the following conditions:

1. The law of composite morphisms which is represented by the following pullback
diagram

© Springer International Publishing AG 2018
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2. Laws specifying the source and target of identity morphisms which are repre-
sented by the following commuting diagrams

3. Laws specifying the source and target of composite morphisms which are
represented by the following commuting diagrams

4. Left and right unit laws for composition of morphisms are given by d21 ı s10 D
idC1 D d21 ı s11 where s10 W C1 ! C2 is defined via
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so that, for a particular f 2 C1 we obtain

Therefore s10 W C1 ! C2; f !< idcod. f /; f >. This implies that d21 ı s10 D idC1 is
equivalent to idcod. f / ı f D f .
Similarly s11 W C1 ! C2 is defined via
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therefore s11 W C1 ! C2; f 7!< f ; iddom. f / >. This implies that idC1 D d21 ı s11 is
equivalent to f ı iddom. f / D f .

5. Associativity law for composition of morphisms is given by the following
commuting diagram

Given the definition of internal category, we also have a definition of internal
functor and internal natural transformation.

Definition 9.1.2 Given two internal categories C and D, an internal functor F W
C ! D consists of morphisms F0 W C0 ! D0, F1 W C1 ! D1 and F2 W C2 ! D2,
which commute with the appropriate structure relations defined above.

Definition 9.1.3 Given two internal functors F;G W C ! D, an internal natural
transformation ˛ W F ! G consists of a morphisms ˛ W C0 ! D1 such that

d10˛ D g0; d11˛ D f0; d21.˛d10; f1/ D d21.g1; ˛d11/ W C1 ! D1:
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9.2 Internal C�-Algebra

In order to define an internal C�-algebra for a topos � we will have to explain the
notion of rational numbers and integers in a topos [55]. These can be defined in
any topos � which has a natural number object N� . In particular, given N� , then the
object Z� of integers is defined as the co-equaliser

where E is the pullback

E represents the set of 4-tuples .n;m; n0;m0/ such that n C m0 D n0 C m, and
a.n;m; n0;m0/ D .n;m0/ while b.n;m; n0;m0/ D .n0;m/. This construction reflects
the idea that in set theory integers are defined in terms of an equivalence relations
on the natural numbers as follows:

Z D f.n;m/jn;m 2 Ng= 	

where .n;m/ 	 .n0;m0/ iff nC m0 D n0 C m. Similarly, the construction of rational
numbers in a topos reflects the idea that in Sets, Q is defined as the quotient
f.n;m/jn 2 Z;m 2 Ng= 	 where .n;m/ 	 .n0m0/ if n.m0 C 1/ D n0.m C 1/.
Therefore the pair .n;m/ represent the rational n=.m C 1/. This construction
translated within a topos � amounts to defining the rational number object Q

�
as

the following co-equaliser

where F is defined via the pullback
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and s W N� ! N� is the successor while m W Z� � Z� ! Z� represents
multiplication. Given the rational Q

�
we denote by Q

�
Œi
 D f p C iqj p:q 2 Q

�
g

the complexified rational numbers in � . A vector space over Q
�
Œi
 is defined as an

object A in � together with the following morphisms:

C W A � A! A

� W Q� Œi
 � A! A

0 W 1! A

which represent addition, scalar multiplication and the constant 0, respectively.
These maps satisfy the usual axioms of a vector space. Given the notion of an
internal vector space over Q

�
Œi
 we can now define the notion of an internal C�-

algebra.

Definition 9.2.1 A �-algebra A in a topos � is a vector space over Q
�
Œi
 together

with an associative bilinear map � W A � A ! A and a map .�/� W A ! A such that
for all a; b 2 A and z 2 Q

�
Œi


.aC b/� D a� C b�

.z � a/� D z � a
.a � b/� D b� � a�

a�� D a:

If for all a; b 2 A; a � b D b � a then A is commutative, while it is unital if there is a
neutral element 1 W 1! A for the multiplication such that, for all a 2 A,

a � 1 D a D 1 � a:

In order to turn A into a C�-algebra we need to introduce the notion of a norm
in � . In Sets, a norm N on an algebra A is defined by a subset N � A � QC where
.a; p/ 2 N iff jjajj < p, and jj � jj W A! Œ0;1/. Similarly one defines a norm on A
as a sub-object N � A �QC which satisfies the following axioms [74]:

1. 8p 2 QC; .0; p/ 2 N which expresses the fact that jj0jj D 0
2. 8a 2 A; 9p 2 QC s.t. .a; p/ 2 N which expresses the fact that jjajj can not be

equal to1.
3. 8a 2 A; ..8p 2 QC .a; p/ 2 N/ ) .a D 0// which expresses the fact that
jjajj D 0 implies that a D 0. This states that N is a norm, not just a semi-norm.

4. 8a 2 A and 8p 2 QC; .a; p/ 2 N ” .9q 2 QC .p > q/ ^ ..a:q/ 2 N//.
This axiom together with the previous one indicates that the norm N can be seen
as a map jj � jj W A! Œ0;1


u
.



9.2 Internal C�-Algebra 177

5. 8a 2 A and 8p 2 QC; ..a; p/ 2 N ) .a�; p/ 2 N/ which, together with the
involution property of � implies that jjajj D jja�jj.

6. 8a; b 2 A and 8p; q 2 QC; ..a; p/ 2 N ^ .b; q/ 2 N/) .�aC b; pC q/ 2 N
which expresses the triangle inequality jjaC bjj � jjajj C jjbjj.

7. 8a:b 2 A and 8p; q 2 QC; ..a; p/ 2 N ^ .b; q/ 2 N/) .a � b; p � q/ 2 N which
expresses the fact that jja � bjj � jjajj � jjbjj.

8. 8a 2 A, 8x 2 QŒi
 and 8p; q 2 Q; ...a; p/ 2 N^.jxj < q//) .x �a; p �q/ 2 N/
which expresses the fact that jjx � ajj D jxj � jjajj. Here j � j W QŒi
 ! Q takes a
complex number and assigns its module, i.e. xC iy 7! x2 C y2.

9. 8a 2 A and 8p 2 QC; ..a; p/ 2 N ” .a � a�; p2/ 2 N which expresses the
fact that jjajj2 D jja � a�jj.

Note that the third axiom, because of the presence of the existential quantifier 8,
can not be expressed in terms of the geometric logic explained in Chap. 10.
One needs A to be complete with respect to the norm N. This can be done in terms
of conversions of Cauchy approximations. For an in depth explanation the reader
should refer to [74].

The notion of an internal unital *-homomorphism between internal C�-algebras
is quite straightforward. In particular, given two such algebras A;B, an internal
unital *-homomorphism between them is a linear map f W A ! B, such that
f .a; b/ D f .a/f .b/, f .a�/ D f .a/� and f .1A/ D 1B.

The collection of internal unital C�-algebras, together with internal unital *-
homomorphism, form an internal category which we denote CStar. If we consider
commutative C�-algebras these form a full sub-category of CStar which we denote
by cCStar.

Moreover, there exists a Gelfand duality theorem internal to any topos � . We
will report the theorem below since it is an essential ingredient for the covariant
formulation of topos quantum theory. However, for a detailed discussion and proof
the reader should refer to [3–5]

Theorem 9.2.1 Given any topos � , there exists the following categorical duality1

(9.2.1)

where † ` C.�;C� /.
The above adjunction associates, to each A 2 cCStar, the locale †.A/ which

represents the Gelfand spectrum of A, while for each completely regular compact

1KRegLoc represents the category of compact regular locales. A locale L is compact if every
subset S � L with

W
S D > has a finite subset F with

W
F D >. It is regular if every element

of L is the join of the elements well inside itself. Given two elements, a; b then a is well inside b
(denoted a� b) if there exists c with c^ a D ? and c_ b D >.
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locale X, C.X;C� / represents the collection of locale maps from X to the locale of
Dedekind complex numbers in the topos � (See Appendix A.1).

9.3 Internal Locales

In this section we investigate the notions of internal frame and internal locale.

Definition 9.3.1 Given a topos � , an internal lattice L is an object in � together with
two arrows

V W L � L ! L and
W W L � L ! L, such that the following diagrams

commute

• Associativity

and a similar diagram for
W

.
• Commutativity

and a similar diagram for
W

. Here ı W L�L! L�L is defined by ı.a; b/ D .b; a/.
• Idempotent
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and a similar diagram for
W

. Here � W L! L � L is defined by�.x/ D .x; x/
• Absorption

Given the terminal object 1 2 � , the top and bottom elements of L are defined by
the maps > W 1! L and ? W 1! L such that both the compositions

L ' L � 1 id�>���! L � L
V

�! L

L ' L � 1 id�?���! L � L
W

�! L

give the identity.

Definition 9.3.2 An internal frame F is an internal lattice with all finite meets and
all joins and for which the diagrammatic equivalent of the following equation is
satisfied

U ^
_

i

Vi D
_

i

.U ^ Vi/:

Given a topos � , an internal frame is an internal complete Heyting algebra which
is define as follows:

Definition 9.3.3 Given a topos � , an internal Heyting algebra is an internal lattice
L 2 � together with a binary operation )W L � L ! L such that the following
conditions are satisfied:

• Identifying an element of the lattice x with the arrow x W 1! L, then > W 1! L
is equivalent to the composition

1
x�! L

��! L � L
)�! L:

• The following diagrams commute
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An internal complete Heyting algebra is an internal Heyting algebra which is a
complete internal lattice. As such it is equivalent to an internal frame.

Similarly as for external locales, also internal locales are identified with internal
frames. Moreover, given a frame map f W O.X/ ! O.Y/ the corresponding locale
map is Y ! X.

A point of an internal locale X is given by the frame map O.X/ ! �, where
now� is the sub-object classifier of the topos � . Opens are defined by maps 1! X
where 1 is the terminal object in the topos � . Similarly as for sets, the collection of
all points pt.X/ is given the topology expressed by the analogue of Eq. (8.1.8),

pt.U/ D f p 2 pt.X/j p�1 ı .U/ D >g; (9.3.1)

where U 2 O.X/ and > is the ‘maximal’ element of �.
We are particularly interested in locales internal to the topos Sh.X/ for some

topological space X. In what follows we will analyse some results pertaining the
category Loc.Sh.X// of internal locales in Sh.X/. In particular, we will prove that,
for any locale X, the category Loc.Sh.X// of internal locales in Sh.X/ is equivalent
to the slice category Loc=X [50]. The slice category Loc=X has as objects locale
maps f W Y ! X where Y is a locale in Sets. Given two objects W ! X and Y ! X
in Loc.Sh.X//, a morphism between them consists of a commuting triangle of the
form

where the map Y ! W is a morphisms of locales.
Before proving the above equivalence we briefly recall what an equivalence actually
is.
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Definition 9.3.4 Given two categories C and D, an equivalence between them is a
pair of functors

such that there are natural isomorphisms

F ı G Š IdD and G ı F Š IdC:

Applying the above definition to the case at hand, we need to construct two
functors I W Loc=X ! Loc.Sh.X// and E W Loc.Sh.X// ! Loc=X and show
that their compositions are isomorphic to the identity functor on the appropriate
category. We note that the notation I indicate the fact that we are internalising,
while the notation E indicates that we are externalising.

To construct the functor I W Loc=X ! Loc.Sh.X// consider an object f W Y !
X 2 Loc=X. This induces a geometric morphism f W Sh.Y/ ! Sh.X/ such that
the direct image functor f� preserves Heyting algebras and complete internal posets.
Consider now the sub-object classifier2 �Y 2 Sh.Y/. This is defined for each open
set U 2 O.Y/ as �Y.U/ WD fV 2 O.Y/jV � Ug such that given an inclusion
U0 � U, the corresponding restriction map�Y.U/! �Y.U0/ is given by�\U0. If
we apply the functor f� to�Y then, because of the above mentioned properties of f�,
the sheaf f�.�Y/ is a complete Heyting algebra (internal frame) in Sh.X/. Given any
open set W 2 O.X/, then f�.�Y/.W/ D �Y. f�1.W// D fV 2 O.Y/jV � f�1.W/g.
Therefore, starting from the object f W Y ! X, we have defined the internal locale
f�.�Y/ 2 Sh.X/ whose associated frame we denote by O.Y/.

We now need to show that the assignment

I W Loc=X ! Loc.Sh.X//

f 7! f�.�Y/

is indeed a functor [50, Prop. C1.6.1 ]. As a first step we need to define its action on
morphisms. To this end, let us consider a map h 2 Loc=X given by the commutative
triangle

2It is a standard result that in every topos the sub-object classifier is a Heyting algebra.
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This induces the commutative diagrams

Therefore, given g�.�Z/.U/ D fV 2 O.Z/jV � g�1.U/g for any U 2 O.X/,
then h�.g�.�Z/.U// D fh�1V 2 O.Z/jh�1V � h�1g�1.U/g D fW 2 O.Y/jW �
f�1.U/g D f�.�Z/.U/. This implies that for each U 2 O.X/, h� restricts to frame
homomorphism

h�U W g�.�Z/.U/! f�.�Y/.U/:

Since h� is the inverse image of the geometric morphism h W Sh.Z/ ! Sh.Y/ it
is the left adjoint of h� and it is left exact, which implies that h� preserves both
small colimits and finite limits.3 Therefore, given U0 � U the following diagram
commutes

This shows that g�.�Z/.U/ ! f�.�Z/.U/ is an internal lattice homomorphism
in Sh.X/. However we would like g�.�Z/.U/ ! f�.�Z/.U/ to be a map in
Loc.Sh.X//, hence we also need to show that it is an internal frame homomorphism.
To this end it suffice to show that the right adjoint of the h�U also forms a natural
transformation so that g�.�Z/.U/ ! f�.�Z/.U/ would be both a left adjoint and
left exact. To this end we note that h�U sends V � f�1.U/ to h.V/ \ h. f�1.U// D
h.V/\ .hıh�1ıg�1/.U/ D h.V/\g�1.U/. This action is clearly natural in U since
given U0 � U then

h.V \ f�1.U0//\ g�1.U0/ D .h.V/\ hh�1g�1.U0//\ g�1.U0/

D h.V/\ g�1.U0/\ g�1.U0/

D .h.V/\ g�1.U//\ g�1.U0/

3In the case at hand it means that h� commutes with arbitrary unions and finite intersections,
respectively.
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Therefore we have shown that, given the map h 2 Loc=X as described above, then
I.h/ W I. f / ! I.g/ is an internal locale morphisms which is functorial in h by
construction.

As a next step we need to construct a functor E W Loc.Sh.X// ! Loc=X which
assigns to each internal locale L 2 Loc.Sh.X// a morphism f W Y ! X of locales.
Clearly we would like such an assignment to be such that L ' I. f /. The strategy
that we will adopt is as follows: we start with an internal frame L 2 Sh.X/, then
the locale Y will be defined by setting O.Y/ D L.X/. The fact that L.X/ is a frame
will be explained later on. Given this setting, the map f will then be identified with
the frame homomorphism f�1 W O.X/ ! L.X/ such that for each open V 2 O.X/,
f�1.V/ D �V

X .>V/ 2 L.X/. Here, for each V � U 2 O.X/, �V
U W L.V/ ! L.U/ is

the left adjoint to the restriction map �U
V W L.U/! L.V/.

To understand the above construction let us consider an internal frame L 2 Sh.X/.
The global section functor 	X.�/ W Sh.X/! Sets; L 7! L.X/ is the direct image of
the geometric morphisms Sh.X/! Sets, hence it preserves Heyting algebras. This
means that L.X/ is a frame in Sets.
Next consider subterminal objects (sub-presheaves of the terminal object 1) in
Sh.X/. These identified with elements of O.X/. In fact the terminal object 1 in
Sh.X/ is nothing but the constant functor with value 1, hence a sub-presheaf S of 1 is
determined by the set fU 2 O.X/jS.U/ D 1g. Since the maps in O.X/ are inclusion
maps this set must be a downward-closed subset in O.X/. Moreover, since S is a
sheaf, it has to be closed under coverings meaning that the set fU 2 O.X/jS.U/ D
1g is actually a principle ideal # U for some U 2 O.X/. Therefore Sub.1/ ' O.X/.
This implies that elements in L.U/ are actually morphisms U ! L in Sh.X/.
Moreover, since L is an internal poset, it has the property of being complete. This
means that the map #W L! �L which for each U 2 O.X/ is defined by

#U W L.U/! �L.U/

p 7! f p0 2 L.U/j p0 � pg

has a left adjoint
W W �L ! L. Given two objects V;U 2 O.X/ such that V � U,

we then obtain

Since subterminal objects are the same as maps 1 ! �, i.e. points in �, this
adjointness relation reduced to the fact that the restriction map �U

V W L.U/ ! L.V/
has left adjoint �V

U W L.U/ ! L.V/. It then follows that, for any V1;V2 � U, given
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the pullback square

then the square

commutes. This is known in the literature as the Beck-Chevalley condition [50]. For
V1 D V2 D V we then obtain the commuting square

which implies that �U
V ı�V

U D idL.V/. Since L is an internal Heyting algebra, the maps
�U

V are algebra homomorphisms. However, since a Heyting algebra is a bicartesian
closed poset,4 the maps �U

V are cartesian closed which implies that the Frobenius
reciprocity law holds [50, A.1.5.8 ]:

�V
U . y ^ �U

V .x// D �V
U . y/ ^ x:

4A bicartesian closed poset is a poset which (when thought of as a thin category) is (a) finitely
complete, (b) finitely cocomplete and cartesian closed.



9.3 Internal Locales 185

If we now assume U D X and y D >V is the top element of the lattice L.V/, then
Frobenius reciprocity law tells us that

�V
X �

X
V.x/ D �V

X .>V/ ^ x:

Since the maps �X
V are restriction maps it follows that any element �X

V .x/ D y 2
L.V/ � L.X/ will have to be such that y � �V

X .>V/. This is because, when we
mapped y to L.X/ via �V

X we obtain �V
X �

X
V .x/ D �V

X .>V/ ^ x. This allows us to
identify L.V/ as the principal ideal f y 2 L.X/j y � �V

X .>Vg of L.X/.
Next we claim that the map s W O.X/ ! L.X/ defined for all V 2 O.X/ as

s.V/ D �V
X .>V/ is a frame homomorphism. To prove this claim we need to show

that s preserves binary meets and arbitrary joins. To this end consider the following
commuting diagram

Given the element >V1 we then have that

�
V2
X ı �X

V2
ı �V1

X .>V1 / D �V2
X ı �V1\V2

V2
ı �V1

V1\V2
.>V1/

D �V1\V2
X ı �V1

V1\V2
.>V1 /

D �V1\V2
X .>V1\V2/

D s.V1 \ V2/

where the third equality follows since � is a Heyting algebra homomorphism.
However, Frobenius reciprocity law tells us that

�
V2
X ı �X

V2
ı �V1

X .>V1 / D �V1
X .>V1 / ^ �V2

X .>V2/ D s.V1/ ^ s.V2/

Hence, for any V1;V2 2 O.X/ we have that

s.V1 \ V2/ D s.V1/ ^ s.V2/:

This shows that s preserves binary meets. To show that it preserves arbitrary
joins we consider a covering U D S

i2I Ui 2 O.X/. It is easy to see that
>U D W

i2I �
Ui
U .>Ui/. This follows from the fact that L is a sheaf over X and

compatible sections can be uniquely glued together. In particular, restricting>U and
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W
i2I �

Ui
U .>Ui/ to L.Ui/, for any i 2 I, we obtain on, the one hand �U

Ui
.>U/ D >Ui

and, on the other, �U
Ui
.
W

i2I �
Ui
U .>Ui// D �U

Ui
.�

Ui
U .>Ui// D >Ui were the last

equality follows since �U
Ui
ı �Ui

U D idL.Ui/ as showed above.
Since �U

X is left adjoint we obtain

s.U/ D �U
X .>U/

D �U
X .
_

i2I

�
Ui
U .>Ui//

D
_

i2I

.�U
X �

Ui
U .>Ui//

D
_

i2I

.�
Ui
X .>Ui//

D
_

i2I

s.Ui/

were the fourth equality is given by simple composition. Thus s preserves arbitrary
joins.

We are now able to define the desired map E W Loc.Sh.X//! Loc=X. Namely,
for each internal locale L 2 Loc.Sh.X//, the locale map E.L/ D f W Y ! X is
defined by setting Y D L.X/ and f�1 D s. Then, for each U 2 O.X/, we have
L.U/ ' fx 2 L.X/jx � f�1.U/g. Clearly these isomorphisms are natural in U. In
fact, given V � U in O.X/, then the diagram

commutes since V � U implies that f�1V � f�1U, therefore if y � f�1.V/ then
y � f�1.U/ and the map fx 2 L.X/jx � f�1.U/g ! f y 2 L.X/j y � f�1.V/g is
given by restriction. We have thus proved the following Lemma:

Lemma 9.3.1 Given an internal frame L 2 Sh.X/ there exists a locale morphisms
f W Y ! X such that L ' O.I. f //, i.e. I ı E ' Id

Next we need to show that the map E W Loc.Sh.X//! Loc=X as defined above
is indeed a functor. We already know how it acts on objects but we still need to
understand how it acts on morphisms. In particular, given a map of locales k W L0 !
L we would like to define a map E.k/ such that the following diagram commutes
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We will do this buy considering the respective frame maps, i.e. we would like to
show that the following diagram of frames commutes

Each internal frame homomorphism k�1 W L ! L0 in Sh.X/ induces an external
frame homomorphism k�1.X/ W L.X/ ! L0.X/ and, since k�1 preserve joins, the
diagram

commutes. Moreover, since k�1.U/ preserves the top element we have that
k�1.X/.s.U// D k�1.X/.�U

X .>U// D �U
X .k
�1.U/.>U// D �U

X .>0U/ D s0.U/.
It then follows that k�1.X/ is a frame homomorphism under O.X/ and indeed the
diagram

commutes. Functoriality follows by construction.
So far we have managed to define both functors I W Loc=X ! Loc.Sh.X//

and E W Loc.Sh.X// ! Loc=X and show that I ı E ' Id. What remains to
be done is to show that E ı I is isomorphic to the identity on Loc=X. Given
any map of locales f W Y ! X, then by construction I. f / D f�.�Y/ and
O.dom.E.I. f /// D . f�.�Y//.X/ ' O.Y/. To finish the proof we need to show that
the frame homomorphism s W O.X/ ! . f�.�Y//.X/ coincides with f�1. However,
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by constructions, f�.�Y/.U/ D fV 2 . f�.�Y//.X/jV � f�1.U/gwhich implies that
its top element is >U D f�1.U/ and �U

X is the inclusion map.
We have thus proved the following theorem

Theorem 9.3.1 Given any locale L, the categories Loc.Sh.X// and Loc=X are
equivalent.



Chapter 10
Geometric Logic

In this chapter we will introduce the notion of a geometric logic. This is the logic of
implication between geometric formulas (see Definition 10.2.3). Before introducing
the notion of a geometric logic we need to recall the notion of a higher order type
language L. This was already introduced in [26, A.3], however we will briefly
summarise the main points in the following section.

10.1 The Higher Order Type Language L

In this section we will define, in general terms, the notion of a first order type
language which we denote by L. Such a language consists of a set of symbols and
terms.

Symbols

1. A collection of “sorts” or “types”. If T1;T2; � � � ;Tn, n � 1, are type symbols,
then so is T1 � T2 � � � � � Tn. If n D 0 then T1 � T2 � � � � � Tn D 1.

2. If T is a type symbol, then1 so is PT.
3. Given any type T there are a countable set of variables of type T.
4. There is a special symbol �.
5. A set of function symbols for each pair of type symbols, together with a map

which assigns to each function its type. This assignment consists of a finite, non-
empty list of types. For example, if we have the pair of type symbols .T1;T2/, the
associated set of function symbols will be FL.T1;T2/. An element f 2 FL.T1;T2/
has type T1;T2. This is indicated by writing f W T1 ! T2.

6. A set of relation symbols Ri together with a map which assigns the type of the
arguments of the relation. This consists of a list of types. For example, a relation

1PT indicates the collection of all subsets of T.
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taking an argument x1 2 T1 of type T1 to an argument x2 2 T2 of type T2 is
denoted as R D R.x1; x2/ � T1 � T2.

Terms

1. The variables of type T are terms of type T, 8T.
2. The symbol � is a term of type 1.
3. A term of type � is called a formula. If the formula has no free variables then

we call it a sentence.
4. Given a function symbol f W T1 ! T2 and a term t of type T1, then f .t/ is a term

of type T2.
5. Given t1; t2; � � � ; tn which are terms of type T1;T2; � � � ;Tn, respectively, then
ht1; t2; � � � ; tni is a term of type T1 � T2 � � � � � Tn.

6. If x is a term of type T1�T2�� � ��Tn, then for 1 � i � n, xi is a term of type Ti.
7. If ! is a term of type � and ˛ is a variable of type T, then f˛j!g is a term of

type PT.
8. If x1; x2 are terms of the same type, then x1 D x2 is a term of type �.
9. If x1; x2 are terms of type T and PT respectively, then x1 2 x2 is a term of type
�.

10. If x1; x2 are terms of type PT and PPT respectively, then x1 2 x2 is a term of
type �.

11. If x1; x2 are both terms of type PT, then x1 � x2 is a term of type�.

The entire set of formulas in the language L are defined, recursively, through
repeated applications of formation rules, which are the analogues of the standard
logical connectives. In particular, we have atomic formulas and composite formulas
The former are:

1. The terms of relation.
2. Equality terms defined above.
3. Truth > is an atomic formula with empty set of free variables.
4. False ? is an atomic formula with empty set of free variables.

We can now build more complicated formulas through the use of the logical
connectives _, ^,) and :. These are the composite formulas:

1. Given two formulas ˛ and ˇ then ˛ _ ˇ is a formula such that, the set of free
variables is defined to be the union of the free variables in ˛ and ˇ.

2. Given two formulas ˛ and ˇ then ˛ ^ ˇ is a formula such that, the set of free
variables is defined to be the union of the free variables in ˛ and ˇ.

3. Given a formula ˛ its negation:˛ is still a formula with the same amount of free
variables.

4. Given two formulas ˛ and ˇ, then ˛ ) ˇ is a formula with free variables given
by the union of the free variables in ˛ and ˇ.
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It is interesting to note that the logical operations just defined can actually be
expressed in terms of the primitive symbols as follows:

1. trueWD � D �.
2. ˛ ^ ˇ WD h˛; ˇi D htrue; truei D h� D �;� D �i.
3. ˛, ˇ WD ˛ D ˇ.

4. ˛) ˇ WD
�
.˛ ^ ˇ/, ˛

�
WD h˛; ˇi D htrue; truei D ˛.

5. 8x˛ WD fx W ˛g D fx W trueg.
6. falseWD 8ww WD fw W wg D fw W trueg.
7. :˛ WD ˛) false.
8. ˛ ^ ˇ WD 8wŒ.˛) w ^ ˇ) w/)
.
9. 9x˛ WD 8wŒ8x.˛ ) w/) w
.

In the above the notation fx W yg indicates the set of all x, such that y.

10.2 Geometric Theories

As was already explained in [26], topos theory is intimately related to first order
predicate logic. As seen in the previous section, such languages are comprised of
the following objects:

1. terms which denote the “atomic variables’.
2. formulae which are logical expressions denoting predicates pertaining the terms.

Logical connectives are then utilised to construct compound terms and compound
formulae. It is possible to represent a first-order predicate language within a
category. In this context, terms are given by morphisms while formulae are given by
sub-objects. Clearly the category in question needs to be rich enough in categorical
structures so as to give meaning to the logical connectives. A topos represents
precisely such a rich category which allows the construction of logical connectives
(true, false), standard connectives (^, _, :, H) ) and quantifiers (8, 9). In
particular, the language L we will consider, will be an infinitary, first-order, many-
sorted predicate logic with equality. Here infinitary means that infinite conjunctions
and disjunctions are allowed, while many-sorted means that the terms are grouped
into different sorts.

We will now explain, in more technical details, how a language L is constructed.
A central ingredient in defining L is its first order signature †2 which essentially
consists of the non-logical symbols in the language.

Definition 10.2.1 A first order signature† comprises the following objects:

1. A set S of sorts.

2Note, the signature † should not be confused with the Gelfand spectrum. The two objects are
completely unrelated, although they have similar symbols.
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2. A set F of function symbols and a map which assigns to each such function
symbol f 2 F its type which is a non-empty finite list of sorts A1;A2;A3; : : :An;B.
The assignment of a type to a function is given by

f W A1 � A2 � A3;� � � � � An ! B:

This tells us that f is of type A1;A2;A3; : : :An;B. Here n is called the arity of f .
When n D 0 f is a constant of sort B which is denoted by f W 1! B, where 1 is
the singleton set.

3. A set Q of relations and a map which assigns to each relation R 2 Q its type,
which is a finite list of sorts.

R ,! A1 � A2 � � � � � An

indicates that R has type A1;A2; : : :An. Similarly as for functions, n is the arity
of R and when n D 0, R is an atomic proposition which we denote by P � 1.

Each sort A of signature † has associated to itself a fixed countably infinite set
of variable VA.

Next we introduce the terms over†.

Definition 10.2.2 The collection of terms over † is defined recursively by the
following steps:

1. x is a term of sort A (dented by x W A) if x is a variable of sort A.
2. f .t1; t2 : : : tn/ is a term of sort B (f .t1; t2 : : : tn/ W B) if f W A1 � A2 � � � � � An ! B

is a function symbol and t1 W A1; t2 W A2; : : : tn W An. Every constant is a term. The
free variables of f .t1; t2 : : : tn/ are the free variables of t1; t2 : : : tn.

As far as the formulae over † are concerned we will only consider geometrical
formulae.

Definition 10.2.3 The class of geometrical formulae � over †, together with the
finite set of free variables for each �, is the smallest class closed under the following
rules:

1. If R � A1 � A2 � � � � � An is a relation and t1 W A1; t2 W A2; : : : tn W An are
terms, then R.t1; t2; : : : tn/ is a formula. The free variables of R.t1; t2; : : : tn/ are
the free variables of t1; t2 : : : tn. Every propositional symbol is a formula without
free variables.

2. If s and t are two terms of the same sort, then s D t is a formula. The free
variables of s D t are the free variables of s and t.

3. Truth T is a formula without free variables.
4. If � and  are formulae, then � _  is a formula. The free variables of � _  

are those of � together with those of  .
5. False ? is a formula without free variables.
6. If � and  are formulae, then � ^  is a formula. The free variables of � ^  

are those of � together with those of  .
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7. If � is a formula with free variables, x; x1; x2; : : : ; xn, then .9x/� is a formulae
with free variable x1; x2; : : : ; xn

8. If each �i, for i in some index set I, is a formula and the collection of all the free
variables is finite, then

W
i2I � is a formula. The free variables of

W
i2I � are the

free variables of all the �i.

Given a formula �, the variables x in � which are in the scope of some quantifier3

for example .9x/, are called bounded variables. Two formulas � and are said to be
˛-equivalent if they differ only in the names of bounded variables. Two ˛-equivalent
formulae are considered indistinguishable for all practical purposes. If a formula has
no free variable it is called a closed formula or sentence. A closed term instead is a
term that contains no variables at all.

Formulae are never considered on their own but always with respect to a given
context which, in this setting, is defined as follows:

Definition 10.2.4 A context is a finite list Ex D x1; x2; : : : ; xn of distinct variables
of some sort. When n D 0 then we have the empty context denoted by Œ
. Each
context can be enlarged with the acquisition of a new variable not already present.
For example, if y is a variable not in Ex, then we can form the new context Ex; y by
appending the variable y to the list. Similarly, if two contexts Ey and Ex are disjoint,
one can form the composite context Ex; Ey by concatenating the two.

The type of a context is given by the string of (not necessarily distinct) sorts of
the variables appearing in it.

Given a context Ex, we say that Ex is suitable for a formula if all the free variables
of � occur in Ex. A formula-in-context is then denoted by Ex:� where Ex is a suitable
context for �. The canonical context for a formula � is the context consisting
of only the free variables in �, listed in order of appearance. Similarly a term-in-
context is denoted by Ex:t where Ex is a suitable context for t, i.e. all the free variables
of t occur in Ex.

A formal expression of the form  `Ex � is called a sequent over a signature †
where both � and  are formula over † and Ex is a context suitable for both. The
meaning of  `Ex � is that � is a logical consequence of  in the context Ex. A set of
such sequents  `Ex � comprises a theory T over†.

Definition 10.2.5 A theory over a signature† is a set of sequents T over† whose
elements are called the axioms of T. If all the sequents in T are geometric then we
say that T is a geometric theory.

10.3 Interpreting a Geometric Theory in a Category

Now that we have briefly described the expressions in a first order language, we
would like to understand how these are interpreted in a given category. Since,
ultimately, we are interested in the representation of this language in the topos

3For geometric theories we only have the existential quantifier 9.
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SetsC.A/, we will consider out category to be a topos � .

Definition 10.3.1 Given a topos � , a †-structure M in � is given by the following
assignments:

1. To each sort A in � an object MA 2 � .
2. To each function symbol f W A1 � A2 � � � � � An ! B a morphism Mf W MA1 �

MA2 � � � � � MAn ! MB in � . A constant c W 1 ! B is given by an arrow
Mc W M1! MB where M1 is the terminal object in � .

3. To each relation R ,! A1�A2�� � ��An a sub-object MR � MA1�MA2�� � ��MAn.

The collection of†-structures in � forms a category denoted by †-Str.�/ whose
morphisms are called the †-structure homomorphisms. Given two †-structures M
and N, a morphism h W M ! N is given by a collection of morphisms hA W MA !
NA one for each sort of†, such that it correctly maps function symbols and relations
symbols. In particular, we require that for each function symbol f W A1 � A2 � � � � �
An ! B, the following diagram commutes

This can be seen as a naturality condition with respect to function symbols.
Moreover, we also require that for each relation symbol R ,! A1 � A2 � � � � � An

the following diagram is a pullback

Given two topoi �1 and �2 with a left exact functor F W �1 ! �2 between
them, this induces a functor †-Str.F/ W †-Str.�1/ ! †-Str.�2/. Moreover, any
natural transformation ˛ W F ! G between functor F;G W �1 ! �2 induces a
natural transformation †-Str.�1/ ! †-Str.�2/. This implies that the construction
†-Str.�/ is 2-functorial.

Now we need to represent both terms and formulas in the topos � .
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Definition 10.3.2 Given a †-structure M in � , a term-in-context Ex:t over † (where
xi W Ai, i D 1; : : : ; n) is represented in � by the morphisms:

ŒŒEx:t

M W MA1 �MA2 � � � � �MAn ! MB:

This is defined recursively as follows:

1. If t is a variable it will necessarily be of type xi for some unique i � n, hence
ŒŒEx:t

M D pri.

2. If t is a function symbol f .t1; t2; : : : ; tm/ for ti W Ci then ŒŒEx:t

M becomes

MA1�MA2�� � ��MAn
ŒŒEx:t1

M�ŒŒEx:t2

M�			�ŒŒEx:tn

M������������������! MB1�MB2�� � ��MBn

Mf�! MB:

The naturality condition for morphisms h W M ! N of †-structure we
encountered for function symbols also extends to terms. In particular, given a term-
in-context Ex:t over †, such that xi W Ai and t W B, then the following diagram
commutes:

On the other hand, formulas are represented recursively through the following
definition:

Definition 10.3.3 Given a †-structure M in � , a formula in context Ex:� over †
(where xi W Ai, i D 1; : : : ; n) is represented in � by a sub-object

ŒŒEx:�

 ,! MA1 �MA2 � � � � �MAn

such that:

1. If � is a relation R.t1; : : : ; tn/ of type B1; : : : ;Bn, then ŒŒEx:�

 is represented by
the pullback
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2. If � is of the form s D t where s; t W B, then ŒŒEx:�

 is represented by the equaliser

3. If � is >, then ŒŒEx:�

 is the top element of Sub.MA1 � : : :MAn/.
4. If � is of the form ˛ ^ ˇ, then ŒŒEx:�

 is represented by the pullback

5. If � is ?, then ŒŒEx:�

 is the bottom element of Sub.MA1 � � � � �MAn/.
6. If � is of the form ˛ ^ ˇ, then ŒŒEx:�

 is represented by the pushout

7. If � is of the form .9y/ where y W B, then ŒŒEx:�

 is represented by the image of
the composite map

ŒŒEx; y:�

 ,! MA1 � � � � �MAn �MB
��! MA1 � � � � �MAn:

8. If � is of the form
V

i2I  i, then ŒŒEx:�

 is represented by the union of all the
ŒŒEx: 

 in Sub.MA1 � � � � �MAn/.

Now that we have understood how to represent formulas and terms in a given
topos � , the next step is to understand how axioms are represented in � and what it
means for an axiom to be valid in a given structure.

Definition 10.3.4 Given a †-structures M in � , a sequent � D � `Ex  over † is
satisfied in M if ŒŒEx:�

 � ŒŒEx: 

 as elements of Sub.MA1 � � � � �MAn/.

We have seen above that a (geometric) theory T over a structure † is comprised
by a set of sequents over †. We then say that a structure M is a model for a given
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theory T, if every axiom in T is satisfied in M. Clearly each theory T can have
more than one model. The collection of all such models forms a full sub-category
T-Mod.�/ of †-Str.�/.

We have seen above, that any left exact functor F W �1 ! �2 induces a functor
between the respective† structure as follows:†-Str.F/ W †-Str.�1/! †-Str.�2/.
However, such a functor does not restrict to a functor T-Mod.�1/ ! T-Mod.�2/,
but when considering geometric morphisms f W �1 ! �2 we have the following
result:

Theorem 10.3.1 Given a geometric morphism f W �1 ! �2 and a †-structure M in
�1, such that f �M is the induced structure in �2, then for any geometric formula Ex:�
over † (where xi W Ai) we have that

f �.ŒŒEx:�

M/ D ŒŒEx:�

f �M

as sub-objects of f �.MA1 � � � � �MAn/ ' f �MA1 � � � � � f �MAn.

Proof The proof is by induction on the construction of each formulas as defined
in Definition 10.3.3. In particular, since f � is the inverse image of a geometric
morphism it preserves small colimits and finite limits, hence we obtain:

1. when � is a relation R.t1; : : : ; tn/ the pullback representing ŒŒEx:�

M in �1 gets
mapped via f � to a pullback in �2 representing the formula ŒŒEx:�

f �M .

2. When � WD .s D t/, the equaliser representing ŒŒEx:�

M in �1 is preserved via the
action of f �.

3. Both the top and bottom elements of Sub.MA1 � � � � �MAn/ are preserved under
the action of f �.

4. Since f � preserves both meets and joins we have that f �.ŒŒEx:˛

M ^ ŒŒEx:ˇ

M/ D
ŒŒEx:˛

f �M ^ ŒŒEx:ˇ

f � M and f �.ŒŒEx:˛

M _ ŒŒEx:ˇ

M/ D ŒŒEx:˛

f � M _ ŒŒEx:ˇ

f �M .
Similar reasoning holds when � is of the form

V
i2I  i.

5. Since f � preserves images, then f �ŒŒEx:.9y/ 

M D ŒŒEx:.9y/ 

f �M .
ut

A consequence of the above theorem is the following:

Theorem 10.3.2 Given a geometric theory T, any geometric morphism f W �1 ! �2
induces a functor f � W T-Mod.�2/! T-Mod.�1/.

Proof Assume that M is a model for T in �2, hence all axioms (� `Ex  ) of T are
valid in M. The validity of such axioms is represented by the relation ŒŒEx:�

M �
ŒŒEx: 

M in Sub.MA1 � � � � � MA2/ (where xi W Ai). Since f � preserves inclusion
of sub-objects we obtain that f �.ŒŒEx:�

M/ � f �.ŒŒEx: 

M/, which, by applying the
Theorem 10.3.1, is equivalent to ŒŒEx:�

f �M � ŒŒEx: 

f � M . ut

The above theorem allows one to determine which†-structures are T-models for
a topos �1 by determining which †-structure are T-models for some other topos �2,
provided we have a geometric morphism f W �1 ! �2. This fact is of considerable
importance in situations in which the topos �1 might be particularly intractable
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whereas �2 might not. In the case for which �1 D ŒC;Sets
 and �2 D Sets we have
the following Lemma:

Lemma 10.3.1 ([50], D1.2.14) Given a geometric theory T over a signature† and
a small category C, then a†-structure M in ŒC;Sets
 is a T-model iff for each C 2 C,
evC.M/ is a T-model in Sets. Here evC W ŒC;Sets
! Sets represents the evaluation
functor for the object C, i.e. it assigns the set associated to C. Furthermore we have
the following isomorphism of categories:

T-Mod.ŒC;Sets
/ ' ŒC;T-Mod.Sets/
:

Proof We recall that a point of a topos � is identified with a geometric morphism
Sets ! � . Hence, given the topos � D ŒC;Sets
 and an object C 2 C, a point is
defined by a geometric morphism evC W Sets ! ŒC;Sets
. The inverse image part
of such geometric morphism is precisely the evaluation functor. By Theorem 10.3.2
it follows that any T-model on ŒC;Sets
 induces a T-model on Sets. The “if” part
follows trivially from the definition of T-models in ŒC;Sets
.

The isomorphism of categories T-Mod.ŒC;Sets
/ ' ŒC;T-Mod.Sets/
 is given
by the fact that homomorphisms of†-structure on ŒC;Sets
 are equivalent to natural
transformations between functor F W C ! †-Str.Sets/. ut

Each geometric theory T has associated to it a Lindenbaum algebraO.ŒT
/ which
is defined as the poset of formulae of T-modulo provable equivalence ordered by
provable entailment. Provable equivalence means that two formulae � and  are
equivalent ( 	 �) if the theory T proves that each proposition implies the other.
For geometric theories, O.ŒT
/ turns out to be a frame.

As stated above, a structure M is a model for a given theory T, if every axiom
in T is satisfied in M, therefore a model for a theory T is equivalent to a consistent
assignment of either true or false to each of the axioms/formulae in T. Given that
the collection of formulae forms a frame O.ŒT
/, a model for T can be seen as a
frame map O.ŒT
/ ! f0; 1g and hence a locale map � ! ŒT
, i.e. a point of the
locale T. This can be generalised to any locale Y, and one can consider a model of
T in a frame O.Y/ to be a locale map Y ! ŒT
.

We will now give an example of how to construct objects in a topos � using a
geometric theory T. The object we choose to describe is the complex number object.
In particular, the geometric theory of complex numbers in � is obtained by assigning
to each pair .r; s/ of rational complex numbers in � an atomic formulae

z 2 .r; s/;

which intuitively represents the statement that the complex number z lies in the
complex rational open rectangle spanned by s and r. All the other formulae of the
theory are obtained by taking arbitrary disjunctions of finite conjunctions, etc. of the
above formulae. The sequence (or axioms) of this theory are given by:

1. z 2 .r; s/ ` ? if .r; z/ < 0.
2. > `W.r;s/ z 2 .r; s/.



10.3 Interpreting a Geometric Theory in a Category 199

3. z 2 .r; s/ ` z 2 . p; q/ _ z 2 . p0; q0/ if .r; s/ C .p; q/_ . p0q0/.4
4. z 2 . p; q/^ z 2 . p0q0/ ` z 2 .r; s/ if . p; q/^ . p0; q0/ C .r; s/.
5. z 2 .r; s/ `W.r0;s0/C.r;s/ z 2 .r0; s0/.
6.
W
.r0;s0/C.r;s/ z 2 .r0; s0/ ` z 2 .r; s/.

Given the above geometric theory T, the complex number object C in the topos
� is identified with the locale given by the Lindenbaum algebra associated to T.
Therefore, the objects in C are given by the formulae of the theory modulo provable
equivalence in the theory, partially ordered by provable entailment in the theory.

Clearly C can also be defined in terms of frames and generators, in particular we
consider the atomic formulae to be the generators while the relations are given by
the above axioms upon replacing ` by �.

4The symbol C indicates the rather below relation in a locale Y. in particular, we say that v C u
if there exists an element w 2 Y such that v ^ wD 0 and u_ w D 1.



Chapter 11
Brief Introduction to Covariant Topos
Quantum Theory

In this chapter we will describe a different way in which topos theory was utilised to
describe quantum theory. This approach is called covariant topos quantum theory
and it was first put forward in [42]. The aim of this approach is to combine, on
the one hand, algebraic quantum theory by describing a system via a C�-algebra A
and, on the other, Bohr’s idea of classical snapshots which enables one to talk about
physical quantities, only with respect to a suitable context of compatible physical
quantities. Such contexts are defined in terms of commuting subalgebras of A which
form a poset C.A/ ordered by inclusion. The topos utilised in this approach is the
topos of covariant functors C.A/ ! Sets which we will denote by ŒC.A/;Sets
.
The main mathematical object in this topos is the covariant functor1

A W C.A/! SetsI A.C/ D C;

such that, for each map D ,! C the corresponding covariant presheaf map is given
by inclusion. This covariant functor A is an internal commutative unital C�-algebra
which is called the Bohrification of A. Given the internal version of Gelfand duality,
which is valid in any (Grothendieck) topos, there exists a covariant functor †A in
ŒCA;Sets
, which represents the Gelfand spectrum of A and A is isomorphic to
the algebra of continuous complex values functions on †A. In this setting †A is
a compact completely regular local, rather than a compact Hausdorff space and it
represents the state-space of the theory as seen internally in the topos ŒC.A/;Sets
.
Given such a state-space, a state is represented, internally, as a probability valuation
� W O.†A/ ! Œ0; 1
l where Œ0; 1
l represents the covariant functor of lower reals
in ŒC.A/;Sets
. Self-adjoints operators, instead, are represented internally by locale
maps †A ! IR, where IR is the interval domain in ŒC.A/;Sets
.

1Note that we have denoted covariant functors by an overline X to distinguish them from
contravariant functors which we denote by an underline X.
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There are many similarities between this approach and the topos approach
delineated in [26]. The reader is referred to [75] for an in depth analysis. The main
difference, however, is the fact that in the covariant approach one defines all physical
quantities internally to the topos ŒC.A/;Sets
 and any reasoning is done utilising
the internal language of ŒC.A/;Sets
, which is the Mitchell-Benabou language with
the Kripke-Joyal semantics [50]. In what follows we will try and describe the main
building blocks of the covariant topos quantum theory for a more detailed exposition
the reader should refer to [42, 43].

11.1 Internal Topos Quantum Theory

In the covariant approach to topos quantum theory the authors start with a non-
commutative C�-algebra A and, then, construct a topos associated to each such
algebra A as follows:

Theorem 11.1.1 The map C W cStar! Poset is defined

1. on objects: A 7! fC � AjC 2 cCStarg DW C.A/ which are ordered by inclusion.
2. On morphisms: f W A ! B gets mapped to C. f / W C.A/ ! C.B/ such that

C � A gets mapped to the direct image f .C/ � B.

Here the Poset denotes the category of partially ordered sets and monotone
functions.

The fact that this is indeed a functor follows trivially from the definition.
To each C�-algebra A, one associates the poset of commuting subalgebras C.A/
ordered by inclusion. Then one considers the collection of functor C.A/ ! Sets
for each such poset of commuting subalgebras. These collection forms a topos
SetsC.A/DŒC.A/;Sets
 and it is the topos associated to A. Hence, by describing a
quantum system in terms of a particular C�-algebra one can associate to it its
corresponding topos SetsC.A/. The association of a topos to a quantum system
represented by a C�-algebra is functorial as it is shown by the following theorem:

Theorem 11.1.2 The map

� W CStar! Topos

A 7! SetsC.A/

is a functor. Here Topos is the category whose objects are topos and whose
morphisms are geometric morphisms.

Proof As a first step we need to define the action on morphisms. In particular,
given a morphism f W A ! B, we know from Theorem 11.1.1 that there is a map
C. f / W C.A/ ! C.B/ in Topos. This is a map between categories and, as such,
it induces a geometric morphism f W SetsC.A/ ! SetsC.B/ with direct image part
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f� W SetsC.A/ ! SetsC.B/ and inverse image part f � W SetsC.A/ ! SetsC.B/. The
latter preserves finite limits.
We have shown that, for each morphism f W A ! B, � assigns the geometric
morphism f W SetsC.A/ ! SetsC.B/, Clearly such an assignment is functorial. ut
We have just defined the ambient topos for a particular quantum system represented
by an algebra A. The next step is to define all the quantum object internally to
SetsC.A/. The first object we will define is the internal C�-algebra A.

Definition 11.1.1 The co-presheaf A is defined on

1. objects: for each C 2 C.A/, then A.C/ D C.
2. Morphisms: given a map iC0C W C0 � C the corresponding co-presheaf map

A.iC0C/ W A.C0/! A.C/ is simply the inclusion map.

In [42, 43] it was show that this functor is an internal commutative C�-algebra
for SetsC.A/.

Theorem 11.1.3 The functor A is a vector space over the complex numbers QŒi

with respect to the following operations:

0 W 1! A

� 7! 0I

C W A �A! A

< a; b > 7! aC bI

� W QŒi
 �A! A

< z; a > 7! z � a:

The algebra operation and involution operation are given respectively by

� W A �A! A

< a; b > 7! a � b

and

.�/� W A �A! A

a 7! a�:

The norm relation is instead given by

N W A �Q
C ! � N.a; q/ iff jjajj < q;
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where the sub-object classifier � in SetsC.A/ is given by the functor � W C.A/ !
Sets such that �.C/ D fS �" CjS is an upper setg.

The proof of the fact that A is a commutative C�-algebra rests on the fact
that, for each context C 2 C.A/, A.C/ D C is itself a commutative C�-algebra.
We have, therefore, a collection of ‘local’ commutative C�-algebras. In particular,
since the definition of commutative pre-semi-C�-algebra consists only of geometric
formulae, we can apply Lemma 10.3.1 which implies that A is a pre-semi-C�-
algebra over QŒi
, since each A.C/ (C 2 C/ is a pre-semi-C�-algebra over QŒi
.
In order to show completeness and that the semi-norm is actually a norm, one uses
the internal sheaf semantics. For a detailed proof the reader should refer to [42, 74].
This completes the proof that A is an internal commutative C�-algebra. One can
generalise the above theorem as follows [74]:

Theorem 11.1.4 An object A is a C�-algebra internal to ŒC;Sets
 iff it is defined
via a functor A W C ! C�alg where C�alg is the category of C�-algebras and
*-homomorphisms in Sets. A is commutative iff each A.C/ is commutative and
unital iff each A.C/ is unital and for each f W C ! C0 in C the corresponding
*-homomorphism A. f / W C! C0 preserves the unit.

Summarising what has been done so far: one starts with a non-commutative C�-
algebra A representing some quantum system. This algebra gets then internalised
in the topos ŒC.A/;Sets
 obtaining the commutative C�-algebra A. By internalising
the algebra one goes from a non-commutative algebra to a commutative one and the
multiplication of two non-commutative operators is no longer defined, since they
belong to different commutative subalgebras, i.e. different contexts.

11.2 State-Space

Now that we have defined the internal C�-algebra A we would like to define its
spectrum. To this end we apply the internal Gelfand duality mentioned in [5], which
associates to each internal commutative C�-algebraA a completely regular compact
locale †A, which represents its spectrum.

As shown in [5], in order to explicitly construct the state-space †A, one has to
construct the propositional geometric theory T of multiplicative linear functionals
on A, obtained by adapting that of linear functionals of norm � 1 on the
seminormed space A. In particular, T is constructed as follows: for each a 2 A
and each open rectangle .r; s/ in C we construct the basic formulae

a 2 .r; s/:

Any other formulae is obtained by application of the logical connective to the basic
formulae. The set of sequents/axioms of the theory are:

1. > ` 0 2 .r; s/ if 0 2 .r; s/ and 0 2 .r; s/ ` ? otherwise.
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2. a 2 .r; a/ ` ta 2 .tr; ts/ for any number t > 0 and a 2 .r; a/ ` ia 2 i.r; s/ where
i represents the imaginary unit.

3. a 2 .r; s/ ^ a0 2 .r0; s0/ ` aC a0 2 .rC r0; sC s0/.
4. > ` a 2 D.1/ if a 2 D.1/ where D.1/ represents the open disc of radius 1

centred at the origin in the complex plane.
5. a 2 .r; s/ ` a 2 .p:q/ _ a 2 .p0; q0/ if .r; s/ C .p; q/ _ .p0; q0/.
6. a 2 .r; s/ `W.r0;s0/C.r;s/ a 2 .r0; s0/.
7.
W
.r0;s0/C.r;s/ a 2 .r0; s0/ ` a 2 .r; s/.

Given the theory T defined above, one can construct the associated locale
obtained via the Lindenbaum algebra, i.e the locale whose objects are all formulae
of T modulo provable equivalence and ordered by provable entailment. We will
denote such a locale by†A in anticipation of the identification of such a locale with
the Gelfand spectrum of A.

The axioms of the above theory imply that any representation of the theory, hence
any point of the locale †A, represents a linear functional of norm � 1 on the semi-
normed space A. To also account for the linear functional to be multiplicative we
need to add a few extra axioms, namely:

1. > ` 1 2 .r; s/ if 1 2 .r; s/ and 1 2 .r; s/ ` ? otherwise.
2. a 2 .r; a/ ` a�.r; s/.
3. aa0 2 .r; s/ ` Wi a 2 .pi; qi/ ^ a0 2 .p0i; q0i/ if

W
i.pi; qi/ � .p0i; q0i/ D ��.r; s/

where � W C �C! C denotes multiplication in the locale of complex numbers,
and ��.r; s/ is the inverse image of the open rectangle.

The locale obtained by adding the above axioms of the theory is the spectrum of
the commutative C�-algebra A, which we again denote by †A. By construction the
points of†A (models of the theory) are the multiplicative linear functionals of A.

In [5] it was shown that:

Theorem 11.2.1 Given any commutative C�-algebra A in a Grothendieck topos � ,
the spectrum †A is a compact, completely regular locale.

Now that we have defined the spectrum of the internal C�-algebra A we can
define the Gelfand transform. Here we will only briefly state what the Gelfand
transform is. For a detailed derivation the reader should refer to [5, 42].

Given an internal C�-algebra A we consider the self-adjoint part, Asa whose
elements are the self-adjoint elements in A. Then the Gelfand transform associates,
to each a 2 Asa, the locale map

Oa W †A ! R

where R is the locale of internal Dedekind reals (see Appendix A.1). The associated
frame map is

Oa�1 W O.R/! O.†A/:
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This definition of the Gelfand transform will be used to prove the following
important theorem [42]:

Theorem 11.2.2 The Kochen-Specker theorem is equivalent to the statement that
the locale †A has no points.

Proof Given a point p W 1 ! †A (see Definition 8.1.2) of the locale †A and the
Gelfand transform Oa W †A ! R associated to a 2 Asa, one can construct the
point Oa ı p W 1 ! R of the locale R. Since this can be done for each a 2 Asa,
effectively we obtain a natural transformation Vp W Asa ! Pt.R/, which is an
internal multiplicative functional. For each C 2 C the components of Vp are Vp.C/ W
Asa.C/! Pt.R/.C/ which are equivalent to Vp.C/ W Csa ! R. From the naturality
condition one obtains that for C0 � C, Vp.C/jC0 D Vp.C0/. Since each Vp.C/ are
multiplicative functionals, the condition Vp.C/jC0 D Vp.C0/ turns Vp into a valuation
on B.H/ which can not exist because of the Kochen-Specker theorem. ut

Note that a similar theorem holds in the contravariant approach to topos quantum
theory [26].

11.2.1 Relation Between Contravariant and Covariant
State-Space

In [75], the author analysed the possible relation between the covariant state-
space †A and the contravariant state-space † [26, Def. 9.7]. This was done by
internalising † and analysing the properties of the resulting internal local. As it
turns out that such a locale is not regular, hence it cannot be identified with the
spectrum of an internal C�-algebra, however, the implications of such a result still
need to be analysed in details.

In the following we will explain how the state-space † can be internalised and
show that the resulting internal locale is not regular [75]. To this end we recall
that the contravariant state-space was identified with the spectral presheaf † on
V.H/ (see Definition 9.7 in [26]), where V.A/ represents the category of abelian
von Neumann subalgebras of the von Neumann algebra A associated to some
quantum system. Without loss of generality we can safely consider A to be a C�-
algebra associated to a quantum system and C.A/ to be the category of unital
abelian subalgebras of A. Given the downwards Alexandroff topology2 on V.A/
(equivalently on C.A/), † becomes a sheaf on V.A/ whose corresponding etalé
bundle has as bundle space

† D
a

C2V.A/
†C

2We recall that the downwards Alexandroff topology on V.A/ is the topology for which a subset
U � V.A/ is open if it is a downwards closed set, i.e. U D fC0 � CjC 2 V.A/g.



11.2 State-Space 207

where †C is the Gelfand spectrum associated to the algebra C. The locale
homomorphism (or bundle map) is defined as follows:

� W †! V.A/

�C ! C:

The topology on† is generated by the basis

W D fSC;�jC 2 V.A/; � 2 †Cg; SC D f�jDjD � Cg:

Given the fact that both † and V.A/ can be seen as internal locales in Sets, we
can identify the map � W † ! V.A/ as a map of locales. Utilising the method for
constructing internal locals explained in Sect. 9.3 the map � W † ! V.A/ induces
an internal locale in Sh.V.A/, whose associate frame is given by [75]

O†C D O†j#C:

However, in order to better compare the internal locale associated to the spectral
presheaf † to the locale †A, it is useful to equip the etalé space † with a topology
generated by clopen subsets of †. In particular, given the etalé bundle � W † !
V.A/, a subset U 2 † is clopen if it is open in the etalé topology on † and, for
each C 2 V.A/, the set UC WD U \†C is clopen in †C, equipped with the spectral
topology. When dealing with von Neumann algebras C 2 V.A/ each†C has as basis
clopen subsets. The collection of these etalé clopens form a basis for a topology. The
resulting topological space is denoted [75] by†# and the rigorous definition is given
by

Definition 11.2.1 The space †# is identified with the set † D `C2V.A/ †C where
U 2 †# is open if

1. If � 2 UC and C0 � C, then �jC0 2 UC0 .
2. 8C 2 V.A/, UC is open in †C.

With respect to the above topology the map � W †# ! V.A/ is no longer
a homomorphism but it is continuous, therefore, it induces an internal locale in
ŒV.A/op;Sets
, which we will denote by †#. The following result shown in [75] is
of particular importance:

Theorem 11.2.3 Given a von Neumann algebra A such that C.A/ ¤ fC � 1g then
the locale †# in ŒV.A/op;Sets
 is not regular.

In order to prove the above theorem we need the following lemma [48]:

Lemma 11.2.1 Consider two Locales, X;Y and a continuous map f W X ! Y.
This gives rise to the geometric morphism f W Sh.X/ ! Sh.Y/ whose associated
direct image part is f� W Sh.X/ ! Sh.Y/. In this setting the locale f�.�X/ is said
to be regular iff, given any open U � X and any element x 2 X, there exists a
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neighbourhood N of f .x/ in Y and open sets V;W in S such that

x 2 V; V \W D ;
f�1.N/ � U [W :

In this context a regular locale is defined as follows

Definition 11.2.2 Given a Locale L, this is said to be regular if every element a 2 L
satisfies the following relations

a D
_
fb 2 Ljb < ag:

The symbol b < a indicates that there exists a c 2 L such that b ^ c D 0 and
a _ c D 1.

We are now able to prove Theorem 11.2.3.

Proof In what follows we will report the proof given in [75]. To this end consider
the set

BC;U D f�jDjD � C; � 2 Ug

where U 2 O†C and C 2 V.A/. Clearly BC;U satisfies condition 2 in Defini-
tion 11.2.1. To see that also condition 1 in Definition 11.2.1 is satisfied one has to
recall that the presheaf maps †.iC0C/ W †C ! †C0 (C0 � C), given by restriction,
are open [26]. From Lemma 11.2.1, the locale †# is regular iff for any U 2 O†#
and any � 2 U, there exists a pair of opens V;W 2 O†# such that � 2 V , V\W D 0
and BC;U � U [W. Now since we have assumed that C.A/ ¤ fC � 1g, there exists
some C 2 V.A/ such that †C has at least two elements (Gelfand-Mazur theorem).
Take two distinct elements �1; �2 2 †C , then we define the open U WD BC;†Cf�2g
where clearly �1 2 U. If O†# were to be regular, then there would exist two opens
V;W 2 O†# such that �1 2 V , �2 2 W and V \ W D 0. Since such conditions
have to be preserved by the presheaf maps, it follows that for each C0 � C then
�1jC0 ¤ �2jC0 . However, if we include the trivial subalgebra C as a context, it
follows that the condition �1jC0 ¤ �2jC0 can not be satisfied, hence the locale †# is
not regular. ut
The importance of the above theorem is given by the fact that if the locale †#
is not regular, then it can not be identified with the spectrum of an internal unital
commutative C� algebra. It does however satisfy the weaker property of being sober.

If we excluded the trivial context then in some case the locale †# would be
regular, for example for A D M2.C/ the associated locale is regular, however for
n > 2 the locale associated to A D Mn.C/ is not regular. In general it is safe to say
that the locale †# is not regular.
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11.3 States

In this section we will describe how states are defined in the covariant approach.
This was first introduced in [42]. The main result of this paper regarding states is
given by Theorem 14 [42] in which it is shown that there exists an isomorphism
between (quasi-)states on a C�-algebra A and, either probability integrals on Asa,
or probability valuations on the Gelfand spectrum †A. In what follows we will
explain how this result is obtained. To this end, we first of all need to introduce the
notion of a state and a quasi-state.

Definition 11.3.1 Given a unital C�-algebra A, a state on A is a linear functional
� W A! C such that:

1. � is positive: �.a�a/ � 0 for all a 2 A.
2. �.1/ D 1.

A state is said to be pure if it is not a mixture of two distinct other states. The
collection of states on a C�-algebra form a compact convex set where the extremal
points represent pure states. The notion of a quasi-state is a relaxed version of the
notion of a state, namely, the former is only linear on commuting operators. This
weakened notion of a state suffices as far as quantum theory is concerned since
only commuting observables are physically meaningful. The rigorous definition of
a quasi-state is as follows:

Definition 11.3.2 Given a unital C�-algebra A, a functional � W A! C is called a
quasi-state on A if the following conditions hold:

1. � is quasi-linear: it is linear on all commuting subalgebras and for all self-adjoint
operators OA; OB then �. OAC i OB/ D �. OA/C i�. OB/.

2. � is positive: �. OA� OA/ � 0.
3. �.O1/ D 1.

The main result relating quasi-states on a unital C�-algebra and states in the
covariant approach to topos quantum theory is given by the following theorem:

Theorem 11.3.1 ([42]) Given a unital C�-algebra A, quasi-sates on A are in
bijective correspondence with both probability integrals on Asa and probability
valuations on†A.

Before being able to prove this theorem we need to understand what probability
integrals and probability valuations are in this context.

Definition 11.3.3 Given the self-adjoint part Asa of a unital C�-algebra A, a
probability integral on Asa is a linear functional I W Asa ! R such that

i) if OA 2 Asa is such that OA � O0, then I. OA/ � 0;
ii) I.O1/ D 1.

An integral is faithful if its kernel is f0g, i.e. OA � O0 ( OA 2 A) and I. OA/ D 0 imply
that OA D O0.
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The collection of all probability integrals over Asa forms a locale which we
denote by I.Asa/.

Definition 11.3.4 Given a locale X and the set Œ0; 1
l of lower reals between 0 and
1, a probability valuation on X is a monotone map � W O.X/ ! Œ0; 1
l such that,
given any U;V 2 O.X/ and a directed set fUigi2I , then the following conditions
hold:

1. If U � V then �.U/ � �.V/, i.e. � is monotone.
2. �.?/ D 0 and �.>/ D 1.
3. �.U/C �.V/ D �.U C^V/C �.U _ V/
4. �.

W
i2I Ui/ DWi2I �.Ui/:

Essentially a probability valuation on a locale can be thought of as the same thing
as a probability measure, but defined only on opens.

We are now ready to prove Theorem 11.3.1, [42].

Proof We will start by proving the correspondence between quasi-states on the
algebra A and probability integrals on Asa. In particular, consider a quasi-state �
on A. This gives rise to a natural transformation3 I W Asa ! R as follows: for each
C � A we define the component

.I�/C WD �jCsa W Csa ! R: (11.3.1)

The collection of all such components can be easily seen to give rise to a natural
transformation. Now consider an element a OA 2 Asa such that OA � O0. Given a
subalgebra C � A such that OA 2 C, from the definition (11.3.1) it follows that
.I�/C. OA/ D �jCsa.

OA/ � 0. Moreover .I�/C.O1/ D �jCsa.
O1/ D 1 for all C � A.

Therefore, as defined above, I is indeed a probability integral on Asa.
On the other hand, given a probability integral I W Asa ! R we have defined a

quasi-state on A as follows

� W Asa ! R

OA 7! �. OA/ WD IC�. OA/. OA/;

where C�. OA/ is the sub-C�-algebra generated by OA. Clearly C�. OAC OB/ � C�. OA; OB/
and C�. OA/[C�. OB/ � C�. OA; OB/. Since I is a natural transformation and it is locally
linear we obtain

�. OAC OB/ D IC�. OACOB/. OAC OB/
D IC�. OA; OB. OAC OB/

3Here R represents the internal locale of Dedekind reals.
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D IC�. OA; OB/. OA/C IC�. OA; OB/. OB/
D IC�. OA/. OA/C IC�. OB/. OB/
D �. OA/C �. OB/

Moreover �.O1/ D IC�.O1/.O1/ D 1, while positivity of � follows from the fact that I is
locally positive. Clearly the above assignments are inverse of each other.

This shows that there exists a bijective correspondence between quasi-states on
A and probability integrals on Asa. Now we want to show that there also exists a
bijective correspondence between states on A and probability valuations on †A.
This bijection can be shown by proving that the locale of probability integrals on
Asa is homeomorphic to the locale of probability valuation on †A. This result was
show in [10, 42] and it is essentially a generalisation of the Riesz-Markov theorem.
The reader should refer to [10, 42] for a complete statement and proof of the
theorem. ut

The above discussion shows that to each quasi-state � on A there is associated
to it a probability valuation �� on †A, given by the map of internal locals

�� W O†A ! Rl. Here Rl represents the lower reals in ŒC.A/;Sets
 (see

Definition 11.5.1). Next we define the map 1l W O†A ! Rl, such that for each
context C 2 C.A/ we have

1l;C W O†A.C/! Rl.C/

U 7! .1l;C/.U/ D 1C W" C! Œ0; 1


where 1C W" C! Œ0; 1
 is the map that is constantly 1.
The terms �� and 1l are terms of type Rl with free variables of type O†A, hence

we can then construct the formula Œ�
�
D 1l
 of type � as follows

Œ�� D 1l
 W O†A �O†A ! �

Using the alternative definition of state-space given in Definition 11.4.1 we can re-
write the above formula as

Œ�� D 1l
 W O†" �O†" ! �

Since any open U 2 O†" can be seen as a point of O†" we obtain U W 1! O†".
As we will see in detail in the next section such points represent propositions in the
contravariant topos approach. Hence, given a probability valuation �� on O†" and

a proposition U, the formula

Œ�� D 1l
.U/ D Œ��.U/ D 1l
 D Œ�� D 1l
 ı U W 1! �

represents the truth value of the proposition U given the state ��.
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11.4 Propositions

In this section we will investigate how proposition are defined in the covariant
topos quantum theory approach. To this end we need to first introduce the concept
of daseinisation and daseinisation map. The covariant version of such a map was
first introduces in [42], but subsequently a simplified version was put forward in
[75]. In the present context we will adopt this simplified version. However, we will
need to slightly change the topos we work with, in particular we will consider the
topos ŒV.A/;Sets
, where V.A/ represents the category of abelian von Neumann
subalgebras of A. The reason for such a change is that we would like to define
the covariant daseinisation map in terms of the contravariant one, to do this we need
contexts which contain enough projections while general C� algebras do not. Before
describing the covariant daseinisation map we need to introduce an alternative
description of the state-space †A put forward in [74]

Definition 11.4.1 We define the space†" to be the set † D`C2C.A/ †C such that
U 2 O†" iff the following conditions hold:

1. given � 2 UC, C � C0 and �0 2 †C0 is such that �0jC D �, then �0 2 UC0 .
2. 8C 2 C.A/, UC 2 O†C.

We know from Sect. 9.3 that, given a locale map f W Y ! X, this gives rise to
an internal locale L.Y/ in Sh.X/. For the case at hand we consider the space C.A/
equipped with the upper Alexandroff topology and define the continuous projection
map

� W †" ! C.A/ (11.4.1)

� 7! C: (11.4.2)

This map between locales gives rise to the internal locale †" in ŒC.A/;Sets
. The
frame associated to †" is given by

O†" W C.A/! Sets

C 7! O†".C/ WD O†j"C D fU 2 O†"jU �
Y

C02."C/

†C0g:

For C � C0, the corresponding presheaf maps are given by

O†".C/! O†".C0/

U 7!
a

C002."C0/

UC00 :
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In [74][Th. 2.2.2] it was shown that, up to isomorphism,†" is the internal spectrum
of the algebra A.
Given this new characterisation of the state-space in terms of †" we can define
the covariant daseinisation map in terms of the inner and outer daseinisation of the
contravariant approach [26].

Definition 11.4.2 Consider the internal (to ŒV.A/;Sets
 ) locales †" and IR,4

whose associated frames are O†" and OIR respectively. For each OA 2 Asa we

define the covariant daseinisation map as the arrow ı. OA/�1 W OIR ! O†" such
that for each context C 2 V.A/ we have:

ı. OA/�1." C0 � . p; q/S/ D ı. OA/�1. p; q/S \†"j"C0

where

ı W Asa ! C.†"; IR/

OA 7! ı. OA/ WD � 7! Œ�.ıi. OA/C/; �.ıo. OA/C/
:

Here ıi and ıo represent the inner and outer daseinisation introduced in the
contravariant approach (see [26] Section 13.4, eq. 13.4.6). Moreover, †"j"C0 D`

C002"C0 †C00 and " C0 � .p; q/S D f.C; Œr; s
jC 2 C.A/;C0 � C; p < r � s < qg is
a basic open subset in C.A/ � IR.

We now need to check that indeed the daseinisation map is well defined. In

particular we need to check that ı. OA/ W †" ! IR is continuous and that ı
�1

, as
defined above, is a frame map. To show that ı. OA/ is continuous we need to show
that the inverse image of an open in IR is open in †". To this end consider an open
.p; q/S in IR. The inverse image, at a context C 2 C.A/, is given by

.ı. OA/�1. p; q/S/C D f� 2 †Cj�.ıi. OA/C/ > pg \ f� 2 †Cj�.ıo. OA/C/ < qg:

In order to determine whether .ı. OA/�1.p; q/S/C is open we need to show that it
satisfies the conditions in Definition 11.4.1. We will start with the second condition,
that is, we need to show that for all C 2 C.A/, U \†C 2 O.†C/. Since each †C is
equipped with the Gelfand topology, open sets are of the form U D f� 2 †Cj�. OA/�
zj < �g for OA 2 A, z 2 C and � > 0 hence, it follow that both f� 2 †Cj�.ıi. OA/C/ >
pg and f� 2 †Cj�.ıo. OA/C/ < qg are open, and the second condition is satisfied.

Next we need to show that “openness” is preserved by the presheaf map. In
particular we need to show that if � 2 UC then, for C � C0, if �0 2 †C0 is such

4IR represents the internal Scotts interval domain (see Appendix A.2).
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that �0jC D �, then �0 2 UC0 . Let us assume that � 2 .ı. OA/�1.p; q/S/C \ †C

and for C � C0, �0 2 †C0 is such that �0jC D �. We then consider the open
.ı. OA/�1.p; q/S/C0 D f� 2 †C0 j�.ıi. OA/C0/ > pg \ f� 2 †C0 j�.ıo. OA/C0 < qg. It was
shown in [26] that, for C � C0, inner and outer daseinisation follow the following
relation

ıi. OA/C � ıi. OA/C0 � OA � ıo. OA/C0 � ıo. OA/C:

It then follows that p < �0.ıi. OA/C/ � �0.ıi. OA/C0/ and �0.ıo. OA/C0/ � �.ıo. OA/C// <
q. hence �0 2 .ı. OA/�1.p; q/S/C0 \†C0 .

The above discussion showed that the map, ı. OA/ W †" ! IR, as defined above
is continuous. Next we need to show that the induced map ı. OA/ is indeed a map of
internal locales. To this end we recall that Loc.Sh.C.A/// ' Loc=C.A/, hence
to define a map between internal locales all we need to do is to determine the
corresponding map in Loc=C.A/. For the case at hand such a map is given by the
following commutative diagram:

A
C A

C

Having defined the covariant daseinisation map we can now describe how
propositions are expressed in the covariant approach [42, 75].

Definition 11.4.3 Given OA 2 Asa and .p; q/ 2 O.R/ the proposition OA 2 .p; q/ is
represented by the element in O†" defined by

Œ OA 2 . p; q/
1 D ı. OA/�1. p; q/S (11.4.3)

D
a

C2C.A/
f� 2 †CjŒ�.ıi. OA/C/; �.ıo. OA/C
 2 . p; q/Sg: (11.4.4)

At the level of the spectrum†# we have that

Œ OA 2 . p; q/
 W 1! O†"
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such that, for each context C 2 C.A/, the components are defined by

Œ OA 2 . p; q/
C W 1C ! O†"C

7! Œ OA 2 . p; q/
C.�/ D
a

C0"C

Œ OA 2 . p; q/
C0 :

It is also possible to write Œ OA 2 .p; q/
 directly in terms of the map ı. OA/�1. In
particular we first define the map .p; q/ W 1 ! OIR such that at each context
C 2 C.A/ we have

. p; q/C W 1C ! OIRC

� 7! . p:q/C.�/ D" C � . p; q/S:

Combining this with ı. OA/�1 we obtain

Œ OA 2 . p; q/
 D ı. OA/�1 ı . p:q/ W 1! O†":

11.4.1 Relation Between Covariant Propositions
and Contravariant Propositions

In this section we would like to analyse the relation between the covariant
definition of propositions as elucidated in the previous section and the contravariant
description given in [24, 26]. Recall from Definition 2.2.2 that in the contravariant
approach propositions are identified with clopen sub-objects of the state-space by
the process of outer daseinisation. In particular, given a proposition “A 2 �”, which
is represented by a projection operator OP, then the corresponding topos proposition
is given by

ıo. OP/ WD
�
SV.ı

o. OP/V/
�

V2V.H/ (11.4.5)

where ıo. OP/V WD Vf OR 2 P.V/j OR � OPg and SV.ı
o. OP/V/ D f� 2 †V j�.ıo. OP/V/ D

1g.
Let us consider a general C�-algebra A and its collection of abelian subalgebras
V.A/, given a self-adjoint operator OA 2 Asa, using definition (11.4.5), one can write
the proposition OA 2 .p; q/ as

ıo. OP/ D
a

C2V.A/
f� 2 †Cj�.ıo�. p;q/. OA//C D 1g; (11.4.6)
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where �.p;q/. OA/ denotes the spectral projection operator associated to the proposition
OA 2 .p; q/.
This way of expressing contravariant propositions better lends itself for a compar-
ison with the covariant approach. In fact one can already see that on the one hand
the definition of covariant propositions (11.4.3) relays on the approximation of the
operator OA 2 Asa, on the other hand, in the contravariant propositions expressed
by (11.4.6) the entire projection associated to the proposition gets approximated.

In [75] it was shown that it is possible to express covariant propositions in terms
of the inner daseinisation of the contravariant approach. In this new definition,
similarly as is the case of the contravariant approach, the entire proposition gets
approximated, albeit via the inner daseinisation. In particular we have that, given a
proposition Œ OA 2 .p; q/
, this can be expressed in the covariant approach as

Œ OA 2 . p; q/
2 D
a

C2V.A/
f� 2 †Cj�.ıi.�. p;q/. OA//C/ D 1g: (11.4.7)

In [75] it was shown that the two ways of expressing a proposition given in (11.4.6)
and (11.4.7) are equivalent.

Lemma 11.4.1 Consider a self-adjoint operator OA 2 Asa and an element .p; q/ 2
O.IR/. For any C 2 V.A/ and � 2 †C it follows that:

1. Œ OA 2 .p; q/
1 � Œ OA 2 .p; q/
2.
2. If � 2 Œ OA 2 .p; q/
2 for some � 2 †C, then �.ıi. OA/C/ � p and �.ıo. OA/C/ � q.

In order to prove the above Lemma we need to introduce the notion of
Antonymous functions and observable functions [18]. These are used to describe
the Gel’fand transforms of the operators associated to the inner daseinisation and
outer daseinisation of self-adjoint operators. This is done in Sect. 4.1.

Proof Recall that the spectral resolution of a self-adjoint operator OA is given by
. OE OAr /r2R where OE OAr D �.�1;r
. OA/. We can now re-write Eqs. (4.1.14) and (4.1.15) as
[74]:

�.ıi. OA/C/ D supfr 2 RjO1� OE OAr 2 CN .F�/g (11.4.8)

D supfr 2 Rj9 OP 2 P.C/; �. OP/ D 1; OP � �Œr;1/. OA/g (11.4.9)

and

�.ıo. OA/C/ D inffr 2 Rj OE OAr 2 CN .F�/g (11.4.10)

D supfr 2 Rj9 OP 2 P.C/; �. OP/ D 1; OP � �.�1;r/. OA/g; (11.4.11)

respectively. This will allow us to prove the claims of the above lemma.
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1. Assume that Œ OA 2 .p; q/
1 � Œ OA 2 .p; q/
2. This is equivalent to the statement
that if �.ıi. OA/C/ > p and �.ıo. OA/C/ < q hold, then �.ıi.�.p;q/. OA//C/ D 1.
However, from Eq. (11.4.8), if �.ıi. OA/C/ > p then, for � > 0, there exists
a projection operator OP 2 P.C/ such that �. OP/ D 1 and OP � �Œ pC�;1/. OA/.
Similarly, from (11.4.10), if �.ıo. OA/C/ < q, then there exists a projection
operator OQ 2 P.C/ such that �. OQ/ D 1 and OQ � �.�1;q/. OA/. If we define
OR WD OP OQ, then OR 2 P.C/, �. OR/ D 1 and OR � �ŒrC�;s/. OA/ � �.p;q/. OA/. Therefore
OR � ıi.�.p;q/. OA//C and �.ıi.�.p;q/. OA//C/ D 1.

2. Consider any � 2 †C such that � 2 Œ OA 2 .p; q/
2, then, �.ıi.�.p;q/. OA//C/ D
1. However, since ıi.�.p;q/. OA//C � �.�1;q/. OA/, it follows from (11.4.10) that
�.ıo. OA/C/ � q. Similarly, since ıi.�.p;q/. OA//C � �Œ p;1/. OA/, (11.4.8) implies that
�.ıo. OA/C/ � p.

ut

11.5 Physical Quantities

In this section we will explain how physical quantities are defined in the covariant
approach. Similarly as for the contravariant approach, even in the covariant approach
physical quantities are defined as maps from the state-space to the quantity value
object. Since both the state space †" and the quantity value object IR are
internal topological spaces, physical quantities will be identified by continuous
maps between internal topological space. It is worth, therefore, to recall how a
continuous map between internal topological space is defined. Consider the topos
Sh.T/ for some topological space T, and two internal topological spaces X and Y
whose external description is given by the bundles p W X ! T and q W Y ! T,
respectively. By equipping X and Y with the topologiesO.X/ andO.Y/, respectively
we can define a continuous map f W .X;O.X//! .Y;O.Y// as a sheaf morphisms

f W X ! Y

such that, for all U 2 P.Y/, then5

U 2 O.Y/) f�1.U/ 2 O.X/

where f�1 D P. f / W P.Y/ ! P.X/. Here P can be seen as a contravariant functor
P W Sh.T/ ! Sh.T/ which sends each object B to its power object P.B/ and each
morphism f W B ! A to the map P. f / D P.A/ ! P.B/, which is defined as the

5Here P.Y/ denotes the power object of Y .
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only arrow making the following diagram commute

A P A

A

B P A

f

P f

B P B

B

The map 2BW B � PB ! � is defined to be the arrow such that, given any map
f W B � A ! �, there exists a unique map g W A ! PB which makes the following
diagram commute:

A

g

PB

B A
f

g

P P B
B

By considering sheaves over T as etalé bundles over T, then the map f W X ! Y
corresponds to the commuting triangle

X
f

p

Y

q
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where f is continuous with respect to the etalé topology. If f is also continuous
with respect to the coarser topologies on X and Y coming from the internal
topologies of O.X/ and O.Y/, then f corresponds to an internal continuous map
f W .X;O.X// ! .Y;O.Y//. This ends our small revision of continuous maps
between internal topological spaces. Next we will define physical quantities as maps
from the state space to the quantity value object however, in order to do so, we need
to introduce the functors representing lower and upper reals.

Definition 11.5.1 In ŒC.A/;Sets
 lower reals are given by the functorRl W C.A/!
Sets defined on:

1. objects: for each C 2 C.A/ the functor Rl assigns the set Rl.C/ WD OP.."
C/;R/ of order preserving functions � W" C! R;

2. morphisms: given a morphism D ,! C the corresponding morphism is

OP.." D/;R/! OP.." C/;R/

� 7! �j"C :

Similarly, we can define the functor of upper reals as follows:

Definition 11.5.2 In ŒC.A/;Sets
 upper reals are given by the functor Ru W
C.A/! Sets defined on:

1. objects: for each C 2 C.A/ the functor Ru assigns the set Ru.C/ WD OR.."
C/;R/ of order reversing functions � W" C! R;

2. morphisms: given a morphism D ,! C the corresponding morphism is

OR.." D/;R/! OR.." C/;R/

� 7! �j"C :

Having defined the functors of lower and upper reals we can now characterise
both outer and inner daseinisation in terms of them.

Theorem 11.5.1 ([74]) Given a self-adjoint operator OA 2 Asa, outer daseinisation
is identified with the internal locale map ı

o
. OA/ W †A ! Ru. Since Loc=C.A/ Š

Loc.Sh.C.A///, outer daseinisation can be also identified in terms of the following
commuting diagram of continuous maps6:

6In the following the set Ru denotes the set of upper reals. The topology on Ru is generated by the
lower half open intervals Œ�1; y/, y 2 R.
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A

pr

where †" was defined in Definition 11.4.1 while � was defined in (11.4.1).

Proof Consider the internal topological space of the upper reals Ru. In terms of
etalé bundles this can be expressed by the map

�u W Ru ! C.A/

where the space Ru is given by

Ru D fsjs 2 OR.." C/;R/g :

Ru is equipped with the topology generated by the etalé opens: for each C 2 C.A/
and c 2 R we defined the open

Ux;C D fs 2 RujD 2" C; s.D/ < xg :

We can now express the diagram in Theorem 11.5.1 in terms of maps of etalé
bundles as follows:

A

pr

where, for each � 2 .†"/C C 2 C.A/, we obtain

ıo. OA/.�/ D D 7! �.ıo. OA/D/ :
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We now need to check that ıo. OA/ is continuous with respect to the topology
generated by the opens Ux;C. In particular we obtain

ıo. OA/�1.Ux;C/D D
(
ıo. OA/D�1.�1; x/ if C � D

; if D 6� C

where ıo. OA/D W †D ! R is given by the Gelfand duality. Clearly, for each D 2
C.A/ the set ıo. OA/�1.Ux;C/D is open in †D. Moreover, given � 2 †D and C � D
such that �jC 2 ıo. OA/�1.Ux;C/ then, since

�.ıo. OA/D/ � �jC.ıo. OA/C/ < x ;

it follows that � 2 ıo. OA/�1.Ux;C/D. Therefore ıo. OA/�1.Ux;C/ is open in †" since it
satisfies the conditions of Definition 11.4.1. ut
A similar theorem holds for inner daseinisation.

Theorem 11.5.2 [74] Given a self-adjoint operator a 2 Asa, inner daseinisation

is identified with the internal locale map ı
i
. OA/ W †A ! Rl. Since Loc=C.A/ Š

Loc.Sh.C.A///, inner daseinisation can be also identified in terms of the following
commuting diagram of continuous maps7:

A

pr

Proof Consider the internal topological space of the lower reals Rl. In terms of etalé
bundles this can be expressed by the map

�l W Rl ! C.A/

where the space Rl is given by

Rl D fsjs 2 OP.." C/;R/g :

7In the following the set Rl denotes the set of lower reals. The topology on Rl is generated by the
upper half intervals .y;C1
, y 2 R.
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Rl is equipped with the topology generated by the etalé opens: for each C 2 C.A/
and c 2 R we defined the open

Ux;C D fs 2 RljD 2" C; s.D/ > xg :

We can now express the diagram in Theorem 11.5.1 in terms of maps of etalé
bundles as follows:

A

pr

l

where, for each � 2 .†"/C C 2 C.A/, we obtain

ıi. OA/.�/ D D 7! �.ıi. OA/D/ :

We now need to check that ıi. OA/ is continuous with respect to the topology
generated by the opens Ux;C. In particular we obtain

ıi. OA/�1.Ux;C/D D
(
ıi. OA/D�1.x;C1/ if C � D

; if D 6� C

where ıi. OA/D W †D ! R is given by the Gelfand duality. Clearly, for each D 2 C.A/
the set ıi. OA/�1.Ux;C/D is open in †D. Moreover, given � 2 †D and C � D such that
�jC 2 ıi. OA/�1.Ux;C/ then, since

�.ıi. OA/D/ � �jC.ıi. OA/C/ > x ;

it follows that � 2 ıi. OA/�1.Ux;C/D. Therefore ıi. OA/�1.Ux;C/ is open in †" since it
satisfies the conditions of Definition 11.4.1. ut

If we then combine the two above maps together we obtain the locale map

ı. OA/ D hıi. OA/; ıo. OA/i W †A ! Rl �R ;
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which externally is defined by the following diagram of continuous maps:

A
l u

pr

At the start of this section we claimed that physical quantities are maps from the
state space †" to the quantity value object IR, therefore we need to understand the
relation between IR and Rl � Ru. We will start by considering the relation of the
corresponding sets. In particular we will define an injective map [74]

j W IR! Rl �Ru

Œx; y
 7! .x; y/ :

The fact that j is injective follows trivially from the definition, moreover j is
also continuous. In fact, since Rl �Ru comes equipped with the product topology,
an open will be of the form ..r;C1
 � Œ�1; s//, therefore the inverse image
j�1 ..r;C1
 � Œ�1; s// is

j�1..r;C1
 � Œ�1; s// D
(
.r; s/ 2 O.IR/ if r < s

; if s < r

hence j is continuous.
From the definitions of inner and outer daseinisation given in previous sections

we know that, for each context C 2 C.A/, ıi. OA/C � ıo. OA/C , therefore �.ıi. OA/C/ �
�.ıo. OA/C/ and hence .�.ıi. OA/C/; �.ıo. OA/C// 2 O.IR/. This implies that the
daseinisation map can be factored through the map j. This is expressed by the
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following commuting diagram in Loc=C.A/:

A
l u

pr

id

In the above, the map �1 W C.A/ � IR! C.A/ represents the external description
of the interval domain IR in ŒC.A/;Sets
, while the factorisation map †" !
C.A/ � IR represents the external description of the daseinisation map defined in
Definition 11.4.2. It is precisely in this sense that physical quantities are defined by
maps from the state space to the quantity value object.



Chapter 12
Space Time in Topos Quantum Theory

One of the main challenges in theoretical physics in the past 50 years has been
to define a theory of quantum gravity, i.e., a theory which consistently combines
general relativity and quantum theory in order to define a theory of space-time
itself seen as a fluctuating field (with respect to the connection and the metric).
Therefore, a definition of space-time is of paramount importance but, it is precisely
the attainment of such a definition which is one of the main stumbling blocks in
quantum gravity.

The reason for such a difficulty is the seemingly incompatible roles of space-time
put forward by general relativity and quantum theory. In fact, on the one hand, in
general relativity, although the presence of both the 4-dimensional metric and the
connection is assumed ab initio, they are both considered to be dynamical quantities
and there is no preferred foliation of space-time.

On the other hand, quantum theory assumes a fixed (with respect to its differ-
entiable structure and metric) space-time, implied by the mathematical formalism
of the theory. For example the Schrodinger’s equation describing unitary evolution
between measurements is i„ @ 

@t D H where the notion of time is fixed, while the
measurement process “reduces” the state vector via the second law of evolution:

 ! OP 
jj OP jj where OP is the projection on the outcome of the measurement.

Therefore the state gets projected on a spacelike surface. Clearly, a fixed geometry
of spacetime is needed to define both the time t in the Schrodinger equation and the
spacelike surface on which the state vector is reduced.

In classical physics the statement “the particle x has position y” makes sense,
however in quantum theory, in order to have meaning, this statement should be
changed to “if a measurement is performed on the position of the particle x, then it
will have a certain probability to give outcome y”. The difference in these statements
reveals the discrepancy that exists between any classical theory and quantum theory.
Although the full implications of this will be analysed in details later on, for now we
want to emphasise that the concept of measurement is essential for any statement
regarding quantum systems to make sense. This, in turn, implies that by necessity,
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a fixed space-time background has to be assumed in which the measurement takes
place.

However, such a notion of a fixed background structure seems hard to accommo-
date in a theory of quantum gravity, where the varying field is space-time itself. In
fact, by adopting quantum theory as it stands, a possible theory of quantum gravity
would have to make sense of statements of the form “if a measurement is made of
property x of the space-time field, then the outcome y will have probability z”, where
the notion of measurement requires a fixed space-time background.

But what can be said about the “structure” of such a space-time inherent in
quantum theory? To answer this question one has to go back and analyse how
exactly quantum theories come about. This is generally done through the process
of “quantization”, by which a classical theory is ‘transformed’ into a quantum
theory. Now in a classical theory, in general, the configuration space of the system is
mathematically represented by a differentiable manifold M, while the phase space
is represented by its cotangent bundle T�M. When quantising a classical theory,
this concept of a phase space is inherited by the quantum theory. For example,
if the classical configuration is Q ' G=H for some Lie groups G and H, then a
quantization of such a system would define the quantum states to be sections of a
vector bundle over Q, whose fibres carry a representation of H. By definition, the
domain of these sections would be the continuum Q. If quantization is so defined,
and this begs the question as to why this is the case, then the space of values of
quantum states is modelled by the continuum. This mathematical description of
space-time agrees with that given by general relativity, which models space-time by
a differentiable manifold M, whose elements are interpreted as space-time points
and the gravitational field is given by the curvature tensor of the pseudo-Riemannian
metric on M.

Therefore, although mathematically space-time is treated in an analogous way
in both quantum theory and general relativity, its role in these two theories is very
different. However, when defining a theory of quantum gravity, the very definition
of space-time as a differentiable manifold is put into discussion. In fact, it is believed
that at microscopic scales, space-time ceases to be continuous but acquires a discrete
nature. Therefore, the continuum structure of space-time suggested by the two main
ingredients of quantum gravity seems to be refuted by quantum gravity itself. This
might seem an odd predicament, but it might also suggest that the mathematical
description of space-time required for quantum gravity should be radically different
from the continuum picture put forward by the two ingredient theories.

A candidate for an alternative description of space-time is given by the topos
approach. In this approach the notion of a space-time point is replaced by the notion
of a space-time region. Such regions should be interpreted as defining regions which
are occupied by “extended” objects.

The interesting feature is that the collection of such “regions” carry a Heyting
algebra structure, which is a generalised Boolean algebra where the law of excluded
middle does not hold. This mathematical description of space-time in terms of what
is technically called a locale fits well with the discrete notion of space-time put
forward by quantum gravity.
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12.1 A Lesson from Quantum Gravity?

As mentioned in the introduction, to date there is still no agreement upon the theory
of quantum gravity. It is still possible and useful to analyse the various proposals
to see if anything can be learned from them. In particular, we would like to get a
feeling for how a theory of quantum gravity should address three main topics which
we believe are directly related with the ensuing concept of space-time. These topics
are:

(1) the use of the continuum;
(2) the role of the Planck length;
(3) the relation to the instrumentalist interpretation of quantum theory.

Use of the Continuum Both in classical physics and in quantum theory the
continuum appears in three main areas:

1. To model configuration space.
2. As values of physical quantities.
3. As modelling the space of probabilities.

We will now analyse why the continuum is used in these areas and how its use in
quantum gravity doesn’t seem to be justified, other than as an a priori assumption.
[7, 16, 45].

1. To model configuration space. If we consider a particle moving in three-
dimensional space, we define its configuration to be R3. This is a consequence
of the fact that physical space is modelled by a differentiable manifold. This
comes as no surprise since we are used to measuring macroscopic objects with
pointers and rulers. So it seems that the choice of a differentiable manifold to
represent a classical configuration space is a consequence of modelling physical
space by a manifold. As discussed briefly in the introduction, such a conception
of configuration space is carried over to the quantum regime via the process of
quantization. Thus, by necessity, the mathematical description of quantum theory
is determined by a priori assumptions on the nature of space-time. The question
is then if such a priori assumptions are still justified in the context of quantum
gravity.

2. Values of physical quantities. In classical physics, quantities are real-valued. This
is a consequence of the fact that such values are defined in terms of measurements
carried out in the physical space, i.e. pointers and rulers which measure quantities
living in the classical physical space. Thus, by using the continuum to model
space-time, we also adopt the view that values of quantities should be real.
Similarly in quantum theory, eigenvalues are expected to be real numbers. If we
now consider quantum gravity, space-time is no longer a smooth manifold, thus
it seems harder to justify the fact that physical quantities are real-valued.

3. Probabilities. In both classical physics and quantum theory probabilities are
defined using the relative frequency interpretation. Namely, to obtain a proba-
bility of a certain outcome xi, one has to repeat the measurement a large number
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of times (N) and divide this number by the number of times the measurement
gave the desired result (Ni), thus obtaining the probability of outcome xi to be
N=Ni. By necessity this has to be a rational number which lies between 1 (always
obtain xi) and 0 (never obtain xi). If one takes the number of measurements
to be infinite, then N=Ni 2 Œ0; 1
. In this way quantum probabilities take
their values in the closed interval Œ0; 1
. However, to make sense of such an
interpretation one has to assume a continuum background space-time in which
the measurements take place. However, if there is no classical spatio-temporal
background in which observations can be made or if the relative frequency
interpretation results meaningless for that background, then how can one justify
the fact that probabilities should lie in the closed interval Œ0; 1
? There have been
other notions of probabilities put forward, namely as propensities, measures of
believes and possibilities. With respect to such interpretations it turns out that it
is harder to justify the closed interval Œ0; 1
 as the space of probability values. In
fact, all that is really required from such a space is that it be a partially ordered
set with top and bottom element and equipped with a semi-additive structure so
that probabilities of disjoint events can be added. However, other than this, there
is no reason why Œ0; 1
 should be chosen.

Planck Scale We know by now that a theory of quantum gravity aims at reconciling
quantum theory with general relativity. One of the striking features of quantum
gravity is that, although both general relativity and quantum theory treat space-time
as a 4-dimensional manifold equipped with a metric, quantum gravity would suggest
that, at the microscopic scale, space-time is somewhat discrete. For example,
approaches such as loop quantum gravity, spin foams, dynamical triangulation and
causal set, all suggest that at the fundamental level space-time is discrete. In fact,
it is believed that at the Planck scale classical space-time concepts cease to apply
and a new way of viewing space-time is needed, which is not based on the notion
of a continuum. In particular, the notion of point is not regarded as fundamental any
more but it is replaced by the notion of a ‘region’ which physical objects occupy. For
example in loop quantum gravity space-time is considered to be discrete, therefore
there exist ‘regions’ of space-time with the smallest area and volume which can’t
be divided into smaller regions. Such a geometry of space time is described by
spin foams [56]. Another example is given by Causal Dynamical Triangulations
(CDT)[2], in which geometry is decomposed into triangular chunks or their higher-
dimensional versions, respectively.

Therefore the continuum structure of space-time suggested by the two main
ingredients of quantum gravity seems to be thrown into discussion by quantum
gravity itself. This seems quite an odd predicament but it might suggest that perhaps
a different mathematical structure, other than a smooth manifold, should model
space-time. Clearly if such a new mathematical structure is defined, the questions to
answer are

(a) Does it relate to the conception of space-time of both general relativity and
quantum theory?

(b) Is the manifold structure emergent?
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Relation to Instrumentalist Interpretation Most proponents of a theory of
quantum gravity seem to adopt quantum theory without changing any of the math-
ematical formalism. This implies that they also inherit the conceptual interpretation
of the theory which is an instrumentalist interpretation. This interpretation heavily
relies on the distinction of observed system and observer and ascribes to the process
of measurement an almost ontological status. However, such an interpretation seems
to be problematic in the context of quantum gravity. In fact, if we consider quantum
gravity as a theory of the entire universe, which is a closed system, then the observer
and observed system distinction cannot be applied.1

Moreover, the notion of measurement in quantum theory requires a fixed space-
time background in which the measurement takes place. However, quantum gravity
is a theory of space-time itself seen as a dynamical quantity, hence the problem
arises as to how one could measure space-time properties? Where would this
measurement take place? Failing to clearly define measurements of space-time
properties jeopardises the entire edifice of quantum theory, since any prediction
of the theory is defined in terms of repeated sets of measurements. Hence the
instrumentalist interpretation of quantum theory seems to be inconsistent with a
theory of quantum gravity. However, if we analyse the mathematics which induces
such an interpretation, we quickly arrive at the conclusion that it is a consequence
of the Hilbert space formalism, which ‘comes equipped’ with the Born rule for
probabilities. This reflection would suggest that maybe a theory of quantum gravity
should make do without the Hilbert space formalism of quantum theory.

12.2 Modelling Space-Time as a Locale

Usually space-time is modelled in terms of the continuum, i.e. locally space-time
is simply defined in terms of R4. However, as discussed in the introduction, in
quantum gravity there seems to be no a priori justification for the adoption of the
continuum to model space time. Moreover, it seems that the notion of a point in
space time becomes secondary to the notion of a region. If one thinks about it, the
notion of a space-time point is hardly justifiable. In fact, when talking about objects
as being in space-time, these tend to occupy regions of space-time rather than points.
This would suggest that perhaps a description of space-time in terms of extended
regions might be more appropriate [11, 46]. As mentioned in the introduction, such
extended regions would have to satisfy a certain algebra, whose operations would
be given in terms of union, intersection etc.

1There have been attempts to reconcile the distinction between observed-system and observer
by considering appropriate sub-systems [64], however, we feel that if quantum theory should be
regarded as the ultimate theory, then even the interactions of such systems should undergo quantum
laws, and the definition of a subsystem being an observer versus an observed system seems very
hard to accommodate and be made precise.
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With these reflections in mind, it seems reasonable to try to utilise some kind
of locale (see Sect. 8.1) do describe space-time. A locale is the same thing as a
frame which carries a Heyting algebra structure, and we have seen that the latter
is the internal algebra of a topos. Hence, when considering topos theory as the
mathematical framework of quantum theory, one facilitates a discrete notion of
space-time.

In particular, in topos quantum theory space-time is modelled in terms of a locale
R called the quantity value object. This object plays the same role as the Reals
do in classical physics, i.e. it assigns values to quantities. These values, however,
are not real numbers, but are related to them in some way. By using the locale
R, the concept of a point becomes secondary while the concept of a “region” of
space becomes primary. Moreover, since a locale is equivalent to a complete Heyting
algebra, the collection of space-time regions undergoes an intuitionistic rather than
a classical (Boolean) logic. If one equates extended objects with the space-time
regions they occupy, then, at the Planck scale, modelling space-time in terms of
a locale would imply that statements of the form “an object  occupies region A
or it does not” would be neither true nor false. This is another way of stating the
fact that, in standard quantum theory, given a vector  2 H and a subspace W of
H,  can have non zero components in both W and W?. So it would seem that
modelling space-time, at least at the quantum level, as a locale, is in agreement with
known facts about quantum theory. Motivated by this, let us try and make the locale
definition of space-time more rigorous. As a first step we will introduce the rigorous
definition of the quantity value object and show how this can be interpreted as a
locale.

12.3 Topos Definition of the Quantity Value Object

We will now introduce the representation of the quantity value object R in
SetsV.H/

op
. In classical theory, the quantity value object is simply the real numbers

since each quantity takes on, as its value, an element of the reals. Similarly, in
canonical quantum theory, we have the reals as the quantity value object. However,
in topos quantum theory, the quantity value object is an object which has the same
role as the reals have in standard quantum theory, but its elements will not be
numbers. Clearly, each element of the quantity value object will be related to the
real numbers in some way, but it will not be a real number itself.

It should be noted that in any topos there is an object which represents the real
numbers, in fact there are several of them [50, 55]. However, the quantity value
object we use for topos quantum theory is not one of them. As we will see, the
motivations for defining the quantity value object in topos quantum theory come
from physics requirements.

In the topos SetsV.H/
op

, the representation of the quantity value object R is given
by the following presheaf [24, 28]:
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Definition 12.3.1 The presheaf R$ acts as follows:

(i) Objects2:

R$V WD f.�; �/j�; � W# V ! R;

� is order-preserving; � is order-reversing I� � �g:

(ii) Arrows: given two contexts V
0 � V the corresponding morphisms is

R$V;V0 W R$V ! R$V0 ; .�; �/ 7! .�jV0 ; �jV0 /:

This presheaf is where physical quantities take their values, thus it has the same role
as the reals in classical physics.

The reason why the quantity value object is defined in terms of order-reversing
and order-preserving functions is because, in general, in quantum theory one can
only give approximate values to the quantities.

Let us analyse the presheaf R$ in more depth. To this end, we assume that
we want to define the value of a physical quantity A, given a state  . If  is an
eigenstate of A, then we would get a sharp value of the quantity A, say a. If  is not
an eigenstate, then we would get a certain range� of values for A.

Let us assume that � D Œa; b
. Then what the presheaf R$ does is to single
out the extreme points a and b, so as to give a range (unsharp) of values for the
physical quantity A. Obviously, since we are in the topos of presheaves, we have
to define each object contextually, i.e. for each context V 2 V.H/. It is precisely
to accommodate this fact that the pair of order-reversing and order-preserving
functions was chosen to define the extreme values of our intervals.

To understand this we consider a context V , such that the self-adjoint operator OA,
which represents the physical quantity A, does belong to V and such that the range
of values of A at V is Œa; b
. If we then consider the context V

0 � V , such that OA … V ,
we will have to approximate OA so as to fit V

0

. The precise way in which self-adjoint
operators are approximated is defined in [24, 28]. However, such an approximation
will inevitably coarse-grain OA, i.e. it will deform it.

It follows that the range of possible values of such an approximated operator,
which we denote by ı OA, will be bigger. Therefore the range of values of ı OA at V

0

will be Œc; d
 
 Œa; b
, where c � a and d � b. These relations between the extremal
points can be achieved by the presheaf R$ through the order-reversing and order-
preserving functions. Specifically, given that a WD �.V/, b WD �.V/, V

0 � V implies
that c WD �.V

0

/ � �.V/ (� being order-preserving) and d WD �.V
0

/ � �.V/ (�
being order-reversing). Moreover, the fact that �.V/ � �.V/ by definition, implies
that as one goes to smaller and smaller contexts V 0, the intervals .�.V 0/; �.V 0// keep
getting bigger or stay the same.

2A map � W# V ! R is said to be order-preserving if V
0 � V implies that �.V

0

/ 
 �.V/. A map
� W# V ! R is order-reversing if V

0 � V implies that �.V
0

/ � �.V/.
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An example of the quantity value object can be found in [17].
This object R$ can be given the structure of a locale and hence, that of a

complete Heyting algebra.

12.4 Quantity Value Object as a Locale

We would like to apply the above mentioned procedure to the sheaf R$ so as to
construct the associated locale in Sh.V.H//. As a first step, we will need to define
a continuous map relating R$ to V.H/ equipped with the Alexandroff topology.
This can be done in various ways depending on what topology R$ is considered to
have.

12.4.1 Locale Associated to R$ Part I

As shown in [75], it is possible to view R$ as a sub-object of a locale in Sh.V.H//.
In order to understand how this is indeed possible we, first of all, have to consider
the product V.H/ � IR, where the set IR is the interval domain consisting of all
compact intervals Œa; b
 with a; b 2 R and a � b (see Appendix A.2). Normally, the
interval domain comes equipped with the Scott topology (Appendix A.2), however,
we will not consider such a topology when looking at the product V.H/� IR since,
instead of the product topology, we will consider a different topology. In particular,
any algebra V 2 V.H/ and .�; �/ 2 R$.V/ define a basic open UŒV; .�; �/

with .V 0; Œa; b
/ 2 UŒV; .�; �/
 if V 0 � V and �.V 0/ < a � b < �.V 0/.
It is straightforward to check that such opens form a basis for a topology on
V.H/ � IR. In terms of such a topology, the projection map �1 W V.H/ � IR !
V.H/ is continuous, hence a map between locales. Since �1 is an element of
Loc=V.H/, we can now apply the previously defined procedure to obtain an internal
locale Loc.V.H/ � IR/, whose associated frame is O.V.H/ � IR/. The sheaf
O.V.H/ � IR/, for all V 2 V.H/, is given by:

O.V.H/ � IR/.# V/ D O.V.H/ � IR/j#V�IR:

The associated presheaf R$ is a subpresheaf of O.V.H/ � IR/ given by

�V W R$.V/! O.V.H/ � IR/.V/

.�; �/ 7! UŒV; .�; �/
:

We would now like to utilise this map to show that R$ is a sublocale of
Loc.V.H/ � IR/. However, as a first step we need to define the locale structure
on R$. The first step is to put an ordering on R$.V/ for each V 2 V.H/. We
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define .�; �/ � .�0; �0/ iff for all V 0 � V , �.V 0/ � �0.V 0/ and �0.V 0/ � �.V 0/ The
operations of join and meet are then defined as follows:

for all V 0 � V we have

..�; �/ ^ .�0; �0//.V 0/ D ..� ^ �0/.V 0/; .� ^ �0/.V 0//
WD .maxf�.V 0/; �0.V 0/g;minf�.V 0/; �0.V 0/g/

and

..�; �/ _ .�0; �0//.V 0/ D ..� _ �0/.V 0/; .� _ �0/.V 0//
WD .minf�.V 0/; �0.V 0/g;maxf�.V 0/; �0.V 0/g/;

where the right hand side of both equations is defined with respect to the total
ordering on R. It is now straight forward to show that (8.1.1) holds.

Theorem 12.4.1 R$ is a sublocale of Loc.V.H/ � IR/.

Proof In this proof we will utilise the fact that a sublocale is given by the nucleus
of the underlying frame (see Definitions 8.3.2(2) and 8.1.1). In this case, we will
show that for each V 2 V.H/, �V defined above satisfies conditions (8.1.4). We
will first show that �V preserves meets, i.e. �V..�; �/ ^ .�0; �0// D �V.�; �/ ^
�V.�

0; �0/. Considering �V.�; �/^ �V .�
0; �0/ D UŒV; .�; �/
^UŒV; .�0; �0/
 from

the definition of the opens UŒV; .�; �/
 it follows that UŒV; .�; �/
^UŒV; .�; �/
 WD
UŒV; .� ^ �0; � ^ �0/
 where � ^ �0 is defined for each context V 0 � V as .� ^
�0/.V 0/ WD maxf�.V 0/; �0.V 0/g and, similarly, .� ^ �0/.V 0/ WD minf�.V 0/; �0.V/g.
Applying the definitions we then get

�V..�; �/ ^ .�0; �0// D �V..� ^ �0/; .� ^ �0// D UŒV; .� ^ �0; � ^ �0/
:

It now remains to show that �V satisfies (B.2) and (B.3). This, however, is equivalent
to the requirement that the image of R$ under � is closed upon taking the pseudo-
complement, i.e. for all .�; �/ 2 R$.V/ and for all W 2 O.V.H/ � IR/.V/, .W !
UŒV; .�; �/
/ 2 �V .R

$.V//. Here UŒV; .�; �/
 D WfU0jU0 ^W � UŒV; .�; �/
g.
Since the opens UŒV; .�; �/
 are a basis of the topology on V.H/� IR, the result of
the theorem follows. ut

The reason why the above topology was chosen for V.H/ � IR is because
the author in [75] wanted to analyse the connection between the topos approach
to quantum theory put forward by Isham and Doering and described above with
an alternative formulation by Heunen, Landsman and Spitters in [42]. This latter
formulation has as a starting point a C�-algebra A and an ambient topos SetsC.A/

where C.A/ is the category of abelian subalgebras of A. They then promote A to an
internal C�-algebraA in SetsC.A/ and define the spectrum† as an internal locale. In
this context, the quantity value object is identified with the internal locale of interval
domain IR (See Appendix A.2).
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Through the above construction it transpires that the quantity value object R$ is
intimately related to IR.

12.4.2 Locale Associated to R$ Part II

We now would like to analyse an alternative topology for the quantity value object
R$.

Given such a presheaf, we define the set R WD `
V2V.H/R$V with associated

map pR W R ! V.H/ such that pR.�; �/ D V for .�; �/ 2 R$V . We would like to
define a topology on R such that the map pR be continuous.

A possibility would be to define the discrete topology on each fibre p�1R .V/ D
R$Vg In or Sign Up https://www.faceb which would accommodate for the fact that
pR W R! V.H/ is an étale bundle. We could then define the disjoint union topology,
but this would not account for the ‘horizontal’ topology on the base category V.H/
given by the Alexandroff topology.

Another possibility would be to consider as a basis for the topology on R
the collection of all open sub-objects. Thus a basis set would be of the form
S D `

V2V.H/ SV such that SV is open in R$V , which is equipped with the discrete
topology. In such a setting, the ‘horizontal’ topology would be accounted for by the
presheaf maps.

Since each R$V is equipped with the discrete topology, the topology on the
entire set R would essentially be the discrete topology in which all sub-objects of R
are open.

Obviously, with respect to such a topology, the bundle map pR would be
continuous since for each # V , p�1.# V/ D `

V02#V R$V0 will represent the open

sub-object whose value is R$V0 for all V
0 2#V and ; everywhere else.

We now have at our disposal the continuous map pR W R ! V.H/ which is a
locale map. This gives rise to the geometric morphism pR W Sh.R/! Sh.V.H//. At
this point we can apply the procedure defined in the previous section to construct
the internal locale O.R/ D pR�.�R/ such that, for any V 2 V.H/, we obtain

. pR�.�R//V D �R. p�1R .V// D �R.
a

V02#V
R$V0 /

where

�R.
a

V02#V
R$V0 / D fS 2 O.R/jS �

a

V02#V
R$V0 g:

We recall that

S WD
a

V02#V
SV0 (12.4.1)

https://www.faceb
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where SV0 is an open subset of R$V0 . Since the latter has a discrete topology, the
basis will be formed of singletons. These are defined, for each V 0 � V as a pair
.�; �/ W# V 0 ! R of order preserving and order reversing functions taking values in
R, which describe varying intervals of real numbers. Conceptually what this means
is the following: for each context V 2 V.H/, which represents a classical snapshot
of the quantum system, we obtain a “locale” space-time seen as a collection of
unions of varying intervals of real numbers. Such a space-time has the property that
when considering two contexts V 0 and V such that V 0 � V , then the intervals of
real numbers describing the space-time associated to the context V 0 are “bigger”,
i.e. are less precise and thus have less information than the intervals of the space-
time associated to the bigger context. Since these intervals are interpreted as the
regions of space-time which physical objects occupy, what the above result signifies
is that when going to a smaller contexts V 0, which contains less information due to
coarse-graining, then the precision with which one is able to determine the position
of physical objects decreases.

12.4.3 Locale Associated to MR

An alternative way of associating to the quantity value object a locale is by
considering the definition of the quantity value object put forward in [27]. This
new definition was the result of introducing the notion of a group and a group action
in the topos quantum theory framework. To achieve this, the topos utilised to define
quantum theory had to be slightly changed so that now the base category, although
still remaining V.H/, is considered to be invariant under any group transformation,
i.e. the group acts trivially. This slightly different category is denoted by Vf .H/
where f stands for fixed. All the group actions were relegated to an intermediate
category, resulting in a construction of sheaves over Vf .H/ as sheaves over this
intermediate category and, then, “pushed down” to sheaves on Vf .H/ in the
appropriate way. We will not go into the details of how this is done, but the interested
reader should refer to [27]. All that we will do in the present context is to state how
the resulting new quantity value object is defined.

Definition 12.4.1 The quantity value object MR$ is a presheaf of order-preserving
and order-reversing functions on Vf .H/ defined as follows:

– On objects V 2 Vf .H/ we have

MR$V WD
a

�g2Hom.#V;V.H//
R$�g.V/ (12.4.2)
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where each3

R$�g.V/ WD f.�; �/j� 2 OP.# �g.V/;R/ ; � 2 OR.# �g.V/;R/; � � �g:
(12.4.3)

Here the maps �g W Vf .H/! V.H/ defined by �g.V/ D OUgV OU�1g for g 2 G,
represent faithful representations of a given group G. The downward set # �g.V/
comprises all the sub-algebras V

0 � �g.V/. The condition � � � implies that for
all V

0 2#�g.V/, �.V
0

/ � �.V 0

/.
– On morphisms iV0 V W V

0 ! V (V
0 � V/, we get:

MR$.iV0 V/ W MR
$
V ! MR$V0 (12.4.4)

a

�g2Hom.#V;V.H//
R$�g.V/ !

a

�g02Hom.#V0

;V.H//
R$�g0 .V

0

/ (12.4.5)

where for each element .�; �/ 2 R$�g.V/ we obtain

MR$.iV0 V/.�; �/ WD R$.i�g.V/;�g0 .V
0

//.�; �/ (12.4.6)

D .�j�g.V
0

/; �j�g0 .V
0

// (12.4.7)

where �j�g.V
0

/ denotes the restriction of � to # �g0.V
0

/ �# �g.V/, and
analogously for �j�g0 .V

0

/.

We are now interested in defining a topology for MR$. This was done in [27]. As a
first step we define the set

R D
a

V2Vf .H/
MR$V D

[

V2Vf .H/
fVg � MR$V (12.4.8)

where each MR$V WD
`
�g2Hom.#V;V.H//R$�g.V/.

The above represents a bundle over Vf .H/ with bundle map pR W R ! Vf .H/
defined by pR.�; �/ D V , where V is the context such that .�; �/ 2 R$�g.V/. In

this setting p�1R .V/ D MR
$
V are the fibres of the map pR.

We would like to define a topology on R with the minimal requirement that
the map pR is continuous. We know that the category Vf .H/ has the Alexandroff
topology whose basis open sets are of the form # V for some V 2 Vf .H/. Thus we
are looking for a topology such that the pullback p�1R .# V/ WD `V02#V

MRV0 is open
in R.

3Here OP stands for order-preserving while OR stands for order-reversing.
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Following the discussion at the end of [27, Section 2.1], we know that eachR$ is
equipped with the discrete topology in which all sub-objects are open (in particular
each R$V has the discrete topology).

Therefore we define a subsheaf MQ of MR$ to be open if for each V 2 Vf .H/ the

set MQ
V
� MRV is open, i.e., each Q

�g.V/
� R$�g.V/ is open in the discrete topology

on R$�g.V/. It follows that the sheaf MR$ gets induced the discrete topology in
which all sub-objects are open. In this setting the ‘horizontal’ topology on the base
category Vf .H/ would be accounted for by the sheaf maps.

For each # V we then obtain the open set p�1R .# V/ which has value MRV0 at
contexts V

0 2# V and ; everywhere else.
Given the continuous map pR, this can be seen as an element in Loc=Vf .H/,

allowing us to construct the corresponding internal locale in Sh.Vf .H//. In particu-
lar, we consider the induced geometric morphism pR W Sh.R/ ! Sh.Vf .H//. The
internal locale we are looking for is then given by O.R/ D pR�.�R/, therefore,
for any open # V 2 Vf .H/ we obtain

O.R/.# V/ D �R. p�1R .# V// D �R.
a

V02#V

MRV0 /

where

�R.
a

V02#V

MRV0 / D fU 2 O.R/jU �
a

V02#V

MRV0 g D O.R/j#V

and

U WD
a

V02#V

a

�g2Hom.#V0;V.H//
U�g.V

0

/: (12.4.9)

In this situation, for each context V the “locale” space-time is a collection of
unions of equivalence classes of varying intervals of real numbers where such
equivalence is defined with respect to a group G.

A tentative interpretation is that these space-time regions represent diffeomorphic
regions of space-time. Since such a locale is a sheaf, one could interpret a global
section as a particular choice of space-time. Each such global section (choice of
space-time) would then be related to each other by space-time diffeomorphisms.

Summary In this section we have defined three different locales representing the
quantity value object. The first two of these locales are very similar and only differ
in the type of topology used to construct such a locale. The third locale, on the other
hand, carries also information regarding group transformations and, as such, it can
be seen as a covariant description of R.
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12.5 Modelling Space-Time as a Locale

In the previous section We have seen that the quantity value object of topos quantum
theory can be interpreted as an internal locale R and, hence, as a complete Heyting
algebra.

If we then modelled space-time in terms of the locale R, the concept of a
point would be secondary while the concept of a “region” of space would be
primary. Moreover, since a locale is equivalent to a complete Heyting algebra,
the collection of space-time regions would undergo an intuitionistic rather than
a classical (Boolean) logic. If one equates extended objects with the space-time
regions they occupy, then, at the Planck scale, modelling space-time in terms of
a locale would imply that statements of the form “an object  occupies region A
or it does not” would be neither true nor false. This is another way of stating the
fact that in standard quantum theory, given a vector  2 H and a subspace W of
H,  can have non zero components in both W and W?. So it would seem that
modelling space-time, at least at the quantum level, as a locale is in agreement with
known facts about quantum theory. Motivated by this, let us try and make the locale
definition of space-time more rigorous.

Since we would like to somehow retrieve the classical concept of space-time in
the appropriate limit, we take quantum space-time to be constructed in a similar way
as in classical physics, i.e. as the fourth power of the quantity value object. In order
to achieve this we need to introduce the notion of tensor product of locales. We will
do this in terms of frames.

Definition 12.5.1 ([73]) Given two frames A and B, the tensor product A ˝ B is
defined to be the frame represented by the following presentation:

T ha˝ b; a 2 A and b 2 Bj
^

i

.ai ˝ bi/ D
�^

i

ai
�˝ �

^

i

bi
�

(12.5.1)

_

i

.ai ˝ b/ D �
_

i

ai
�˝ b (12.5.2)

_

i

.a˝ bi/ D a˝ �
_

i

bi
�
: (12.5.3)

In other words, we form the formal products, a˝ b, of elements a 2 A, b 2 B and
WE subject them to the relations in Eqs. (12.5.1)–(12.5.3). We note that there are
injective maps

i W A! A˝ B

a 7! a˝ true (12.5.4)
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and

j W B! A˝ B

b 7! true˝ b: (12.5.5)

Alternatively, following [73, Proposition 6.4.2], it is possible to define the tensor
product of frames in a more categorical way as coproducts4 of frames.

Lemma 12.5.1 Given three frames A;B;C and frame homomorphisms f W A ! C
and g W B ! C, there exists a unique frame homomorphism h W A ˝ B ! C such
that f D h ı i and g D h ı j.

An immediate corollary of the above is:

Corollary 12.5.1 pt.A˝ B/ ' pt.A/ � pt.B/

Proof The points pt.A ˝ B/ correspond to frame maps p�1 W A ˝ B ! �. By
the property of coproducts, such maps are uniquely defined as the product maps
Œ p�1A ; p�1B 
 for the frame maps p�1A W A! � and p�1B W B! �. ut

Equipped with this definition, we can now define space-time to be the locale
R˝R˝R˝R DW R4 constructed by iterations of Definition 12.5.1. Because of
Lemma 12.5.1, the object R4 is defined as a coproduct in Sh.V.H//.

In this setting we then interpret space-time as the internal locale R4 in Sh.V.H//.
Clearly according to which of the above defined locales we consider R to be, we
will obtain a slightly different interpretation of space-time, however all agree on the
fact that the basic notions are now given by extended regions rather than points. It is
not clear at this point which locale would be more suitable to represent space-time.
We leave the answer to this question as a topic for a subsequent study.

The implications of adopting a localic description of space-time and the detailed
analysis of the physics it might ensue is beyond the scope of the present chapter.
In the present instance we are only interested in describing possible alternative
mathematical descriptions of space-time which do not rely on the notion of the
continuum.

A natural question to ask is if the notion of a point can be defined within these
locales. In particular, can the notion of a sheaf of points of the locales be defined?
Making use of Corollary 12.5.1, we know that the presheaf pt.R4/ ' �4pt.R/,
therefore it suffice to analyse the single presheaf pt.R/. We will now analyse such
an object for each of the locales defined in the previous section.

4Coproducts are the categorical generalisation of disjoint unions in Sets.
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12.5.1 Can We Retrieve the Notion of Space-Time Points?

It is natural to ask the question of how the points of the locales used to model space-
time are represented assuming they exists. It turns out that it is possible to retrieve
the notion of a point for all three of the locales defined in the previous section.
The “collection” of such points will itself be a sheaf in Sh.X/. In order to define
the points of internal locales we will make use of the functor IPt W Loc.Sh.X// !
Top.Sh.X//, where Loc.Sh.X// is the category of internal locales in Sh.X/, while
Top.Sh.X// is the category of internal topological spaces in Sh.X/. This functor is
the internal analogue of the functor defined in (12.5.1). IPt is the right adjoint of
ILoc W Top.Sh.X//! Loc.Sh.X// which is the internal analogue of (8.1.7).

Internal topological spaces are defined as follows:

Definition 12.5.2 ([68]) A topological space object in a topos � consists of a pair
.A;TA/ where TA � PA such that the following conditions are satisfied

1. ; 2 TA and A 2 TA.
2. For all B;B0 2 PA if B 2 TA and B0 2 TA then B \ B0 2 TA.
3. For all S 2 P.PA/, if S � TA then

S
S 2 TA.

Where
S W P.PA/ ! PA is the exponential adjoint of the characteristic morphism

of the sub-object of P.PA/ � A consisting of those elements .S; a/, such that there
exists a B 2 PA for which a 2 B and B 2 S. Similarly

T W P.PA/ ! PA is the
exponential adjoint of the characteristic morphism of the sub-object of P.PA/ � A
consisting of those elements .S; a/ such that for all B 2 PA if B 2 S, then a 2 S.
In the particular case in which the topos � is Sh.X/ for some topological space X,
the above definition reduces to the following

Definition 12.5.3 ([69]) Consider a sheaf A in Sh.X/ for some topological space X

with topology TX and its associated etalé bundle A
p�! X. A topological structure on

A consists of a second topology on A, TA, which is courser than the etalé topology
but which still makes the map p continuous.
In the present situation, the topological space we are considering is V.H/ equipped
with the Alexandrov topology. In this case Sh.V.H// ' SetsV.H/

op
, therefore

also an internal topological space will be a presheaf Y. This implies that for each
V 2 V.H/, YV will be a topological space in Sets with the appropriate topology. The
corresponding etalé space would then be Y D `

V2V.H YV and the finer topology
TY will be identified with the appropriate disjoint union topology. The definition
of ILoc W Top.Sh.X// ! Loc.Sh.X// is now straightforward: given an internal
topological space Y then Loc.Y/ is a presheaf such that, for each V 2 V.H/,
ILoc.Y/V WD fUjUis open in YVg and it is the locale associated to the topological
space YV in Sets. Therefore, for each V 2 V.H/ we have ILoc.Y/V D Loc.YV/.

In the same way IPt W Loc.Sh.X// ! Top.Sh.X// is such that, given a locale L
then Ipt.L/V WD pt.LV/. The adjointness relation Loc a Pt induces the adjunction
ILoc a IPt.
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In the previous sections we have seen that, for any topological space X, we have
the following equivalence of categories Loc.Sh.X// ' Loc=X, hence another way
of defining a point of an internal locale L in Sh.X/ is as a continuous cross section
� W L! X.

In the following we will consider each locale defined in the previous section
and for each of them construct its points. For notational simplicity we will denote
IPt simply as Pt, keeping in mind that we are now considering internal locales and
topological spaces.

Point of the Locale Loc.V.H/ � IR/ As briefly discussed in [42], the points of
the locale Loc.V.H/ � IR/ are given by the presheaf pt.Loc.V.H/ � IR// such
that for each V 2 V.H/ we obtain the set given by a collection of pairs of sub-
objects of Q, as follows:

pt.Loc.V.H/ � IR//.V/ D f.L;U/j#V j 8 V 0 � V; (12.5.6)

.L.V 0/;U.V 0// is an element of the locale IRg;

where both L and U are sub-objects of the constant presheaf Q which assigns to
each V 2 V.H/ the rationals Q. Therefore, for each V 0 � V , the pair .L.V 0/;U.V 0//
satisfies Definition A.1.1.

However, since we are interested in the sublocale R$, we will only consider a
subpresheaf of pt.Loc.V.H/ � IR//. In order to understand how the points in R$
are defined, let us go back to the locale Loc.V.H/ � IR/ with associated frame
O.V.H/ � IR/, where O.V.H/ � IR/.V/ D O.# V � IR/. Each of these sets is
isomorphic to the set of order-preserving functions OP.# V;O.IR//. In particular,
given a topological space X, there is a standard bijection O.X/ ' C.X; S/ where S
is the Sierpinski space f0; 1g whose only non-trivial open set is f1g. This bijection
is defined as f W U 7! �U and f�1 W g 7! g�1.f1g/. Applying this result to the
case at hand, we obtain that O.# V � IR/ ' C.# V � IR; S/. However, as shown
in [42], because of lambda-abstraction C.# V � IR; S/ ' C.# V; SIR/. Moreover,
C.IR; S/ ' O.IR/, therefore O.# V � IR/ ' C.# V;O.IR//. In this setting
continuity is given by monotonicity, therefore we replace C.# V;O.IR// by OP.#
V;O.IR// obtaining the following isomorphisms:

O.# V � IR/! C.# V � IR; S/! C.# V; SRR/! OP.# V;O.IR//

U 7! �U 7! h�U 7! gh�U

where

�U.V
0; Œa; b
/ D

(
1 iff .V 0; Œa; b
/ 2 U

0 otherwise
; h�U W0 V 7! �U.V

0;�/
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and

gh�U
W V 0 7!

�
.�U.V

0;�//�1.f1g/ D fŒa; b
j�U.V
0; Œa; b
/ D 1g (12.5.7)

D fŒa; b
j.V 0; Œa; b
/ 2 Ug
�
:

We will now utilise the isomorphism O.# V � IR/ ' OP.#;O.IR// to allow
us to relate points of Loc.V.H/ � IR/, defined in (12.5.6) to order-reversing maps
# V ! O.IR/. In particular, to each element of IR there corresponds an open U 2
O.IR/ via the equivalence between p W 1! IR and p�1 W O.IR/! � and, to each
such open U, there corresponds a map gh�U

. Now, since we are in Sets, the element
.L.V 0/;U.V 0// defines a compact interval Œsup.L.V 0//; inf.U.V 0//
 so that pt.IR/
can be identified with the classical Scott interval domain (See Appendix). Therefore,
to each pair .L.V 0/;U.V 0//, there corresponds an open W 2 O.IR/ such that the
interval Œsup.L.V 0//; inf .U.V 0//
 2 W. However, since each such pair is defined
for all # V , then each .L;U/j#V defines a map gh�U

W# V ! O.IR/ which, in turn,
identifies an open U 2 O.V.H/ � IR/. In this way, the set pt.Loc.V.H/ � IR//.V/
can be written as

pt.Loc.V.H/ � IR//.V/ D f.L;U/j#V j 8 V 0 � V;

.V 0; Œsup.L.V 0//; inf.U.V 0/
/ 2 O.# V � IR/g
' fgh�U

W# V ! O.IR/g:

However, we are only interested in elements of the sublocale R$. Recalling that
the sublocale map takes elements .�; �/ and maps them to base opens UŒV; .�; �/
,
then

pt.R$/.V/ D f.L;U/j#V j9 .�; �/ 2 R$V s.t. 8 V 0 � V;

�.V 0/ < sup.L.V 0// � inf.U.V 0// < �.V 0/g:

Recall that the compact intervals Œa; b
 seen as elements of IR are ordered by
reverse inclusion. Therefore, the condition �.V 0/ < sup.L.V 0// � inf.U.V 0// <
�.V 0/ implies that the interval Œ�.V 0/; �.V 0/
 is the biggest, i.e. the one with least
amount of information.

In this setting, pt.R$/ can be seen as a presheaf such that for each V 2 V.H/,
the set pt.R$/.V/ is a collection of assignments to each V 0 � V of an interval
domain Œsup.L.V 0//; inf.U.V 0//
 associated to a global element .�; �/ 2 	.R$/.
This interval domain represents a refinement of the information contained in the
interval Œ�.V 0/; �.V 0/
.

Points of the Locale R We are now interested in analysing the points of the locale R
with associated frame O.R/. In particular, the correspondence between Loc.Sh.X//
and Loc=X for some topological space X implies that the points of the locale R
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correspond to continuous cross-sections of � W R ! V.H/. These are the locale
maps:

� W V.H/! R

V 7! .V; �.V//

where �.V/ 2 R$.V/. At the level of frames we then have

��1 W O.R/! O.V.H//

UV;.�;�/ 7! fV 0 2 V.H/j�.V 0/ D .�; �/jV0g

where UV;.�;�/ D f.V 0; .�; �/jV0 jV 0 � Vg is a basic open set for the topology on
R. Since � is continuous, the set ��1.UV;.�;�// is open in the Alexandroff topology
of V.H/. This implies that if �.V/ D .�; �/ and V 0 � V then �.V 0/ D .�; �/jV0 .
Hence a point of the locale R corresponds to a global section of R$, i.e. pt.R/ '
	R$.

In [19, Proposition 4.2] it was shown that 	R$ ' OP.V.H/; IR/. As a first
step the authors notices that each order-preserving map f W# V ! IR can be
decomposed into two maps fC; f� W# V ! R which pick out the end points of
the interval, i.e. f .V/ WD Œ f�.V/; fC.V/
. This implies that f� � fC and f� is order-
preserving while, fC is order-reversing.

On the other hand, each pair .�; �/ 2 R$ gives rise to an order-preserving map
f W# V ! IR such that f .V 0/ D Œ�.V 0/; �.V 0/
 for all V 0 � V . This correspondence
implies that we can now characterise the presheaf R$ in terms of the interval
domain as follows:

Theorem 12.5.1 The quantity value object R$ acts on

• objects: for all V 2 V.H/,

R$.V/ D f f W# V ! IRj f is order-preserving g

• Morphisms: for all iV0V W V 0 � V

R$.iV0V / W R$.V/! R$.V 0/I f 7! f j#V0 :

Given this new characterization, one can show that 	R$ ' OP.V.H/; IR/ as
follows:

Consider a global element � W 1 ! R$. This, for each V 2 V.H/, assigns
out an element pV WD �V.f�g/ W# V ! IR. Since the global element is a natural
transformation, its naturality implies that pV0 D R$.iV0V/.pV/ D pV jV0 , therefore
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each global element � gives rise to a map:

�� W V.H/! IR

V 0 7! pV j#V0

where V 0 � V . This is well-defined since for any other V
00

, such that V � V
00

, we
have pV00 jV0 D pV0 D pV jV0 . The fact that it is also order-preserving follows from
naturality.

On the other hand, given an order-preserving map � W V.H/ ! IR, we can
define a global element by setting pV WD �j#V for all V 2 V.H/.

This result implies that

pt.R/ ' OP.V.H/; IR/:

Therefore the points in the locale utilised to eventually model space-time are order-
preserving functions from the context category to the interval domain. They describe
varying intervals of real numbers.

Points of the Locale R We will now define the points of the last locale which
represents a possible candidate for modelling space-time. Clearly such a locale is
intimately connected to the locale R and, as a consequence, also the characterization
of its points will be very similar. In fact, the locale R can be written out as R D`

V2V.H/
`
�W#V!V.H/R

$.�.V//. Therefore, for each V 2 V.H/, we obtain

pt.R/.V/ '
a

�W#V!V.H/
pt.R/.�.V// '

a

�W#V!V.H/
OR.# �.V/; IR/:

What this implies is that the presheaf pt.R/ assigns to each V 2 V.H/ a collection of
intervals Œ�.V/; �.V/
 all related by a group transformation. Conceptually this might
be interpreted as stating that the points of the locale R represent equivalence classes
of intervals under some group transformation. Therefore, if we consider space-time
to be modelled by such a locale, then space-time points become equivalence classes
of regions under a symmetry transformation. So for a point p 2 pt.R.V//, we will
write p D`�W#V!V.H/ p� W# �.V/! IR.

12.6 Conclusions

Most theories of quantum gravity seem to suggest that, at the fundamental level,
space-time has a discrete structure. As discussed in the introduction, this view of
space-time seems to contradict the way in which it is described, both in quantum
theory and in general relativity. In fact, in both these two theories, space-time
is seen as a continuum modelled on the real numbers. This discrepancy of the
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description of space-time between quantum theory and general relativity on the
one hand and quantum gravity on the other seems rather surprising, since quantum
gravity is supposed to combine general relativity with quantum theory in a coherent
framework. This odd feature has motivated some researchers to question the fact
that space-time should be modelled by a continuum and has suggested that, also at
the level of quantum theory and general relativity, a new mathematical model for
space-time should be created. In this chapter we proposed an alternative definition
of space-time put forward by topos quantum theory. Such a definition consists of
modelling space-time in terms of a locale where, now, the fundamental space-time
building blocks are regions, not points. This idea reflects the fact that space-time
points are not physically meaningful since real objects occupy space-time regions.

A locale is equivalent to a complete Heyting algebra. Therefore, modelling space-
time in terms of a locale can be interpreted, roughly, as modelling space-time
via an algebra of open regions of space-time where, the algebraic operations are
interpreted as defining unions and intersections of space-time regions. The reason
why open regions are preferred is to account for quantum indeterminacies given by
the generalised uncertainty principle. Therefore, modelling space-time via a locale
seems to resonate more accurately with our common-sense interpretation of space-
time.

In this chapter, we propose various candidate locales which are all ultimate
related to one another. Each of these locales could be adopted for modelling space-
time, however a discussion on which one would be the best suited is left as a topic for
future research. To derive the above mentioned locales, we started with the quantity
value object of topos quantum theory which plays the same role as the Reals in
classical physics. This object being a sheaf, we applied the standard technique to
‘transform’ sheaves into a locale internal to the appropriate topos. When considering
the locale associated to the quantity value object R$, we discovered that, for each
context, the elements of such a locale were identified with collection of unions of
pairs of order-preserving and order-reversing functions, from the context category
to the interval domain. These describe unions of varying intervals of real numbers.
Conceptually what this means is the following: for each context V 2 V.H/ which
represents a classical snapshot of the quantum system, we obtain a “locale” space-
time seen as a collection of unions of varying intervals of real numbers. Such a
space-time has the property that, when considering two contexts V 0 and V such that
V 0 � V , then the intervals of real numbers describing the space-time associated to
the context V 0 are “bigger”, i.e. are less precise and, thus, have less information,
than the intervals of the space-time associated to the bigger context. Since these
intervals are to be interpreted as the regions of space-time which physical objects
occupy, what the above result signifies is that when going to a smaller contexts
V 0, which contains less information due to coarse-graining, then the precision with
which one is able to determine the position of physical objects decreases. Moreover,
when considering the locale associated to the ‘covariant’ quantity value object
MR, we discovered that for each context V the “locale” space-time was considered
to be a collection of unions of equivalence classes of varying intervals of real
numbers, where such equivalence was defined with respect to a group G. A tentative
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interpretation is that these space-time regions represent diffeomorphic regions of
space-time. Since such a locale is a sheaf, one could interpret a global section as
a particular choice of space-time. Each such global section (choice of space-time)
would then be related to each other by space-time diffeomorphisms. Clearly this is
a very speculative idea and a much more thorough analysis is needed to determine
whether such an interpretation is physically reasonable. As previously stated, in this
chapter we only want to elucidate possible candidates for an interpretation of space-
time which makes no fundamental use of the continuum. This is a first step towards
defining a mathematical model of space-time. In fact, although the discreteness
of space-time in quantum theory is almost universally accepted, no mathematical
model of discrete space-time has been constructed so far. We hope that this article
will provide ideas for possible such models by offering various candidates. Which,
if any, of these candidates would be the most appropriate choice for representing
space time is a question that still remains to be answered and will be the topic of a
subsequent studies.



Chapter 13
Extending the Topos Quantum Theory
Approach

As it has been developed so far, the mathematical formalism of topos quantum
theory only allows for taking into consideration one physical system at a time.
This has clearly some limitations, in particular when trying to consider composite
systems. Hence it comes natural to try and enlarge the mathematical formalism so
that is possible to take into consideration various physical systems at the same time.
This implies considering a topos somewhat “larger” than the topos SetsV.H/

op
. In

particular what needs to be “enlarged” is the category V.H/. In fact this category
only refers to the physical system with associated von Neumann algebra N , whose
category of abelian subalgebras is given by V.H/. However we would like to
consider all physical systems, each of which, has associated to it a different von
Neumann algebra. To account for this, one possibility would be to construct a
category in which each element is itself a topos which represents the mathematical
formalism of a physical system. Then one would have to construct a mapping
which associates to each physical system its associated topos. The aim would be
to turn this map into a geometric morphism of some sort between topoi, such that it
possesses nice properties which would help to better understand composite systems.
In the following we will present all work done so far in this direction, which is an
exposition of the results obtained in [30]. As it will be clear in due course, there are
still many open problems to be addressed.

C*-algebra theory is a blend of algebra and analysis which turns out to be much
more than the sum of its parts, as already illustrated by its fundamental results of
Gelfand duality and the GNS representation theorem. Nevertheless, the C*-algebra
axioms seem somewhat mysterious, and it may not be very clear what they mean
or where they actually ‘come from’. To see the point, consider the axioms of
groups for comparison: these have a clear meaning in terms of symmetries and the
composition of symmetries, and this provides adequate motivation for these axioms.
Do C*-algebras also have an interpretation which motivates their axioms in a similar
manner?
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A plausible answer to this question would be in terms of applications of C*-
algebras to areas outside of pure mathematics. The most evident application of
C*-algebras is to quantum mechanics and quantum field theory [35, 52, 70].
However, also in this context the C*-algebra axioms do not seem well-motivated.
In fact, not even the multiplication, which results in the algebra structure, does have
a clear physical meaning. This is in stark contrast to other physical theories, such
as relativity: especially in special relativity, the mathematical structures that come
up are derived from physical considerations and principles, often via the use of
thought experiments. A similar derivation of C*-algebraic quantum mechanics does
not seem to be known.

Hence it seems pertinent to try and reformulate the C*-algebra axioms in a more
satisfactory manner that would allow for a clear interpretation.

13.1 C*-Algebras as Functors CHaus ! Sets

In this section, we explain how to regard a C*-algebra as a functor CHaus! Sets,
and how this encodes the usual functional calculus for normal elements in a C*-
algebra, as well as its multivariate generalization.

The Yoneda embedding realizes a C*-algebra A as the hom-functor

C�alg1.�;A/ W C�algop
1 ! Sets:

We are interested in studying this hom-functor on the commutative C*-algebras,
meaning that we consider its restriction to a functor cC�algop

1 ! Sets. Applying
Gelfand duality, we can equivalently consider it as a functor

�.A/ W CHaus! Sets;

assigning to every compact Hausdorff space X 2 CHaus a set X.A/, which is the
set of all �-homomorphisms C.X/ ! A. Our notation X.A/ suggests thinking of it
as the set of generalized A-points of X.

Example 13.1.1 If X is finite, a �-homomorphism C.X/ ! A or generalized A-
point in X corresponds to a partition of unity in A indexed by X, i.e. a family of
pairwise orthogonal projections summing up to 1.

Example 13.1.2 If A is a W*-algebra, the spectral theorem [31, Theorem 1.44]
implies that X.A/ is precisely the collection of all regular projection-valued
measures on X with values in A.

Remark 13.1.1 In terms of algebraic quantum mechanics, where a physical sys-
tem is described by a C*-algebra A of observables [52, 70], we interpret a
�-homomorphism ˛ W C.X/ ! A as a projective measurement with values in X,
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described in the Heisenberg picture. So the physical meaning of our X.A/ is as the
collection of all measurements with outcomes in the space X.

Those �-homomorphisms C.X/ ! A, whose image is in the center of A, are
called C.X/-algebras, and they correspond exactly to upper semicontinuous C*-
bundles over X [58].1

At the level of morphisms, every f W X ! Y acts by composing a �-
homomorphism ˛ W C.X/! A with C. f / to ˛ ı C. f / W C.Y/! A, so that

f .A/ W X.A/ �! Y.A/

˛ 7�! ˛ ı C. f /
(13.1.1)

is the action of f on generalized A-points.

Remark 13.1.2 The physical interpretation of f .A/ is as a post-processing or
coarse-graining of measurements. Under f .A/, a measurement ˛ W C.X/ ! A
with values in X becomes a measurement ˛ ı C. f / W C.Y/ ! A with values in
Y, implemented by first conducting the original measurement ˛ and then processing
the outcome via application of the function f . Since we work in the Heisenberg
picture, the order of composition is reversed, so that C. f / happens first.

This construction is also functorial in A: for any �-homomorphism � W A ! B
and X 2 CHaus, we have X.�/ W X.A/ ! X.B/. Furthermore, for any f W X ! Y
there is the evident naturality diagram

which expresses the bifunctoriality of the hom-functor C�alg1.�;�/ in our setup.
Before proceeding with technical developments, it is worthwhile pondering on

how these considerations relate to functional calculus.

13.1.1 Functoriality Captures the ‘Commutative Part’
of the C*-Algebra Structure

In a somewhat informal sense, the functor �.A/ captures the entire ‘commutative
part’ of the structure of a C*-algebra A. We will obtain a precise result along these
lines as Theorem 13.3.1. Here, we perform some simple preparations.

1We thank Klaas Landsman for pointing this out to us.
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Lemma 13.1.1 For any compact set S � C, evaluating an ˛ W C.S/ ! A on
idS W S! C,

˛ 7�! ˛.idS/; (13.1.2)

is a bijection between S.A/ and the normal elements2 of A with spectrum in S.

Proof If ˛; ˇ W C.S/! A coincide on idS, then they must coincide on the *-algebra
generated by idS. Since idS separates points, this *-algebra is dense in C.S/ by the
Stone-Weierstrass theorem, so that ˛ D ˇ by continuity. This establishes injectivity
of (13.1.2).

Concerning surjectivity, applying functional calculus to a given normal element
with spectrum in S results in a �-homomorphism C.S/! A which realizes the given
element via (13.1.2). ut

Due to this correspondence, we will not distinguish notationally between a �-
homomorphism˛ W C.S/! A and its associated normal element, i.e. we also denote
the latter simply by ˛ 2 A. Moreover, we can also think of a �-homomorphism
C.X/! A for arbitrary X 2 CHaus, as a sort of ‘generalized normal element’ of A.

For any two compact objects S;T � C and f W S ! T, functional calculus—in
the sense of applying f to normal elements with spectrum in S—is encoded in two
ways:

• in evaluating an ˛ W C.S/! A on f W S! C, as in the proof of Lemma 13.1.1;
• in the functoriality f .A/ W S.A/ ! T.A/, since applying this functorial action to
˛ results in the same normal element of A,

f .A/.˛/.idT/
(13.1.1)D .˛ ı C. f //.idT/ D ˛.C. f /.idT// D ˛.idT ı f / D ˛. f /:

(13.1.3)

From now on, what we mean by ‘functional calculus’ is the functoriality, i.e. the
second formulation.

Writing
 � C for the unit disk, the normal elements of norm� 1 are identified
with the �-homomorphisms ˛ W C.
/ ! A. For every r 2 Œ0; 1
, we have the
multiplication map r� W 
 !
, so that .r�/.A/ W 
.A/!
.A/ represents scalar
multiplication of normal elements by r. Based on this, we can recover the norm of
a normal element ˛ 2 
.A/ as the largest r for which ˛ factors through C.r/,

jj˛jj D max f r 2 Œ0; 1
 j ˛ 2 im..r�/.A// g :

As we will see next, the functoriality also captures part of the binary operations
of a C*-algebra.

2Given a C�-algebra A, a normal element a 2 A is an element such that aa� D a�a.
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Lemma 13.1.2 For S;T � C, applying functoriality to the product projections

pS W S � T �! S; pT W S � T �! T (13.1.4)

establishes a bijection between .S�T/.A/ and pairs of commuting normal elements
.˛; ˇ/ 2 A � A with sp.˛/ � S and sp.ˇ/ � T.

This generalizes Lemma 13.1.1 to commuting pairs of normal elements. Of
course, there are analogous statements for tuples of any size (finite or even infinite),
and this encodes multivariate functional calculus.

Proof We need to show that the map

. pS.A/; pT.A// W .S � T/.A/ �! S.A/� T.A/

is injective, and that its image consists of precisely the pairs .˛; ˇ/ with ˛ W C.S/!
A and ˇ W C.T/ ! A, that have commuting ranges. Injectivity holds because pS W
S�T ! C and pT W S� T ! C separate points, so that the same argument as in the
proof of Lemma 13.1.1 applies. For surjectivity, let ˛ and ˇ be given. Since their
ranges commute, we can find a commutative subalgebra C.X/ � A that contains
both, so that the pair .˛; ˇ/ has a preimage in the upper right corner of the diagram

Now the upper row is equal to the canonical map CHaus.X; S � T/ !
CHaus.X; S/� CHaus.X;T/, which is a bijection due to the universal property of
S�T. Hence we can find a preimage of .˛; ˇ/ also in the upper left corner, and then
also in the lower left corner by commutativity of the diagram. ut

In the physical interpretation, the elements of .S � T/.A/ are measurements that
have outcomes in S � T (Remark 13.1.1). Lemma 13.1.2 now shows that such a
measurement corresponds to a pair of compatible measurements taking values in S
and T, respectively, and one obtains these measurements by coarse-graining along
the product projections (13.1.4), i.e. by forgetting the other outcome.

As part of bivariate functional calculus, we can now consider the addition map

S � T �! SC T; .x; y/ 7�! xC y; (13.1.5)

where SC T is the Minkowski sum

SC T D f xC y j x 2 S; y 2 T g;
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again considered as a compact subset of C. Under the identifications of Lem-
mas 13.1.1 and 13.1.2, the addition map

C .A/ W .S � T/.A/ �! .SC T/.A/: (13.1.6)

takes a pair of commuting normal elements with spectra in S and T and takes it to a
normal element with spectrum in SC T.

Lemma 13.1.3 On commuting normal elements, this recovers the usual addition
in A.

Proof By Lemma 13.1.2, it is enough to take a � 2 .S � T/.A/ and to compute the
resulting normal element that one obtains by applyingC.A/ in a manner analogous
to (13.1.3),

.C.A//.�/.idSCT/
(13.1.1)D .� ı C.C//.idSCT/ D �.idSCT ı C/
D �.idS ı pS C idT ı pT/

D �.idS ı pS/C �.idT ı pT/

D .� ı C. pS//.idS/C .� ı C. pT//.idT/

(13.1.1)D . pS.A//.�/.idS/C . pT.A//.�/.idT/;

where the crucial assumption of additivity of � has been used to obtain the
expression in the third line. ut

In the analogous manner, one can show that the multiplication map

S � T �! ST; .x; y/ 7�! xy: (13.1.7)

lets us recover the product of two commuting normal elements in A. More generally,
we can recover any polynomial or continuous function of any number of commuting
normal elements.

Summarising, we think of the functor �.A/ W CHaus ! Sets associated to A 2
C�alg1 as a generalization of functional calculus, which remembers the entire ‘com-
mutative structure’ of A. The generalization is from applying functions to individual
normal elements—as in the conventional picture of functional calculus—to applying
functions to ‘generalized’ normal elements in the guise of �-homomorphisms of
the form C.X/ ! A. In particular, the C*-algebra operations acting on commuting
normal elements are encoded in the functoriality. In the remainder of this chapter, we
will always have this point of view in mind, together with its physical interpretation:

functoriality = generalized functional calculus = post-processing of measurements.

Remark 13.1.3 In Sect. 13.2.2, we will also consider functors F W CHaus ! Sets
that do not necessarily arise from a C*-algebra in this way. In terms of the physical
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interpretation, this means that, instead of modelling physical systems in terms of
their algebras of observables, as the primary structure, we model them in terms
of a functor F, as the most fundamental structure that describes physics. This
is motivated by the fact that the C*-algebra structure of the observables is (a
priori) not physically well-motivated, as discussed in the introduction. Thanks to
Remarks 13.1.1 and 13.1.2, our functors F W CHaus! Sets do have a meaningful
operational interpretation in terms of measurements: F.X/ is the set of (projective)
measurements with outcomes in X, and the action of F on morphisms is the post-
processing. This bare-bones structure turns out to carry a surprising amount of
information about the algebra of observables. We will try to equip F with additional
properties and structure such as to uniquely specify the algebra of observables.

In spirit, this approach is similar to the existing reconstructions of quantum
mechanics from operational axioms [34]. In recent years, a wide range of recon-
struction theorems, with a large variety of choices for the axioms, have been derived,
as pioneered by Hardy [39, 40]. In these theorems, ‘quantum mechanics’ refers to
the Hilbert space formulation in finite dimensions, and the reconstruction theorems
recover the Hilbert space structure within the framework of general probabilistic
theories. In contrast to this, our work focuses on the C*-algebraic formulation of
quantum mechanics and it is not limited to a finite-dimensional setting. Moreover,
we do not make use of the possibility of taking stochastic mixtures since we are
(currently) only dealing with projective measurements, therefore, taking stochastic
mixtures is not possible in our setup.

13.2 C*-Algebras as Sheaves CHaus ! Sets

Functional calculus let us apply functions to operators or, more generally, to �-
homomorphisms C.X/ ! A as in the previous section. In some situations, one
can also go the other way: for certain families of functions f fi W X ! Yigi2I with
common domain, a collection of �-homomorphisms fˇi W C.Yi/ ! Agi2I arises
from a unique �-homomorphism ˛ W C.X/! A by functoriality along the fi, if and
only if the ˇi satisfy a simple compatibility requirement. This property is a sheaf
condition, and it turns our functors �.A/ into sheaves on the category CHaus.

We would like to emphasis that the sheaf conditions that we consider do not
arise from a Grothendieck topology (on CHausop), since the axiom of stability
under pullback fails to hold. Moreover, sheaf conditions are typically formulated
for contravariant functors (i.e. presheaves), instead our sheaves live in a covariant
setting. To emphasize this distinction we could have named our sheaves ‘cosheaves’,
however this term usually refers to dualizing the standard notion of sheaf on the
codomain category, while we dualize on the domain category, hence we did not find
the name appropriate.

A good way of talking about sheaf conditions on large categories is not in
terms of sieves or cosieves—which would usually have to be large—but in terms
of cocones or cones [65]:
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Definition 13.2.1 A cone in CHaus is any small family of morphisms f fi W X !
Yigi2I with common domain.

Definition 13.2.2 A functor F W CHaus ! Sets satisfies the sheaf condition on
a cone f fi W X ! Yigi2I if the F. fi/ implement a bijection between the sections
˛ 2 F.X/ and the families of sections fˇigi2I with ˇi 2 F.Yi/ that are compatible in
the following sense: for any i; j 2 I and any diagram

(13.2.1)

we have F.g/.ˇi/ D F.h/.ˇj/.
Since CHaus has pushouts, the compatibility condition holds if and only if it

holds on every pushout diagram

Hence the sheaf condition holds on f fig if and only if the diagram

is an equalizer in Sets, where the arrows are the canonical ones [55, p. 123]. At
times it is convenient to apply the compatibility condition as in (13.2.1) instead of
considering the pushout, while at other times it is necessary to work, explicitly, with
the pushout.

13.2.1 Effective-Monic Cones in CHaus

Since we are interested in sheaf conditions satisfied by a functor of the form �.A/ W
CHaus ! Sets for A 2 C�alg1, it makes sense to first consider the commutative
case. Then our functor takes the form �.C.W//, which is isomorphic to the hom-
functor CHaus.W;�/.
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Definition 13.2.3 (e.g. [65, Definition 2.22]) A cone f fi W X ! Yigi2Y in CHaus
is effective-monic if every representable functor CHaus.W;�/ satisfies the sheaf
condition on it.

Hence f fig is effective-monic if and only if X is the equalizer in the diagram

or, equivalently, the limit in the diagram

(13.2.2)

Before giving some examples we recall the definition of a representable functor.

Definition 13.2.4 Given a locally small category C, a functor F W C! Sets is said
to be representable if it is naturally isomorphic to the Hom-functor Hom.A;�/ W
C! Sets for some object A 2 C. A representation of F is a pair .A; ˆ/ where

ˆ W Hom.A;�/! F

is a natural isomorphism.

Example 13.2.1 Letƒ be a small category and L W ƒ! CHaus a functor of which
we consider the limit limƒ L 2 CHaus. The limit projections p� W limƒ L ! L.�/
assemble into a cone f p�g�2ƒ, which is effective-monic.

Fortunately, it is not necessary to consider arbitrary W in Definition 13.2.3:

Lemma 13.2.1 A cone f fig is effective-monic if and only if CHaus.1;�/ satisfies
the sheaf condition on it.

Proof CHaus is well-known to be monadic over Sets, with the forgetful functor
being, precisely, the functor of points CHaus.1;�/ W CHaus! Sets. In particular,
this functor creates limits. ut

The above discussion implies that X must be the subspace of the product spaceQ
i2I Yi consisting of all those families of points f yigi2I , such that the image of

yi 2 Yi coincides with the image of yj 2 Yj in the pushout space Yi qfi fj
Yj. This

condition also applies for j D i, in which case it is equivalent to yi 2 im. fi/.
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Remark 13.2.1 For a given Y, the cone of all functions f f W X ! Ygf WX!Y is
effective-monic for every X if and only if Y is codense.

While these categorical considerations have been extremely general, we will now
analyse CHaus in more details. We write � WD Œ0; 1
 � Œ0; 1
 for the unit square,
and consider it as embedded in � � R2 D C, where the unit interval Œ0; 1
 � R is
an edge of �.

Lemma 13.2.2 For every X 2 CHaus, the cone f f W X ! �gf WX!� consisting of
all functions f W X ! � is effective-monic.

By Remark 13.2.1, this is a restatement of the known fact that � is codense in
CHaus [44].

Differently from the ‘conventional’ sheaf condition, which states that a function
is uniquely determined by a compatible assignment of values to all (local neighbour-
hoods of) points, the above sheaf condition states that a point is uniquely determined
by a compatible assignment of values to all functions.

Proof We need to show that the diagram

is an equalizer. Since functions X ! � separate points in X, it is clear that the map
X !Q

f � is injective.
Surjectivity is more difficult. Suppose that v 2 Qf WX!� � is a compatible family

of sections. Then in particular, we have

v.hf / D h.v. f // for all h W �! � (13.2.3)

as an instance of the compatibility condition, since the square

(13.2.4)

commutes.
We have to show that there exists a point x 2 X with v. f / D f .x/ for all f W X !

�. This set of equations is equivalent to x 2 Tf f�1.v. f //. Hence it is enough to
show that

T
f f�1.v. f // is non-empty. By compactness, it is sufficient to prove that

any finite intersection

f�11 .v. f1//\ : : : \ f�1n .v. fn//
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for a finite set of functions f1; : : : ; fn W X ! � is non-empty. Using induction on n,
the induction step is obvious if for given f1; f2 we can exhibit g W X ! �, such that

g�1.v.g// D f�11 .v. f1//\ f�12 .v. f2//:

First, by (13.2.3), we can assume that both f1 and f2 actually take values in Œ0; 1
,
e.g. by considering

h1 W � �! Œ0; 1
; t 7�! jt � v. f1/j

and replacing f1 by h1f1, which results in

.h1f1/
�1.v.h1f1//

(13.2.3)D f�11 .h�11 .h1.v. f1//// D f�11 .h�11 .0// D f�11 .v. f1//;

and similarly for f2. After this replacement, we can take g.t/ WD . f1.t/; f2.t//, and the
induction step is complete upon applying (13.2.3) to the two coordinate projections.

Finally, we need to show that any individual set f�1.v. f // is non-empty as the
base of the induction. To this end, given a s 2 Œ0; 1
 n im. f /, choose h such that
h.im. f // D f0g and h.s/ D 1 by the Tietze extension theorem. Then

0 D v.0/ D v.hf / D h.v. f //;

and hence v. f / ¤ s. Therefore v. f / 2 im. f /, as it was to be shown. ut
The effective-monic cone f f W X ! �gf WX!� will be of particular importance

on subsequent sections. To better understand effective-monic cone and shed some
light on their general behaviour we will consider some other examples which
arise in CHaus. However, before doing so we should point out that, as shown
in the counterexample given in the proof of [44, Theorem 2.6], Lemma 13.2.2
does not hold with Œ0; 1
 in place of �. However, if X is extremally disconnected3

Lemma 13.2.2 is an immediate consequence of the following result:

Lemma 13.2.3 If X is extremally disconnected, then f f W X ! 4g is effective-
monic.

Here, we write 4 WD f0; 1; 2; 3g, and the proof uses indicator functions �Y W X !
4 of clopen sets Y � X.

Proof Since the clopen sets separate points, the injectivity is again clear and the
burden of the proof is in the surjectivity. To this end let v W 4X ! 4 be a compatible
family of sections.

3A topological space is said to be extremally disconnected if the closure of every open set in it is
open.
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As in the proof of Lemma 13.2.2, we show that the intersection

\

Y clopen, v.�Y /D1
Y

is non-empty. From compactness and an induction argument similar as the one given
in the proof of Lemma 13.2.2, it is enough to show that, for any clopen Y1;Y2 � X
with v.�Y1 / D 1 and v.�Y2 / D 1, we also have v.�Y1\Y2 / D 1. To see this, we
consider the function

f WD �Y1 C 2�Y2 ;

and then apply the compatibility condition in the form (13.2.3) for various h. If
we choose h such that 0; 2 7! 0 and 1; 3 7! 1 we obtain that hf D �Y1 , hence
v. f / 2 f1; 3g. Similarly, if we choose h such that 0; 1 7! 0 and 2; 3 7! 1 we obtain
hf D �Y2 , therefore v. f / 2 f2; 3g. Overall, we obtain v. f / D 3, and apply h with
0; 1; 2 7! 0 and 3 7! 1 to conclude v.�Y1\Y2 / D 1 from hf D �Y1\Y2 .

So there is at least one point x0 2 X such that v.�Y/ D 1 implies x0 2 Y for all
clopen Y � X. We then claim that v. f / D f .x0/ for all f W X ! 4. This follows
from writing

f D 0�Y0 C 1�Y1 C 2�Y2 C 3�Y3

for a partition of X by clopens Y0;Y1;Y2;Y3 � X, and applying (13.2.3) with h, such
that v. f / 7! 1, while the other three integers map to 0. ut

A singleton cone f f W X ! Yg is effective-monic if and only if f is injective. For
cones consisting of exactly two functions, the necessary and sufficient criterion is
as follows:

Lemma 13.2.4 A cone f f W X ! Y; g W X ! Zg consisting of exactly two functions
is effective-monic if and only if the pairing . f ; g/ W X ! Y�Z is a Mal’cev relation,
meaning that f and g are jointly injective and their joint image

R WD im.. f ; g// � Y � Z

satisfies the implication

�
. y; z/ 2 R; . y0; z/ 2 R; . y; z0/ 2 R

�
H) . y0; z0/ 2 R:

(13.2.5)

For the notion of Mal’cev relation, see [32].

Proof We use the criterion of Lemma 13.2.1. The injectivity part of the sheaf
condition is equivalent to injectivity of . f ; g/ W X ! Y � Z. Assuming that this
holds, we identify X with the joint image R � Y � Z.
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Now if f f ; gg is effective-monic and we have y; y0 2 Y and z; z0 2 Z as in (13.2.5),
then each of the three pairs .y; z/, .y0; z/ and .y; z0/ represents a point of X. Therefore,
since .y; z/ is in particular a compatible pair of sections, in Y qf g Z the image of y
coincides with the image of z. If we apply the same reasoning to .y0; z/ and .y; z0/,
then also y0 and z0, respectively get mapped to the same point in Y qf g Z. Hence also
.y0; z0/ is a compatible pair of sections, which must correspond to a point of X due
to the sheaf condition.

Conversely, suppose that (13.2.5) holds. The pushout Y qf g Z is the quotient of
the coproduct Y q Z by the closed equivalence relation generated by f .x/ 	 g.x/
for all x 2 X, i.e. by y 	 z for all .y; z/ 2 R. In terms of relational composition, it is
straightforward to check that

idYqZ [ R [ Rop [ .R ı Rop/[ .Rop ı R/

is already an equivalence relation thanks to (13.2.5). As a finite union of closed sets,
it is also closed, hence two points in Y q Z get identified in Y qf g Z if and only if
they satisfy this relation. In particular, y 2 Y and z 2 Z map to the same point in
Y qf g Z if and only if .y; z/ 2 R. ut

In general, the pushout of an effective-monic cone along an arbitrary function is
not effective-monic again. The following example shows that the effective-monic
cones on CHaus do not form a coverage (see Definition 13.2.5); an even more
drastic example can be found in the proof of Proposition 13.2.2.

Example 13.2.2 Take X WD 4 D f0; 1; 2; 3g, and consider two maps to spaces with
3 points,

f W f0; 1; 2; 3g �! f01; 2; 3g; g W f0; 1; 2; 3g �! f0; 1; 23g;

as illustrated by the projection maps in Fig. 13.1. By Lemma 13.2.4, this cone is
effective-monic. However, taking the pushout along the identification map

h W f0; 1; 2; 3g �! f0; 12; 3g

Fig. 13.1 Illustration of the
cone f f ; gg of
Example 13.2.2

•3 •3

•2
f •2

•0 •1 •01

g

•0 •1 •23
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results in a cone consisting of f 0 W f0; 12; 3g ! f012; 3g and g0 W f0; 12; 3g !
f0; 123g. Since the criterion of Lemma 13.2.4 fails, the cone f f 0; g0g is not effective-
monic. In particular, the pushout of an effective-monic cone is not necessarily
effective-monic again. Worse, the collection of all effective-monic cones is not a
coverage (see Definition 13.2.5), in fact, for our original f f ; gg, there does not exist
any effective-monic cone fki W f0; 12; 3g ! Yigi2I such that every kih would factor
through f or g,

The reason is as follows: for every i 2 I, we would need to have ki.0/ D ki.12/ or
ki.12/ D ki.3/. If the former happens, consider the point yi WD ki.3/ 2 Yi, while if
the latter happens take yi WD ki.0/. (If both cases apply, these two prescriptions result
in the same point yi D ki.0/ D ki.3/.) It is easy to check that the resulting family of
points f yigi2I is compatible. However, it does not arise from a point of f0; 12; 3g. In
fact, since the ki must separate points, there must be i with ki.0/ D ki.12/ ¤ ki.3/,
and another i with ki.0/ ¤ ki.12/ D ki.3/. Hence neither of x 2 f0; 12; 3g results in
the given compatible family, and the cone fkig is not effective-monic.

Incidentally, the cone f f 0; g0g from above is arguably the simplest example of a
cone that separates points (it is jointly injective) without being effective-monic.

We recall the definition of a coverage to be

Definition 13.2.5 Given a category C, a coverage on C consists of a function
assigning to each object U 2 C a collection of families of morphisms f fi W Ui !
Ugi2I called covering families, such that given any morphism g W V ! U, then there
exists a covering family fhj W Vj ! Vg such that each composite gıhj factors though
some fi, i.e.

Vj
k

hj

Ui

fi

V
g

U



13.2 C*-Algebras as Sheaves CHaus! Sets 261

The previous example can also be understood in terms of effectus theory [47,
Assumption 1]: the relevant pushout square is of the form

where ‘C’ is the coproduct in CHaus and both f and g are the unique map 2! 1. In
general, any cone consisting of idCf W WCY ! WCZ and gCid W WCY ! XCY
is effective-monic by Lemma 13.2.4.

It is conceivable that there are deeper connections with effectus theory than just
at the level of examples, but so far we have not explored this theme in depth.

Going back to C*-algebras, we record one more statement about cones for further
use.

Lemma 13.2.5 A cone f fi W X ! Yig separates points if and only if the ranges of
the C. fi/ W C.Yi/! C.X/ generate C.X/ as a C*-algebra.

Proof By the Stone-Weierstrass theorem, the C*-subalgebra generated by the
ranges of the C. fi/ equals C.X/ if and only if it separates points (as a subalgebra).
This C*-subalgebra is generated by the elements gi ı fi 2 C.X/, where gi W Yi !
Œ0; 1
 ranges over all functions, and hence the subalgebra separates points if and
only if these functions separate points. This in turn is equivalent to the fi separating
points, since the gi W Yi ! Œ0; 1
 also separate points. ut

13.2.2 How to Guarantee Commutativity?

The previous subsection was concerned with sheaf conditions satisfied by the
functors�.A/ for commutative A. Now, we want to investigate which of these sheaf
conditions hold for general A.

Definition 13.2.6 An effective-monic cone f fi W X ! Yigi2I in CHaus is
guaranteed commutative if every functor �.A/ satisfies the sheaf condition on it.

In detail, �.A/ satisfies the sheaf condition on f fig if and only if restricting a
�-homomorphism ˛ W C.X/ ! A along all C. fi/ W C.Yi/ ! C.X/ to families
ˇi W C.Yi/! A, that are compatible in the sense that ˇi ıC.g/ D ˇj ıC.h/ for every
diagram of the form (13.2.1),
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X
fi

fj

Yi

g

Yj
h

Z

results in a bijection. In terms of the functor C W CHausop ! C�alg1, this holds if
and only if the diagram

which is the image of (13.2.2) under C, is a colimit in C�alg1. Here, we have used
the canonical isomorphism C.Yi qfi fj

Yj/ Š C.Yi/ �C. fi/ C. fj/
C.Yj/, which holds

because C is a right adjoint. So we are dealing with an instance of the question:
which limits does C turn into colimits?

Remark 13.2.2 In terms of the physical interpretation of Remarks 13.1.1 and 13.1.3,
the sheaf condition on a cone f fi W X ! Yig states that every compatible family of
measurements with outcomes in the Yi corresponds to a unique measurement with
values in X, which coarse-grains to the given measurements via the fi.

The terminology of Definition 13.2.6 is motivated by the following observation:

Lemma 13.2.6 An effective-monic cone f fi W X ! Yigi2I is guaranteed commuta-
tive if and only if, for every A 2 C�alg1 and compatible family ˇi W C.Yi/! A, the
ranges of the ˇi commute.

Proof Suppose that the criterion holds. For A 2 C�alg1, we show that restricting
a �-homomorphism C.X/ ! A to a compatible family of �-homomorphisms
C.Yi/! A is a bijection. We first show injectivity. To this end let ˛; ˛0 W C.X/! A
be such that the resulting families coincide, i.e. ˇi D ˇ0i . In particular, this means
that the range of each ˇi coincides with the range of ˇ0i , and hence im.˛/ D im.˛0/
by Lemma 13.2.5. We are, then, back in the commutative case, where Gelfand
duality and the effective-monic assumption apply.

For surjectivity, let a compatible family ˇi W C.Yi/! A be given. By assumption,
there is some commutative subalgebra B � A which contains the ranges of all ˇi,
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and it is sufficient to prove the sheaf condition with B in place of A. The claim then
follows from Gelfand duality together with the assumption that f fig is effective-
monic.

Conversely, if the sheaf condition holds on a functor�.A/, then the ˇi W C.Yi/!
A all arise from restricting some ˛ W C.X/ ! A along C. fi/ W C.Yi/ ! C.X/.
In particular, the range of every ˇi is contained in the range of ˛, which is a
commutative C*-subalgebra. ut

The crucial ingredient here is the fact that commutativity is a pairwise property,
in the sense that if any family of elements in a C*-algebra commute pairwise, then
they generate a commutative C*-subalgebra. We will meet this property again in
Definition 3.1.5.

In the sense of Lemma 13.2.6, the question is under what conditions an effective-
monic cone ‘guarantees commutativity’ of the ranges of a compatible family.

Example 13.2.3 The effective-monic cone of Example 13.2.2 is guaranteed com-
mutative. In terms of indicator functions of individual points, the compatibility
assumption on a pair of �-homomorphisms ˇf W C.f01; 2; 3g/ ! A and ˇg W
C.f0; 1; 23g/! A is that

ˇf .�01/ D ˇg.�0/C ˇg.�1/; ˇg.�23/ D ˇf .�2/C ˇf .�3/:

So ˇg.�0/ is a projection below ˇf .�01/, and in particular orthogonal to ˇf .�2/ and
ˇf .�3/, so that it commutes with every element in the range of ˇf . Proceeding like
this proves that the ranges of ˇf and ˇg commute entirely.

Example 13.2.4 Let T � C be the unit circle, and p<; p= W T ! Œ�1;C1
 the two
coordinate projections. Then the cone f p<; p=g is effective-monic. This can be seen
by either applying Lemma 13.2.4 or, alternatively, noting that applying p< and p=
establishes a bijection between points of x and pairs of numbers y<; y= 2 Œ�1;C1

with y2< C y2= D 1. Hence compatible families fˇ<; ˇ=g are �-homomorphisms
ˇ< W C.Œ�1;C1
/ ! A and ˇ= W C.Œ�1;C1
/ ! A that correspond to self-
adjoint elements ˇ<.id/; ˇ=.id/ 2 Œ�1;C1
.A/ with ˇ<.id/2 C ˇ=.id/2 D 1.
Functional calculus tells us that such a pair of self-adjoints arises from a unitary
if and only if they commute. As a counter example consider an A with non-
commuting symmetries s< and s=, this gives rise to a compatible family upon
defining ˇ< WD s<=

p
2 and ˇ= WD s==

p
2. However, such a family does not arise

in the way described above. Therefore f p<; p=g is not guaranteed commutative.
So far, we know of one powerful sufficient condition for guaranteeing commuta-

tivity:

Definition 13.2.7 An effective-monic cone f fi W X ! Yigi2I in CHaus is directed
if for every i 2 I there is a cone fgj

i W Yi ! Zj
igj2Ji which separates points, and it is

such that for every i; i0 2 I and j 2 Ji, j0 2 Ji0 there is k 2 I and a diagram
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(13.2.6)

Note that this definition can be considered in principle in any category.

Proposition 13.2.1 If f fig is effective-monic and directed, then it is also guaranteed
commutative.

Proof By Lemma 13.2.6, it is enough to show that the ranges of a compatible family
fˇi W C.Yi/! Ag commute. By Lemma 13.2.5, it is enough to prove that the range
of ˇi ı C.gj

i/ W C.Zj
i/ ! A commutes with the range of ˇi0 ı C.gj0

i0/ W C.Zj0

i0 / ! A
for any i; i0 2 I and j 2 Ji, j0 2 Ji0 . Thanks to (13.2.6) and the compatibility, both of
these ranges are contained in the range of ˇk W C.Yk/! A, which is commutative.

ut
Example 13.2.5 Let 2N be the Cantor space, with projections pn W 2N ! 2n for
every n 2 N. Then the cone f pngn2N is effective-monic and directed. Therefore it is
also guaranteed commutative.

More generally, let ƒ be a small cofiltered category4 and L W ƒ ! CHaus
a functor of which we consider the limit limƒ L 2 CHaus. The cone of limit
projections f p� W limƒ L ! L.�/g is effective-monic (Example 13.2.1). With the
trivial cones fidg on the codomains L.�/, the cofilteredness implies that the cone is
also directed, and therefore guaranteed commutative. What we have shown hereby
in a roundabout manner is that a filtered colimit of commutative C*-algebras is again
commutative.

Unfortunately, the converse to Proposition 13.2.1 is not true:

Example 13.2.6 The effective-monic cone f f ; gg of Examples 13.2.2 and 13.2.3 is
not directed, despite being guaranteed commutative. The reason is that the additional
cones, as in Definition 13.2.7, would have to contain some h W f12; 3; 4g ! Z12
with h.3/ ¤ h.4/, and, similarly, some k W f1; 2; 34g ! Z34 with k.1/ ¤ k.2/.
By (13.2.6), this would mean that the cone f f ; gg would have to contain a function
that separates both 1 from 2 and 3 from 4, which is not the case.

4A (finitely) cofiltered category is a category C in which every finite diagram has a cone. The dual
notion is that of a filtered category. A diagram F W C ! D for C a cofiltered category is called a
cofiltered diagram. A limit of a cofiltered diagram is called a cofiltered colimit. Again, dual notions
apply.
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While Proposition 13.2.1 is sufficiently powerful for the results of this chapter,
it remains an open question to find a necessary and sufficient condition for
guaranteeing commutativity.

Lemma 13.2.7 For any X 2 CHaus, the cone f f W X ! �g of all functions
f W X ! � is directed.

By Lemma 13.2.2, we already know that this cone is effective-monic. By
Proposition 13.2.1, we can now conclude that it is also guaranteed commutative.

Proof In Definition 13.2.7, take every fgj
igj2Ji to be the cone consisting of all

functions �! Œ0; 1
. Since the pairing of any two functions X ! Œ0; 1
 is a function
X ! �, the cone f f W X ! �g is directed. ut

In terms of Remark 13.2.2, Lemma 13.2.7 ‘explains’ why physical measurements
are numerical. In fact, for every conceivable measurement with values in some
arbitrary space X, conducting that measurement and recording the outcome in X
is equivalent to conducting a sufficient number of measurements with values in �
and recording their outcomes, which are now plain (complex) numbers.

Lemma 13.2.8 If two cones f fi W W ! Yigi2I and fgj W X ! Zigj2J are effective-
monic and directed, then so is the product cone

f fi � gj W W � X ! Yi � Zjg.i;j/2I�J :

Proof Let fhk
i W Yi ! Uk

i gk2Ki and fkl
j W Zj ! Vl

j gl2Lj be the families of additional
cones that witness the directedness. Then for .i; j/ 2 I � J, consider the cone at
Yi � Zj given by

fhk
i pYi W Yi � Zj ! Uk

i g [ fkl
jpZj W Yi � Zj ! Vl

j g (13.2.7)

with index set Ki q Lj. This cone separates the points of Xi � Yj, since any two
different points differ in at least one coordinate. To check that the condition of
Definition 13.2.7 is satisfied, one needs to distinguish the cases of the left and the
right morphism in (13.2.6) belonging to either part of (13.2.7). The only interesting
case that comes up is when one considers a hk

i pYi W Yi � Zj0 ! Uk
i together with a

kl
jpZj W Yi0 � Zj ! �Vl

j , resulting in a diagram of the form

where indeed the central vertical arrow can be taken to be fi � gj. ut
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In combination with Lemma 13.2.7, we therefore obtain:

Corollary 13.2.1 For any X;Y 2 CHaus, the cone f f � g W X � Y ! � � �g
indexed by all functions f W X ! � and g W Y ! � is directed.

Another simple class of examples is as follows:

Lemma 13.2.9 Let f fi W X ! Yigi2I be an effective-monic cone on X 2 CHaus.
Then the cone

f. fi1 ; : : : ; fin/ W X ! Yi1 � : : : � Ying

consisting of all finite tuplings of the fi is effective-monic and directed.
Alternatively, we could phrase this as saying that, if an effective-monic cone is

closed under pairing, then it is directed.

Proof Mapping points of X to compatible families of points in all finite productsQn
mD1 Yim is trivially injective, since it is already so on single-factor products

due to the effective-monic assumption. Concerning surjectivity, the compatibility
assumption guarantees that the component .y1; : : : ; yn/ 2 Yi1 � : : :� Yin is uniquely
determined by the components in every individual yi, since this is precisely the
compatibility condition on diagrams of the form

Hence the new cone is also effective-monic.
The condition of Definition 13.2.7 holds by construction, with the trivial cone

fidg on the codomains. ut
Next, we briefly investigate the collection of directed effective-monic cones in

its entirety.

Proposition 13.2.2 The collection of all directed effective-monic cones on CHaus
is not a coverage (see Definition 13.2.5).

Results along the lines of [61, Theorem 1.1] indicate that this is not due to the
potential inadequacy of our definitions, but rather due to fundamental obstructions
related to the noncommutativity.

Proof Consider X WD f0; 1g3 together with the three product projections p1; p2; p3 W
f0; 1g3 ! f0; 1g. Applying a similar reasoning as that utilised in the proof of
Lemma 13.2.2 it can be deduced that their three pairings

˚
. p1; p2/; . p1; p3/; . p2; p3/ W f0; 1g3 �! f0; 1g2

�
(13.2.8)
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form an effective-monic cone. From the proof of Lemma 13.2.7 it follows that this
cone is directed.

Now consider the function f W f0; 1g3! 4 defined by mapping every element of
f0; 1g3 to the sum of its digits. In any square of the form

we necessarily have

h. f .000//„ ƒ‚ …
Dh.0/

D g.00/ D h. f .001// D h. f .010// D g.01/

D h. f .010//„ ƒ‚ …
Dh.1/

D : : : D h. f .110//„ ƒ‚ …
Dh.2/

D : : : D h. f .111//„ ƒ‚ …
Dh.3/

;

and therefore h must be constant. By symmetry, the same must hold with .p1; p3/ or
.p2; p3/ in place of .p1; p2/. Hence any cone on 4 that factors through (13.2.8) must
identify all points of 4. In particular, no such cone can be effective-monic, let alone
directed. ut

We close this subsection with another potential criterion for guaranteeing
commutativity.

Lemma 13.2.10 The following conditions on a cone f fi W X ! Yig in CHaus are
equivalent:

1. For every x 2 X and neighbourhood U 3 x there exists i 2 I with

f�1i . fi.x// � U:

2. For every x 2 X and neighbourhood U 3 x there exist i 2 I and a neighbourhood
V 3 fi.x/ with

f�1i .V/ � U:

3. The sets of the form f�1i .V/ for open V � Yi form a basis for the topology on X.

Proof

1)2: Since X n U is compact, fi.X n U/ is a closed set, and disjoint from fxg
by assumption. Now take V to be any open neighbourhood of fi.x/ disjoint
from fi.X n U/.
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2)3: Suppose x 2 f�1i .Vi/\ f�1j .Vj/. Then by assumption, there is k and an open
Vk � Yk with fk.x/ 2 Vk such that

f�1k .Vk/ � f�1i .Vi/\ f�1j .Vj/:

3)1: There must be a basic open f�1i .Vi/ with x 2 f�1i .Vi/ � U. ut
Definition 13.2.8 If the above conditions hold, we say that the cone f fig is locally
injective.

Clearly, a locally injective cone separates points. However, it is not necessarily
effective-monic:

Example 13.2.7 The cone consisting of all three surjective functions 3 ! 2 is
locally injective. However, it is not effective-monic since the pushout of any two
different maps 3! 2 is trivial, and hence there are 23 compatible families of points
in the cone, but only 3 points in X.

Example 13.2.8 The cone f p<; p=g from Example 13.2.4 is not locally injective.
In fact, for any angle 0 < ' < �=2, the point .cos'; sin'/ 2 T cannot be
distinguished from .cos';� sin '/ 2 T under p<, and not from .� cos'; sin'/
under p=.

Conjecture 13.2.1 An effective monic cone f fi W X ! Yig that is locally injective is
also guaranteed commutative.

Since the cone of all functions X ! � is an effective-monic and a locally
injective cone, proving this conjecture would again show that f f W X ! �g is
guaranteed commutative. Furthermore, this would detect some cones as guaranteed
commutative that are not detected as such by Proposition 13.2.1. For example, the
effective-monic cone of Examples 13.2.2 and 13.2.3.

Example 13.2.9 In the setting of Example 13.2.5, the topology of limƒ L is
generated by the preimages of opens in all the L.�/. The cofilteredness assumption
implies that these opens form a basis: for U� � L.�/ and U�0 � L.�0/, we have O�
and morphisms f W O�! � and f 0 W O�! �0 such that

commutes. In particular, f�1.U�/\ f 0�1.U�0/ is an open in L. O�/ whose preimage in
limƒ L is exactly the intersection of the preimages of U� and U�0 . Hence the limit
cone f p�g is also locally injective. By Example 13.2.5, this is in accordance with
Conjecture 13.2.1.
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As already seen in Proposition 13.2.1, being locally injective is also not a
necessary condition for guaranteeing commutativity of effective-monic cones.

Example 13.2.10 There are effective-monic cones that are directed and hence
guaranteed commutative, but not locally injective. For example with � WD Œ0; 1
3

the unit cube, the three face projections p1; p2; p3 W�! � form a cone fp1; p2; p3g
that is effective-monic but not locally injective. Nevertheless, if one considers copies
of the cone f p<; p= W �! Œ0; 1
g, Definition 13.2.7 shows that the cone is directed,
and hence guaranteed commutative. In particular, the converse to Conjecture 13.2.1
is false.

13.2.3 The Category of Sheaves and Its Smallness Properties

Now that we have some idea of which sheaf conditions are satisfied by C*-algebras,
we investigate completely general functors CHaus! Sets satisfying some of these
sheaf conditions.

Definition 13.2.9 A functor F W CHaus ! Sets is a sheaf if it satisfies the sheaf
condition on all effective-monic cones that are directed.

We write Sh.CHaus/ for the resulting category of sheaves, which is a full
sub-category of SetsCHaus. Due to Proposition 13.2.2, the sheaf conditions are not
those of a (large) site. Nevertheless, we expect that Sh.CHaus/ is an instance of a
category of sheaves on a quasi-pretopology or on a Q-category, whose categories
of sheaves were investigated by Kontsevich and Rosenberg in the context of
noncommutative algebraic geometry [62, 63].5

A priori, Sh.CHaus/ may seem rather unwieldy, and it is not clear whether it is
locally small.

Lemma 13.2.11 Let F;G 2 Sh.CHaus/. Evaluating natural transformations on
� is injective,

Proof Since F and G satisfy the sheaf condition on f f W X ! �g by Corol-
lary 13.2.7, the canonical map

5It is natural to suspect that the reason why Grothendieck topologies do not apply is in both cases
due to the noncommutativity, as it has been formally proven in [61]. However, so far, we have not
explored the relation to the work of Kontsevich and Rosenberg any further.
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is injective. Hence for any 
 W F! G, the naturality diagram

shows that every component 
X is uniquely determined by 
�. ut
Corollary 13.2.2 Sh.CHaus/ is locally small.

Proof Lemma 13.2.11 provides an upper bound on the size of each hom-set. ut
With functors �.A/ and �.B/ for A;B 2 C�alg1 in place of F and G,

Lemma 13.2.11 also follows from the Yoneda lemma (Lemma A.7.2) and the fact
that C.�/ is a separator in C�alg1. The latter is true more generally:

Corollary 13.2.3 �.C.�// is a separator (see Definition 13.2.10) in Sh.CHaus/.
Recall that as functors �.C.�//;CHaus.�;�/ W CHaus ! Sets are such that

�.C.�// Š CHaus.�;�/.
Proof By the Yoneda lemma (Lemma A.7.2),

Sh.CHaus/.�.C.�//;F/ D SetsCHaus.CHaus.�;�/;F/ D F.�/; (13.2.9)

and hence the claim follows from Lemma 13.2.11. ut
We recall the definition of a separator to be the following:

Definition 13.2.10 Consider a category C, an object S 2 C is a separator if given
any parallel morphism f ; gWX ! Y in C, if f ıe D gıe for every morphism eW S! X,
then f D g.

If C is locally small category, S is a separator if the functor Hom.S;�/WC! Sets
is faithful, i.e. for all X;Y 2 C then

Hom.S;�/ W C.X;Y/! Sets.Hom.S;X/;Hom.S;Y//

is injective.
The following stronger injectivity property will play a role in the next section:

Lemma 13.2.12 For F 2 Sh.CHaus/, the following are equivalent:

1. The canonical map

(13.2.10)

is injective.
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2. For every X 2 CHaus and effective-monic f fi W X ! Yig, the canonical map

is injective.

In 2, the point is that the cone may not be directed so, generically, F does not
satisfy the sheaf condition on it. The intuition behind the lemma is that when these
(equivalent) conditions hold in the C*-algebra case, then the image of (13.2.10)
consists of precisely the pairs of commuting normal elements. In terms of the
interpretation as measurements on a physical system, this image consists of the pairs
of measurements (with values in �) that are jointly measurable.

In the proof, we can start to put the seemingly haphazard lemmas of the previous
subsection to some use.

Proof Since the cone f p1; p2 W � � � ! �g is effective-monic, condition 1 is a
special case of 2.

In the other direction, we first show that for every X;Y 2 CHaus, the canonical
map F.X � Y/ ! F.X/ � F.Y/ is injective. By Corollary 13.2.1, the left vertical
arrow in

is injective. Since the lower horizontal arrow is injective by assumption, it follows
that the upper horizontal arrow is also injective. By induction, we then obtain that
F.
Qn

jD1 Xj/!Qn
jD1 F.Xj/ is injective for any finite product.

Now let f fig be an arbitrary effective-monic cone on X. By Lemma 13.2.9,
F satisfies the sheaf condition on the cone consisting of all the finite tuplings
. fi1 ; : : : ; fin/. Hence we have the diagram
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where the left vertical arrow is injective due to the sheaf condition, and the lower
horizontal one due to the first part of the proof. Hence also the upper horizontal
arrow is injective. ut

So far, we do not know of any sheaf CHaus ! Sets that would not have the
property characterized by the above Lemma.

By Gelfand duality, the commutative C*-algebras are precisely the representable
functors CHaus.W;�/ W CHaus ! Sets (see Definition 13.2.4). These are
characterized in terms of a condition similar to the previous lemma:

Lemma 13.2.13 For F 2 Sh.CHaus/, the following are equivalent:

1. The canonical map

is bijective.
2. F satisfies the sheaf condition on every effective-monic cone f fi W X ! Yig in

CHaus.
3. F is representable.

Proof By the definition of effective-monic, 3 trivially implies 2. Also if 2 holds,
then it is easy to show 1: the empty cone is effective-monic on 1 2 CHaus, which
implies F.1/ Š 1. With this in mind, 1 is the sheaf condition on the effective-monic
cone f p1; p2 W � ��! �g.

The burden of the proof is the implication from 1 to 3. By the representable
functor theorem [54, p. 130] and the generation of limits by products and equalizers,
it is enough to show that F preserves products and equalizers, which we do in several
steps. As a first step we note that, since the functor � � Y W CGHaus! CGHaus
is a left adjoint [54, Theorem VII.8.3], it preserves colimits, in particular preserves
pushouts for any Y 2 CHaus. Moreover the inclusion functor CHaus! CGHaus
also preserves finite colimits, since it preserves finite coproducts and coequalizers
(the latter by the automatic compactness of quotients of compact spaces).

As a second step, we prove that the canonical map F.X ��/ �! F.X/ � F.�/
is a bijection for every X 2 CHaus. To this end, we consider the effective-monic
cone f f � id� W X � � ! � � �g indexed by f W X ! �. We know that this
cone is directed by Lemmas 13.2.7 and 13.2.8. This entails that F.X��/ is equal to
the set of compatible families fˇf gf WX!� of elements of

Q
f WX!� F.� ��/. Since

��� preserves pushouts as per the first observation, the compatibility condition is
the one associated to the squares of the form
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By using the fact that the maps � qf�id g�id � �! � separate points, it is sufficient
to postulate the compatibility on all commuting squares of the form

Upon decomposing ˇf D .ˇ1f ; ˇ2f / via F.���/ D F.�/�F.�/, the compatibility
condition is equivalent to the fact that F.h/.ˇ1f / D F.k/.ˇ1g/ and that ˇ2f D ˇ2g for
all h; k W � ! � with hf D kg. Since the family of first components corresponds
precisely to an element of F.X/, we conclude that the canonical map F.X ��/ �!
F.X/� F.�/ is an isomorphism.

We now use this result to show that F.X�Y/ �! F.X/�F.Y/ is an isomorphism
for all X;Y 2 CHaus. The proof is the same as above, just with � � � replaced
by �� Y. The case of finite products F.

Qn
iD1 Xi/ ŠQn

iD1 F.Xi/ can then be proven
by induction, while the case of infinite products can be proven using the sheaf
condition.

We now show that F preserves equalizers. Since every monomorphism f W X ! Y
in CHaus is regular, the singleton cone f f g is effective-monic. The fact that this
cone is trivially directed implies that F satisfies the sheaf condition on it, which
entails that F. f / W F.X/! F.Y/ must be injective.

Recall that a diagram

is an equalizer if and only if

is a pullback. By constructing the pushout X qe e X as a quotient of XqX and doing
a case analysis on pairs of points in X qe e X, the induced arrow k in
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is seen to be a monomorphism and, therefore, so is F.k/. If ˇ 2 F.X/ is such that
F. f /.ˇ/ D F.g/.ˇ/, then also F.i/.ˇ/ D F. j/.ˇ/. But by the sheaf condition on
the singleton cone feg, this means that ˇ is in the image of F.e/, as it was to be
shown. ut

For F 2 Sh.CHaus/, any W 2 CHaus and any ˛ 2 F.W/, let F˛ W CHaus !
Sets be the subfunctor of F generated by ˛. Concretely, over every X 2 CHaus, the
set F˛.X/ consists of all the images F. f /.˛/ for f W W ! X.

Proposition 13.2.3 If the canonical map

(13.2.11)

is injective, then such an F˛ is representable.

Proof It is straightforward to verify that F˛ is also a sheaf. If we are able to show
that every pair of elements .ˇ1; ˇ2/ 2 F˛.�/ � F˛.�/ actually comes from an
element of F˛.� � �/, then Lemma 13.2.13 and the injectivity assumption on F
complete the proof.

To this end, we write ˇ1 D F. f1/.˛/ and ˇ2 D F. f2/.˛/ for certain f1; f2 W
W ! �. Now considering ˛ transported along the pairing . f1; f2/ W W ! � ��
results in an element of F.� ��/ that reproduces .ˇ1; ˇ2/. ut

Here is another smallness result:

Proposition 13.2.4 Sh.CHaus/ is well-powered.
Before beginning the proof we recall the definition of a category being well-
powered.

Definition 13.2.11 Given a category C, we say that C is well-powered if every
object X 2 C has a small poset of subobjects, seen as an equivalence class of
monomorphisms with codomain X.

In other words, for every object X 2 C the (generally large) preordered set of
monomorphisms with codomain X is equivalent to a small poset.

For example Every Grothendieck topos is well-powered by the existence of a
subobject classifier and the smallness of hom-sets.

We are now ready to prove Proposition 13.2.4.



13.2 C*-Algebras as Sheaves CHaus! Sets 275

Proof Let 
 W F ! G be a monomorphism in Sh.CHaus/. Then upon composing
morphisms of the form �.C.�// �! F with 
, the Yoneda lemma (13.2.9) shows
that the component 
� W F.�/! G.�/ is injective, since the diagram

Sh CHaus C F
(13.2.9)

F

Sh CHaus C G
(13.2.9)

G

commutes.
Again, using the sheaf condition on all functions X ! � and the fact that � is

a coseparator in CHaus, we can identify the ˛ 2 F.X/ with the families fˇf g with
ˇf 2 F.�/ that are indexed by f W X ! � and satisfy the compatibility condition
that F.h/.ˇf / D ˇhf for all f and h W �! �. Hence we have the diagram

F X

X

f X

F

f

f X h

F

f h

G X
f

G
f X h

G
X

in which both rows are equalizers. Therefore, for fixed G, the set F.X/ is determined
by the inclusion map 
� W F.�/! G.�/. Hence the number of sub-objects of G is
bounded by 2jG.�/j. ut
Corollary 13.2.4 Every sheaf F W CHaus ! Sets for which (13.2.11) is injective
is a (small) colimit in Sh.CHaus/ of representable functors.

Proof We show that F is the colimit in Sh.CHaus/ of the subfunctors of the form
F˛ from Proposition 13.2.3, as ordered by inclusion. Thanks to Proposition 13.2.4,
this colimit is equivalent to a small colimit.

To show the required universal property suppose, first, that 
; 
0 2
Sh.CHaus/.F;G/ coincide upon restriction to all F˛ . Then in particular,

�.˛/ D 
0�.˛/ for all ˛ 2 F.�/, and hence 
 D 
0 by the previous results.
Conversely, let f�˛g˛ be a family of natural transformations �˛ W F˛ ! G that
are compatible in the sense that if Fˇ � F˛ , then �˛jFˇ D �ˇ . Now define the
component 
X W F.X/! G.X/ on every ˛ 2 F.X/ as


X.˛/ WD �˛X.˛/:



276 13 Extending the Topos Quantum Theory Approach

The commutativity of the naturality square

on some ˛ 2 F.X/ follows from

G. f /.�˛X.˛// D �˛Y .F. f /.˛// D �F. f /.˛/
Y .F. f /.˛//;

where the first equation is naturality of �˛ and the second one is the assumed
compatibility.

To see that 
 restricts to �˛ on every F˛ we show that the components coincide,
i.e. 
Y D �˛Y for all Y 2 CHaus and ˇ 2 F˛.Y/ where ˇ D F. f /.˛/ for suitable
f W X ! Y. To this end consider the diagram

Starting with ˛ in the upper left, we have �˛X .˛/ in the upper right, and hence

G. f /.�˛X .˛// D �˛Y .F. f /.˛// D �˛Y .ˇ/

in the lower right, where the first equation is as above. Since we also have ˇ in the
lower left, we obtain the desired 
Y.ˇ/ D �˛Y .ˇ/. ut

In light of the upcoming Theorem 13.3.1, this result is closely related to [72,
Theorem 5]. The only potential difference is that our colimit is taken in Sh.CHaus/,
while van den Berg and Heunen consider it in pC�alg1, and it is not clear whether
these two definitions of colimits are equivalent.

Since it is currently unclear whether Definition 13.2.9 is the most adequate
collection of sheaf conditions that one can postulate, we will not investigate any
further the categorical properties of Sh.CHaus/.
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13.3 Piecewise C*-Algebras as Sheaves CHaus ! Sets

In this section, we will establish that Sh.CHaus/ contains the category of piecewise
C*-algebras introduced by van den Berg and Heunen [72] as a full sub-category.
The definitions of partial algebras and piecewise *-homomorphism was given
in Definitions 3.1.5 and 3.1.6 respectively.

The discussion of Sect. 13.1 extends canonically to piecewise C*-algebras. That
is to say, Gelfand duality still implements an equivalence of CHausop with a full
sub-category of pC�alg1, so that for every A 2 pC�alg1 we can restrict the hom-
functor

pC�alg1.�;A/ W pC�algop
1 ! Sets

to a functor CHaus ! Sets, which maps X 2 CHaus to the set of piecewise
�-homomorphisms C.X/ ! A. For any A 2 C�alg1, this results precisely in
the functor CHaus ! Sets that we already know from Sect. 13.1, since in this
case pC�alg1.C.X/;A/ D C�alg1.C.X/;A/. In other words, we have a diagram of
functors

In fact, the proof of Proposition 13.2.1 still holds for piecewise C*-algebras. Hence,
also the image of the functor pC�alg1 ! SetsCHaus resides in the full sub-category
Sh.CHaus/, and the commutative triangle of functors can be taken to be

We now investigate a bit further the functor on the right, finding that it is close
to being an equivalence. In the following, we use the unit disk 
 � C. Since it
is homeomorphic to the unit square � we have been working with until now, all
previous statements apply likewise with � replaced by
.

Theorem 13.3.1 The functor pC�alg1 �! Sh.CHaus/ is fully faithful, with
essential image given by all those F 2 Sh.CHaus/ for which the canonical map

(13.3.1)

is injective.
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In other words, this functor forgets at most ‘property’, namely the property of
injectivity of (13.3.1) as investigated in Lemma 13.2.12. This property is equivalent
to F being separated (in the presheaf sense) on the effective-monic cones. It seems
natural to suspect that not every sheaf on CHaus is separated in this sense, but this
remains an open question. So it is also conceivable that pC�alg1 ! Sh.CHaus/
actually is an equivalence of categories (see Definition 8.1.5).

In particular, this shows that cC�alg1 is dense in pC�alg1, i.e. that the canonical

functor pC�alg1 ! SetscC�algop
1 is fully faithful. For a potentially related result of a

similar flavour, see [66, Corollary 8].
For the sake of completeness we will recall the definition of a fully faithful

functor and that of an essential image of a functor.

Definition 13.3.1 Given a functor FWC ! D from a category C to a category D,
then F is said to be full and faithful if for each pair of objects x; y 2 C, the function

FWC.x; y/! D.F.x/;F. y//

between hom-sets is both surjective (full condition) and injective (faithful condi-
tion).

Definition 13.3.2 Given a functor F W C! D between two categories C and D, the
essential image of F is the smallest subcategory S of D such that:

1. S contains the image of F.
2. Given any object x 2 S and any isomorphism f W x Š y in D, both y and f are also

in S. This condition means that S is a replete subcategory of D.

We will now prove the Theorem 13.3.1.

Proof A piecewise �-homomorphism � W A ! B is determined by its action on
the unit ball, which is the set of elements with spectrum in 
. In particular, � is
uniquely determined by the associated transformation�.�/ W �.A/! �.B/, so that
the functor under consideration is faithful.

Concerning fullness, let 
 W �.A/ ! �.B/ be a natural transformation. Its
component at
 is a map 
� W 
.A/!
.B/. The pairs of commuting elements
˛; ˇ 2 
.A/ are precisely those that are in the image of the canonical map

.
�
/.A/ �!
.A/ �
.A/;

and hence the requirements (3.1.5) follow from naturality and the consideration
of functions like (13.1.5) and (13.1.7). The other axioms are likewise simple
consequences of naturality. This exhibits a piecewise �-homomorphism � W A ! B
such that 
� coincides with
.�/. Then by Lemma 13.2.11, we have 
 D �.�/.

Finally, we show that every F 2 Sh.CHaus/ for which (13.3.1) is injective is
isomorphic to �.A/ for some A 2 pC�alg1. Concretely, we construct a piecewise
C*-algebra A by first defining its unit ball to be


.A/ WD F.
/:
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This set comes equipped with a commutation relation, namely, ˛�ˇ is declared to
hold for ˛; ˇ 2 A precisely when .˛; ˇ/ is in the image of (13.3.1). In this case,
we can define the sum ˛ C ˇ and the product ˛ˇ using the functoriality on maps
such as (13.1.5) and (13.1.7). Likewise there is a scalar multiplication by numbers
z 2 
 and an involution arising from functoriality on the complex conjugation map

!
.

If we define A to consist of pairs .˛; z/ 2 F.
/ �R>0, modulo the equivalence
.˛; z/ 	 .sa; sz/ for all s 2 .0; 1/, we would obtain a piecewise C*-algebra. In fact,
the relevant structure of Definition 3.1.5 extends canonically from
.A/ to all of
A. Moreover, we also claim that any set f�igi2I � 
.A/ of pairwise commuting
elements is contained in a commutative C*-subalgebra. We write this family as a
single element of the I-fold product,

� 2 F.
/I:

The cone f.pi; pj/ W 
I ! 
 �
gi;j2I consisting of all pairings of projections
pi W 
I !
 is effective-monic and directed. By the commutativity assumption on
� , the pair .�i; �j/ 2 F.
/ � F.
/ comes from an element of F.
�
/. Hence,
by the sheaf condition, � is actually the image of an element � 0 2 F

�
I
�

under the
canonical map. The subfunctor F� 0 � F, as in Proposition 13.2.3, is representable
and it corresponds to the commutative C*-subalgebra generated by the �i. ut

The following criterion—due to Heunen and Reyes—describes the image of the
functor C.�/ W C�alg1 ! pC�alg1 at the level of morphisms.

Lemma 13.3.1 ([41, Proposition 4.13]) For A;B 2 C�alg1, a piecewise �-
homomorphism � W C.A/ ! C.B/ extends to a �-homomorphism A ! B if and
only if it is additive on self-adjoints and multiplicative on unitaries.

By faithfulness of C�alg1 ! pC�alg1, we already know such an extension, if it
exists, to be unique.

Proof The ‘only if’ part is clear, so we focus on the ‘if’ direction. Every element of
A is of the form aCib for a; b 2 R.A/, and linearity forces us to define the candidate
extension of f by

O�.aC ib/ WD �.a/C i�.b/:

In this way, O� becomes linear due to the first assumption, and it is evidently
involutive and unital. On a unitary �, we have O�.�/ D �.�/, since

O�.�/ D O�
�
� C ��
2
C i

� � ��
2

�
D 1

2
�.� C ��/C 1

2
�.� � ��/

D 1

2
�.�/C 1

2
�.��/C 1

2
�.�/� 1

2
�.��/ D �.�/;

where the third step uses � � ��.
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We finish the proof by arguing that O� is multiplicative on two arbitrary elements
˛; ˇ 2 Œ�1;C1
.A/, which is enough to prove multiplicativity, and hence to show
that O� is indeed a �-homomorphism. By functional calculus, we can find unitaries
�; � 2 T.A/ such that ˛ D � C �� and ˇ D � C ��. Then

O�.˛ˇ/ D O� �.� C ��/.� C ��/
� D O� ��� C ��� C ��� C ����

�

D O�.��/C O�.���/C O�.���/C O�.����/

D �.��/C �.���/C �.���/C �.����/

D �.�/�.�/C �.�/�.��/C �.��/�.�/C �.��/�.��/

D .�.�/C �.��//.�.�/C �.��//

D . O�.�/C O�.��//. O�.�/C O�.��//

D O�.� C ��/ O�.� C ��/ D O�.˛/ O�.ˇ/;

where we have used that O� coincides with � on unitaries (third and sixth line) and
the assumption of multiplicativity on unitaries (fourth line). ut

In fact, this result can be improved upon:

Proposition 13.3.1 A piecewise �-homomorphism � W C.A/ ! C.B/ extends to a
�-homomorphism A! B if and only if it is multiplicative on unitaries.

Proof By Lemma 13.3.1, it is enough to prove that such a � is additive on self-
adjoints.

To this end we use the following fact, which follows from the exponential series:
for every ˛; ˇ 2 R.A/ and real parameter t 2 R, the unitary

eit.˛Cˇ/e�it˛e�itˇ

differs from 1 by at most O.t2/ as t! 0. Since � preserves the spectrum of unitaries,
we conclude that also

�
�
eit.˛Cˇ/e�it˛e�itˇ

� D eit�.˛Cˇ/e�it�.˛/e�it�.ˇ/

is a unitary that differs from 1 by at most O.t2/. By the same argument as above,
this implies that �.˛ C ˇ/ D �.˛/C �.ˇ/, as it was to be shown. ut

As the proof shows, we actually need only multiplicativity on products of
exponentials, i.e. on the connected component of the identity 1 2 T.A/. The method
of proof also suggests a relation to the Baker-Campbell-Hausdorff formula, which
may be worth exploring further.

Finally, it is worth noting that a piecewise �-homomorphism � W C.A/ ! C.B/
is additive on self-adjoints if and only if it is a Jordan homomorphism. In fact, the
condition �.˛2/ D �.˛/2 for ˛ 2 R.A/ is automatic since � preserves functional
calculus.
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Let us end this section by stating an important open problem:

Problem 13.3.1 Is the functor pC�alg1 ! Sh.CHaus/ an equivalence of
categories, i.e. does every sheaf on CHaus satisfy the injectivity condition of
Lemma 13.2.12?

13.4 Almost C*-Algebras as Piecewise C*-Algebras
with Self-Action

What we have learnt so far is that considering a C*-algebra A as a sheaf �.A/ W
CHaus ! Sets, or equivalently as a piecewise C*-algebra, recovers the entire
‘commutative part’ of the C*-algebra structure of A. Nevertheless, the functor
C�alg1 ! pC�alg1 is not full, which indicates that part of the relevant structure
is lost. For example, a C*-algebra A is in general not isomorphic to Aop [60],
although the two are canonically isomorphic as piecewise C*-algebras. This raises
the question: which natural piece of additional structure on a sheaf CHaus! Sets
or piecewise C*-algebra would let us recover the missing information?

Of course, what kind of additional structure counts as ‘natural’ is a subjective
matter. However, we can take inspiration from quantum physics and re-express
the question as follows: which additional structure would have a clear physical
interpretation? Our proposal to answer such a question is based on a central feature
of quantum mechanics, namely, that observables generate dynamics, in the sense
that to every observable (self-adjoint operator) ˛ 2 R.A/, one associates the one-
parameter group of inner automorphisms given by

R � A �! A; .t; ˇ/ 7�! ei˛tˇe�i˛t : (13.4.1)

For example, if ˛ is energy, then the resulting one-parameter family of automor-
phisms is given precisely by time translations, i.e. by the inherent dynamics of the
system under consideration. If ˛ is a component of angular momentum, then the
resulting family of automorphisms are the rotations around that axis. As it is obvious
from (13.4.1), this natural way in which A acts on itself by inner automorphisms is
a purely noncommutative feature, in that it becomes trivial in the commutative case.

More formally, the construction of (13.4.1) really consists of two parts:

1. First, for every t 2 R, one forms the unitary � WD e�i˛t; since this is functional
calculus, it is captured by the functoriality CHaus! Sets.

2. Second, one lets � act on A via conjugation, as ˇ 7! ��ˇ�.

The last part is not captured by what we have discussed so far, and hence we
axiomatize it as an additional piece of structure. Our definition is similar in spirit
to the ‘active lattices’ of Heunen and Reyes [41] and also seems related to [6,
Section VI].
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Definition 13.4.1 An almost C*-algebra is a pair .A; a/ consisting of a piecewise
C*-algebra A 2 pC�alg1 and a self-action of A, which is a map

a W T.A/ �! pC�alg1.A;A/

assigning to every unitary � 2 T.A/ a piecewise automorphism a.�/ W A! A such
that

• � commutes with � 2 T.A/ if and only if a.�/.�/ D � ;
• in this case, a.��/ D a.�/a.�/.

So a must satisfy two equations on commuting unitaries. The first equation
implies that a commutative C*-algebra, considered as a piecewise C*-algebra, can
act on itself only trivially. Conversely, if the self-action is trivial, in the sense that
every a.�/ is the identity, then A must be commutative. The second equation implies
that if � and � commute, then also their actions commute:

a.�/a.�/ D a.��/ D a.��/ D a.�/a.�/:

Introducing a self-action a W T.A/ �! pC�alg1.A;A/ was motivated by physics
considerations discussion above and we expect the appearance of T to be related to
Pontryagin duality. The physical interpretation of the first axiom could instead be
related to Noether’s theorem.

Almost C*-algebras form a category denoted aC�alg1 as follows:

Definition 13.4.2 An almost �-homomorphism � W .A; a/ ! .B; b/ is a piecewise
�-homomorphism � W A! B which preserves the self-actions in the sense that

b.�.�//.�.˛// D �.a.�/.˛//: (13.4.2)

The forgetful functor C�alg1 ! pC�alg1 factors through aC�alg1 by associat-
ing to every C*-algebra A and unitary � 2 T.A/ its conjugation action,

a.�/.˛/ WD ��˛�:

Every �-homomorphism � W A ! B is compatible with the resulting self-actions.
The condition (13.4.2) becomes simply

�.�/��.˛/�.�/ D �.��˛�/: (13.4.3)

Our main question is whether the additional structure of a self-action, that is
present in an almost C*-algebras, is sufficient to recover the entire C*-algebra
structure:

Problem 13.4.1 Is the forgetful functor C�alg1 ! aC�alg1 an equivalence of
categories?
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In order for this to be the case, one would have to show that the functor is both
fully faithful and essentially surjective. While the latter question is wide open, it is
clear that the functor is faithful, since the forgetful functor C�alg1 ! pC�alg1 is.
We can also prove fullness in a W*-algebra setting:

Theorem 13.4.1 C�alg1 ! aC�alg1 is fully faithful on morphisms out of any W*-
algebra.

This result is similar to [41, Theorem 4.11], but does not directly follow from it.6

Proof We need to show surjectivity, i.e. if � W C.A/ ! C.B/ for a W*-algebra
A is a piecewise �-homomorphism which satisfies (13.4.3), then � extends to a �-
homomorphism A ! B. Let us first consider the case that A contains no direct
summand of type I2. Then for every state � W B! C, the map

˛ C iˇ 7�! �.�.˛/C i�.ˇ// (13.4.4)

for ˛; ˇ 2 R.A/ is a quasi-linear functional on A in the sense of [36, Defini-
tion 5.2.5] and, therefore, it is uniquely determined by its values on the projections
2.A/ [36, Proposition 5.2.6]. On the other hand, by the generalized Gleason
theorem [36, Theorem 5.2.4], this map 2.A/ ! R uniquely extends to a state
A ! R. In conclusion, composition with � takes states on B to states on A, and
hence R.�/ W R.A/! R.B/ is linear.

Furthermore, on R.A/ we have �.˛2/ D �.˛/2, which makes � into a Jordan
homomorphism. By a deep result of Størmer [67, Theorem 3.3], this means that
there exists a projection � 2 2.B/, commuting with the range of �, such that
˛ 7! ��.˛/ uniquely extends to a (generally nonunital) �-homomorphism, and
similarly ˛ 7! .1 � �/�.˛/ uniquely extends to a (generally nonunital) �-anti-
homomorphism. In other words, � decomposes into the sum of the restriction (to
normal elements) of a �-homomorphism and a �-anti-homomorphism. So far, we
have only made use of the assumption that � is a piecewise �-homomorphism.

In order to complete the proof in the case of A without type I2 summand we will
work with the corner .1 � �/A.1 � �/ in place of A itself. This then shows that
it is enough to consider the case � D 0, i.e. when � is the restriction of a �-anti-
homomorphism. In particular,

�.�/��.˛/�.�/ (13.4.3)D �.��˛�/ D �.�/�.˛/�.�/�;

and therefore �.˛/�.�2/ D �.�2/�.˛/ for all � 2 T.A/ and ˛ 2 C.A/. Since every
exponential unitary eiˇ is the square of another unitary, we know that �.˛/ commutes
with every exponential unitary. Since every element of A is a linear combination of

6This is because the notion of ‘active lattice’ of [41] includes a group that acts on the lattice and a
morphism of active lattices. In particular it is assumed to be a homomorphism of the corresponding
groups. If we had assumed something analogous in our definition of almost C*-algebra, the fullness
of the forgetful functor would simply follow from Proposition 13.3.1.



284 13 Extending the Topos Quantum Theory Approach

exponential unitaries, we conclude that �.˛/ commutes with �.ˇ/ for every ˇ 2
C.A/. Hence the range of � is commutative. In particular, � is also the restriction of
a �-homomorphism, which completes the proof for the case at hand.

Now consider the case of an almost �-homomorphism � W C.M2/ ! C.B/. Due
to the isomorphism M2 Š Cl.R2/ ˝ C with a complexified Clifford algebra, M2

is freely generated as a C*-algebra by two self-adjoints �x and �y subject to the
relations

�2x D �2y D 1; �x�y C �y�x D 0:

Since � commutes with functional calculus, the first two equations are clearly
preserved by � in the sense that �.�x/

2 D �.�y/
2 D 1. Concerning the third equation,

we know

��.�x/ D �.��x/ D �.�y�x�y/
(13.4.3)D �.�y/�.�x/�.�y/:

Hence �.�x/�.�y/C �.�y/�.�x/ D 0 due to �.�y/
2 D 1. Therefore the values �.�x/

and �.�y/ extend uniquely to a �-homomorphism O� W M2 ! B. The problem is
now to show that this coincides with the original � on normal elements. Since any
symmetry � 2 f�1;C1g.M2/ is conjugate to �x, we certainly have O�.�/ D �.�/

by (13.4.3) and the assumption O�.�x/ D �.�x/. However, because in the special
case of M2, every normal element can be obtained from a symmetry by functional
calculus, and both � and O� preserve functional calculus, it is sufficient to show that
O� D � on normal elements. This finishes off the case A D M2.

A general W*-algebra of type I2 is of the form A Š L1.�;�;M2/ for a suitable
measure space .�;�/. Let � W C.A/ ! C.B/ be an almost �-homomorphism,
we will first show that � uniquely extends to a bounded �-homomorphism on the
*-subalgebra of simple functions. For a measurable set 	 � �, let �	 W � !
f0; 1g be the associated indicator function. For non-empty 	 , the algebra elements
of the form ˛�	 for ˛ 2 M2 form a C*-subalgebra isomorphic to M2 itself (with
different unit). By the previous discussion, we know that � uniquely extends to a �-
homomorphism on this subalgebra. Furthermore, � behaves as expected on a simple
function

Pn
iD1 ˛i�	i . Assuming that the 	i’s form a partition of �, we have ˛i�	i �

˛j�	j D 0 for i ¤ j, and hence � is additive on the sum which implies

�

 
nX

iD1
˛i�	i

!
D

nX

iD1
�.˛i/�.�	i/: (13.4.5)

We show that � is linear on the sum of two self-adjoint simple functions. By
choosing a common refinement, it is enough to consider the case that the two
partitions are the same. Additivity then follows from (13.4.5) and additivity on
M2. Multiplicativity on unitary simple functions is analogous. Since the proof of
Lemma 13.3.1 still goes through in the present situation (where the *-algebra
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of simple functions is generally not a C*-algebra), we conclude that � extends
uniquely to a �-homomorphism on the simple functions. By construction this �-
homomorphism is bounded. Therefore it uniquely extends to a �-homomorphism
O� W A! B, which coincides with � on the normal simple functions. It remains to be
shown that O�.˛/ D �.˛/ for all ˛ 2 C.A/.

To obtain this for a given ˛ 2 C.A/, we distinguish those points x 2 � for which
˛.x/ is degenerate from those for which it is not. Since degeneracy is detected by
the vanishing of the discriminant tr2 � 4 det, the relevant set is

� WD f x 2 � j tr.˛.x//2 � 4 det.˛.x// D 0 g:

This set is measurable since both trace and determinant are measurable functions
M2 ! C. For every x 2 � n � there is a unique unitary �.x/ 2 T.M2/ such
that �.x/�˛.x/�.x/ is diagonal. Since the eigenbasis of a nondegenerate self-adjoint
matrix depends continuously on the matrix, it follows that the function x 7! �.x/ is
also measurable. By arbitrarily choosing �.x/ WD 1 on x 2 �, we have constructed
a unitary � 2 T.L1.�;�;M2//, such that ��˛� is pointwise diagonal. Thanks
to (13.4.3), it is therefore sufficient to prove the desired identity O�.˛/ D �.˛/ on
diagonal ˛ only. However, since these diagonal elements generate a commutative
C*-subalgebra, which contains a dense *-subalgebra of simple functions on which
O� and � are known to coincide, the proof is complete because both O� and � are �-
homomorphisms on this commutative subalgebra.

Now a general W*-algebra A is a direct sum of a W*-algebra without I2
summand and one that is of type I2 [71, Theorems 1.19 & 1.31]. Again, by
considering corners, it is straightforward to check that if the fullness property holds
on almost �-homomorphisms out of A;B 2 C�alg1, then it also holds on almost
�-homomorphisms out of A˚ B. ut

In general, the problem of fullness is related to the cohomology of the unitary
group T.A/ as follows: Let � W C.A/ ! C.B/ be an almost �-homomorphism
between C*-algebras. We can assume, without loss of generality, that im.�/
generates B as a C*-algebra. For unitaries �; � 2 T.A/ and any ˛ 2 
.A/, we
have

�.˛/ D � �����.��/˛.��/����

(13.4.3)D �.�/��.�/��.��/�.˛/�.��/��.�/�.�/

D �
�.��/��.�/�.�/

��
�.˛/

�
�.��/��.�/�.�/

�
:

Hence the unitary �.��/��.�/�.�/ commutes with �.˛/. By the assumption that
im.�/ generates B, this means that there exists c.�; �/ in the centre of T.B/, such
that

�.��/ D c.�; �/�.�/�.�/:
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As in the theory of projective representations of groups, we can use this relation to
evaluate � on a product of three unitaries �; �; � 2 T.A/, resulting in

c.��; �/c.�; �/�.�/�.�/�.�/ D �.���/ D c.�; ��/c.�; �/�.�/�.�/�.�/:

This establishes the cocycle equation

c.�; �/c.��; �/�c.�; ��/c.�; �/� D 1;

showing that c is a 2-cocycle on T.A/ with values in the centre of T.B/, which is
equal to the unitary group of the centre of B. Unfortunately, we do not know whether
this can be used to show that T.�/ W T.A/! T.B/ is a group homomorphism, which
would be enough to prove fullness in general by Proposition 13.3.1.

Let us now restate the remaining part of Problem 13.4.1:

Problem 13.4.2 Is the functor C�alg1 ! aC�alg1 full in general? If so, could it
even be essentially surjective?

13.5 Groups as Piecewise Groups with Self-Action

In order to get a better intuition for the relation between C*-algebras and almost
C*-algebras, it is instructive to perform analogous considerations for other mathe-
matical structures. In this section, we investigate the case of groups, which may also
be of interest in its own right.

By analogy with piecewise C*-algebras, we have:

Definition 13.5.1 ([41]) A piecewise group is a set G equipped with the following
pieces of structure:

1. a reflexive and symmetric relation � � G � G. If x� y, we say that x and y
commute;

2. a binary operation � W �! G;
3. a distinguished element 1 2 G;

such that every subset C � G of pairwise commuting elements is contained in some
subset NC � G of pairwise commuting elements, which is an abelian group with
respect to the data above.

Abelian groups are precisely those piecewise groups for which the commutativity
relation � is total. Piecewise groups form a category pGrp in the obvious way:

Definition 13.5.2 Given piecewise groups G and H, a piecewise group homomor-
phism is a function � W G! H such that if g� h in G, then

�.g/� �.h/; �.gh/ D �.g/�.h/: (13.5.1)
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It is straightforward to show that a piecewise group homomorphism satisfies
�.1/ D 1.

Every group can be considered as a piecewise group. This gives rise to a forgetful
functor Grp ! pGrp, which is faithful and reflects isomorphisms. Since it is not
full (taking inverses g 7! g�1 is a piecewise group homomorphism for every G,
but a group homomorphism only if G is abelian), this functor forgets some of the
structure that groups have. By analogy with Definition 13.4.1, we try to recover this
structure by equipping a piecewise group with a notion of inner automorphisms:

Definition 13.5.3 An almost group is a pair .G; a/ consisting of G 2 pGrp and a
self-action on G, which is a map

a W G �! pGrp.G;G/

assigning to every element g 2 G a piecewise automorphism a.g/ W G ! G such
that:

• g commutes with h if and only if a.g/.h/ D h;
• in this case, a.gh/ D a.g/a.h/.

Almost groups form a category denoted aGrp as follows:

Definition 13.5.4 An almost group homomorphism � W .G; a/ ! .H; ˇ/ is a
piecewise group homomorphism � W A! B such that

a.�.g//.�.h//D �.a.g/.h//: (13.5.2)

The forgetful functor Grp! pGrp factors through aGrp by associating to every
group G and to every element g 2 G, the conjugation action

a.g/.h/ WD g�1hg:

Every group homomorphism � W G ! H respects the resulting self-actions and the
condition (13.4.2) simplifies to:

�.g/�1�.h/�.g/ D �.g�1hg/: (13.5.3)

One can ask whether this forgetful functor Grp! aGrp is an equivalence of cate-
gories. In contrast to the discussion of Sect. 13.4, and in particular Theorem 13.4.1,
here we know the answer to be negative:

Theorem 13.5.1 The forgetful functor Grp! aGrp is not full.
In general, going from a group to an almost group still constitutes a loss of

structure.

Proof We provide an explicit example of an almost group homomorphism between
groups that is not a group homomorphism.



288 13 Extending the Topos Quantum Theory Approach

Let F2 be the free group on two generators a and b. For any word w 2 F2, let Ow
be the cyclically reduced word associated to w. Then consider the map � W F2 ! Z

where �.w/ is defined as the number of times that the generator a directly precedes
the generator b in Ow, minus the number of times that the generator b�1 directly
precedes the generator a�1 in Ow. By construction, this is invariant under conjugation
and therefore satisfies (13.5.3). If v;w 2 F2 commute, then they must be of the
form v D um and w D un for some u 2 F2 and m; n 2 Z [53, Proposition 2.17].
Hence to verify that � is a piecewise group homomorphism, it is enough to show
that �.uk/ D �.u/k for all k 2 Z. This is the case because we have Ouk D Ouk at the
level of reduced cyclic words.

On the other hand, � is not a group homomorphism since �.a/ D �.b/ D 0, while
�.ab/ D 1. ut

As the second half of the proof indicates, part of the problem is that a free group
has very few commuting elements. One can hope that the situation will be better for
finite groups.

Problem 13.5.1 Is the restriction of the functor Grp! aGrp from finite groups to
finite almost groups an equivalence of categories?

13.6 Open Problems: States and State-Space

As explained in previous chapters and in [26], topos quantum theory is formulated in
terms of a topos that depends on the particular physical system under consideration,
namely the category of presheaves on the poset of commutative subalgebras of the
algebra of observables A. Instead of working with commutative subalgebras only,
in this chapter we consider all *-homomorphisms C.X/ ! A for all commutative
C*-algebras C.X/. Doing so means that A becomes a functor CHaus ! Sets.
In this way, we can consider all physical systems as described by objects in the
functor category SetsCHaus or the category of sheaves Sh.CHaus/. This will allows
us to consider multiple physical systems at once, shedding light on the problem of
composite systems in topos quantum theory.
As a first step in this direction would be to determine the state-space for a quantum
system in terms of the topos Sh.CHaus/. This is still an open problem, however
a few things can be said on that matter. It is clearly possible to construct a functor
P W CHaus ! Sets which assigns to each space X 2 CHaus the set of regular
probability measures P.X/. In this setting a state could be defined as a natural
transformation

�.A/! P

such that for every space X 2 CHaus the component X.A/ ! P.X/ assigned to
each measurement ˛ with outcome in X, the probability measure associated to that
measurement. Each state s 2 A induces such a natural transformation, however it is
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not clear at this stage if the converse holds, namely, if each natural transformation
�.A/! P arises from a state. If this would be the case we would obtain a bijective
correspondence between states of the algebra A and natural transformations�.A/!
P. It can be argued that if A is any kind of algebra for which Gleason’s theorem
applies, then the natural transformations�.A/! P are exactly the states on A.

Given the above reasoning it would seem reasonable to define the state-space
as some kind of exponential object. The question is then to figure out which
category to use to define the exponential object. On the one hand we have sheaves
�.A/ 2 Sh.CHaus/ for each A 2 pC�Alg1, which represent potential physical
systems, and on the other we have the presheaves P W SetsCHaus, which assigns
probability measure to potential physical systems. Ideally the state-space would be
the exponential object P�.A/, however, it is still unclear in which category to take this
object. A possible candidate would be SetsCHaus, since both functors live in there,
but CHaus is not even locally small.

Solving this issue is an important open problem in the topos quantum theory
formalism.



Chapter 14
Quantization in Topos Quantum Theory:
An Open Problem

In this chapter we are interested in analysing how, if at all, different quantizations
can be represented in Topos Quantum Theory. We already know from the work
of [57] that it is indeed possible to define the concept of quantization within a
topos. We would like to extend this program to incorporate all possible equivalent
quantizations.

When talking about quantization we are faced by two situations:

(a) there is an existing underlining classical system;
(b) there is no underlining classical system.

In the first sections of this chapter we will perform a general analysis of both these
situations. However, when utilising the quantization in a topos defined in [57] we
will assume the existence of an underlining classical system as was done by the
author.

The detailed development of the case in which there is no underlying classical
system is left for future work.

14.1 Abstract Characterisation of Quantization

In this section we would like to give a general description of a possible way to define
quantization in a topos. A possible approach for defining quantization would be to
choose, as a base category, a collection of objects representing label of physical
quantities with some structure, then quantization would involve associating these
labels with specific operators in a concrete Hilbert space and, hence, with one of
our topos structures.

If this approach is adopted, the first issue would be to define what sort of
mathematical structure such a collection of labels should have. The choice will
depend on whether or not we are considering an underlining classical system with
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a symplectic manifold, S as state space or not. We will deal first with the situation
when there is an underlying classical theory.

In this case the base category can be chosen to be the poset of subalgebras of
C1.S;R/1 that are abelian as computed with the Poisson bracket on S. The idea here
is that each (see below) element of C1.S;R/ is labelled by the physical quantity to
which it corresponds, and that this labelling is fixed in concrete: i.e., one cannot start
performing symplectic covariance transformations on the whole system.

Quantization will then involve defining various ‘topos representation’ of this base
poset. Of particular importance will be the construction of sheaves/presheaves over
the poset on which the Dirac covariance group, G, acts. However the following
issues have to be addressed:

1. We know from the van Hove effect that the naive interpretation of quantization,
namely associating commutators with Poisson brackets, is not possible. Thus it
seems necessary to restrict C1Lie.S;R/ in some way. When S is finite2 dimensional
and admits a finite 1-dimensional transitive group G of symplectic transforma-
tions, then we restrict our attention to the subalgebra L.G/ � C1Lie.S;R/ spanned
by G. The corresponding base category/poset of commutative Lie subalgebras of
L.G/ will be denoted3 PG. However, it will generally be the case that one needs
to add ‘by hand’ certain physical quantities (e.g., the Hamiltonian) which are not
already contained in L.G/. Of course, for some very limited situation this will
not be the case: for example in the SHO the Hamiltonian itself belongs to the Lie
algebra.

When there is no classical Lie algebra chosen, we will write the poset of labels
as PS. To get the poset structure it is necessary to use the Lie bracket on one
particular quantization, thus PS ' V.H/ although it must be born in mind that
the unitary group U.H/ does not act on PS even if it does act on V.H/.

2. Should we place a topology on C1Lie.S;R/ and, if so, do the abelian subalgebras
have to be closed subsets? Of course for finite-dimensional G this problem does
not arise.

3. Is C1Lie.S;R/ general enough? The reason C1-functions are chosen is because the
Poisson bracket between any two of them is well-defined and belongs to the same
space. However, this clearly excludes certain functions on S that, arguably, are of
physical interest, but which are not of this type. For example, the characteristic
function, �A, of a (measurable) subset A � S corresponds to a proposition. This
is not C1 but, in the quantum theory, it is represented by a projection operator.

4. One might want to enlarge the classical space of observables to the space,
Meas.S;R/, of measurable real-valued functions. The problem of course is

1When we think of C1.S;R/ as a Lie algebra we will use the notation C1

Lie .S;R/.
2There is always an infinite-dimensional transitive group, namely the group of symplectic
transformations of S.
3Note that the use of PG raises the interesting question as to the extent to which the non-
commutative structure of the Lie algebra L.G/ can be recovered from knowing the poset structure
of its abelian Lie subalgebras.
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that Poisson brackets are not defined on such functions (unless, one admits
distributional results?).

We will now set aside the above issues and analyse various possible quantization
strategies using the poset, PG, of commutative Lie subalgebras of L.G/. To do
this we will pick one particular representation on a Hilbert space H although,
in principal, one could consider unitarily inequivalent quantizations for systems
where the Stone von Neumann theorem does not hold. In this setting we define a
quantization on H to be any poset morphism, � W PG! V.H/, from the poset PG
to the poset V.H/. Although any quantization can be seen as such a morphism, the
converse is not true.

Denoting the collection of all poset morphisms by Homposet.PG;V.H/// we can
define a group action on them by the group4 G � U.H/ as follows:

.lg�/L WD lg.�.L// D OUg�.L/ OUg�1 (14.1.1)

for each L 2 PG and � 2 Homposet.PG;V.H///. Note that we are assuming no
group action on Homposet.PG;V.H///.5

This definition of representation is clearly very naive, since all that each poset
morphisms � does is to associate, to each abelian subalgebra L of PG, an abelian
von Neumann subalgebra,�.L/ 2 V.H/ in such a way that the ordering is preserved,
i.e. if L1 � L2 then �.L1/ � .L2/. However this is not enough to characterise a well
defined quantization, in particular we would want that the maps � respect the vector
space structure on each L 2 PG. In order to solve this problem we will introduce a
new presheaf later on, but for now we will stick with our simplified model and see
what we can learn from it.

14.1.1 Quantization Presheaf

We would now like to define a presheaf over PG which, in a way, represents all
possible quantization of PG. A possibility is to construct a presheaf using local
poset homomorphisms as follows:

4Clearly to define an action of G on these poset morphisms we are using a representation of G on
H. By factoring this representation by its Kernel, we can assume that it is indeed faithful.
5One can think of this as the idea that the elements in each poset L represent labels of physical
quantities and these are fixed once and for all.
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Definition 14.1.1 We define the presheaf R on PG which has as

1. Objects: for each L 2 PG we have RL WD Homposet.# L;V.H//.
2. Morphisms: given a morphism iL1;L2 W L1 ! L2 then the corresponding presheaf

morphism is

R.iL1;L2 / W Homposet.# L2;V.H//! Homposet.# L1;V.H// (14.1.2)

� 7! �j#L1 : (14.1.3)

We then have the following lemma6:

Lemma 14.1.1

	R ' Homposet.PG;V.H// : (14.1.4)

Proof In order to prove the above lemma we need to define a map between
Homposet.PG;V.H// and 	R and then, show, that it is indeed the desired isomor-
phisms. We define the following:

i W Homposet.PG;V.H//! 	R (14.1.5)

such that for each � 2 Homposet.PG;V.H// and L 2 PG we have

i.�/.L/ WD �j#L (14.1.6)

where �j#L 2 Homposet.# L;V.H//. If we then consider L1 � L2 then i.�/.L1/ WD
�j#L1 D .�#L2 /#L1 D .i.�/.L2//#L1 D R.iL1;L2 /.i.�/.L2//. Thus indeed i.�/, as
defined above, is a global element.
We now define the inverse as follows:

j W 	R! Homposet.PG;V.H// (14.1.7)

by

. j.�//.L/ WD �.L/.L/ (14.1.8)

for all L 2 PG and � 2 	R. Moreover given L1 � L2 then j.�/.L1/ WD �.L1/.L1/ D
�.L2/.L1/ � �.L2/.L2/ D . j.�//L2. If follows that j.�/, as defined above, is indeed
a poset morphisms. It is easy to see that i and j are inverse of each other. ut

The group action on R is defined similarly as in Eq. (14.1.1), namely

.lg�/Li WD lg.�.Li// (14.1.9)

for all � 2 Homposet.# L;V.H//, Li 2# L and g 2 U.H/.

6Here 	R denotes the global sections of R.
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Since both # L and V.H/ are equipped with the Alexandroff topology, we will make
use of the following Lemma

Lemma 14.1.2 Let ˛ W P1 ! P2 be a map between posets P1 and P2. Then ˛ is
order preserving if and only if for each lower set L � P2, we have that ˛�1.L/ is a
lower subset of P1.

Proof Let us assume that ˛ is order preserving and let L � P2 be lower. Now let
z 2 ˛�1.L/ 2 P1, i.e., ˛.z/ D l for some l 2 L, and suppose y 2 P1 is such that
y � z. Since ˛ is order preserving we have ˛.y/ � ˛.z/ D l 2 L, which, since L is
lower, means that ˛.y/ 2 L, i.e., y 2 ˛�1.L/. Hence ˛�1.L/ is lower.

Conversely, suppose that for any lower set L 2 P2 we have that ˛�1.L/ 2 P1
is lower, and consider a pair x; y 2 P1 such that x � y. Now # .y/ is lower in P2
and hence ˛�1.# ˛.y// is a lower subset of P1. However ˛.y/ 2# ˛.y/ and hence
y 2 ˛�1.# ˛.y//. Therefore, the fact that x � y implies that x 2 ˛�1.# ˛.y//, i.e.,
˛.x/ 2# ˛.y/, which means that ˛.x/ � ˛.y/. Therefore ˛ is order preserving. ut

Given the above Lemma we can write

RL D Homposet.# L;V.H// D C.# L;V.H// (14.1.10)

where C.# L;V.H// denotes the set of all continuous functions. Moreover, given
two continuous functions f ; g W# L ! V.H/, these have the same germ at L 2 PG
iff f#L D g#L. Thus, denoting the sheaf of germs (See Sect. A.4 in the Appendix) of
continuous functions between any two topological spaces X and Y as C.X;Y/, we
can write

R ' C.PG;V.H// ; (14.1.11)

such that for each L 2 PG, the space of germs at L is

RL ' CL.PG;V.H// : (14.1.12)

As a consequence of Lemma 14.1.1 we have that

	R ' C.PG;V.H// : (14.1.13)

14.1.2 Considering All Quantizations At Once

Since our aim is, eventually, to define a topos quantum theory which takes into con-
sideration all possible quantization, we would like to consider these quantizations
as elements of a new base category. This can indeed be done bydefining an ordering
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on the bundle space ƒR of the etalé bundle pR W ƒR! PG, associated to the sheaf
R. Such an ordering is defined as follows: given two elements �1; �2 2 ƒR then

�1 � �2 iff pR.�1/ � pR.�2/ and �1 D �2
j pR.�1/

: (14.1.14)

Given such an ordering we then have the following theorem:

Theorem 14.1.1 The Alexandrof topology on R defined via the above ordering is
homeomorphic to the etalé topology of ƒ.R/ associated with the etalé bundle pR W
ƒR! PG.

Before proving the above theorem we will briefly recall the definition of an etalé
bundle.

Definition 14.1.2 Given a topological space X, a bundle pE W E ! X is said to
be etalé iff pA is a local homeomorphism. By this we mean that, for each e 2 E
there exists an open set V with e 2 V � E, such that pV is open in X and pjV is a
homeomorphism V ! pV .

We now will prove the above theorem.

Proof Let us consider an open set U in the etalé topology of ƒ.R/. Since pR W
ƒ.R/! PG is a local homeomorphism,7 then pR.U/ is open in PG, i.e., it is a lower
set in the Alexandroff topology. However, by the definition of the poset structure on
ƒR, p is order preserving, thus p�1R ı pR.U/ is a lower set inƒR. Moreover since pR

is a local homeomorphism then p�1R ı pR.U/ D U is a lower set in ƒR.
Conversely, let U be an open set in the Alexandroff topology on ƒR. Since pR

is order preserving then pR.U/ is a lower set in PG. Now since pR W ƒR ! PG is
an etalé bundle we know that pR is a local homeomorphism in the etalé topology.
Thus, restricting only to open sets, we have that p�1R .pR.U// is an open set in the
etalé topology. However p�1R ı pR.U/ D U, i.e., U is open in the etalé topology. ut

If we, indeed, do want to use ƒR as the base category we need a way of “pulling
back” the presheaves we defined in V.H/ to presheaves on ƒR. This can be done
with the aid of the following functor:

Theorem 14.1.2 The map J0 W Sh.V.H//! Sh.ƒR/ defined on

1. Objects: given � 2 ƒR we define

. J0.A//� WD A�.pR.�//
D .��A/pR.�/ (14.1.15)

such that if �1 � �2 (pR.�1/ � pR.�2/ and �1 D .�2/pR.�1/) we define
J0.A/.i�1�2/ W J0.A/�2 ! J0.A/�1 by

J0.A/.i�1�2/ WD A.i�1�2/ W A�2. pR.�2//
! A�1. pR.�1//

: (14.1.16)

7In the sense that for each element � 2 .ƒR/V , given the open neighbourhood U, pR.U/ is
open in PG and pR restricted to U 3 � is a homomorphisms, i.e., .pR/jU W U ! pR.U/ is a
homomorphisms.
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2. Maps: given f W A! B in Sh.V.H// we define J0. f /� W J0.A/� ! J0.B/� as the
maps f�.pR.�// W A�.pR.�//

! B�.pR.�//
.

Proof Consider an arrow f W A! B in Sh.V.H// such that, for each V 2 V.H/, the
local component is fV W AV ! BV with commutative diagram

AV

fV

AV V

BV

BV V

AV
fV

BV

for all pairs V1, V2 with V2 � V1. Now suppose that �2 � �1, such that (i) pR.�2/ �
pR.�1/; and (ii) �2 D �1jpR.�2/. We want to show that the action of the J0 functor
gives the commutative diagram

J0 A
J0 f

J0 A i

J0 B

J0 B i

J0 A
J0 f

J0 B

for all V2 � V1. By applying the definitions, we get

A pR

f pR

A pR pR

B pR

B pR pR

A pR f pR

B pR

which is commutative. Therefore J0. f / is a well defined arrow in Sh.ƒR/ from
J0.A/ to J0.B/.
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Given two arrows f ; g in Sh.V.H// then it follows that:

J0. f ı g/ D J0. f / ı J0.g/ : (14.1.17)

This proves that the J0 is a functor from Sh.V.H// to Sh.ƒR/. The propertied of
this ut
Corollary 14.1.1 The functor J0 preserves monics.

Proof Given a monic arrow f W A! B in Sh.V.H// then by definition

J0. f /wg
V2
W J0.A/wg

V2
! J0.B/wg

V2
(14.1.18)

f�g
2 . pJ .�

g
2//
W A�g

2 . pJ.�
g
2 //
! B�g

2 . pJ .�
g
2//

(14.1.19)

The fact that such a map is monic is straightforward. ut
Similarly we can show that

Corollary 14.1.2 The functor J0 preserves epic arrows.

Proof Given an epic arrow f W A! B in Sh.V.H// then by definition

J0. f /wg
V2
W J0.A/wg

V2
! J0.B/wg

V2
(14.1.20)

f�g
2 . pJ .�

g
2//
W A�g

2 . pJ.�
g
2 //
! B�g

2 . pJ .�
g
2//

(14.1.21)

The fact that such a map is epic is straightforward. ut
We would now like to know how such a functor behaves with respect to the

terminal object. To this end we define the following corollary:

Corollary 14.1.3 The functor J0 preserves the terminal object.

Proof The terminal object in Sh.V.H// is the objects 1Sh.V.H// such that to each
element V 2 V.H/ it associates the singleton set f�g. We now apply the J0 functor
to such an object obtaining

J0.1Sh.V.H///wg
V
WD .1Sh.V.H///�g. pJ .�g// D f�g (14.1.22)

where �g is the unique homeomorphism associated to the coset wg
V .

Thus it follows that J0.1Sh.V.H/// D 1Sh.ƒ.G=GF//
ut

We now check whether J0 preserves the initial object. We recall that the initial
object in Sh.V.H// is simply the sheaf OSh.V.H// which assigns to each element V
the empty set f;g. We then have

J0.OSh.V.H///wg
V
WD .OSh.V.H///�g. pJ .�g// D f;g (14.1.23)

where �g 2 Hom.# V;V.H// is the unique homeomorphism associated with the
coset wg

V .
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It follows that:

J0.OSh.V.H/// D OSh.ƒ.G=GF//
(14.1.24)

From the above proof it transpires that the reason the functor J0 preserves monic,
epic, terminal object, and initial object is mainly due to the fact that the action of
J0 is defined component-wise as . J0.A//� WD A�.V/ for � 2 Hom.# V;V.H//. In
particular, it can be shown that J0 preserves all limits and colimits.

Theorem 14.1.3 The functor J0 preserves limits.
In order to prove the above theorem we first of all have to recall some general

results and definitions. To this end consider two categories C and D, such that there
exists a functor between them F W C ! D. For a small index category J, we consider
diagrams of type J in both C and D, i.e. elements in CJ and DJ , respectively. The
functor F then induces a functor between these diagrams as follows:

FJ W CJ ! DJ (14.1.25)

A 7! FJ.A/ (14.1.26)

such that .FJ.A//. j/ WD F.A. j//. Therefore, if limits of type J exist in C and D we
obtain the diagram

CJ
lim J

FJ

C

F

DJ

lim J

D

where the map

lim J
W CJ ! C (14.1.27)

A 7! lim J
.A/ (14.1.28)

assigns, to each diagram A of type J in C, its limit lim J.A/ 2 C. By the universal
properties of limits we obtain the natural transformation

˛J W F ı lim J
! lim J

ıFJ (14.1.29)

We then say that F preserves limits if ˛J is a natural isomorphisms.
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For the case at hand, in order to show that the functor J0 preserves limits we need to
show that there exists a map

˛J W J0 ı lim J
! lim J

ıJJ
0 (14.1.30)

which is a natural isomorphisms. Here JJ
0 represents the map

JJ
0 W .Sh.V.H//

�J !
�

Sh.ƒ.G=GF//
�J

(14.1.31)

A 7! JJ
0.A/ (14.1.32)

where . JJ
0.A/. j//� WD J0.A. j//� .

The proof of ˛J being a natural isomorphisms will utilise a result derived in [55]
where it is shown that for any diagram A W J ! CD of type J in CD the following
isomorphisms holds

�
lim J

A
�

D ' lim J
AD 8 D 2 D (14.1.33)

where AD W J ! C is a diagram in D. With these results in mind we are now ready
to prove Theorem 14.1.3

Proof Let us consider a diagram A W J ! SetsV.H/ of type J in SetsV.H/:

A W J ! SetsV.H/ (14.1.34)

j 7! A. j/ (14.1.35)

where A. j/.V/ WD AV. j/ for AV W j ! Sets a diagram in Sets. Assume that L is a
limit of type J for A, i.e. L W V.H/! Sets such that lim J A D J. We then construct
the diagram

SetsV
J lim J

JJ0

SetsV

J0

Sets G GF
J

lim J

Sets G GF

and the associated natural transformation

˛J W J0 ı lim J
! lim J

ıJJ
0 (14.1.36)
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For each diagram A W J ! SetsV.H/ and � 2 ƒ.G=GF/ we obtain

�
J0 ı lim J

.A/
�

�
D
�

J0
�

lim J
A
��

�
WD � lim J

A
�
�.V/
' lim J

A�.V/ (14.1.37)

where A�.V/ W J ! Sets, such that A�.V/. j/ D A. j/.�V/.8

On the other hand
��

lim J
ıJJ
0

�
A
�

�
D
�

lim
J
. JJ

0.A//
�

�
' lim J

. JJ
0.A//� D lim J

A�.V/ (14.1.38)

where

JJ
0.A/ W J ! Setsƒ.G=GF/ (14.1.39)

j 7! JJ
0.A/. j/ (14.1.40)

such that for all � 2 ƒ.G=GF/ we have
�

JJ
0.A. j//

�
�
D � J0.A. j//

�
�
D A. j/�.V/.

It follows that

J0 ı lim J
' lim J

ıJJ
0 (14.1.41)

ut
Similarly one can show that

Theorem 14.1.4 The functor J0 preserves all colimits
Since colimits are simply duals to the limits, the proof of this theorem is similar

to the proof given above. However, for completeness sake we will, nonetheless,
report it here.

Proof We first of all construct the analogue of the diagram above:

SetsV
J lim J

JJ0

SetsV

J0

Sets G GF
J

lim J

Sets G GF

8Recall that A W J ! SetsV.H/ is such that AV . j/ D A. j/.V/, therefore
�

J0.A. j//
�
�
WD

A. j/�.V/ D A�.V/. j/.
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where lim!J W
�

SetsV.H/
�J

0
! SetsV.H/ represents the map which assigns colimits

to all diagrams in
�

SetsV.H/
�J

0
.

We now need to show that the associated natural transformation

ˇJ W J0 ı lim!J
! lim!J

ıJJ
0 (14.1.42)

is a natural isomorphisms.

For any diagram A 2
�

SetsV.H/
�J

0
and � 2 ƒ.G=GF/ we compute

�
J0 ı lim!J

.A/
�

�
D
�

J0.lim!J
A/
�

�
D
�

lim!J
A
�

�.V/
' lim!J

A�.V/ (14.1.43)

where
�

lim!J A
�

�.V/
' lim!J A�.V/ is the dual of (14.1.33). On the other hand

�
.lim!J
ıJJ
0/.A/

�

�
D
�

lim!J
. JJ

0.A//
�

�
' lim!J

. JJ
0.A//� D lim!J

A�.V/ (14.1.44)

It follows that indeed ˇJ is a natural isomorphisms. ut
The Adjoint Functor Theorem as applied to Grothendieck toposes [50] states

that any colimit preserving functor between Grothendieck topoi has a right adjoint
and any limit preserving functor has a left adjoint, so J0 has both adjoints. The
construction of these functors is left as an exercise.

It is a standard result that, given a map f W X ! Y between topological spaces X
and Y, we obtain the following geometric morphisms:

f � W Sh. Y/! Sh.X/ (14.1.45)

f� W Sh.X/! Sh. Y/ (14.1.46)

and we know that f � a f�, i.e., f � is the left adjoint of f�. If f is an etalé map,
however, there also exists the left adjoint f Š to f �, namely

f Š W Sh.X/! Sh. Y/ (14.1.47)

with f Š a f � a f�.
It can be shown that:

f Š. pA W A! X/ D f ı pA W A! Y (14.1.48)

so that we combine the etalé bundle pA W A ! X with the etalé map f W X ! Y, to
give the etalé bundle f ı pA W A! Y.

Given a map ˛ W A ! B of etalé bundles over X, we obtain the map f Š.˛/ W
f Š.A/! f Š.B/ which is defined as follows.
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We start with the collection of fibre maps ˛x W Ax ! Bx, x 2 X, where Ax WD
p�1A.fxg/, then, for each y 2 Y we want to define the maps f Š.˛/y W f Š.A/y !
f Š.B/y, i.e., f Š.˛/y W p�1

�
A. f�1f yg/�! p�1

�
B. f�1f yg/�. These are defined as:

f Š.˛/y.a/ WD ˛pA.a/.a/ (14.1.49)

for all a 2 f Š.A/y D p�1
�
A. f�1fag/�.

For the case at hand, we will utilised the left adjoint functor

pRŠ W Sh.ƒR/! Sh.PG/ pRŠ ` p�R :

to map sheaves overƒR to sheaves over the poset category PG.
Thus, given a sheaf K 2 Sh.ƒR the associated etalé bundle over ƒR is pK W

ƒK ! ƒR. Then9 pRŠ W Et.ƒR/! Et.PG/ is defined by

pRŠ. pK W ƒK ! ƒR/ WD pR ı pK W ƒK ! PG :

The precise way in which the left adjoint functor pRŠ is constructed is reported in
the Sect. A.5 in the Appendix.
Given a sheaf A 2 Sh.V.H// we are now able to define the corresponding sheaf
over PG as pR ı J0.A/ where, now, the bundle space is

ƒ. pR ı J0.A//L WD
[

�2Homposet.#L;V.H//
�� D .A/L : (14.1.50)

It is interesting to note that, although the functor J0 preserves the terminal object,
the composition pR ı J0 doesn’t (this was already shown in [27] but for different
functors). In particular, given the terminal object 1Sh.V.H// then, for all � 2 ƒR we
have

. J0.1Sh.V.H////� D .1Sh.V.H///�. pR.�// D f�g ; (14.1.51)

hence

J0.1Sh.V.H/// D 1Sh.ƒR/ : (14.1.52)

However, if we then apply the functor pRŠ we obtain

pRŠ.1Sh.ƒR// D R ¤ 1Sh.PG/ : (14.1.53)

9Here Et.ƒR/ indicates the etalé bundles over ƒR.
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14.1.3 Preservation of Linear Structure Through
the Presheaf I

The presheaf R, although useful at a conceptual level it does not address the
preservation of linear structure. A possible way to preserve such a structure is to
construct a poset morphism � W# L ! V.H/ (L 2 PG) by first introducing a Lie
algebra homomorphism, f W L! B.H/ and then defining

�f .L/ WD f .L/
00

(14.1.54)

where f .L/
00

is the double commutant of the abelian subalgebra f .L/ � B.H/.
Clearly f extends to a poset morphisms from # L to V.H/ as f .L0/ WD �f jL0 .L0/

00

where �f jL0 W L0 ! B.H/ is f restricted to the subalgebra L0 � L.
Given this construction it is now possible to define the following presheaf:

Definition 14.1.3 The pre-quantization presheaf has:

• as objects

IL WD HomLie.# L;B.H// (14.1.55)

for L 2 PG
• as Morphisms: given a map iL1L2 W L1 � L2, the presheaf maps are I.iL1L2 / W

IL2 ! IL1 such that

I.iL1L2 /. f / WD fjL1 (14.1.56)

for all f 2 IL1 D HomLie.L1;B.H//.

Since we want faithful representations, we restrict the homomorphisms to only
include injective ones.

We could obviously restrict f to irreducible representations. Clearly each such
irreducible representation will give a global element of I, however it is not clear at
this stage if the converse is true.

The bundle space ƒI can be given a poset structure in a similar way as it was
done for ƒR, namely: given two elements f1; f2 2 �I then

f1 � f2 iff pI. f1/ � pI. f2/ :

The group action is defined in the obvious way: for each OU 2 U.H/ and f 2 IL D
HomLie.L;B.H// then l OU. f / 2 IL is

.l OUf /.v/ WD OUf .v/ OU�1 : (14.1.57)

l OU. f / is indeed an algebra homomorphisms.
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Similarly, as it was done for the R presheaf, we now utilise the poset ƒI as our
base category and define a functor I0 W Sh.V.H//! Sh.ƒI/.

Theorem 14.1.5 The functor I0 is defined:

1. on objects: for all f 2 ƒI we define

.I0.A//. f / WD Af . pI . f //00 (14.1.58)

where pI W ƒI ! PG.
If f2 � f1 then I0Af1;f2 W .I0.A//. f1/! .I0.A//. f2/ is defined as

I0Af1;f2 WD Af1. pI . f1//
00 f2. pI. f2//

00 W Af1. pI. f1//
00 ! Af2. pI. f2//

00 : (14.1.59)

2. On arrows: for any g W A ! B, and for each f 2 ƒI we define I.g/f W Af ! Bf
as gf .pI . f //00 W Af .pI . f //00 ! Bf .pI . f //00 .

Proof Consider an arrow f W A ! B in Sh.V.H//, so that for each V 2 V.H/ the
local component is fV W AV ! BV with commutative diagram

AV

fV

AV V

BV

BV V

AV
fV

BV

for all pairs V1, V2 with V2 � V1. Now suppose that f2 � f1, such that (i) pI. f2/ �
pI. f1/; and (ii) f2 D f1jpI. f2/, we want to show that, for all V2 � V1, the action of the
I0 functor gives the following commutative diagram

I0 A f

I0 f f

I0 A if f

I0 B f

I0 B if f

I0 A f
I0 f f

I0 B f
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By applying the definitions we get

Af pI f

ff pI f

Af pI f f pI f

Bf pI f

Bf pI f f pI f

Af pI f
ff pI f

Bf pI f

which is commutative. Therefore I0. f / is a well defined arrow in Sh.ƒI/ from I.A/
to I.B/. Moreover, given two arrows f ; g in Sh.V.H// it easy to see that

I0. f ı g/ D I0. f / ı I.g/ :

This proves that I is a functor from Sh.V.H// to Sh.ƒI/. ut
Given the etalé bundle map pI W ƒI ! PG we then utilise the left adjoint functor

pIŠ to map the sheaves over ƒI to sheaves over the poset PG, thus obtaining the
composite functor

F WD pIŠ ı I0 : (14.1.60)

14.1.4 Relation Between the Functors I and R

Theorem 14.1.6 The map k W I ! R defined for each L 2 PG as

kL W HomLie.L;B.H//! Homposet.# L;V.H// (14.1.61)

q 7! kL.q/ (14.1.62)

such that kL.q/.L0/ WD .q.L0//00

for all L0 � L, is a functor.

Proof To show that the map k, as defined above, is indeed a functor we need to show
that for all L 2 PG the following diagram commutes:



14.1 Abstract Characterisation of Quantization 307

HomLie L B
f

kL

Homposet L V

kL

HomLie L B
g

Homposet L V

That is, we need to show that for all q 2 HomLie.L;B.H//, then

kL0 ı f .q/ D g ı kL.q/ : (14.1.63)

Now, for all L0 � L .kL0 ı f .q//.L0/ WD . f .q.L0//
00 D .q0

L.L0//
00

. This is equivalent
to .q

0

L.L0//
00 D .q.L0//00

.
On the other hand g ı kL.q/ WD .kL.q//j#L0 therefore, for all L0 � L,

.kL.q//j#L0 .L0/ D kL0 .q/.L0/ D .q.L0//00

. ut
Now that we have the two functors I0 and J0 it is interesting to note that for each

A 2 Sh.V.H// we have, for � 2 Homposet.# L;V.H//

J0.A/� WD A�.L/ D .��A/L (14.1.64)

and

I0Af D J0.A/kl. f / D k�L . J0.A//f (14.1.65)

for f 2 HomLie.L;B.H//. Therefore we obtain that

I0Af1f2 WD A�f1 . pI . f1//
00

�f2 . pI. f2//
00 W A�f1 . pI . f1//

00 ! A�f2 . pI . f2//
00 : (14.1.66)

From the definition it follows that this k functor can be seen as a context
preserving functor. In particular, if we see it as a bundle map we would obtain the
map k W ƒI ! ƒR between the etalé bundle spaces. Consequently the pull back
would be

Œk�. J0.A//
f D J0.A/kL. f / D Af .L/00 D I0.A/f (14.1.67)

for all f 2 ƒI and pI. f / D L.
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14.2 Quantization by Nakayama

In [57] the author defines a concrete way of defining a quantization in a topos
given an underlining classical system. This method turns out to be a particular
application of the above abstract description of a quantization in a topos, although
it is not presented in that way by the author. In the following we will first report the
main ideas in the paper, then try to generalise it to incorporate unitary equivalent
quantizations.

In [57] the author starts by considering a collection of so called pre-quantization
categories which are basically posets of lie-abelian classical observables. In partic-
ular, let us consider the set O of all classical observables, then Co is the collection
of all subsets C � O such that for any a; b 2 C then Œa; b
 D 0. Co forms a category
under inclusion. A pre-quantization category is then defined as follows:

Definition 14.2.1 Any full subcategory of Co is a pre-quantization category.
It is straightforward to see that the collection of pre-quantization categories forms

itself a category under inclusion. We will denote such a category by C.
In what follows we will assume that Co is invariant under any symplectic covariance
transformation. Given such a category, it is possible, as shown in [57] to define a
quantization functor. In particular, given any classical observable a we can define
the quantization of a through the map10

Qv W a 7! eiOa : (14.2.1)

This map induces a quantization functor � defined as follows:

� W Co ! V.H/ (14.2.2)

C 7! ‡.C/
00

(14.2.3)

where ‡.C/
00 D . Qv.C/ [ Qv.C/�/00

(here 00 represents the double commutant
operator). Thus ‡.C/

00

is the smallest abelian von Neumann algebra containing
‡.C/. Since �.C0/ � �.C/ whenever C0 � C, it follows that indeed � is a functor.
It is easy to ‘extend’ � to a functor on C, where for all C 2 C, then �jC W C! V.H/
is the restriction of � to C.

We are interested not only in a single quantization but in all possible unitary
equivalent quantizations, therefore we need to define the action of G � U.H/
on �. This will allow us to define the notion of unitary equivalent quantizations
implementing the Dirac covariance of quantum theory. In particular, for each g 2 G
and C 2 Co we define

lg�.C/ WD lg.�.C// :

10The author in [57] claims that the map Qv is faithful, however because of the periodicity of the
exponential function it is not clear to us how he justifies his claim.
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Having defined the action of G on the quantization functor we can define the
quantization presheaf over Co as follows:

Definition 14.2.2 The quantization presheaf Q W C0 ! Sets is defined on

1. Objects: for each C 2 Co we assign the collection of unitary equivalent
quantization maps, i.e. Q.C/ WD flg� W# C ! V.H/jg 2 Gg where lg�.C/ WD
lg.�.C//. We assume that there is no group action on Co.

2. Morphisms: given a map iC1;C2 W C1 � C2 the corresponding presheaf map is

Q.iC1;C2 / W Q.C2/! Q.C1/ (14.2.4)

� 7! �jC1 (14.2.5)

We would now like to consider all possible equivalent quantizations at the same
time. To this end we will adopt a similar trick as the one adopted in [27] and utilise,
as our new base category, the poset ƒQ. This will be the topic of the next Section.

14.2.1 Sheaves over ƒQ

Given the sheaf Q, the associated étalé bundle is pQ W ƒQ ! Co where ƒQ is the
bundle space. We want to show that ƒQ is actually a poset.

Lemma 14.2.1 Given two elements �1 2 ƒQ and �2 2 ƒQ, then

�1 � �2 iff pQ.�1/ � pQ.�2/ and �1 D �2j pQ.�1/

Proof

1. Reflexivity. Trivially � � � since pQ.�/ � pQ.�/ and � D �.
2. Transitivity. If �i � �j and �j � �k, then pQ.�i/ � pQ.�j/ and pQ.�j/ � pQ.�k/,

therefore pQ.�i/ � pQ.�k/. Moreover we have that �i D �jjpQ.�i/ and �j D
�kjpQ.�j/, therefore �i D �kjpQ.�i/.

3. Antisymmetry. If �i � �j and �j � �i it implies that pQ.�i/ � pQ.�j/ and
pQ.�j/ � pQ.�i/, thus pQ.�i/ D pQ.�j/. Moreover we have that �i D �jjpQ.�i/

and �j D �ijpQ.�j/, therefore �i D �j.
ut

We are now interested in ‘transforming’ all the physically relevant sheaves on
V.H/ to sheaves over ƒQ which, being a poset, is equipped with the Alexandroff
topology. What this means is that we want to construct a functor

I W Sh.V.H//! Sh.ƒQ/ (14.2.6)

A 7! I.A/ : (14.2.7)
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As a first attempt we define, for each context �,

�
I.A/

�
�
WD A�.C/ D

�
.�/�.A/

�
.C/

where � W# C! V.H/ is the quantization functor defined for # C.
Next we need to define the morphisms: given i�2;�1 W �2 � �2 (�1 2 Hom.#

C1;V.H// and �2 2 Hom.# C2;V.H//) we define the associated morphisms

IA.i�2;�1/ W
�
I.A/

�

�1
! �

I.A/
�

�2
as

.IA.i�2;�1//.a/ WD A�1.C1/;�2.C2/.a/ 8 a 2 A�.C1/ :

In the above equation C1 D pQ.�1/ and C2 D pQ.�2/.11 Moreover, since �2 � �1,
then �2.C2/ � �1.C1/ and �2 D �1jC2 .
Theorem 14.2.1 The map I W Sh.V.H// ! Sh.ƒQ/ is a functor defined as
follows:

(i) Objects:
�
I.A/

�
�1
WD A�1.C/ D

�
.�/�.A/

�
.C/. If �2 � �1 (�1 2 Hom.#

C1;V.H// and �2 2 Hom.# C2;V.H//), then

.IA/.i�2;�1/ WD A�1.C1/;�2.C2/ W A�1.C1/ ! A�2.C2/

where C1 D pQ.�1/ and C2 D pQ.�2/.
(ii) Morphisms: if we have a morphisms f W A ! B in Sh.V.H// we, then, define

the corresponding morphisms in Sh.ƒ.Q// as

I. f /�1 W I.A/�1 ! I.B/�1 (14.2.8)

f�1 W A�1. pQ.�1//
! B�1. pQ.�1//

: (14.2.9)

Proof Consider an arrow f W A ! B in Sh.V.H// so that, for each V 2 V.H/, the
local component is fV W AV ! BV with commutative diagram

AV

fV

AV V

BV

BV V

AV
fV

BV

11Recall that pQ W ƒQ! Co.
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for all pairs V1, V2 with V2 � V1. Now, suppose that �2 � �1, such that (i) pQ.�2/ �
pQ.�1/; and (ii) �2 D �1jpQ.�2/. We now want to show that the action of the I functor
gives the commutative diagram

I A
I f

I A i

I B

I B i

I A
I f

I B

for all V2 � V1. By applying the definitions we get

A pQ

f

A pQ pQ
g

B pQ

B pQ pQ

A pQ f
B pQ

which is commutative. Therefore I. f / is a well defined arrow in Sh.ƒQ/ from I.A/
to I.B/.

Given two arrows f ; g in Sh.V.H// then it follows that:

I. f ı g/ D I. f / ı I.g/ : (14.2.10)

This proves that I is a functor from Sh.V.H// to Sh.ƒQ/. ut
By considering ƒQ as our new base category we are effectively considering a

context to be an element of f� W# C ! V.H/g for some abelian Lie subalgebra C
of classical observables. We can think of any such element as a local quantization
in which classical observables are attached to specific self-adjoint operators in the
Hilbert space H, in a globally coherent way.

Given that

ƒQ D
a

C2Co

f�i W# C! V.H/g (14.2.11)
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we can then think of a context as a pair .�;C/ of a Lie algebra of commuting
classical observables and a specific quantization. Given such pairs it is possible to
giveƒQ a poset structure as follow:

.�1;C1/ � .�2;C2/” C1 � C2 and �1 D �1jC2 (14.2.12)

Corollary 14.2.1 The etalé topology on ƒQ is homeomorphic to the Alexandroff
topology, given by the above ordering.

To prove the above Corollary we will make use of the following Lemma:

Lemma 14.2.2 Let ˛ W P1 ! P2 be a map between posets P1 and P2. Then ˛ is
order-preserving if and only if, for each lower set L � P2 we have that ˛�1.L/ is a
lower subset of P1.

Proof We now assume that ˛ is order-preserving and L � P2 is lower. Next let
z 2 ˛�1.L/ 2 P1, i.e., ˛.z/ D l for some l 2 L, and suppose that y 2 P1 is such that
y � z. Since ˛ is order-preserving we have ˛.y/ � ˛.z/ D l 2 L, which, since L is
lower, it means that ˛.y/ 2 L, i.e., y 2 ˛�1.L/. Hence ˛�1.L/ is lower.

Conversely, suppose that for any lower set L 2 P2 we have that ˛�1.L/ 2 P1 is
lower. If we consider a pair x; y 2 P1 such that x � y, # .y/ is lower in P2 and,
hence, ˛�1.# ˛.y// is a lower subset of P1. However ˛.y/ 2# ˛.y/ and, hence,
y 2 ˛�1.# ˛.y//. Therefore, the fact that x � y implies that x 2 ˛�1.# ˛.y//, i.e.,
˛.x/ 2# ˛.y/, which means that ˛.x/ � ˛.y/. We can now say that ˛ is order-
preserving. ut

We can now prove Corollary 14.2.1.

Proof Let us consider an open set U in the étale topology of ƒ.Q/. Since pQ W
ƒQ ! Co is a local homeomorphism12 then pQ.U/ is open in Co, i.e., is a lower
set in the Alexandroff topology. However, by the definition of the poset structure on
ƒQ, pQ is order-preserving, thus p�1Q ı pQ.U/ is a lower set in ƒQ. Moreover since
pQ is a local homeomorphism then p�1Q ı pQ.U/ D U is a lower set in ƒQ.
Conversely, let U be an open set in the Alexandroff topology on ƒQ. Since pQ is
order-preserving then pQ.U/ is a lower set in Co. Now, since pQ W ƒQ ! Co is
an étale bundle, we know that pQ is a local homeomorphism in the étale topology.
Thus, restricting only to open sets, we have that p�1Q .pQ.U// is an open set in the
étale topology. However p�1Q ı pQ.U/ D U, i.e., U is open in the étale topology. ut

Given the map pQ W ƒQ ! C between topological space, we obtain the left
adjoint functor pQŠ W Sh.ƒQ/! Sh.Co/ of p�Q W Sh.Co/! Sh.ƒQ/. The existence
of such a functor enables us to define the composite functor

F WD pQŠ ı I W Sh.V.H//! Sh.Co/ : (14.2.13)

12In the sense that for each element � 2 .ƒQ/C , given the open neighbourhood U, pQ.U/ is open in
Co and pQ restricted to U 3 � is a homomorphisms, i.e., pQjU W U! pQ.U/ is a homomorphisms.
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Such a functor sends all the original sheaves we had defined over V.H/ to new
sheaves over Co. Thus, denoting the sheaves over Co as MA we have

M† WD F.†/ D pQŠ ı I.†/ :

For each element C 2 Co we then obtain:

a

�2.ƒQ/.C/

†.�.C// : (14.2.14)

Conclusions In this chapter we considered an abstract characterization of quanti-
zation in a topos, both in the case when there is an underlining classical system and
when such a system is absent. So far, to our knowledge, the only current application
of this schema was done in [57]. In this paper the author considers an underlying
classical system and defined quantization through the map Qv W a 7! eiOa. However it
is not clear to us how this map can be injective. Nevertheless, the work done in [57]
is a very good start to tackling the problem of quantization in a topos. What needs
to be done at this stage is to enlarge such a schema so that the issues mentioned in
the introduction of this chapter can be addressed.



Appendix A

A.1 Dedekind Reals in a Topos

In Sect. 9.2 we gave the definition of the internal natural number object Z� and the
internal rational number object Q

�
. These will now be utilised to define the internal

Dedekind reals R. To this end, let us consider the set R of ordered reals, each real
number r 2 R defines two disjoint subsets in Q, namely

L D fq 2 Qjq < rg
U D fq 2 Qjq > rg :

These subsets have the following properties:

1. Each subset is non-empty.
2. L is a downwards closed set but has no largest element.
3. U is an upwards closed set but has no smallest element.
4. If x is a rational number then L[ U � Q, otherwise L [U D Q.

Given the above we can now define the notion of a Dedekind cut.

Definition A.1.1 A Dedekind cut is a pair of disjoint subsets .L;U/ of Q such that
the following conditions hold:

1. Non-degenerate:

9 p 2 Q . p 2 L/; 9 q 2 Q .q 2 U/ :

2. Inward-closed:

8 p; q 2 Q . p < q ^ q 2 L) p 2 L/I
8 p; q 2 Q .q < p ^ q 2 U ) p 2 U/ :
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3. Outward-open:

8q 2 Q .q 2 L) 9p 2 Q. p 2 L ^ q < p/I
8q 2 Q .q 2 U) 9p 2 Q. p 2 U ^ p < q/ :

4. Located:

8p; q 2 Q .q < p) .q 2 L _ p 2 U//:

5. Mutually exclusive:

L \ U D ; :

It is possible to internalise the above definition of Dedekind cut in any topos with
a natural number object. This is done by first defining the ordering relation < in Q

�
as a sub-object of Q

�
� Q

�
. In particular, given two elements m=n; p=q 2 Q

�
, then

<WD f.m=n; p=q/ 2 Q
�
�Q

�
jm � q < p � ng where m � q < p � n is the order relation

on the integers. We can then re-write all of the above conditions in Definition A.1.1
in terms of the internal language of � , by simply replacing Q by Q

�
and interpreting

all the logical symbols in term of the internal language of � .
The internal Dedekind reals R is then defined as follows:

R D f.L;U/ 2 P.Q
�
/ � P.Q

�
/j.L;U/ is a Dedekind cut g :

It is also possible to define the internal Dedekind reals in terms of a geometric theory
[50, D4.7.4]. In particular, we consider the geometrical theory TR generated by the
symbols . p; q/ 2 Q � Q with p < q. These formal symbols undergo an ordering
defined as follows: . p; q/ � . p0; q0/ iff p � p0 and q � q0. The axioms of the theory
TR are

1. . p1; q1/^. p2; q2/ D
(
.maxf p1; p2g; minfq1; q2g/ if maxf p1; p2g � minfq1; q2g
? otherwise :

2. . p; q/ D Wf. p0; q0/j p < p0 < q0 < qg.
3. > D Wf. p; q/j p < qg.
4. . p; q/ D . p; q1/ _ . p1; q/ if p � p1 � q1 � q.

Given a topos � , an interpretation of the theory TR in � gives rise to a locale
R� with associated frame O.R� /. The points of the locale R� , i.e. the maps
p�1 W O.R� /! �� , are in bijective correspondence with Dedekind cuts defined in
Definition A.1.1.
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A.2 Scott’s Interval Domain

We will start by giving a brief description of Scott’s interval domain IR in Sets.
In particular, as a set, IR consists of all compact subsets of the form Œa; b
 with
a; b 2 R and a � b. In IR are included also the singletons Œa; a
 D fag for each
a 2 R. IR is a poset under reverse inclusion. In this sense, elements of IR can be
though of as approximations of real numbers. The smaller the subsets the better it
approximates the corresponding real number. It is possible to equip IR with the so
called Scott topology which is defined as follows:

Definition A.2.1 Given a subset U � IR, we say that U is Scott open if the
following conditions hold:

1. If Œa; b
 2 U and Œa; b
 � Œa0; b0
 then Œa0; b0
 2 U. This means that U is upwards
closed.

2. If all directed sets S with supremum in U have non-empty intersection with U,
i.e. for any directed subset S � IR with supremum

W
S, if

W
S 2 U, then there

exists a W 2 S such that W 2 U. This property means that U is inaccessible by
directed joins.

Clearly the complement of a Scott open is Scott closed. These can be defined as
follows:

Definition A.2.2 Given a subset U � IR, we say that U is Scott closed if the
following two condition hold:

1. U is a down set.
2. If S is a directed set contained in U and the supremum (Sup.S/) of S exists, then

Sup.S/ 2 U.

Given the above definition, a basis for the Scott topology is given by the
collection of the following subsets

. p; q/S WD fŒr; s
j p < r � s < qg; p; q 2 Q and p < q:

We will denote the set IR, equipped with the Scott topology, by O.IR/.
Next we would like to internalise the object IR in the topos ŒC.A/;Sets
. This can

be done utilising the technique elucidated in Sect. 9.3. In particular, we recall that
the category C.A/ is equipped with the upwards Alexandroff topology, such that the
product C.A/ � IR is given the product topology. We then consider the continuous
projection map � W C.A/�IR! C.A/, .C; Œa; b
/ 7! C. The associated frame map
is then ��1 W O.C.a//! O.C.A/ � IR/. Such a map describes the internal locale
IR.

Similarly, as for the internal Dedekind reals, also the internal interval domain can
be defined in terms of a geometric theory TIR. In particular, the generating symbols
for TIR are . p; q/ 2 Q �Q with p < q. These formal symbols undergo an ordering
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defined as follows: . p; q/ � . p0; q0/ iff p � p0 and q � q0. The axioms of the theory
TIR are

1. . p1; q1/^. p2; q2/ D
(
.maxf p1; p2g; minfq1; q2g/ if maxf p1; p2g � minfq1; q2g
? otherwise :

2. . p; q/ D Wf. p0; q0/j p < p0 < q0 < qg.
3. > D Wf. p; q/j p < qg.
Given a topos � , an interpretation of the theory TIR in � gives rise to a locale IR�

with associated frame O.IR� /. The points of the locale IR� , i.e. the maps p�1 W
O.IR� / ! �� are in bijective correspondence with elements of IR as defined
above.

As one can see from the above definitions, the Scott interval domain is closely
related to Dedekind cuts, in fact, only axiom (4.) in the definition of TR fails to hold
for TIR.

A.3 Properties of Daseinised Projections

In [26, Sec. 10.2] various properties of the daseinisation map where introduced.
In this context it was also shown that sub-objects ı. OP/ of the spectral presehaf †
are ‘special’ in the sense that they are the only elements in Subcl.†/ for which the
presheaf maps are surjective. In particular, in the definition of a sub-object of † we
have the condition that, for each V

0 � V , the respective presheaf map

†.iV0 V/ W †V ! †V0 (A.3.1)

is such that, for a given subset SV � †V , then

†.iV0 V/.SV/ � SV0 � †V0 : (A.3.2)

However, for subobjects of the form ı. OP/ we obtain an equality in (A.3.2). This
property is encoded in the following theorem:

Theorem A.3.1 Given any projection operator OP and any two contexts V 0 � V,
then the following relation holds:

SO.iV0V /
ıo. OP/V D †.iV0V/.Sıo. OP/V / : (A.3.3)

Proof As a first step we will show that the map

†.iV0V/ W P.†V/! P.†V0 / (A.3.4)

S 7! rV0 VS WD f�jV0 j� 2 Sg ;
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is continuous, closed and open. For notational simplicity we will write r D †.iV0 V /

and Eq. (A.3.3) becomes

r.Sıo. OP/V / D SO.i
V

0
V
/.ı

o. OP/V/ D Sıo. OP/
V

0

: (A.3.5)

Let us first show that such a map is continuous. Consider an open basis set1

R 2 †V0 , we know that †V WD f� W V ! Cj�.O1/ D 1g and, similarly, †V0 WD
f� W V

0 ! Cj�.O1/ D 1g. Moreover if � 2 †V then from the definition of the
presheaf maps it follows that �jV0 2 †V0 when V

0 � V . We can then define, for any
R 2 P.†0V/ the following:

r�1.R/ WD R \†V : (A.3.6)

Since the intersection of open sets is open, r�1.R/ is open.
Next we need to show that r is closed. Consider a closed subset S � †V . Since †V
is compact so is S and, since r is continuous, then r.S/ is compact in †V0 . But †V0

is Hausdorff thus r.S/ is closed.
To show that r is open we note that since every �V0 2 †V0 is of the form �V jV0 for
some �V 2 S � †V , then

r.S/ D f�V0 j� 2 Sg D S \†V0 : (A.3.7)

If S is open, then S \†V is the intersection of two opens thus it is itself open.
Given the above properties of r, a clopen subset Sıo. OP/V � †V gets mapped to the

clopen subset r.Sıo. OP/V / 2 †V0 . Such a subset2 is

r.Sıo. OP/V / D int
\
fS OQ 2 Subcl.†V0 /jr.Sıo. OP/V / � S OQg (A.3.8)

thus r.Sıo. OP/V / � S OQ.

We now need to show that OQ � ıo. OP/V . We prove this by contradiction. Assume
that ıo. OP/V � OQ and define OR WD ı. OP/V � OQ 2 P.V/, such that � 2 S OR. It follows
that � 2 Sıo. OP/V but � … S OQ � †V .

However if ıo. OP/V D ıo. OP/V0 then r.Sıo. OP/V / D Sıo. OP/
V

0

. In fact, given an element

� 2 ı. OP/
V
D Sıo. OP/V by definition �.ıo. OP/V/ D 1. Since ıo. OP/V0 � ıo. OP/V (V

0 �

1Note that for each V 2 V.H/, †V has the spectral topology (being the spectrum of V) which is
compact and Hausdorff. The details of such a topology are not necessary to prove continuity. It is
worth saying, though, that it can be shown that a basis for this topology is the collection of clopen
subsets. This renders the prof of continuity easier, however we will not use it here. On the other
hand, when proving closeness of r we will use the fact that †V is a Hausdorff compact space.
2Note that the int operation is needed for the subset to be clopen, otherwise it would only be closed.
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V), then �jV0 2 Sıo. OP/
V

0

. On the other hand, if � … Sıo. OP/V then �.ıo. OP/V/ D 0. Since

ıo. OP/V0 D ıo. OP/V then �jV0 … Sıo. OP/
V

0
.

Given the fact that every �V0 2 †V0 is of the form �V jV0 D r.�V/ for some
� 2 Sıo. OP/V , then r.Sıo. OP/V / D Sıo. OP/

V
0

and r
�
.Sıo. OP/V /

c
� D Sc

ıo. OP/
V

0

2 †V0 .

It follows that in our case we have r.S OQ/ D S OQ and r
�
.S OQ/c

� D .S OQ/c. We have
shown that, �V0 … S OQ � †V but � 2 r.Sıo. OP/V /, what this means is that

if OQ � ıo. OP/V then r.Sıo. OP/V / ª S OQ : (A.3.9)

However, this is a contradiction, therefore it must be the case that OQ � ıo. OP/V .
We can now write r.Sıo. OP/V / as

r.Sıo. OP/V / D int
\
fS OQ 2 Subcl.†V0 /j OQ � ıo. OP/Vg (A.3.10)

D S OQ2P.V0

/j OQ�ıo. OP/V D SO.i
V

0
V
/ıo. OP/V ; (A.3.11)

therefore

†.iV0 V / W Sıo. OP/V ! Sıo. OP/
V

0

: (A.3.12)

It follows that the clopen sub-objects of the form ı. OP/ are such that the presheaf
maps are also surjective. ut

A.4 Connection Between Sheaves and Etalé Bundles

In this Section we will investigate the connection between sheaves and an etalé
bundles is. To this end we need to introduce the notion of a germ of a function.
Once we have introduced such a notion, it can be shown that each sheaf is a sheaf of
cross sections of a suitable bundle. All this will become clear as we proceed. First of
all: what is a germ? Germs represent constructions which define local properties of
functions. In particular they indicate how similar two functions are locally. Because
of this locality requirement, germs are generally defined on functions acting on
topological spaces, such that the word local acquires meaning. For example, one can
consider measure of ‘locality’ to be a power series expansion of a function around
some fixed point. Thus, one can say that two holomorphic functions f ; g W U ! C

have the same germ at a point a 2 U iff the power series expansions around that
point are the same. Thus f ; g agree on some neighbourhood of a, i.e., with respect
to that neighbourhood they “look” the same.

This definition obviously holds only if a power series expansion exists, however
it is possible to generalise such a definition in a way that it only requires topological
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properties of the spaces involved. For example two functions f ; g W X ! E have the
same germ at x 2 X if there exist some neighbourhood of x on which they agree. In
this case we write3 germxf D germxg which implies that f .x/ D g.x/. However the
converse is not true.

How do we generalise such a definition of germs in the case of presheaves? Let
us consider a presheaf P W O.X/ ! Sets 2 SetsO.X/

op
, where X is a topological

space and O.X/op is the category of open sets with reverse ordering to the inclusion
ordering. Given a point x 2 X and two neighbourhoods U and V of x, the presheaf P
assigns two sets P.U/ and P.V/. Now consider two points t 2 P.V/ and s 2 P.U/,
we then say that t and s have the same germ at x iff there exists some open W �
U \ V , such that x 2 W and sjW D tjW 2 P.W/.

The condition of having the same germ at x defines an equivalence class which
is denoted as germxs. Thus t 2 germxs iff, given two opens U;V 3 x then there
exists some W � U \ V such that x 2 W and tjW D sjW 2 P.W/, where s 2 P.U/
and t 2 P.V/. It follows that the set of all elements obtained through the P presheaf
get ‘quotient’ through the equivalence relation of “belonging to the same germ”.
Therefore, for each point x 2 X there will exist a collection of germs at x, i.e., a
collection of equivalence classes:

Px WD fgermxsjs 2 P.U/; x 2 U open in Xg : (A.4.1)

We can now collect all these set of germs for all points x 2 X, defining

ƒP D
a

x2X

Px D fall germxsjs 2 X; s 2 P.U/g : (A.4.2)

What we have done so far is, basically, to divide the presheaf space in equivalence
classes. We can now define the map

p W ƒP ! X (A.4.3)

germxs 7! x

germys 7! y

which sends each germ to the point in which it is taken. It follows that each s 2 P.U/
defines a function

Ps W U ! ƒP (A.4.4)

x 7! germxs :

3This should be read as: the germ of f at x is the same as the germ of g at x.
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It is straightforward to see that Ps is a section of p W ƒP ! X. Since the assignments
s! Ps is unique, it is possible to replace each element s in the original presheaf with
a section Ps on the set of germsƒP.

We now define a topology on ƒP by considering as basis of open sets all the
image sets Ps.U/ � ƒP for U open in X, i.e. open sets are unions of images of
sections. Such a topology obviously makes p continuous. In fact, given an open set
U � X then p�1.U/ is open by definition of the topology on ƒP, since p�1.U/ DS

si2P.U/ Psi.U/.
On the other hand it is also possible to show that the sections Ps, as defined above,

are continuous with respect to the topology on ƒP. To understand this consider two
elements t 2 P.V/ and s 2 P.U/ such that Pt.x/ D Ps.x/, i.e. germx.t/ D germx.s/
where x 2 V \ U. It then follows that there exists an open set W 3 x such that
W � V\U. If we consider all those elements y 2 V\U � X for which Ps.y/ D Px.y/,
then all such elements will comprise the open set W � V \U. Given this reasoning
we want to show that for any open O 2 ƒP, then Ps�1.O/ is open in X. Without loss
of generality we can choose O to be a basis set, i.e.

Ps.W/ D fgermx.s/j8x 2 Wg : (A.4.5)

Thus Ps�1Ps.W/ D W consists of all those points x such that Ps.x/ D Pt.x/ for t; s 2
germsx.s/. It follows that W is open.

One can also show that Ps is open and an injection. The property of being open
follows directly from the definition of topology on ƒp since the basis of open sets
are all the image sets Ps.U/ � ƒP for U open in X. To show that it is injective we
need to show that if germxs D germys then x D y. This follows from the definition
of germs at a point. Putting all these results together we show that Ps W U ! Ps.U/
is a homeomorphism. So we have managed to construct a bundle p W ƒP ! X
which is a local homeomorphism, since each point germx.s/ 2 ƒP has an open
neighbourhood Ps.U/ so that p, restricted to Ps.U/, p W Ps.U/ ! X has a two sided
inverse Ps W U ! Ps.U/:

p ı Ps D idXI Ps ı p D idƒP (A.4.6)

hence p is a local homeomorphism.
The above reasoning shows how, given a presheaf P it is possible to construct

an etalé bundle p W ƒP ! X out of it. Given such a bundle, it is then possible to
construct a sheaf in terms of it. In particular we have the following theorem:

Theorem A.4.1 The presheaf

	.ƒP/ W Oop ! Sets (A.4.7)

U 7! fPsjs 2 P.U/g

is a sheaf.
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Proof In the presheaf

	.ƒP/ W O.X/op ! Sets (A.4.8)

U 7! fPsjs 2 P.U/g

the maps are defined by restriction, i.e. given Ui � U, then

	.ƒP/ W O.X/op ! Sets (A.4.9)

Ui 7! fPsijsi 2 P.Ui/g

where Ps 7! Psi is defined via Psi D P.iUiU/s. Now since

Ps W U ! ƒp.U/ (A.4.10)

x 7! germxs

while

Psi W Ui ! ƒp.Ui/ (A.4.11)

y 7! germysi :

Since Ui � U, then

Ps W Ui ! ƒp.Ui/ (A.4.12)

y 7! germys

it follows that Psi D PsjUi .
In order to show that the above is indeed a sheaf we need to show that the diagram

p U
e

i p Ui

p

q
i j p Ui Uj

is an equaliser. By applying the definition of the sheaf maps we obtain

e W 	.ƒp.U//!
Y

i

	.ƒp.Ui// (A.4.13)

Ps! e.Ps/ D fPsUi ji 2 Ig D fPsiji 2 Ig :

On the other hand

p.Psi/ D fsijUi\Ujg D fsjUi\Ujg (A.4.14)
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while

q.Psj/ D fsjjUi\Ujg D fsjUi\Ujg : (A.4.15)

ut
	.ƒP/ is called the sheaf of cross sections of the bundle p W ƒP ! X. We can

now define a map


 W P! 	 ıƒP (A.4.16)

such that for each context U 2 O.X/op we obtain


U W PU ! 	.ƒP/.U/ (A.4.17)

s 7! Ps :

Theorem A.4.2 If P is a sheaf then 
 is an isomorphism.

Proof We need to show that 
 is 1:1 and onto.

1. One to one:
We want to show that if Ps D Pt then t D s. Given t; s 2 P.U/, Ps D Pt means
that germx.s/ D germx.t/ for all x 2 U. Therefore there exists opens Vx � U
such that x 2 Vx and tjVx D sjVx . The collection of these opens Vx for all x 2 U
form a cover of U such that sVx D tjVx . This implies that s; t agree on the map
P.U/!`

x2U P.Vx/. From the sheaf requirements it follows that t D s.
2. Onto:

We want to show that any section h W U ! ƒp is of the form 
U.s/ D Ps for
some s 2 P.U/. Let us consider a section h W U ! ƒp, this will pick for each
x 2 U an element, say h.x/ D germx.sx/. Therefore for each x 2 U there will
exist an open Ux 3 x such that sx 2 P.Ux/. By definition germx.sx/ D Psx.x/
where Psx is a continuous section, therefore for each open Ux we get Psx.Ux/ D
fgermx.sx/j8x 2 Uxg, which is open by definition. It follows that for each x 2 Ux

there will exist some t; s 2 germx.s/, such that Ps.x/ D Pt.x/. This implies that
there exists some open set Wx for which x 2 Wx � Ux � U and such that
tjWx D sjWx . These open sets Wx form a covering of U, i.e. U D `

x2Ux
Wx with

sjWx 2 P.Wx/ for each P.Wx/. Moreover, since h.x/ D germx.sx/ for x 2 Ux

it follows that h D Psx for each Wx. Now consider two sections Psx and Psy for
x 2 P.Wx/ and y 2 P.Wy/, then on the intersection Wx \ Wy, h agrees with
both Psx and Psy, therefore the latter agrees in the intersection. This means that
germz.sx/ D germz.sy/ for z 2 Wx \Wy, therefore sxjWx\Wy D syjWx\Wy .

We thus obtain a family of elements sx for each x 2 Ux such that they agree
on both maps P.Ux/ �

`
x2Ux

P.Wx/ \ P.Wy/. From the condition of being a
sheaf it follows that there exists an s 2 P.U/, such that sVx D sx. Then at each
x 2 U we have h.x/ D germx.sx/ D germx.s/ D Ps.x/, therefore h D Ps.

ut
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It follows that all sheaves are sheaves of cross sections of some bundle.
Moreover it is possible to generalise the above process and define the following pair
of functors

SetsO.X/
op ƒ�! Bund.X/

	�! Sh.X/ ; (A.4.18)

which if we combine together we get the so called sheafification functor:

	ƒ W SetsO.X/
op ! Sh.X/ : (A.4.19)

Such a functor sends each presheaf P on X to the “best approximation” 	ƒP of P
by a sheaf.

In the case of etalé bundles we then obtain the following equivalence of
categories:

Etalé X Sh X

The pair of functors 	 and ƒ are an adjoint pair (see Sect. A.5). Here we have
restricted the functors to act on Sh.X/ � SetsO.X/

op
.

A.5 The Adjoint Pair

As discussed in Chapter 14 of [26], given a map f W X ! Y between topological
spaces X and Y we obtain a geometric morphism, whose inverse and direct image
are, respectively,

f � W Sh. Y/! Sh.X/ (A.5.1)

f� W Sh.X/! Sh. Y/ :

We also know that f � a f�, i.e., f � is the left adjoint of f�. If f is an etalé map,
however, there also exists the left adjoint f Š to f �, namely

f Š W Sh.X/! Sh. Y/ (A.5.2)

with f Š a f � a f�.
In Theorem A.5.1, below, we will show that

f Š. pA W A! X/ D f ı pA W A! Y (A.5.3)
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so that we combine the etalé bundle pA W A ! X with the etalé map f W X ! Y,
to give the etalé bundle f ı pA W A ! Y. Here we have used the fact that sheaves
can be defined in terms of etalé bundles. In fact in Chapter 14 of [26] it was shown
that there exists an equivalence of categories Sh.X/ ' Etale.X/ for any topological
space X.

Theorem A.5.1 Given the etalé map f W X ! Y, the left adjoint functor f Š W
Sh.X/! Sh.Y/ is defined as follows:

f Š. pA W A! X/ D f ı pA W A! Y (A.5.4)

for pA W A! Y being an etalé bundle.

Proof In the proof we will first define the functor f Š for general presheaf situation,
then we will restrict our attention to the case of sheaves (Sh.X/ � SetsXop

) and f
etalé.

Consider the map f W X ! Y, this gives rise to the functor f Š W SetsXop ! SetsYop
.

The standard definition of f Š is as follows:

f Š WD � ˝X .f X

/ (A.5.5)

such that, for any object A 2 SetsXop
we have

A˝X .f Y

/ : (A.5.6)

This is a presheaf in SetsYop
, thus for each element y 2 Y we obtain the set

.A˝X .f Y

//y WD A˝X .f Y


/.�; y/ (A.5.7)

where .f Y
/ is the presheaf

.f Y

/ W X � Yop ! Sets : (A.5.8)

This presheaf derives from the composition of f � idYop W X � Yop ! Y � Yop

(. f � idYop/� W SetsY�Yop ! SetsX�Yop
) with the bi-functor 
Y
 W Y � Yop ! Sets;

.y; y
0

/ 7! HomY.y
0

; y/, i.e.,

.f Y

/ WD . f � idYop/�.
Y
/ D
 Y
 ı . f � idYop/ : (A.5.9)

Now coming back to our situation we then have the restricted functor

.f Y

/.�; y/ W .X; y/! Sets (A.5.10)

.x; y/ 7! .f Y

/.x; y/
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which, from the definition given above is

.f Y

/.x; y/ D
 Y
 ı . f � idYop/.x; y/ D
 Y
. f .x/; y/ D HomY. y; f .x// :

(A.5.11)

Therefore, putting all the results together we have that for each y 2 Y we obtain
A˝X .f Y
/.�; y/, defined for each x 2 X as

A.�/˝X .f Y

/.x; y/ WD A.x/˝X HomY. y; f .x// : (A.5.12)

This represents the presheaf A defined over the element x, plus a collection of maps
in Y mapping the original y to the image of x via f .

In particular A.x/˝X .f X
/ D A.x/˝X HomY.y; f .�// represents the following
equaliser:

x x A x HomX x x HomY y f x x A x HomY y f x

A X HomY y f

such that, given a triplet .a; g; h/ 2 A.x/ � HomX.x
0

; x/ � HomY.y; f .x
0

/, we then
obtain that

�.a; g; h/ D .ag; h/ D �.a; g; h/ D .a; gh/ : (A.5.13)

Therefore, from the above equivalence conditions, A.�/ ˝X HomY.y; f .�// is the
quotient space of

`
x A.x/ � HomY.y; f .x//.

We now consider the situation in which A is a sheaf on X, in particular it is an
etalé bundle pA W A ! X and f is an etalé map which means that it is a local
homeomorphism, i.e. for each x 2 X there is an open set V , such that x 2 V and
fjV W V ! f .V/ is a homeomorphism. It follows that for each xi 2 V there is a unique
element yi such that fjV .xi/ D yi. In particular for each V � X then fjV .V/ D U for
some U � Y.

Note that, since the condition of being a homeomorphism is only local, it can be
the case that fjVi.Vi/ D fjVj.Vj/ even if Vi ¤ Vj. However in these cases the restricted
etalé maps have to agree on the intersections, i.e. fjVi.Vi \ Vj/ D fjVj.Vj \ Vj/.

Let us now consider an open set V with local homeomorphism fjV . In this setting
each element yi 2 fjV .V/ will be of the form f .xi/ for a unique xi. Moreover, if we
consider two open sets V1;V2 � V , then to each map V1 ! V2 in X, with associated
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bundle map A.V2/ ! A.V1/, there corresponds a map fjV .V1/ ! fjV .V2/ in Y.
Therefore, evaluating A.�/˝X HomY.�; f .�// at the open set fjV .V/ � Y we get,
for each Vi � V , the equivalence classes

ŒA.Vi/ �X HomY. fjV.V/; fjV .Vi//
 :

The equivalence relation is such that

A.Vj/ �X HomY. fjV .V/; fjV.Vj// ' A.Vk/ �X HomY. fjV.V/; fjV .Vk//

iff: (1) there exists a map fjV .Vj/ ! fjV.Vk/ which combines with FjV ! fjV .Vj/,
giving fjV .V/! fjV .Vk/; and (2) the corresponding bundle map A.Vk/ ! A.Vj/!
A.V/ is given by the map V ! Vj ! Vk in X. A moment of thought reveals that
such an equivalence class is nothing but p�1A .V/ (the fibre of pA at V) with associated
fibre maps induced by the base maps.

We will now denote such an equivalence class by ŒA.V/�X HomY. fjV.V/; fjV .V//

since, obviously, in each equivalence class there will be the element A.V/ �X

HomY. fjV .V/; fjV .V//.
Applying the same procedure for each open set Vi � X we can obtain two

cases:

(i) fjVi.Vi/ D U ¤ fV.V/. In this case we simply get an independent equivalence
class for U.

(ii) If fjVi.Vi/ D U D fV.V/ and there is no map i W V ! Vi in X then,
in this case, for U, we obtain two distinct equivalence classes ŒA.Vi/ �X

HomY. fjVi.Vi/; fjVi.Vi//
 and ŒA.V/ �X HomY. fjV .V/; fjV.V//
.

Thus the sheaf A.�/˝X .f Y
/ is defined for each open set fV.V/ � Y as the set

ŒA.V/ �X HomY. fjV.V/; fjV .V//
 ' A.V/// ;

while, for each map fV0 .V
0

/! fV.V/ in Y (with associated map V
0 ! V in X), there

is associated the map

ŒA.V/�XHomY. f
jV .V/; fjV .V//
 ' A.V/! ŒA.V

0

/�XHomY. f
jV0 .V/

0

; f
jV0 .V

0

//
 ' A.V
0

/:

This is precisely what the etalé bundle f ı pA W A! Y is. ut
Now that we understand the action of f Š on sheaves we will try to understand

its action on functions. To this end, let us go back to etalé bundles. Given a map
˛ W A ! B of etalé bundles over X, we obtain the map f Š.˛/ W f Š.A/ ! f Š.B/
which is defined as follows: we start with the collection of fibre maps ˛x W Ax ! Bx,
x 2 X, where Ax WD p�1A.fxg/. Then, for each y 2 Y we want to define the maps
f Š.˛/y W f Š.A/y ! f Š.B/y, i.e., f Š.˛/y W p�1

�
A. f�1f yg/� ! p�1

�
B. f�1f yg/�. This
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are defined as

f Š.˛/y.a/ WD ˛pA.a/.a/ (A.5.14)

for all a 2 f Š.A/y D p�1
�
A. f�1fag/�.

A.6 Lawvere-Tierney Topology and Closure Operator

In this section we will give a very brief review of a Lawvere-Tierney Topology
and of the closure operator. Essentially a Lawvere-Tierney topology is a topology
on a topos. We will choose the topos to be SetsV.H/

op
since it is the topos we are

interested in.

Definition A.6.1 Given the topos SetsV.H/
op

with sub-object classifier �, a
Lawvere-Tierney Topology on SetsV.H/

op
is a map

j W �! �

in SetsV.H/
op

which satisfies the following properties:

1. j ı true D true, i.e. the diagram

true

true
j

commutes.
2. j ı j D j, i.e. the diagram

j

j
j

commutes.
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3. j ı ^ D ^ ı . j � j/, i.e. the diagram

j j j

commutes. Here ^ W � ��! � is defined so that for each V 2 V.H/ we have

^V W �V ��V ! �V

.w1;w2/ 7! ^V.w1;w2/ WD w1 \ w2 :

Definition A.6.2 A closure operator .�/ is a map such that, for every P 2 SetsV.H/
op

,
it maps a sub-object S � P (S 2 Sub.P/) to another sub-object S � P. This
assignment is such that, given any two sub-objects S;T 2 Sub.Q/ then the following
conditions hold:

S � S

S D S

S \ T D S \ T :

In [55] it was shown that the Lawvere-Tierney topology, the closure operator and
the Grothendieck topology are equivalent to each other in the sense that each of
them implies the other.

Proof

1. Lawvere-Tierney topology H) the closure operator: let us assume we have a
Lawvere-Tierney topology j. We then construct the following pullback

S

i true

Q
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This is utilised to construct the closure S of S as the sub-object of Q, whose
characteristic morphism is j ı �, i.e. such that the outer square is a pullback:

S

i true

trueS

i
j

Q
j

2. Closure operator H) Grothendieck topology: let us assume we have a closure
operator .�/, then the Grothendieck topology is given in terms of the closure of
the terminal object 1, i.e.

J ,! � WD 1 true
,�! � :

3. Grothendieck topology H) Lawvere-Tierney topology: let us assume we have
a Grothendieck topology J, then it is possible to construct a Lawvere-Tierney
Topology j in terms of the characteristic morphism of J. In particular we defined
j to be the morphism which would make the following diagram a pullback:

J

true

j

It is straightforward to see that if we reiterate the procedures 1 ! 2 ! 3 ! 1 we
would end up with the Lawvere-Tierney topology we started with. ut

A.7 Yoneda Lemma

In this section we will give a very brief review of the Yoneda Lemma since it is used
through out the book.
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Lemma A.7.1 Preliminary: if C is a locally small category,4 then each object A
of C induces a natural contravariant functor from C to Sets called a hom-functor
y.A/ WD HomC.�;A/.5 Such a functor is defined on objects C 2 C as

y.A/ W C ! Sets (A.7.1)

C 7! HomC.C;A/

on C-morphisms f W C! B as

y.A/. f / W HomC.B;A/! HomC.C;A/ (A.7.2)

g 7! y.A/. f /.g/ WD g ı f :

A very simple graphical example of the above is the following:

E

A

h

B

g

D

y A

HomC E A
y A gy A h

HomC A A

y A

HomC B A

y A

HomC D A

Lemma A.7.2 Yoneda lemma: Given an arbitrary presheaf P on C there exists a
bijective correspondence between natural transformations y.A/! P and elements

4A category C is said to be locally small iff its collection of morphisms form a proper set.
5We have already encountered this in Example 5.10 of [51].
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of the set P.A/ (A 2 C) defined as an arrow

� W NatC.y.A/;P/
'! P.A/ (A.7.3)

�
˛ W y.A/! P

�
7! �.˛/ D ˛A.idA/ :

where ˛A W y.A/.A/! P.A/; HomC.A;A/! P.A/.



References

1. E. Alfsen, F. Shultz, State Spaces of Operator Algebras. Basic Theory, Orientations, and C-
Products. Mathematics: Theory and Applications (Birkhauser, Boston, MA, 2001)

2. J. Ambjorn, J. Jurkiewicz, R. Loll, The universe from scratch. Contemp. Phys. 47, 103–117
(2006)

3. B. Banaschewski, C.J. Mulvey, The spectral theory of commutative C*-algebras: the con-
structive Gelfand-Mazur theorem. Quaest. Math. 23(4), 465–488 (2000)

4. B. Banaschewski, C.J. Mulvey, The spectral theory of commutative C*-algebras: the con-
structive spectrum. Quaest. Math. 23(4), 425–464 (2000)

5. B. Banaschewski, C.J. Mulvey, A globalisation of the Gelfand duality theorem. Ann. Pure
Appl. Logic 137, 62–103 (2006)

6. H. Barnum, M.P. Muller, C. Ududec, Higher-order interference and single-system postulates
characterizing quantum theory. New J. Phys. 16 (2014)

7. J. Butterfield, C.J. Isham, Space-time and the philosophical challenge of quantum gravity
(1999). arXiv:gr-qc/9903072

8. H. Comman, Upper regularization for extended self-adjoint operators. J. Oper. Theory 55(1),
91–116 (2006)

9. A. Connes, A factor not anti-isomorphic to itself. Ann. Math. (2) 101, 536–554 (1975)
10. T. Coquand, B. Spitters, Integrals and valuations. J. Logic Anal. 1(3), 1–22 (2009)
11. L. Crane, What is the mathematical structure of quantum space-time? (2007).

arXiv:0706.4452 [gr-qc]
12. H.F. de Groote, Observables IV: the presheaf perspective (2007). arXiv:0708.0677 [math-ph]
13. A. Doering, Flows on generalised Gelfand spectra of non-abelian unital C*-algebras and time

evolution of quantum systems (2012). arXiv:1212.4882 [math.OA]
14. A. Doering, Generalised Gelfand spectra of nonabelian unital C*-algebras (2012).

arXiv:1212.2613 [math.OA]
15. A. Doering, Topos-based logic for quantum systems and bi-Heyting algebras (2012).

arXiv:1202.2750 [quant-ph]
16. A. Doering, Some remarks on the logic of quantum gravity (2013). arXiv:1306.3076 [gr-qc]
17. A. Doering, Topos theory and ‘neo-realist’ quantum theory. arXiv:0712.4003 [quant-ph]
18. A. Doering, The physical interpretation of daseinisation. arXiv: 1004.3573 [quant-ph]
19. A. Doering, R.S. Barbosa, Unsharp values, domains and topoi, in Quantum Field Theory and

Gravity: Conceptual and Mathematical Advances in the Search for a Unified Framework, ed.
by F. Finster et al. (Birkhäuser, Basel, 2011), pp. 65–96

20. A. Doering, B. Dewitt, Self-adjoint operators as functions I: lattices, Galois connections, and
the spectral order (2012). arXiv:1208.4724 [math-ph]

© Springer International Publishing AG 2018
C. Flori, A Second Course in Topos Quantum Theory,
Lecture Notes in Physics 944, https://doi.org/10.1007/978-3-319-71108-9

335

https://doi.org/10.1007/978-3-319-71108-9


336 References

21. A. Doering, B. Dewitt, Self-adjoint operators as functions II: quantum probability.
arXiv:1210.5747 [math-ph]

22. A. Doering, C.J. Isham, A topos foundation for theories of physics. II. Daseinisation and the
liberation of quantum theory. J. Math. Phys. 49, 053516 (2008). quant-ph/0703062 [quant-ph]

23. A. Doering, C.J. Isham, Classical and quantum probabilities as truth values (2011).
arXiv:1102.2213v1

24. A. Doering, C. Isham, ‘What is a thing?’: Topos theory in the foundations of physics.
arXiv:0803.0417 [quant-ph]

25. H.A. Dye, On the geometry of projections in certain operator algebras. Ann. Math. 61(1),
73–89 (1955)

26. C. Flori, A First Course in Topos Quantum Theory. Lecture Notes in Physics, vol. 868
(Springer, Heidelberg, 2013)

27. C. Flori, Group action in topos quantum physics. J. Math. Phys. 54, 3 (2013). arXiv:1110.1650
[quant-ph]

28. C. Flori, Concept of quantization in a topos (2017, in preparation)
29. C. Flori, Approaches to quantum gravity. arXiv:0911.2135 [gr-qc]
30. C. Flori, T. Fritz, (Almost) C�-algebras as sheaves with self-action. J. Noncomm. Geom.

11(3), 1069–1113 (2017)
31. G.B. Folland, A Course in Abstract Harmonic Analysis (CRC Press, Boca Raton, 1995)
32. R. Garner, Remarks on exactness notions pertaining to pushouts. Theory Appl. Categ. 27(1),

2–9 (2012)
33. R. Goldblatt, Topoi The Categorial Analysis of Logic (North-Holland, London, 1984)
34. A. Grinbaum, Reconstruction of quantum theory (2006). philsci-archive.
35. R. Haag, Local Quantum Physics: Fields, Particles, Algebras. Texts and Monographs in

Physics, 2nd edn. (Springer, Berlin, 1996)
36. J. Hamhalter, Quantum Measure Theory. Fundamental Theories of Physics, vol. 134 (Kluwer,

Dordrecht, 2003)
37. J. Harding, A. Doering, Abelian subalgebras and the Jordan structure of a von Neumann

algebra. arXiv:1009.4945 [math-ph]
38. J. Harding, M. Navara, Subalgebras of orthomodular lattices. Order 28, 549–563 (2011)
39. L. Hardy, Quantum theory from five reasonable axioms (2001). arXiv:quant-ph/0101012
40. L. Hardy, Reformulating and reconstructing quantum theory (2011). arXiv:1104.2066 [quant-

ph]
41. C. Heunen, M.L. Reyes, Active lattices determine AW�-algebras. J. Math. Anal. Appl. 416(1),

289–313 (2014)
42. C. Heunen, N.P. Landsman, B. Spitters, A topos for algebraic quantum theory. Commun.

Math. Phys. 291(1), 63–110 (2009)
43. C. Heunen, N.P. Landsman, B. Spitters, S. Wolters, The Gelfand spectrum of a non-

commutative C*-algebra: a topos-theoretic approach. J. Aust. Math. Soc. 90, 39 (2011).
arXiv:1010.2050 [math-ph]

44. J.R. Isbell, Adequate subcategories. Ill. J. Math. 4, 541–552 (1960)
45. C.J. Isham, Some reflections on the status of conventional quantum theory when applied to

quantum gravity (2002). arXiv:quant-ph/0206090
46. C.J. Isham, J. Butterfield, Some possible roles for topos theory in quantum theory and

quantum gravity. Found. Phys. 30, 1707 (2000). gr-qc/9910005
47. B. Jacobs, New directions in categorical logic, for classical, probabilistic and quantum logic.

Log. Methods Comput. Sci. 11, 3 (2016)
48. P.T. Johnstone, Open locales and exponentiation. Contemp. Math. 30, 84–116 (1984)
49. P.T. Johnstone, Stone Space (Cambridge University Press, Cambridge, 1986)
50. P.T. Johnstone, Sketches of an Elephant A Topos Theory Compendium I, II (Oxford Science

Publications, Oxford, 2002)
51. S. Kochen, E. Specker, The problem of hidden variables in quantum mechanics. J. Math.

Mech. 17(1), 59–87 (1967)
52. N.P. Landsman, Algebraic Quantum Mechanics (Springer, Berlin, 2009), pp. 6–10



References 337

53. R.C. Lyndon, P.E. Schupp, Combinatorial Group Theory. Classics in Mathematics (Springer,
Berlin, 2001). Reprint of the 1977 edition

54. S. MacLane, Categories for the Working Mathematician (Springer, London, 1997)
55. S. MacLane, I. Moerdijk, Sheaves in Geometry and Logic: A First Introduction to Topos

Theory (Springer, London, 1968)
56. S. Mercuri, Introduction to loop quantum gravity (2009). PoS ISFTG:016
57. K. Nakayama, Sheaves in quantum topos induced by quantization. arXiv:1109.1192 [math-

ph]
58. M. Nilsen, C�-bundles and C0.X/-algebras. Indiana Univ. Math. J. 45(2), 463–477 (1996)
59. nLab, Stuff, structure, property (2014). http://ncatlab.org/nlab/revision/stuff,+structure,+

property/38
60. N.C. Phillips, Continuous-trace C*-algebras not isomorphic to their opposite algebras. Int. J.

Math. 12(3), 263–275 (2001)
61. M.L. Reyes, Sheaves that fail to represent matrix rings, in Ring Theory and Its Applications.

Contemporary Mathematics, vol. 609 (American Mathematical Society, Providence, RI), pp.
285–29 (2012)

62. A. Rosenberg, Noncommutative ‘Spaces’ and ‘Stacks’. Selected Papers on Noncommutative
Geometry (New Prairie Press, 2014)

63. A. Rosenberg, M. Kontsevich, Noncommutative Spaces. Selected Papers on Noncommutative
Geometry (New Prairie Press, 2014)

64. C. Rovelli, Relational quantum mechanics. Int. J. Theor. Phys. 35, 1637 (1996)
65. M. Shulman, Exact completions and small sheaves. Theory Appl. Categ. 27(7), 97–173 (2012)
66. S. Staton, S. Uijlen, Effect algebras, presheaves, non-locality and contextuality, in Automata,

Languages, and Programming. Lecture Notes in Computer Science, vol. 9135 (Springer,
Berlin, 2015), pp. 401–413

67. E. Størmer, On the Jordan structure of C*-algebras. Trans. Am. Math. Soc. 120(3), 438–447
(1965)

68. L.N. Stout, Topological space objects in a topos II: �-completeness and �-cocompleteness.
Manuscr. Math. 17(1), 1–14 (1975)

69. L.N. Stout, A topological structure on the structure sheaf, of a topological ring. Commun.
Algebra 5(7), 695–706 (1977)

70. F. Strocchi, An Introduction to the Mathematical Structure of Quantum Mechanics. Advanced
Series in Mathematical Physics, vol. 28, 2nd edn. (World Scientific, Singapore, 2008)

71. M. Takesaki, Theory of Operator Algebras I (Springer, Berlin, 2001)
72. B. van den Berg, C. Heunen, Noncommutativity as a colimit. Appl. Categ. Struct. 20(4), 393–

414 (2012)
73. S. Vickers, Topology via Logic (Cambridge University Press, New York, 1989)
74. S.A.M. Wolters, Quantum Toposophy UB Nijmegen [host] (2013)
75. S. Wolters, A comparison of two topos-theoretic approaches to quantum theory.

arXiv:1010.2031 [math-ph]

http://ncatlab.org/nlab/revision/stuff,+structure,+property/38
http://ncatlab.org/nlab/revision/stuff,+structure,+property/38


Index

�-Homomorphism, 248, 253, 279
AbSub.N /, 108
Aut.†A/, 35
B.�/-CDF, 98
BSub.Proj.N //, 108
FAbSub.N /, 108
FBSub.Proj.N //, 108
P.N /-CDF, 100
P.N /-Quantile Functions, 100
P.N /-Valued Measures, 100
Proj.N /, 108
Sub.Proj.N //, 108
Sub.N /, 108
T-model, 198
Subcl†-CDF, 103
Subcl†-Quantile Function, 104
†-structure, 194

Abstract q-Observable Function, 85
Alexandroff Topology, 206
Almost �-Homomorphism, 282
Almost C*-Algebra, 282
Almost Group, 287
Almost Group Homomorphism, 287
Amalgamation Point, 126, 127
Antonymous Functions, 65, 67, 70, 73
Automorphism, Spectral Presheaf, 34, 36, 38,

48

Basis, Grothendieck Topology, 122
Beck-Chevalley Condition, 184
Bi-Heyting Algebra, 9, 13, 14, 16, 48, 49, 53
Bohrification, 201

Boolean Algebra, 1, 2, 10, 13, 98
Born Rule, 61
Bounded Variables, 193

C*-Algebra, 247, 248, 269
Canonical Context, 193
CDF, Quantum Variable, 101
CDF, Topos Quantum Theory, 105
Clopen Sub-Object, 4, 9, 13, 48, 215, 320
Closed Formula, 193
Closed Term, 193
Closure Operator, 330
Closure, Sieve, 131
Co-Heyting Algebra, 9, 11
Co-Heyting Negation, 19, 21, 22, 24
Co-Heyting Regular Element, 20, 21
Coarse-Graining, 22, 75, 231, 235, 245, 249
Cocones, 139
Colimits, Diagram, 139
Common Refinement, 118
Commutant, 108
Commutative C*-Algebra, 248
Compact Hausdorff Spaces, Category, 27
Complete Heyting Algegra, 10
Complete Lattice, 10
Conditionally Complete Lattice, 88
Cone, 254
Configuration Space, 226, 227
Context, 193
Context category, 3
Continuum, 226, 227
Covariance, 62
Covariant Approach, 201
Coverage, 260, 266

© Springer International Publishing AG 2018
C. Flori, A Second Course in Topos Quantum Theory,
Lecture Notes in Physics 944, https://doi.org/10.1007/978-3-319-71108-9

339

https://doi.org/10.1007/978-3-319-71108-9


340 Index

Covering Family, 119, 122, 166
Cumulative Distribution Function, CDF, 97

D-Cone, 136
Daseinisation Map, 318
Daseinisation Presheaf, 18, 19
Daseinisation, Covariant, 213, 223
Dedekind Cut, 315
Dedekind Reals, Internal, 316
Dense, Sublocale, 165
Diagram, Category, 136
Directed, 263, 265, 266
Discrete Topology, 117
Distributive Lattice, 10

Effective Monic, 266
Effective-Monic, Cone, 255
Eignestate, 231
Elementary Topos, 136
Embedding, 159, 160
Equivalence, Category, 158, 169
Essential Geometric Morphism, 26, 37
Essential Image, 278
Etalé Bundle, 296, 322
Exponential Object, 144
Extended Cumulative Distribution Function,

ECDF, 98
Extended Reals, 80
Extended Spectral Family, 81
Externalising Functor, 183
Extremally Disconnected, 257

Faithfull, Integral, 209
Filter, 65
Filter, Maximal, 65
Filter, Ultra, 65
Flow, Bi-Heyting ALgebra, 52
Flow, Spectral Presheaf, 25, 34, 47
Formula, Topos, 195
Formulae, 191
Frame, 149
Frame, Internal, 179
Fully-Faithful, Functor, 278, 283
Functional Calculus, 250
Functions, Order-Preserving, 231
Functions, Order-Reversing, 231

Gelfand Duality, 27, 177, 272
Gelfand Spectrum, 13, 22, 73, 177, 207
Gelfand Transform, 71, 72, 74, 205

General Relativity, 225
Generated Sieve, 119
Geometric Morphism, 27, 325
Geometric Morphism, Essential, 27
Geometric Theory, 193
Geometrical Formulae, 192
Germs, 320
Gleason’s Theorem, 57
Greatest Upper Bound, 10
Grothendieck Topology, 117, 118, 122, 123
Guaranteed Commutative, 261, 262

Heisenberg, 48, 60
Heyting Algebra, 3, 6, 7, 9–11, 150, 226
Heyting Algebra, Internal, 179
Heyting Complement, 24
Heyting Negation, 16, 21, 23
Heyting Regular, 17
Homomorphism, Locale, 207

Inner Daseinisation, 68, 69, 95
Inner Daseinisation, Covariant, 221
Instrumentalist Interpretation, 229
Integers, Topos, 175
Internal C�-algebra, 176
Internal Category, 171
Internal Functor, 174
Internal Interval Domain, 317
Internal Locale, Point, 241
Internal Natural Transformation, 174
Internal Spectrum, 213
Internal, *-Algebra, 176
Internalising Functor, 181
Interval Domain, 232
Interval Domain, Internal, 224, 233
Intuitionistic Logic, 230
Isomorphism, Spectral Presheaves, 29

Join-Semilattice, 79
Jordan *-automorphism, 50
Jordan *-isomorphism, 109
Jordan Structure, 109

Kochen-Specker, 1, 5, 206

L-CDF, 99
L-Quantile Function, 99
Lattice, 9, 65
Lattice, Internal, 178



Index 341

Lawere-Tierney Topology, 329
Least Upper Bound, 10
Left Exact, 27
Left-Continuous, 80
Limit, Diagram, 137
Lindenbaum Algebra, 198
Local, Points, 242
Locale, 150, 230, 232
Locally Injective, Cone, 268
Locally Small, 270
Lower Reals, 219, 221

Map, Internal topologies, 217
Maps, Sates-Spaces, 39
Maps, Spectral Prehseaves, 25, 29
Maps, State-Spaces, 45
Matching Family, 126, 127
Maximal Context, 20, 24
Measurable Set, 97
Measure Space, 97
Measurements, 251
Meet Lattice, 79
Meet-Semilattice, 79
Minimal Context, 17, 24
Model, Theory, 196
Morphism, Frames, 149

Norm, Topos, 176
Nucleus, Frame, 150
Nucleus, Local, 163

Observable Functions, 65, 67, 70, 73
One-Parameter Group, 281
Open Cover, 115
Order-Isomorphism, 29, 34
Outer Daseinisation, 5, 13, 19, 21, 54, 68, 90
Outer Daseinisation, Covariant, 219

Paraconsistent Logic, 15
Partial C�-Algebra, 36
Partial *-isomorphism, 34
Partial Ordering, 10
Physical Quantities, 71, 227, 231
Physical Quantities, Covariant, 223
Physical Quantity, 231
Piecewise �-Homomorphism, 279
Piecewise �-homomorphism, 30
Piecewise C�-Algebra, 30
Piecewise C*-Algebra, 277
Piecewise Group, 286

Piecewise Group Homomorphism, 286
Piecewise von Neumann Algebras, 40
Planck Scale, 228
Point, Locale, 151
Post-Processing, 249
Pre-Quantization Presheaf, 304
Presheaf, 4
Presheaf, Classical Probabilities, 55
Principal Sieve, 6, 130
Probabilities, 227
Probability Integral, 209
Probability Measure, 54, 56–58
Probability Valuation, 210
Probailities, 227
Projective Measure, 248
Proposition, Covariant, 216
Propositions, 4, 6, 9, 13, 53, 215, 216
Propositios, Contravariant, 214
Pseudo-State, 5, 76

q-Antonymous Functions, 93, 95
q-Functions, 97
q-Observable Functions, 79, 85, 90
Quantile Function, 98
Quantity Value Object, 230, 234, 235, 243
Quantization, 226, 291
Quantum Gravity, 225–227, 244
Quantum Theory, 225
Quasi-Jordan homomorphism, 33
Quasi-State,Unital C�-Algebra, 209

Random Variable, 97
Random Variable, Topos Quantum Theory, 102
Rationals, Topos, 175
Regular Element, 11
Regular element, 12
Regular Heyting Elements, 18, 19
Regular, Locale, 208
Representable Functor, 255, 272
Right-Continuous, 80

Sample Space, 97
Scott Closed, 317
Scott Interval Domain, 242
Scott Open, 317
Scott Topology, 317
Self-Adjoin Operators, Spectrum, 87
Self-Adjoint Operators, 79, 231
Separate Points, Cone, 261
Separated, Presheaf, 141
Sequent, 193, 196



342 Index

Sheaf, 124, 127, 130, 142, 322
Sheaf Condition, 253, 254, 269
Sheaf, Site, 126
Sheafification Functor, 325
Sheaves on a Locale, 166
Shriek, Adjoint, 325
Shrodinger, 54, 58, 60
Sierpinski Space, 241
Sieve, 6, 7
Signature, Language, 191
Site, 117, 122
Sober, Space, 152
Space-Time, 225, 226, 229, 235, 237, 238, 244,

245
Space-Time Points, 240, 244
Spacial, Space, 157
Spectral Family, 80
Spectral Order, 68, 81
Spectral Presheaf, 4, 9, 13, 22, 25, 39
State Space, 4
State, Unital C�-Algebra, 209
State-Space, Covariant, 212
State-Space, Internal, 204
States, 5, 6
Stone’s Theorem, 47
Sub-Object Classifier, 3, 6, 133
Sub-Objects, 318
Sublocale, 164
Subsheaf, 134, 166

Tensor Product, Frames, 239
Term, Topos, 195
Terms, 191
Tight Clopen Sub-Object, 18, 19, 21
Time Evolution, 47, 48, 53, 54, 58
Topological Spaces, Internal, 240
Topos, 3
Trivial Topology, 117
Truth Values, 6, 7

Unital C� Algebra, 25
Unital C�-Algebra, 37
Unital *-homomorphism, 25, 26, 177
Unital Abelina C�-Algebra, Category, 27
Unital Jordan Algebra, 33
Unital Jordan homomorphism, 33
Unital Partial *-Automorphism, 36
Unital Quasi-Jordan Isomorphism, 34
Upper Reals, 219

von Neumann Algebra, 3, 25, 108

Weak q-Observable Function, 85
Well-Powered, 274

Yoneda, 146, 248, 270, 275, 332


	Contents
	Notation and Terminology
	1 Introduction
	1.1 Conceptual and Mathematical Preliminaries
	1.1.1 What Is Topos Theory?

	1.2 Topos Quantum Theory
	State Space
	Propositions
	States

	1.3 Sub-object Classifier and Truth Values

	2 Logic of Propositions in Topos Quantum Theory
	2.1 Bi-Heyting Algebras
	2.2 Bi-Heyting Algebra in Topos Quantum Theory
	2.3 Two Types of Negations
	2.3.1 Heyting Negation
	2.3.2 Co-Heyting Negation

	2.4 Examples of the Two Negations
	2.4.1 First Example
	2.4.2 Second Example
	2.4.3 Interpretation


	3 Alternative Group Action in Topos Quantum Theory
	3.1 Maps Between Spectral Presheaves
	3.2 Group Action as Flows on the Spectral Presheaf
	3.3 From C*-Algebras to von Neumann Algebras
	3.4 Time Evolution of Quantum Systems
	3.4.1 Heisenberg Picture
	3.4.2 Schrodinger Picture

	3.5 Relation Between the Heisenberg Picture and the Schrodinger Picture

	4 Observables in Terms of Antonymous and Observable Functions
	4.1 Observables Functions and Antonymous Functions
	4.2 Example

	5 Interpreting Self-Adjoint Operators as q-Functions
	5.1 q-Observable Functions
	5.1.1 Lattice Structure

	5.2 Relation to Outer Daseinisation
	5.3 q-Antonymous Functions
	5.4 Relation to Inner Daseinisation
	5.5 q-Functions and Quantum Probabilities
	5.5.1 Mathematical Background
	5.5.2 Quantum Theory
	5.5.3 The Case for Topos Quantum Theory


	6 What Information Can Be Recovered from the Abelian Subalgebras of a von Neumann Algebra
	6.1 Mathematical Preliminaries
	6.2 Reconstructing the Jordan Structure

	7 Grothendieck Topoi
	7.1 Grothendieck Topology
	7.2 Grothendieck Sheaves
	7.3 Sub-object Classifier
	7.4 Sh(C, J) Is an Elementary Topos

	8 Locales
	8.1 Locales and Their Construction
	8.2 Maps Between Locales
	8.3 Sublocales
	8.4 Defining Sheaves on a Locale

	9 Internalizing Objects in Topos Theory
	9.1 Internal Category
	9.2 Internal C*-Algebra
	9.3 Internal Locales

	10 Geometric Logic
	10.1 The Higher Order Type Language L 
	10.2 Geometric Theories
	10.3 Interpreting a Geometric Theory in a Category

	11 Brief Introduction to Covariant Topos Quantum Theory
	11.1 Internal Topos Quantum Theory
	11.2 State-Space
	11.2.1 Relation Between Contravariant and Covariant State-Space

	11.3 States
	11.4 Propositions
	11.4.1 Relation Between Covariant Propositions and Contravariant Propositions

	11.5 Physical Quantities

	12 Space Time in Topos Quantum Theory
	12.1 A Lesson from Quantum Gravity?
	12.2 Modelling Space-Time as a Locale
	12.3 Topos Definition of the Quantity Value Object
	12.4 Quantity Value Object as a Locale
	12.4.1 Locale Associated to R Part I
	12.4.2 Locale Associated to R  Part II
	12.4.3 Locale Associated to R

	12.5 Modelling Space-Time as a Locale
	12.5.1 Can We Retrieve the Notion of Space-Time Points?

	12.6 Conclusions

	13 Extending the Topos Quantum Theory Approach
	13.1 C*-Algebras as Functors CHaus→Sets
	13.1.1 Functoriality Captures the `Commutative Part'of the C*-Algebra Structure

	13.2 C*-Algebras as Sheaves CHaus→Sets
	13.2.1 Effective-Monic Cones in CHaus
	13.2.2 How to Guarantee Commutativity?
	13.2.3 The Category of Sheaves and Its Smallness Properties

	13.3 Piecewise C*-Algebras as Sheaves CHaus→Sets
	13.4 Almost C*-Algebras as Piecewise C*-Algebraswith Self-Action
	13.5 Groups as Piecewise Groups with Self-Action
	13.6 Open Problems: States and State-Space

	14 Quantization in Topos Quantum Theory: An Open Problem
	14.1 Abstract Characterisation of Quantization
	14.1.1 Quantization Presheaf
	14.1.2 Considering All Quantizations At Once
	14.1.3 Preservation of Linear Structure Throughthe Presheaf I
	14.1.4 Relation Between the Functors I  and  R

	14.2 Quantization by Nakayama
	14.2.1 Sheaves over Q


	Appendix A 
	A.1 Dedekind Reals in a Topos
	A.2 Scott's Interval Domain
	A.3 Properties of Daseinised Projections
	A.4 Connection Between Sheaves and Etalé Bundles
	A.5 The Adjoint Pair
	A.6 Lawvere-Tierney Topology and Closure Operator
	A.7 Yoneda Lemma
	References
	Index


