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Role of CCN2/CTGF/Hcs24 in
Bone Growth

Satoshi Kubota and Masaharu Takigawa*
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Our bones mostly develop through a process called endochondral ossification.
This process is initiated in the cartilage prototype of each bone and continues
through embryonic and postnatal development until the end of skeletal growth.
Therefore, the central regulator of endochondral ossification is the director of
body construction, which is, in other words, the determinant of skeletal size and
shape. We suggest that CCN2/CTGF/Hcs24 (CCN2) is a molecule that conducts all
of the procedures of endochondral ossification. CCN2, a member of the CCN
family of novel modulator proteins, displays multiple functions by manipulating
the local information network, using its conserved modules as an interface with a
variety of other biomolecules. Under a precisely designed four-dimensional
genetic program, GCN2 is produced from a limited population of chondrocytes
and acts on all of the mesenchymal cells inside the bone callus to promote the
integrated growth of the bone. Furthermore, the utility of CCN2 as regenerative
therapeutics against connective tissue disorders, such as bone and cartilage
defects and osteoarthritis, has been suggested. Over the years, the pathological
action of CCN2 has been suggested. Nevertheless, it can also be regarded as
another aspect of the physiological and regenerative function of CCN2, which is
discussed as well.

KEY WORDS: Bone growth, Endochondral ossification, Bone regeneration,
CCN family, Cartilage/chondrocytes, Skeletal development, Connective tissue
growth factor (CTGF) © 2007 Elsevier Inc.
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2 KUBOTA AND TAKIGAWA

I. Introduction

In mammals, the development of most bones in the skeleton is initiated by the
preparation of the cartilage prototype and is accomplished through endo-
chondral ossification or its related process. Endochondral ossification occurs
mainly by growth plate chondrocytes in a precisely organized architecture
with four-dimensional (i.e., temporal and spatial) polarity of cytodifferentia-
tion, in collaboration with vascular endothelial cells and osteoblasts, which
invade through the cartilage canal. This complex biological process is under
the control of a vast number of systemic hormones and local growth factors.
Analogous to a full orchestra that needs a conductor to play polyphonic
music with multiple instruments, certain key molecules have to modulate
the functioning status of these signaling molecules and integrate the extracel-
lular information in a harmonized manner to maintain the proper biological
architecture of the growth plate and to promote the endochondral ossification
toward bone growth. We suggest that CCN2, which is a classical member of
the CCN protein family and was formerly called the connective tissue growth
factor (CTGF)/hypertrophic chondrocyte-specific gene product 24 (Hcs24)/
ecogenin, is one such conductor/modulator of bone growth.

The functional characteristics of CCN2 as a conductor/modulator are
represented by the fact that CCN2 is capable of promoting both the growth
and differentiation of most mesenchymal cells involved in endochondral
ossification. This apparently contradictory functionality may explain how
CCN2 acts as a central driver of cartilage/bone growth and regeneration.
In this article, we first briefly introduce the novel family of modulator proteins,
namely the CCN family. Thereafter, we summarize advances in CCN2
research, mainly from the viewpoint of the molecular and cellular biology of
bone growth and regeneration.

Il. The CCN Family

A. General Structure and Terminology

The acronym “CCN”’ does not represent any structural or functional aspect
of this gene family, but is a simple assemblage of the three classical members
recognized earlier. This “family name” was first given in 1993 by Bork from
the first letters of Cyr61 (cysteine-rich protein 61), CTGF (connective tissue
growth factor), and NOV (nephroblastoma-overexpressed gene). Thereafter,
three additional members were newly classified in this family (Brigstock, 1999;
Lau and Lam, 1999; Perbal, 2004; Perbal and Takigawa, 2005; Takigawa
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et al., 2003). During this emerging period, a number of different names
were independently assigned to each member by different research groups,
thereby resulting in significant confusion in terminology (Baxter et al., 1998;
Grotendorst et al.,, 2000; Moussad and Brigstock, 2000). To resolve this
problem, a unified nomenclature was proposed in 2003, in which each mem-
ber was renamed numerically under the family name, CCN (Brigstock et al.,
2003). The relevance between the unified and original name of each member is
summarized in Fig. 1A. Mammals possess six members in their genome so far,
and no evidence for another member has yet been described.

Although the genomic organization of the members demonstrates remark-
able variety, all of the gene products retain a highly characteristic structure.
Except for CCNG6, these proteins consist of four conserved protein modules
connected in tandem in order, following an N-terminal signal peptide for
secretion. It should be noted that these four modules—insulin-like growth

A
ccn2 (ctgf, fisp12, hcs24, pIG-M2, hbgf-0.8, ecogenin, igfbp8, igfbp-rp2)
ccn3 (nov, igfbp9, igfbp-rp3)
ccn5 (rCOP1, wisp-2, ctgf-L, hicp)
cent (cyr61, cef10, BIG-M1, igfbp10, igfbp-rp4)
ccn4 (elm-1, wisp-1)
ccn6 (wisp-3)
B
ex 1 ex 2 ex 3 ex 4 ex5
’5’-UTI:-l 3'-UTR | AAAAA
o ' 1 1

Y eFBP H TSPt | vwc H cT

FIG. 1 The CCN family. (A) The six members identified in the mammalian genomes. Previous
designations given to each gene member are shown in parentheses. The members are placed
based on a genetic dendrogram previously proposed (Perbal and Takigawa, 2005). (B) General
structure of the mRNA and the nascent protein of a CCN family member. The mRNA is the
assemblage of five exons (top of the panel) with the 5'-cap and 3’-poly(A) tail structures. Exons
(ex) 1, 2, 3, 4, and 5 encode the signal peptide for secretion (a crescent), insulin-like growth
factor-binding protein module (IGFBP), thrombospondin type 1 repeat module (TSP1), von
Willebrand factor type C repeat (VWC) module, and carboxyl terminal cysteine knot (CT)
module, respectively, except for CCN5, which lacks the CT module. The open reading frame is
flanked by the 5'-untranslated region (UTR) and the 3'-UTR, which are crucial for the
posttranscriptional regulation of gene expression in most members.
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factor binding protein (IGFBP), von Willebrand factor type C repeat (VWC),
thrombospondin type 1 repeat (TSP1), and C-terminal cysteine-knot (CT)
modules—contain conserved cysteine residues and are highly interactive with
a variety of other molecules, thus providing a structural basis for the multiple
functionality of CCN member proteins (Perbal and Takigawa, 2005). Interest-
ingly, each module is encoded by the corresponding single exon, and the
boundaries of exons in mRNA strictly correspond to the module boundary in
protein (Fig. 1B). Therefore, the CCN members are supposed to have devel-
oped by exon shuffling along the course of evolution (Patthy, 1987). In this
context, the conserved cysteine residues involved in all of the modules are
supposed to determine the proper tertiary structure of each module by intra-
modular interactions rather than by intermodular/intermolecular interactions
(Brigstock, 1999). In the mRNAs, the coding regions are flanked by 5'- and
3’-untranslated regions (UTR) that contain critical regulatory elements of gene
expression, which will be described later (Kubota and Takigawa, 2002).

B. Members of the CCN Family

1. CCN1/Cyr61/Cef10

The first member of the CCN family was identified as one of the immediate-
early genes in mouse fibroblasts in 1989. Because of the 38 cysteine residues in
the gene product, which is currently recognized to be conserved among all of
the CCN family proteins, this gene was designated cysteine-rich 61 (cyr61)
(O’Brien et al., 1990; Simmons et al., 1989). Mammalian ccnl genes are quite
compact with relatively short introns, as observed in ccn2. In terms of protein
structure, CCN1/Cyr61 is uniquely characterized by spacer/hinge amino acid
stretches located between the VWC and TSP modules (Bork, 1993). However,
the functional significance of this intermodular peptide is still unclear.

The CCNI protein is known to mediate integrin-associated cell adhesion
events while promoting wound healing, angiogenesis, and chondrogenesis, as
also observed in the case of CCN2 (Chen et al., 2001a,b; Jedsadayanmata
et al., 1999; Kireeva et al., 1997; Schober et al., 2002). In addition, when we
stimulated chondrocytic cells with different types of cytokines, ccnl and ccn2
displayed a similar response to all the stimuli examined, thus indicating that
they may be engaged in similar missions in the metabolism of skeletal tissues
(Moritani et al., 2005). Nevertheless, a difference in their biological roles was
also clearly represented by the phenotypic difference between knockout (KO)
mice of cenl and cecn2. Most of cenl KO mice were reported to be embryonic
lethal, due to a failure of embryonic vascular system development in placenta
(Mo et al., 2002), whereas skeletal phenotypes of a survived minor popula-
tion of animals displayed different changes from those observed in the



ROLE OF CCN2/CTGF/Hcs24 IN BONE GROWTH 5

cen2 KO mice (Dornbach and Lyons, 2004). In summary, CCN1 may
therefore be regarded as a modulator in bone development second to CCN2.

Similarities and differences between the two are also represented in other
functional properties. In analogy to ccn2, ccnl is involved in the determina-
tion of malignant phenotypes of several types of tumor cells (Perbal, 2001;
Tong et al., 2001; Xie et al., 2001). In contrast, opposite roles of ccnl and
cen2 in the development of renal fibrosis were proposed (Sawai et al., 2003;
Yokoi et al., 2001). However, it is at least clear that both are biologically
required and neither is dispensable for vertebrates.

2. CCN2/CTGF/Hcs24/Fispl2

This particular member will be described in complete detail in the following
sections. Therefore, we briefly describe only the history of CCN2/CTGF re-
search. CCN2/CTGF was first discovered as a mitogenic and chemotactic
factor purified from human cultured vein endothelial cell supernatant in 1991
(Bradham et al., 1991). Owing to such effects, it was initially called connective
tissue growth factor for fibroblasts. However, before the discovery of human
CCN2/CTGF, a murine orthologue had already been isolated from NIH/3T3
and transforming growth factor (TGF)-B-stimulated mouse ARK-2B cells, and
designated fibroblast-inducible secreted protein-12 (Fisp12) (Ryseck et al., 1991)
and B IG-M2 (Brunner et al., 1991), respectively. After a few years, a cDNA that
was specifically expressed in a human chondrocytic cell line was cloned and the
corresponding gene was designated the hypertrophic chondrocyte-specific
24 (hes24) gene, since this gene displayed a highly specific expression among
the hypertrophic chondrocytes at a particular stage of development in mice
(Nakanishi ez al., 1997). In relation to these findings, another name, “‘ecogenin,”
was given to its gene product, since its gene product was revealed to be a central
promoter of endochondral ossification (Takigawa et al., 2003). As such, since
independent research groups analyzed the function of this multifunctional mod-
ulator based on different aspects, a number of different names were consequently
given to this single molecule (Fig. 1A). The fact that no other member possesses
more names than CCN2/CTGF may represent the multiple functionality of this
molecule, as described in this article.

3. CCN3/Nov

The original name given to CCN3 stands for nephroblastoma overexpressed
gene (nov), which indicates that this particular gene was found to be over-
expressed in all of the chicken myeloblastosis-associated virus (MAV)-induced
nephroblastomas examined so far (Joliot et al., 1992). This MAV-associated
form of the CCN3 protein was not a full-length one, but was an N-terminal
truncated form due to the retroviral integration of the MAV provirus. Because
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of this, CCN3 has been investigated primarily from pathological points of
view. In fact, the overexpression of ccn3 has been reported in various types
of tumors; however, its role in tumorigenesis and its relationship to malig-
nant phenotypes are still controversial. Studies have revealed that full-length
CCN3 tended to counteract the malignant phenotypes in Ewing sarcoma and
glioblastoma cells (Gupta et al., 2001).

Compared to the oncological roles mentioned previously, the physiologi-
cal functions of CCN3 still remain to be investigated. The angiogenic prop-
erty of CCN3 has already been proven, in which integrins play a critical role
as a CCN3 receptor (Lin et al., 2003). In addition, the expression of CCN3 in
hypertrophic chondrocytes in growth cartilage and skeletal muscle tissues
suggests a possible involvement of CCN3 in skeletal formation (Lafont et al.,
2005; Perbal, 2001; Yu et al., 2003). During development, neuroepithelium
and the neural tube show strong ccn3 expression in chicken embryo (Katsube
et al., 2001). Although the function and its mechanism are still unclear, inter-
actions with cell-surface molecules including Notch, connexins, and cadher-
ins may be involved as CCN3 counterparts (Fu et al., 2004; Gellhaus et al.,
2004; Sakamoto et al., 2002). The nuclear localization of CCN3 was indi-
cated, suggesting a possible role of CCN3 as an intracellular signaling
molecule as well (Planque ef al., 2006).

4. CCN4/Elm1/WISP-1

The first report describing this gene appeared in 1998. In that report, a gene
was found to be overexpressed in low-metastatic type 1 cells among murine
melanomas, and it was thus named E/m/ (Hashimoto et al., 1998). In the same
year, three human CCN family members were simultaneously discovered as
Whntl-inducible secretory proteins (WISP), which included the human Elml
orthologue (Pennica et al., 1998). Since then, this new group of CCN family
members has tended to be called serially numbered WISP proteins, until the
names CCN4-6 were given. Similar to CCN3, most CCN4 research has been
conducted in relation to the field of oncology (Soon et al., 2003; Xu et al.,
2000). One of the most interesting findings concerning CCN4 is the identifi-
cation of a novel splicing variant of ccn4 mRNA, which is associated with
malignant phenotypes of scirrhous gastric carcinoma and cholangiocarci-
noma (Tanaka ez al., 2001, 2003). This splicing variant encodes a truncated
form of CCN4 lacking the VWC module. The functional consequence of a
deletion of a particular module is of critical interest, since such an event is also
observed for CCN3 and CCNG6.

Although not fully supported by experimental evidence, it is suspected that
CCN4 plays a certain role in skeletalogenesis. First, CCN4 was found to
regulate osteoblastic differentiation (French et al., 2004). Second, we con-
firmed the production of CCN4 in cartilage tissues. Therefore, the role of
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CCN2 in bone growth may be comprehensively discussed with those of other
CCN family members in the near future.

As anticipated in all of the CCN family proteins, the molecular interaction
of CCN4 and other molecules should provide the basis for its biological
functions. From this point of view, the specific interaction with proteoglycans
is worthy of note (Desnoyers et al., 2001).

5. CCN5/rCOP-1/WISP-2

Among mammalian CCN family members CCNS5 is the only one that geneti-
cally lacks one of the modules. Since the trimodular structure of CCNS5
appears to be quite unusual as a CCN family member, it was once regarded
as an endogenous antagonist with dominant-negative phenotypes against the
other members. Nevertheless, subsequent research has revealed that CCNS5 is
also a multifunctional molecule, as summarized later.

The initial name, Copl, was given for rat ccnd in 1998 during the investi-
gation of antioncogenic genes that act as a negative regulator for cell trans-
formation (Delmolino ez al., 2001; Zhang et al, 1998). As happened in
CCN4, the human orthologue was rediscovered as one of the Wnt1-inducible
WISP gene products and classified as the second member of this group,
WISP2 (Pennica et al., 1998). This molecule was also once considered to be
a CCN2-related molecule, which was highly produced in human osteoblasts,
and another name, CTGF-L, was also given to it (Kumar ez al., 1999).

CCNS is currently known to be involved in cell proliferation, adhesion, and
osteoblastic differentiation. Including vascular smooth muscle cells (Delmolino
et al., 2001), research has indicated that ccn5 gene expression was negatively
correlated with cell proliferation in several types of cells, whereas it was promoted
in MCF7 breast cancer cells (Delmalino et al., 2001; Zhang et al., 1998; Zoubine
etal.,2001). Such a controversial biological outcome by the same gene expression
is one of the common characteristics of CCN family members. Regarding bone
growth, the expression of ccnd was observed in normal osteoblasts, but it was
absent in osteosarcoma cells (Kumar et al., 1999). In vitro experiments indicated
that ccn5 promoted the adhesion of osteoblasts, while it inhibited osteocalcin
production by rat osteoblastic cells (Kumar et al., 1999). As such, biological
missions assigned to CCNS5 are still difficult to specify. However, together with
the truncated forms of CCN3 and 4, future investigations on this trimodular
member may provide critical information to help clarify certain specific functions
of CCN protein subfragments.

6. CCN6/WISP-3

Unlike the other members, only one name, WISP3, was proposed for this
member in 1998 before the establishment of the unified nomenclature
(Pennica et al., 1998). It does not necessarily mean that this molecule is an
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accessory member, but is merely due to its relatively late discovery. In fact,
although few reports are present, both physiological and pathological
aspects of CCNG6 function are known today. First, CCNG6 is the only member
that is associated with a distinct human genetic disorder. One year after its
discovery, a number of mutations in ccn6 genes were found in cases of pro-
gressive pseudorheumatoid dysplasia (Hurvitz et al., 1999). More recently,
a single nucleotide polymorphism analysis revealed an association between
ccn6 point mutations and susceptibility to juvenile idiopathic arthritis (Lamb
et al., 2005). These genetic associations were partially supported by the
finding that overexpression of ccn6 in chondrocytic cells induced enhanced
production of cartilage matrix components (Sen ez al., 2004). These reports
strongly indicate critical roles of CCNG6 in cartilage development and bone
growth. Nevertheless, a study with CCN6 KO mice showed CCN6 was
dispensable for skeletal development (Kutz et al., 2005). Obviously, further
investigation is required to account for the discrepancy observed between
human and murine species. It should also be noted that a splicing variant of
CCN6 mRNA lacking coding exons for the TSP and CT modules was
present in gastrointestinal carcinomas (Tanaka et al., 2002), which again
emphasizes certain functions of CCN subfragments in human malignancies,
as suggested in other CCN family members.

Ill. CCN2: A Multiple Regulator of Mesenchymal
Tissue Development

A. Distribution in Normal Tissues

When normal tissue distribution was biochemically analyzed with total
organ/tissue preparation, ccn2 appeared to be expressed in several different
organs and tissues and was once supposed to be produced by a number of
different types of cells. Even in such an initial investigation, no significant ccn2
expression was detected in normal liver and peripheral blood leukocytes (Kim
et al., 1997; Mukudai et al., 2003). However, more detailed cell biological and
histological analyses revealed that the CCN2-producing cell population was
highly restricted in normal adult tissues, as represented by the mesenchyme of
the cardiovascular and gonadal systems (Friedrichsen et al., 2005; Yamaai
et al.,2005). One of the major CCN2 producers is the vascular endothelial cell,
which is involved in the tissues that conferred positive signals in biochemical
analysis, as stated previously. Although CCN2 is actively produced from
normal cells upon tissue regeneration, ccn2 gene expression seems to remain
silent in other tissue components. However interestingly, we do have a huge
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reservoir of CCN2 in the bloodstream. In 2004, involvement of a large
amount of CCN2 in platelets was uncovered (Cicha et al., 2004; Kubota
et al., 2004). These findings emphasize the crucial role of CCN2 in angiogene-
sis and tissue regeneration in adult mammals.

During development, ccn? is distinctly expressed in a limited population of
cells at specific differentiation stages, thus indicating its critical role in certain
types of tissue development. This finding is best represented in growth plate
cartilage. In the initiation of endochondral ossification, CCN2 is produced in a
relatively broad range of chondrocytes. Along with long bone growth, expres-
sion of ccn2 becomes restricted among prehypertrophic to hypertrophic chon-
drocytes (Moritani et al., 2003b; Nakanishi ez al., 1997). It is interesting to note
that the distribution of the CCN2 molecule does not necessarily correspond to
that of the ccn2 expressing cells. Indeed, an immunohistochemical analysis
showed a stronger accumulation of CCN2 protein in terminally differentiated
hypertrophic layers of mature growth plates, whereas gene expression was
more prominent in prehypertrophic chondrocytes. A similar positional discrep-
ancy was also observed during secondary ossification center formation. This
“molecular walking” is supposed to be enabled by the specific interaction of
CCN2 with certain proteoglycans that directly bind to CCN2 and are indis-
pensable for cartilage development (Arikawa-Hirasawa et al, 1999; Nishida
et al., 2003).

CCN2 s also actively produced in the kidney during the course of develop-
ment (Friedrichsen et al., 2005; Surveyor and Brigstock, 1999). Since CCN2 is
induced upon angiogenesis, every process that requires vascular development
may accompany CCN2 production. It is also of particular interest that ccn2
gene expression was observed in the tooth germ mesenchymes of mouse devel-
oping teeth, indicating the possible contribution of CCN2 in the epithelial-
mesenchymal signaling involved in tooth development (Shimo et al., 2002;
Yamaai et al, 2005). Unexpectedly, the production of CCN2 by mega-
karyocytes has never previously been confirmed. Therefore, the origin of
platelet-encapsulated CCN2 still remains to be clarified.

B. Physiological Roles in Connective Tissues

As represented by the expression pattern of ccn2 in normal tissues, CCN2
plays a major role in the development and growth of particular tissues, such as
cartilage, bone, heart, and kidney. Therefore, CCN2 is estimated to actively
continue this mission in certain tissues for as long as the body grows, 20 years
in the case of humans. Thereafter, CCN2 is occasionally expressed in the
maintenance and regeneration of corresponding tissues, as stated later.

A number of in vitro studies have previously revealed the positive effects of
CCN2 in the growth of connective tissues, including cartilage and bone. CCN2
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actually promotes the proliferation of fibroblasts, chondrocytes, osteoblasts,
and vascular endothelial cells in vitro (Babic et al., 1999; Grotendorst and
Duncan, 2005; Nakanishi et al., 2000; Nishida et al., 2002; Safadi et al., 2003;
Shimo et al., 1999). Furthermore, it also promotes the differentiation of those
cells with an enhancement of their own mature phenotypes. It should be noted
that all of these biological events constitute the endochondral ossification
process, which explains why it was once entitled “ecogenin.” In general, it is
quite exceptional for a single protein to promote both proliferation and differ-
entiation of the same cells, but CCN2 does both. However, such an ability to
yield apparently opposite effects represents the very functional property of
CCN proteins as modulators, as stated previously.

C. Involvement in Wound Healing

Since CCN2 was originally identified as a factor that promotes the prolifera-
tion and chemotaxis of fibroblasts, the relevance of CCN2 and wound
healing was investigated in the relatively early days of CCN2 research mainly
by dermatologists. In addition to such in vitro findings, ccn2 gene expression
in wounded skin tissues was first reported in 1993, which suggests specific
roles of CCN2 in the normal healing process of skin tissue (Igarashi et al.,
1993). Finally, the abundant inclusion of CCN2 in platelets and the fact that
platelet-rich plasma (PRP) actually promoted wound healing supported
these hypothetical roles of CCN2 in wound healing (Laplante et al., 2001).
CCN2 as a conductor of wound healing is also represented in certain skin
disorders with hyperplasia and fibrosis. Overexpression of the CCN2 gene was
locally observed in keloids, which may be regarded as an overregeneration of
fibrotic tissue, and is cases of progressive systemic sclerosis (Igarashi er al.,
1996; Sato et al., 2000). In those patients, the susceptibility of the ccn2 gene to
TGF-B was found to be elevated, indicating the involvement of not only CCN2,
but also of TGF-B as an upstream signaling molecule in such skin fibrotic
diseases (Kikuchi et al., 1995; Mori et al., 1999). The association of CCN2 with
fibrosis in a number of other organs and tissues is described in further discussion.

D. CCN2 and Fibrotic Disorders: A Pathological Role

In addition to mitogenic activity, CCN2 also stimulates the production of
extracellular matrix (ECM) components, such as collagens and fibronectins,
from fibroblasts (Grotendorst and Duncan, 2005; Twigg et al., 2002), which
overall indicates that CCN2 is a promoter of fibrous tissue formation. There-
fore, once the precise molecular system of CCN2 production is no longer
regulated to trigger the overproduction, excessive fibrous tissue formation
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might well occur in any organ containing fibroblasts. In line with this assump-
tion, the contribution of CCN2 in fibrotic disorders in a number of organs has
been specified. The classical case was reported in skin fibrosis, as stated previ-
ously. Subsequently, overexpression of CCN2 has been observed in renal
fibrosis (Gupta et al., 2000; Ito et al, 1998), liver cirrhosis (Abou-Shady
et al., 2000; Hayashi et al., 2002; Rachfal and Brigstock, 2003), pulmonary
fibrosis (Allen et al., 1999; Bonniaud et al., 2003; Lasky et al., 1998), cardiac
fibrosis (Dean et al., 2005), and pancreatic fibrosis (di Mola et al, 1999).
In addition, other fibrosis-associated human diseases, such as biliary atresia
(Tamatani et al., 1998), inflammatory bowel disease (Dammeier et al., 1998a),
and atherosclerosis, were also found to be associated with unusual CCN2 gene
expression and production (Cicha et al., 2005).

In many such fibrotic disorders including the previously mentioned skin
fibrosis, it has been suggested that TGF-B is the upstream driver initiating
these pathological events (Gruschwitz et al., 1990; Kothapalli et al., 1997). This
hypothesis is supported by two distinct types of evidence. First, the involvement
of TGF-B in those lesions was confirmed in vivo, second, the transcriptional
activation of the CCN2 gene by TGF-§ was uncovered by molecular biological
investigations in vitro (Grotendorst et al., 1996). It is known that TGF-f also
stimulates CCN1 gene expression; however, TGF-B-induced CCN1 and CCN2
appear to act in distinct ways to yield an opposite biological outcome in renal
fibrosis, where CCN2 plays a negative role, as introduced in the section on CCN1
(Sawai et al., 2003; Yokoi et al, 2001). As such, a structural and functional
comparison of CCN1 and CCN2 can provide a breakthrough to clarify the
mechanism of CCN2-induced fibrosis in the kidney.

E. Malignant Phenotypes and CCN2 in Tumors

As observed in other CCN family members, the role of CCN2 in tumori-
genesis and malignant phenotypes of neoplasm still remains controversial.
No evidence has yet indicated that CCN2 directly stimulates the growth of
malignancies. It is true that the overexpression of the CCN2 gene has been
observed in a number of human malignancies, including breast cancer (Xie
et al.,2001), skin cancer (Igarashi et al., 1998), melanoma (Kubo et al., 1998),
pancreatic cancer (Wenger et al., 1999), and chondrosarcoma (Shakunaga
et al., 2000). Of note, a significant relationship was indicated between CCN2
expression level and prognosis in clinical cases of breast cancer (Xie et al.,
2001) and colorectal cancer (Lin et al, 2005). However, overexpression
experiments in vitro usually resulted in attenuation of cell growth, promotion
of differentiation, or induction of apoptosis (Hishikawa et al., 1999; Moritani
et al.,2003a). Therefore, the concomitant expression of the ccn2 gene in those
malignancies does not seem to merit the proliferation of tumor cells per se.
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Nevertheless, studies have helped to clarify the contribution of CCN2 in
the invasion and metastasis of tumors. In particular, CCN2 has been shown
to be involved in bone metastasis of breast cancer (Kang ez al., 2003; Shimo
et al., 2006). This finding is supported by the fact that CCN2 promotes
angiogenesis upon tumor hypoxia, thereby inducing vascular endothelial
cells to produce several catabolic enzymes to destroy the ECM of connective
tissue (Kondo et al., 2002). The molecular regulation of the hypoxic induc-
tion of CCN2 has been revealed to be exerted in multiple steps, as detailed
later (Kondo et al., 2002, 2006).

IV. CCN2 and Bone Cell Biology

A. Structure and Evolution of Bone and CCN2

1. Evolution of Skeleton and Two Modes of Mammalian
Skeletal Development

It is widely recognized that mammalian bone consists of two types of bone of
different origins (Karaplis, 2002). Most of the skeletal parts are developed
through endochondral ossification or its related process, in which bone is
initially designed as its own prototypic cartilage. Limited types of skeletal
bone, such as the clavicle and cranium, are formed by a distinct biological
process called intramembranous ossification. The latter process was estab-
lished to furnish calcified exoskeleton in an early era of animal evolution,
probably more than 300 million years ago. Therefore, the clavicle and cran-
ium may be regarded as examples of fossil tissues in living mammals.
In contrast, the other bones that are formed through cartilage by endochon-
dral ossification have been established during the course of the evolution of
animals toward vertebrates. In fact, the lamprey, which is widely recognized
as one of the most primitive vertebrates on earth, possesses a vertebra that is
entirely composed of uncalcified cartilage. Thereafter, the endoskeleton was
furnished not only to support body structure and movement, but also for
hematopoiesis and calcium phosphate storage as vertebrates were migrating
from sea to rivers and finally to land.

In contrast to intramembranous ossification, in which bone is directly
produced by osteoblasts from periosteum, endochondral ossification is ac-
complished by the collaboration of a number of different types of cells
(Fig. 2A). The major cells involved are mesenchymal cells—particularly chon-
drocytes. The initial cartilage prototype consists of apparently uniform
chondrocytes. However, once endochondral ossification is initiated, chon-
drocytes proceed to differentiate, strictly maintaining their polarity. In the
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FIG. 2 CCN2 and endochondral ossification. (A) A schematic representation of the
endochondral bone formation process and the roles of CCN2 therein. Most mammalian bones
are initially constructed as a cartilage prototype (lower panel) and grow through a sophisticated
process entitled endochondral ossification (upper panel). In this process, CCN2 is extensively
produced by prehypertrophic/hypertrophic chondrocytes (also indicated with bidirectional arrows
in the lower panel) that act as a paracrine factor to promote the entire procedure. (B) The emergence
of CCN2 during the course of vertebrate evolution. Ancestral orthologues can be specified even
in precordates, such as Ciona intestinalis and insects. However, orthologues highly homologous
(>80% at the nucleotide level excluding the signal peptide-encoding region) to human ccn2, which is
thought to be the direct prototype of our ccn2 gene, are found only in the species after amphibian
evolution.
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central stage of ossification, chondrocytes first proliferate to extend the body of
the bone, and then the cells produce a vast amount of ECM, which is the major
phenotype of mature chondrocytes. Finally, the cells reach the very central
region where they undergo hypertrophy, thereby producing matrix vesicles and
initiating the calcification of ECM. Toward the center of this hypertrophic
zone, vascular invasion occurs in order to supply osteoblasts, blood cells, and
their progenitors, while hypertrophic chondrocytes are removed after complet-
ing their task. As a result, after body growth, chondrocytes in metaphysis
disappear, but they later reappear out of necessity from stromal cells—after a
bone fracture, for example.

2. Structural and Functional Conservation of CCN2 along with
Animal Evolution

In general, the genes that play a critical role in the drastic phenotypical
changes that occur during the evolutionary course were prepared in advance
for such apparent changes. Since ccn? is a critical gene in bone growth, it is a
matter of course that this CCN family member is structurally conserved
among all of the vertebrates with calcified bones. Moreover, we are able to
find ccn2 orthologues even in certain invertebrates. It is of particular note
that ccn2 can be found in tunicates, which develop through metamorphosis.
In their adult body, the endoskeleton is totally absent; however, their larvae
do form cartilaginous vertebrate-like structures. Thereafter, vertebrates were
born after a long course of pedomorphosis. In summary, ccn2 is supposed to
have been furnished in the genome for the development of endoskeleton,
rather than calcified tissues (Fig. 2B).

The functional conservation and compatibility of CCN2 among the
mouse, rabbit, and human were confirmed by in vivo and in vitro studies;
similar biological effects of human recombinant CCN2 (Nishida et al., 1998;
Asano et al., 2005) were observed not only in human chondrocytic cells, but
also in rabbit and mouse chondrocytes (Nakanishi et al., 2000; Nishida et al.,
2002, 2004), and the ccn2 KO mice displayed certain exact phenotypes that
were expected by the data obtained in these studies (Ivkovic et al., 2003). The
transspecies compatibility of CCN2 is reminiscent of that of hormones, thus
representing its major role in extracellular signaling.

3. Expression and Localization of the ccn2 Gene Product in
Developing Bone

Basically, the CCN2 protein is distributed where cartilage and bone are
known to grow. As explained previously, in an adult animal after growth,
growth plate cartilage is replaced by bone containing osteocytes, osteoblasts,
hematopoietic cells, vascular endothelial cells, and their progenitors. No



ROLE OF CCN2/CTGF/Hcs24 IN BONE GROWTH 15

detectable CCN2 protein is observed inside the callus of the long bones at this
stage, except around vascular endothelial cells. However, during development, a
vast amount of CCN2 molecules are produced under the strict four-dimensional
program of gene expression. In the early stages of long bone development before
ossification center formation, CCN2 protein is distributed among most of the
chondrocytes except for the resting ones in the cartilage prototype. After the
formation of the ossification center, the CCN2-positive chondrocyte population
becomes limited around the ossification centers that are composed of hypter-
trophic/prehypertrophic chondrocytes (Moritani et al., 2003b; Nakanishi et al.,
1997). A similar distribution of CCN2 is also observed among the articular
chondrocytes facing the secondary ossification center at epiphyses in young
animals (M. Oka et al., unpublished observations). As the bone grows, a specific
accumulation of CCN2 in hypertrophic/prehypertrophic layers becomes increas-
ingly evident. In the advanced stage of endochondral ossification, CCN2 mole-
cules are occasionally observed most strongly in the prehypertrophic layers, thus
suggesting that prehypertrophic chondrocytes act as a major producer of CCN2,
while late hypertrophic ones act as its reservoir. Beyond these chondrocytes,
osteoblasts are engaging themselves in the construction and remodeling of
cancellous bone. In young growing animals, CCN2 protein can be detected in
those osteoblasts as well, albeit at reduced levels.

When bone growth is completed, there still is cartilage at the surface of the
edge of the bone to construct the joints, which is called permanent articular
cartilage. The articular cartilage does contain chondrocyte layers toward
bone marrow, but CCN2 protein is usually absent therein, probably because
such cartilage is not growing. However, in any situation requiring cartilage
and bone regeneration, ccn2 gene expression recurs, as observed in osteo-
arthritis (OA) (Kumar et al., 2001; Omoto et al., 2004), fracture, and tooth
extraction (Kanyama et al., 2003; Nakata et al., 2002).

B. Roles of CCN2 in Bone Cell Biology

1. Effects on Growth Plate Chondrocytes

Since the rediscovery of ccn2 as a gene specifically expressed in the human
chondrocytic cell line HCS-2/8 (Hattori et al., 1998; Takigawa et al., 1989,
1991) in vitro and the hypertrophic layers of the developing mouse growth plate
in vivo (Nakanishi et al., 1997), the cell biological effects of CCN2 on growth
plate chondrocytes has been extensively investigated. As a result of this re-
search, it is now clear that CCN2 promotes the proliferation, maturation, and
hypertrophy of growth plate chondrocytes at different stages of differentiation
in vitro. Indeed, CCN2 promotes DNA and proteoglycan synthesis during the
maturation stages with a concomitant increase in collagen type IT and aggrecan
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core protein gene expression, which are typical markers of mature chondro-
cytes (Nakanishi et al, 2000). In the later stages of differentiation, CCN2
enhances calcium uptake, alkaline phosphatase activity, and collagen X expres-
sion, all of which represent hypertrophic phenotypes toward calcification.
These findings were mainly obtained by using primary rabbit growth cartilage
cells and highly active human recombinant CCN2 derived from transformed
HeLa cells (Asano et al., 2005; Shimo et al., 1999). According to these results,
not only the hypertrophic chondrocytes, but also the proliferating and even
resting chondrocytes can be the targets of CCN2. Considering that CCN2 is
predominantly released by prehypertrophic and hypertrophic chondrocytes,
it is anticipated that it acts in an autocrine, paracrine, and matricrine (ECM-
associated four-dimensional) manner to drive chondrocytes and other mesen-
chymal cells during endochondral ossification (Kubota et al., 2001; Nishida
et al., 2003). Interestingly, in the early stage before growth plate formation,
CCN2 is distributed throughout from proliferating to hypertrophic layers that
include chondrocytes other than the CCN2 producers as well. This phenome-
non supports the idea of the paracrine and matricrine action of CCN2. At the
same time, it is hypothesized that the amount of infiltration of CCN2 in
cartilage may be a factor in determining the resultant bone length after growth,
which may well vary among individuals.

2. Effects on Osteoblasts and Vascular Endothelial Cells

If CCN2 acts in a paracrine manner, then the CCN2 released from the
growth plate may act on osteoblasts and vascular endothelial cells. In fact,
it has already been proven by several independent research groups that
osteoblasts and endothelial cells are also targets of CCN2. Although the
osteoblasts themselves produce little CCN2, an in vitro study clearly indi-
cated that CCN2 promoted proliferation; maturation, as evaluated by the
expression of a few marker genes, such as osteopontin and osteocalcin; and
the mineralization of osteoblastic cells (Nishida et al., 2000; Safadi et al.,
2003). These effects were probably mediated by cell-surface receptor mole-
cules that were displayed on these cells. Osteoblasts are the central player in
bone formation and remodeling, not only at the last stage of endochondral
ossification, but also through intramembranous ossification. As such, CCN2
is therefore now considered to be involved in all of the bone growth processes
of mammals.

The effects of CCN2 on vascular endothelial cells are intriguing, but
controversial. Using recombinant CCN2, a few groups, including us, have
uncovered the angiogenic potential of CCN2, as evaluated by the prolifera-
tion, migration, and tube formation of primary endothelial cells in vitro and
by blood vessel formation in vivo (Babic et al., 1999; Shimo et al., 1998,
1999). As represented by the fact that growth plate formation is initiated by
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the invasion of blood vessels through cartilage canals, physiological angio-
genesis is indispensable for the proper growth of long bones. It should be
noted that prior to the formation of the primary ossification center, ccn2 gene
expression was initiated surrounding the point of blood vessel invasion (M.
Oka et al., unpublished observations). Therefore, CCN2 seems to act as an
angiogenic conductor in cartilage. These findings are supported by the phe-
notypes of the KO mice (Ivkovic et al., 2003), as described later.

However, CCN2 is by no means the only major angiogenic molecule. Among
other such molecules, vascular endothelial cell growth factor (VEGF) is one of
the best known. Surprisingly, CCN2 was shown to interact with VEGF and to
interfere with angiogenesis by VEGF (Inoki et al., 2002). Since CCN?2 is
supposed to interact with a vast number of other bioactive molecules, the
final outcome of CCN2 should thus be considered as the net output of various
molecular interactions, which needs extensive investigation in the future (Fig. 3).
In addition, several different malignant neoplasms have also been shown to
take advantage of this property of CCN2 (Shimo et al., 2001a,b), as briefly
noted previously.

3. Effects on Articular Chondrocytes

Articular cartilage at the edges of long bones is one of the permanent cartilage
tissues, including the nasal, auricular, tracheal, and laryngeal cartilage and
the nucleus pulposus in vertebras. In contrast to growth plate chondrocytes,
articular chondrocytes are maintained in articular cartilage as a part of the
long bones even after the end of their growth. Their mission is to maintain the
elasticity and integrity of the cartilage that is a critical part of joint machinery.
Therefore, they have to supply cartilage matrix components and should never
go beyond prehypertrophic stages in chondrocytic differentiation, except
under pathological conditions.

Since CCN2 also promotes the hypertrophy of growth plate chondrocytes,
it could be a specific promoter of pathological hypertrophy therein as well.
However, surprisingly, CCN2 never promotes the hypertrophy of cultured
articular chondrocytes even under differentiation-inducing conditions, whereas
it does promote proliferation and maturation of those cells (Nishida et al,
2002). These in vitro data are consistent with the in vivo findings that CCN2
production among articular chondrocytes is observed either during bone de-
velopment (Nawachi et al., 2002) or after cartilage damage (Kumar et al., 2001;
Omoto et al., 2004), which thus suggests that CCN2 is required for the devel-
opment and regeneration of articular cartilage. The differential effects of CCN2
on two distinct types of chondrocytes are probably enabled by the molecular
property of CCN2 as a “four-handed modulator.” As a result of the interplay
with multiple molecules, CCN2 may drive the whole extracellular signaling
network toward the desired direction in each microenvironment. In addition,
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FIG. 3 The multiple interplay of CCN2 with other signaling molecules and its biological
outcomes. Interactions with growth factors, cell surface signal transducing receptors, and
heparan sulfate proteoglycans (HSPG) are illustrated. The resultant functional alteration by
CCN2 is briefly described in the case of growth factors, while specific activation of intracellular
signaling kinases is summarized for the cell surface receptors. Other abbreviations are explained
in the text.

the differential effects of CCN2 on growth plate and articular chondrocytes also
provide critical information to answer the basic question concerning the prop-
erties of chondrocytes. Are articular and growth plate chondrocytes basically
the same and able to transdifferentiate each other, or are they already com-
mitted to their own differentiation pathways? Based on the previously stated
data, an affirmative answer can be given to the latter question, at least after the
formation of the secondary ossification center.
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4. Effects on Bone Marrow Mesenchymal Stromal Cells

The adult bone marrow stroma contains a number of mesenchymal stem cells
that are capable of differentiating into osteoblasts, chondrocytes, myoblasts,
and adipocytes. Therefore, bone marrow stromal cells are attracting the
interest of a number of medical scientists, as they are an excellent source
for the regeneration of mesenchymal tissues. In 2004, Nishida et al., reported
the successful regeneration of the full-thickness defect in rat articular carti-
lage by CCN2 with a gelatin hydrogel carrier, which enabled gradual and
continuous release of CCN2. As a part of this study, the effect of CCN2 on
the chondrogenic differentiation of mouse mesenchymal stromal cells was
also evaluated. The long-term culture of those cells in the presence of recom-
binant CCN2 significantly induced the chondrocytic differentiation therein,
as evaluated by cartilage matrix-specific staining and marker gene expression
(Nishida et al., 2004). Therefore, it is clear that CCN2 promotes chondro-
cytic differentiation of mesenchymal stromal cells. In addition, CCN2 was
found to mediate the Wnt3A and bone morphogenetic protein (BMP)
9 signals toward osteoblast differentiation of mesenchymal stem cells at
early stages of differentiation (Luo ef al., 2004). However, whether it also
promotes myogenic and adipogenic differentiation as well, or it specifically
promotes chondrogenic/osteogenic differentiation only, still remains unclear.
Of note, a study analyzing the expression of CCN family member genes
revealed the sustained expression of the CCN2 gene along with osteogenic,
adipogenic, and chondrogenic differentiation of mesenchymal stem cells
(Schutze et al., 2005). These findings indicate certain roles of CCN2 in all
three differentiation pathways, thus suggesting that CCN2 may promote all
of these pathways simultancously.

5. Phenotypes of ccn2™'~ Mice

Until now, a conventional type of ccn2 knockout mice had been generated and
their phenotypes were analyzed and reported by Ivkovic ez al., (2003). Although
mice possess the five other family members as well, which might compensate for
a single depletion of any member, the removal of CCN2 conferred distinct
abnormal phenotypes, particularly in the growth plate. The embryos of ccn2
null mice grow until birth, but they are lethal upon delivery, owing to respira-
tory failure. Respiratory failure is estimated to be due to the hypoplasia of the
rib cage, which is caused by abnormal endochondral ossification.

Impaired endochondral ossification was observed throughout the entire
skeleton, thus resulting in systemic skeletal dysmorphism. According to
histological analysis of the growth plates, chondrocyte hypertrophy was
severely affected by ccn2 depletion. Morphologically, the hypertrophic layers
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were remarkable enlarged, without proper vascular invasion. The matrix
deposition, matrix metalloproteinase production, and VEGF gene expres-
sion by those cells all decreased, emphasizing the role of CCN2 in chondro-
cyte differentiation and angiogenesis. Importantly, the observed abnormality
is totally consistent with the results of the in vitro evaluation of CCN2 function,
confirming the integrity of both investigations from different approaches.
However, no remarkable phenotypic changes were observed in ccn2 heterozy-
gous KO mice, which does not necessarily indicate that a single c¢cn2 locus is
biologically sufficient, but it may be a result of compensation by the other ccn
family members.

6. Cell Surface Receptors

Because of the characteristic tetramodular structure as a CCN family member,
CCN2 is capable of interacting with a vast number of other molecules, which at
the same time indicates that multiple different cell surface molecules should be
assigned for the receptors of CCN2 (Fig. 3). In fact, in 1998, Nishida already
reported a specific receptor-ligand complex on the chondrocytic and osteoblas-
tic cell surface, which was actually phosphorylated upon CCN2 stimulation
(Nishida ez al, 1998, 2000). To date, the best known cell surface CCN2
receptors are integrins. Accumulated experimental data showed that integrins
ampPa, asBi, and oyp,P3; mediated the cell adhesion of monocytes, fibroblasts,
and platelets, respectively, under direct interaction with CCN2 (Chen et al.,
2001a; Jedsadayanmata et al., 1999; Schober et al., 2002). It is also interesting
to note that another type of integrin, a,p3, was reported to assist CCN2 in
inducing angiogenesis (Babic ef al., 1999). This a3 molecule was reported to
mediate the adhesion of hepatic stellate cells under an interaction with the CT
module (Gao and Brigstock, 2004). Therefore, particular types of integrins are
supposed to be the direct receptors of the CT module.

Among these integrins, o could activate intracellular phosphorylation
signaling via focal adhesion kinase (FAK) in skin fibroblasts. This finding is
of particular interest, since the activation of specific signaling pathways
through mitogen-activated protein kinases (MAPKs) is involved in transmit-
ting CCN2-emitted signals for chondrocyte proliferation and differentiation,
as indicated in the next section. Other signal transducing cell surface CCN2
receptors were also identified on the surface of kidney mesangial cells
(Wahab er al., 2005a). These receptors, Trk A and p75™'X, had already
been identified as the specific receptors for neurotrophins. Surprisingly,
CCN2 was found to bind to these molecules and induce autophosphorylation
of the tyrosine residue in Trk A as well as the original ligands, even though its
biological outcome still remains to be investigated (Wahab et al., 2005a).
To our regret, all of the previous findings were obtained with nonosteogenic
cells. Considering the central role of CCN2 in bone growth, certain receptors
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specific on chondrocytes and/or osteoblasts are expected. We previously con-
firmed the strong expression of Trk A on hypertrophic chondrocytes that
appeared in bone fracture lesions (Asaumi et al., 2000). Therefore, although
no signal transducing cell surface receptor has yet been defined in osteogenic
cells including chondrocytes, Trk A continues to be one of the most probable
candidates for such CCN2 receptors.

In addition to these receptors, several different molecules on chondrocytes
have been proposed to initiate the intracellular signaling of CCN2 receptors
to promote endochondral ossification. The low-density lipoprotein receptor-
like protein 1 (LRP-1) was identified as a binding protein of the CCN2
molecule (Segarini et al., 2001), and subsequent investigations clarified that
LRP-1 mediated the transmission of the CCN2 signal to the extracellular
signal-regulated kinase (ERK) signaling pathway in promoting myofibro-
blastic differentiation (Yang et al., 2004). We also confirmed the display of
LRP-1 molecules on chondrocytes both in vivo and in vitro; it is therefore
highly probable that LRP-1 plays a significant role in cartilage biology in
collaboration with CCN2 (Kawata et al., 2006). Another intriguing candi-
date is ErbB4, which is also a tyrosine kinase-type receptor for one of the
neurotrophins and is expressed among chondrocytes (Nawachi et al., 2002).
In this way, CCN2 has been shown to utilize multiple receptors when exert-
ing its multiple functions, as we have previously expected.

Finally, it should be noted that not only the direct receptors specific for
CCN2, but also the indirect effects of CCN2 via other extracellular molecules
should not be overlooked. These molecules include growth factors (Abreu
et al., 2002; Inoki et al., 2002) and proteoglycans (Nishida et al., 2003),
several of which may be regarded as coreceptors. Such findings again indicate
that CCN2 is a driver of a signaling network in a microenvironment rather
than a growth factor that can deliver a few messages.

7. MAPK and Upstream Kinases in the Transduction of
CCN2 Signals

As mentioned in the last section, CCN2 is capable of activating multiple
intracellular phosphorylation signals in a variety of target cells. In 2001,
Yosimichi et al., reported that two classical MAPKs, p38 MAPK and
ERK1/2, mediated the CCN2-emitted signals to promote the differentiation
and proliferation of chondrocytes, respectively (Yosimichi et al., 2001). The
extensive study also revealed the contribution of another major member of
MAPK, Jun N-terminal kinase (JNK) to CCN2 signal transduction for
both the proliferation and differentiation of chondrocytes (Yosimichi et al.,
2006). In addition to these well-known MAPK pathways, the involvement of
the phosphatidylinositol-3 kinase (PI3K)-protein kinase B/Akt pathway in
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transmitting the CCN2 signal to promote chondrocyte hypertrophy has been
elucidated. Furthermore, a study has demonstrated that protein kinase C
(PKC), particularly PKCa, is a major secondary messenger kinase that med-
iates most of these CCN2 signals described, except for those to JNK (Yosi-
michi et al., 2006). In contrast to the accumulating findings on chondrocytes,
little is known concerning such intracellular signal mediators in osteoblasts.
Even in the case of chondrocytes, the relationship between the cell surface
receptors as intracellular signal donors and the kinases as signal recipients still
remains unclear.

However, in other types of cells, the CCN2 signal transduction cascades
from the cell surface receptor to the MAPKSs have been gradually elucidated
(Fig. 3). In skin fibroblasts and hepatic stellate cells, integrin a3, translates
CCN2 binding to the phosphorylation of ERK1/2 (Chen et al., 2001a). In
renal mesangial cells, Trk A is autophosphorylated by CCN2 binding, which
initiates the signal transduction to multiple downstream kinases. These
kinases include PKCa and 6, MEK-ERK1/2, JNK, PKB, p90-ribosomal S6
kinase (RSK), and calmodulin kinase 11 (CaMKII), most of which can be
inhibited by a specific inhibitor of Trk (Wahab ez al., 2005a). Through the
activation of these kinases, a TGF-B-inducible early gene (TIEG), which is a
nuclear transcription factor, was eventually induced after CCN2 stimulation
(Wahab et al., 2005b). The transmembrane transduction mechanism of the
CCN2 signals to target genes through MAPKSs in chondrocytes will be
clarified in the near future, employing a strategy similar to that utilized for
other types of cells.

8. Endocytotic Incorporation and Possible Intracellular Functions
of CCN2

All of the CCN protein members are furnished with N-terminal signal
peptide sequences, and they are basically secretory proteins; hence they are
believed to play major roles as extracellular signaling modulators. However,
as reported in the case of other growth factors, intracellular CCN2 may well
play significant biological roles in particular states. From this point of view,
it is of particular interest that extracellular CCN2 can be taken up by
endocytosis (Wahab er al., 2001). Endocytotic transportation was first ob-
served in renal mesangial cells. In these cells, exogenous CCN2 was
incorporated inside of the cells and finally reached the nucleus. A similar
finding was also confirmed in chondrocytic cells by us (Kawata et al., 2006).
After endocytosis, molecules encapsulated in endosomes can be directed to a
few distinct destinations. The most classical pathway leads to lysosomes,
where the incorporated molecules are to be degraded. However, certain
endosomal populations, designated as recycling endosomes, may shuttle
back to the plasma membrane to recycle their components. This system is
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considered to provide a basis for transcytosis that enables the transcellular
transport of extracellular molecules. Furthermore, a study revealed that
adaptor protein containing the PH domain, TB domain, and leucine zipper
motif (APPL) proteins transported into the nucleus through endocytosis
plays a role in the regulation of gene expression (Miaczynska et al., 2004).
Therefore, the biological significance of CCN2 endocytosis in endochondral
ossification should not be overlooked. Indeed, LRP-1, one of the CCN2
receptors, is widely known to be a key player in endocytotic events, which
further emphasizes this point.

Regardless of the pathway, the intracellular function of CCN2 has been
suggested mostly by overexpression studies. Generally, the overexpression of
CCN2 tends to attenuate cell growth. In human breast cancer cells, CCN2
induced apoptosis (Hishikawa ez al., 1999), while it restrained the proliferation
of human oral squamous carcinoma cells (Moritani et al., 2003a). Notably,
human CCN2 overexpressed in monkey Cos-7 cells has been shown to accu-
mulate in a perinuclear organelle corresponding to the microtubule organiza-
tion center without being secreted and thereby inducing G,—M arrest of those
cells (Kubota et al., 2000a). Taking these findings together with the fact that a
dense accumulation of CCN2 is observed in quiescent hypertrophic chondro-
cytes, intracellular CCN2 may be a critical factor in stopping the proliferation
of chondrocytes in terminal hypertrophic differentiation.

C. Regulation of ccn2 Gene Expression

1. Controlled Expression of ccn2 During Endochondral Ossification

Differentiation stage-dependent CCN2 gene expression observed in the growth
plate is perfectly reproducible in cell culture systems with primary growth plate
chondrocytes. As previously described, the baseline of ccn2 gene expression
is kept at low levels in immature growth plate chondrocytes, whereas it is
strongly induced around the onset of hypertrophic differentiation in vivo
(H. Kawaki et al., unpublished observations). According to several in vitro
studies, the peak of ccn2 expression is observed in chondrocytes at prehyper-
trophic stages, preceding the peak of type X collagen gene expression, which is a
typical marker of hypertrophic chondrocytes. The mechanism by which this
differentiation-dependent induction/silencing of ccn2 gene expression occurs
has been uncovered through a variety of molecular biological approaches.
Gene expression is regulated through multiple steps from chromatin remo-
deling to protein translation. Little had been known concerning the role
of epigenetic regulation, for example, by histone/DNA modification to turn
on/off the corresponding locus, in ccn2 gene regulation. However, significant
progress has been made in clarifying the involvement of transcriptional
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and posttranscriptional regulatory systems in the precisely controlled ex-
pression of the ccn2 gene during the endochondral ossification process.
The next two sections briefly describe advances in the research on such re-
gulatory systems of ccn2 gene expression, which regulates the organized
development of the growth plate for the proper growth of most bones in
vertebrates.

2. Human ccn2 Proximal Promoter and
Transcriptional Regulation

As is generally observed in a number of eukaryotic protein-encoding genes,
the CCN2 gene is primarily driven by a classical core promoter segment
of the gene containing a typical TATA box (Grotendorst et al., 1996).
Around the core promoter, several functional and putative cis elements
have been identified, or predicted, which together constitute the CCN2 pro-
ximal promoter. The involvement of the proximal promoter region in the
induction/silencing of CCN2 gene expression in response to a variety of sti-
muli, including TGF-B and endothelin-1 (ET-1), has been indicated, thus
leading to the identification of a few cis elements therein (Grotendorst et al.,
1996; Xu et al., 2004). The TGF-B response element/basal control element 1
(TbRE/BCE-1) is a critical element that determines basal promoter activity
in mesangial cells and mediates gene regulation by TGF-p in fibroblasts and
chondrocytes (Eguchi et al., 2001; Grotendorst et al., 1996). Juxtaposing the
TbRE, a Smad binding element (SBE) has also been located and it has been
shown to play a significant role in modulating TGF-f signaling in mesangial
cells (Wahab et al., 2005b). According to a study, SBE mediates the tran-
scriptional activation of ccn2 by sphingosine 1-phosphate in rat mesangial
cells as well (Katsuma et al., 2005). Moreover, the proximal promoter con-
tains the third cis element to mediate a certain part of the multiple intracel-
lular signals emitted by TGF-B. This element is characterized by the retention
of a tandem repeat of the TEF-1 binding consensus sequence and is structur-
ally distinct from the two mentioned previously (Leask et al., 2003). There-
fore, the proximal promoter transcriptionally regulates ccn2 gene expression
through multiple signaling pathways, transcription factors, and cis elements
upon TGF-f stimulation in a variety of cells (Fig. 4).

In terms of bone growth, our series of investigations revealed another cis
element that is critical for mediating the chondrocyte-specific induction of
cen2 gene expression. This element, designated transcriptional enhancer
dominant in chondrocytes (TRENDIC), was discovered in the proximal
promoter region, forming a cluster with TbRE and SBE (Fig. 4) (Eguchi
et al., 2001, 2002). TRENDIC is required to maintain high level CCN2
expression in the chondrocytic cell line HCS-2/8. This element also acts as
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FIG. 4 Transcriptional and posttranscriptional regulation of the human c¢cn2 gene in
chondrocytes. The TGF-f signal is mediated by a few cis-elements including SBE and TbRE/
BCE in chondrocytes as well as in fibroblasts, whereas the chondrocyte-specific enhancement of
transcription is enabled by a novel enhancer, TRENDIC. The dual functional posttranscrip-
tional regulatory element CAESAR acts as a constitutive translational silencer and a dynamic
regulatory element of mRNA stability upon hypoxic stress conditions. The primary structure
and predicted secondary structure of CAESAR are also illustrated.

an enhancer in several different types of cells; nevertheless, among all the cells
examined, its effect was strongest in chondrocytic cells.

It should also be noted that transcriptional induction is not necessarily
mediated by the elements in the proximal promoter region. In fact, the effect
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of glucocorticoid to strongly enhance CCN2 transcription was generally
recognized (Dammeier et al., 1998b), which was confirmed by a nuclear run-
on assay. However, no cis-acting element in the proximal promoter area
longer than 1500 base pairs was found to mediate this effect by glucocorticoid
so far (Kubota et al., 2003; H. Kawaki et al., unpublished observations).
Similarly, although a number of extracellular stimuli, including nitric oxides
(Keil et al., 2002), statins [3-hydroxy-3-methylglytaryl coenzyme A (HMG-
CoA) reductase inhibitor] (Heusinger-Ribeiro et al., 2004), a-tocopherol
(Villacorta et al., 2003), and mechanical stresses (Grimshaw and Mason,
2001), have been shown to modulate the ccn2 transcript level, no significant
contribution of the proximal promoter has been described therein. Two
possibilities are left to be addressed to resolve these issues. First, cis elements
may be well scattered outside of the proximal promoter, even in the introns of
the CCN2 gene. Second, unless a nuclear run-on assay could directly show
that the observed change in mRNA level should occur at the transcriptional
stage, such a change may be an outcome of posttranscriptional regulation, as
detailed in the next section.

3. 3-UTR-Mediated Posttranscriptional Regulation

Posttranscriptional regulation can be conducted in multiple steps. After the
transcription of the mRNA precursors, they undergo a series of modifica-
tions and then become mature mRNAs. This process includes addition of a
5’-methylguanyl cap and polyadenyl tail, and mRNA splicing. Currently, the
regulation of ccn2 gene expression through alternative slicing events has not
yet been elucidated. Afterward, mature mRNA is actively exported out from
the cell nucleus to the ribosome in the cytoplasm. The regulation by selective
nucleocytoplasmic transport can be conducted at the nuclear pores, and the
stability of mature mRNA is another determinant of the steady-state level of
mRNA. In the case of CCN2, regulation through the nuclear export process
is still not known either. However, the current investigation indicated that
the half-life of CCN2 mRNA is dynamically regulated through particular
RNA cis elements in chick and human chondrocytes, as described later. After
the journey to the ribosome, cytoplasmic mature RNA is captured in the
ribosomal translation initiation complex, and protein molecules are finally
produced there. The ccn2 gene expression is also regulated at this final step
through an RNA cis element on the ccn2 mRNA. Surprisingly, in human
cells, a single RNA cis element is regulating both mRNA stability and
translation. In 2000, we identified and designated this element as a cis-acting
element of structure-anchored repression (CAESAR: Fig. 4) in both human
(Kubota et al., 2000b) and mouse (Kondo et al., 2000) ccn2 genes.

It is widely recognized that the 3/-untranslated region (3’-UTR) plays a
major role in mediating such posttranscriptional gene regulation (Kubota
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et al., 1999). A number of cis elements that are the targets of specific binding
proteins to conduct mRNA degradation and transport have been identified in
the 3’-UTR of various eukaryotic mRNAs (Asaoka-Taguchi et al, 1999;
Brewer, 1991; Moallem et al., 1998). More recently, the micro-RNA (miRNA)
has been attracting the interest of biologists all over the world. The target
sequences of miRNAs are also located in the 3-UTR and mediate specific
degradation and/or translation interference (Harfe, 2005). The CAESAR is
also located in the 3’-UTR of human CCN2 mRNA, facing the junction with
the open reading frame. It is a secondary-structured RNA element 84 bases
in length. The involvement of CAESAR itself represses basal gene expression
at a low level by interfering with efficient mRNA translation, which pro-
bably contributes to restricted CCN2 expression in vivo. This constitutive
repressive effect is considered to be the static function of CAESAR (Kubota
et al., 2005). The repressive potential of CAESAR does not depend on the
primary nucleotide sequence, but instead depends greatly on the secondary
structure, which provided the basis of the nomenclature (Kubota et al., 2000Db).
This static aspect of CAESAR function, which appears to be a general event,
occurs in most of the cells in vivo. In contrast, the dynamic regulation of ccn2
gene expression is observed among particular types of cells including chondro-
cytes, in which ccn2 plays a critical biological role. Upon hypoxic exposure,
both the steady-state level of ccn2 mRNA and CCN2 protein production
increases, without any increase in the transcription rate (Kondo ez al., 2006).
This apparent increase in the ccn2 mRNA upon hypoxia is ascribed to the
increased mRNA stability realized by the interaction of CAESAR and specific
binding protein(s). These findings suggest that CAESAR plays a role in regu-
lated ccn2 gene expression in developing cartilage that is avascular, and thus it
tends to undergo hypoxic conditions.

Clearer evidence indicating an active role of the 3-UTR in the
differentiation-dependent expression of the CCN2 gene along with endochon-
dral ossification has been demonstrated by utilizing chicken primary sternum
chondrocytes. In 2005, Mukudai et al. identified a novel 50-base-long RNA cis
element in the 3’-UTR of the chicken CCN2 gene at a location distinct from
that of CAESAR in the human ccn2 gene. This element also represses gene
expression in cis; however, the repressive activity in the chondrocytes decreases
toward hypertrophic differentiation, thus resulting in increased ccn2 gene
expression in prehypertrophic-hypertrophic stages. It was also clarified that a
protein with a molecular weight of 40 kDa specifically interacted with this RNA
element, and the amount of interaction was negatively related to the resultant
ccn2 mRNA stability. Therefore, the 40-kDa protein is believed to destabilize
chicken ccn2 mRNA by binding to the 50-base-long RNA element. The identi-
fication and functional characterization of this protein will provide critical
insight into the precise mechanism of this posttranscriptional regulation of
cen2 gene expression.
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D. Utility of CCN2 in Regenerative Therapy of Bone

1. Expression of ccn2 upon Bone Damage and Repair

‘When connective tissues suffer physical damage, several growth factors are then
supplied for their prompt regeneration. Shortly after such damage, the tissue
defect is initially filled with fibrous tissue, which will eventually be replaced by
authentic tissue. This process can partly occur in parallel with the damage to
certain tissues, which occasionally results in a pathological outcome, such as
liver cirrhosis and other fibrotic disorders. CCN2 is a key player in all of these
cases.

In the case of a bone fracture, CCN2 is supplied by two independent sources
(Fig. 5). One is the endogenous production of CCN2 by the bone-forming cells
around the lesion. During fracture healing, enhanced ccn2 gene expression and
protein production are observed in the hypertrophic and proliferative chon-
drocytes in regenerating cartilage, proliferating periosteal cells around the
fracture site, and fibroblast-like stromal cells in a rat rib fracture model (Nakata
et al.,2002). In summary, almost all bone-repairing cells are directed to produce
CCN2 upon fracture, indicating that CCN2 plays a critical role during bone
regeneration. In addition to this endogenous production, exogenous CCN?2 is
immediately and abundantly delivered to the fracture lesion by utilizing plate-
lets as capsules. Indeed, activated platelets release more CCN2 than any other
growth factor involved (Kubota et al, 2004). Therefore, CCN2 is readily
supplied to any tissue upon injury, if only hemorrhaging occurs and the
coagulation process is initiated. Since bone is a vascular connective tissue, a
bone defect is promptly filled with a clot that is mainly composed of polymer-
ized fibrin fibers with plenty of CCN2. It is important to note that polymerized
fibrin serves as a natural carrier of CCN2, which thus enables its gradual and
prolonged release around the lesion. Even if ccn2 is a so-called immediate-early
gene, the endogenous production of a sufficient amount of CCN2 requires a
significant period of time. The immediate supply and prolonged release of
exogenous CCN2 perfectly collaborate with the endogenous CCN2 supply
system in accomplishing the regeneration of bone after fracture.

2. Accelerated Regeneration of Articular Cartilage and Bone
with CCN2

Owing to the sophisticated combination system of CCN2 supply, a regular
bone fracture does not require specific therapy to support the tissue regener-
ation itself. As previously indicated, CCN2 promotes the proliferation and
differentiation of chondrocytes as well as osteoblasts. However, in tissue such
as cartilage, an exogenous CCN2 supply is hardly expected, since cartilage is
an avascular tissue. This structural property may account for the general
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FIG. 5 Regeneration of bone and cartilage by CCN2. (A) Spontaneous regeneration process
accomplished by platelet-derived exogenous CCN2 together with the endogenous induction in
bone. The amorphous burr-shaped objects indicate platelets. (B) The therapeutic regeneration
of articular cartilage by a carrier-adsorbed recombinant CCN2 together with the endogenous
induction in cartilage. The change in the amount of CCN2 from two different origins during
tissue regeneration is schematically represented above or below each panel, respectively.

observation that spontaneous repair of injured cartilage is seldom observed.
Therefore, if only exogenous CCN2 is artificially supplied, mimicking the
microenvironment of the regenerating bone fracture lesion, even cartilage
defects can be regenerated. Based on this idea, we examined the effects of
CCN2 on articular cartilage regeneration in rat OA and full-layer articular
cartilage defect models in vivo (Fig. 5). To enable the prolonged and gradual
release of CCN2, we employed a gelatin hydrogel carrier as a better substitute
for the fibrin in the clot. As a result, the application of the gelatin hydrogel-
adsorbed CCN2 remarkably accelerated the regeneration of the damaged
cartilage in OA and thereby helped to ensure the repair of a full-thickness
cartilage defect that did not occur without CCN2 (Nishida ez al., 2004).
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As such, CCN2 was proven to be a promising tool for the regenerative
therapy of such cartilage disorders.

Although bone regeneration usually occurs spontaneously, certain types of
bone defects may well experience significant difficulties in completing the
whole repair process. This deficiency in bone defect healing can be caused by
either systemic or local conditions. Several disorders in the endocrine system
affect the regeneration potential of bone through disregulated metabolism of
bone components. The most common cases of defective bone repair are
observed in the alveolar bone after tooth extraction, which is known as a
“dry socket.” Similar to the cartilage defect cases, the local application of
CCN2 is expected to assist in repairing such bone defects with an attenuated
regeneration potential. Our current research with a rat model has demon-
strated the significant effects of the CCN2-gelatin hydrogel complex on the
accelerated regeneration of persisting tibial bone defects (K. Kikuchi et al.,
unpublished observations).

V. Concluding Remarks

Even today, a significant number of scientists regard CCN2 as an etiological
factor of fibrotic disorders, instead of recognizing its authentic role in the
living body. It is a matter of course for certain biomolecules to be first
identified as factors associated with particular disorders, which usually deter-
mines the initial terminology of such molecules. Thereafter, in most cases, the
physiological role of the “disease-associated’” molecule is clarified, showing
that this molecule is indispensable for life. Such an example can be commonly
found in oncogene products. In this report, we showed that CCN2, formerly
known as connective tissue growth factor, is a central participant in endo-
chondral ossification, which determines the shape and size of most of the
bones in vertebrates. Based on this knowledge, we further uncovered the fact
that CCN2 is a key participant in connective tissue regeneration. Although
fibrosis can be consequently pathogenic, it can even be considered as a mode
of compensatory regeneration of damaged tissue, which results in functional
failure. Therefore, we should first emphasize the primary property of CCN2
as a local modulator of bone growth and regeneration, as discussed later.
The living human body is composed of a set of organs executing its own
specific mission. Strictly organized tissue constitutes each organ to construct a
functional mechanism. Bone is one of these organs; it not only constructs the
skeleton to support the whole body, but also a reservoir of calcium and a
hematopoietic center. As briefly introduced, the growth plate that builds up
the bone from inside has a highly ordered structure with a precise alignment
of differentiating chondrocytes, vascular endothelial cells, and osteoblasts.
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Obviously, to construct and maintain this sophisticated architecture, an excel-
lent molecular organizer of the local cell society is required. In general, for well-
balanced improvement in any part of a society, negotiation is one of the most
efficient means. CCN2 interacts with a number of growth factors, ECM com-
ponents, and cell surface molecules to promote all of the stages of endochondral
ossification. As a result, CCN2 is thus considered to be an excellent molecular
negotiator in the mesenchymal cell society. Because negotiators have to appear
only when requested, the transcriptional and posttranscriptional regulatory
systems have been furnished for the CCN2 gene. To promote the growth and
regeneration of bone and cartilage, a total and balanced activation of the cell
society is required. Rather than a single factor of limited and strong effects that
may cause an imbalance in the cell society, a negotiator that promotes balanced
tissue growth should be a better choice for regenerative therapy. CCN2 is
obviously one such candidate. Exploring the therapeutic approaches with the
external application of the CCN2 protein, or the internal induction/reduction
by external stimuli, is therefore expected to control the growth and regeneration
of mesenchymal tissues, and even the occurrence of ectopic fibrosis in other
tissues.
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Action Potential in Charophytes
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The plant action potential (AP) has been studied for more than half a century.
The experimental system was provided mainly by the large charophyte cells,
which allowed insertion of early large electrodes, manipulation of cell
compartments, and inside and outside media. These early experiments were
inspired by the Hodgkin and Huxley (HH) work on the squid axon and its voltage
clamp techniques. Later, the patch clamping technique provided information
about the ion transporters underlying the excitation transient. The initial models
were also influenced by the HH picture of the animal AP. At the turn of the century,
the paradigm of the charophyte AP shifted to include several chemical reactions,
second messenger-activated channel, and calcium ion liberation from internal
stores. Many aspects of this new model await further clarification. The role of the
AP in plant movements, wound signaling, and turgor regulation is now well
documented. Involvement in invasion by pathogens, chilling injury, light, and
gravity sensing are under investigation.

KEY WORDS: Action potential, Voltage clamp, Patch clamp, Perfusion,
Cytoplasmic streaming, CI” channels, Ca?* channels, K* channels,
Pharmacological dissection, Internal Ca®* stores, IP5 activation, Ca®* pump,
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l. Introduction

A. Defining Features of the Action Potential

The action potential (AP) is also referred to as excitation transient or just
excitation. The AP involves rapid decrease (depolarization) of the negative
membrane potential difference (PD) followed by a slower repolarization
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(Fig. 1). Sufficient similarities exist between the animal and plant AP to
suggest that we are looking at related phenomena:

e AP is elicited, when the membrane PD is depolarized to a definite thresh-
old level.

e Once the threshold PD is reached, the AP form and amplitude are inde-
pendent of the amplitude of the stimulus (all-or-none response; Fig. 2A).

e There is a refractory period following an AP, when a new AP cannot be
stimulated (Fig. 2B).

e The AP initiated in one part of the cell propagates along the cell, sometimes
several cells.

® An increase in temperature makes the AP faster (Fig. 3).

The Nobel Prize winning Hodgkin and Huxley (HH) model of the squid
axon (Hodgkin and Huxley, 1952a—d) has influenced the early analysis of the
plant AP. The AP in the nerve is generated by two opposing ionic fluxes:
Sodium (Na™) inflow and Potassium (K ™) outflow. The increase of the Na*
conductance is the initial response to the stimulus, which depolarizes
the membrane PD. The delayed increase in K conductance and the sponta-
neous decrease in Na' conductance repolarize the membrane back to the
resting state. The mathematical model and its application to Chara AP are
outlined in Section I1.J.3. The HH modeling was made possible by the tech-
nique of voltage clamping, in which the membrane PD is held at a selected
level by passing a current through the membrane. The AP was also fixed
in space by a thin current-supplying electrode placed along the axis of
the cylindrical cell. Similar technology was applied to charophytes (Section
ILA.D).

However, there are also some marked differences between excitation in
plant and animal cells. The time scale in plants is longer by a factor of 10°
(compare Fig. 1A and B). In plants there are two membranes, the outer
plasmalemma and the inner tonoplast. Both membranes usually undergo
excitation (Fig. 4A). The contributions from two membranes and the varia-
tion of ion concentration in both cytoplasmic and vacuolar compartments are
the probable reasons for the shape of the plant AP being more variable
(Fig. 1A). The evolutionary pressures on the animal AP are greater to keep
the shape constant (Johnson et al., 2002). The plant AP peak remains at
negative PDs, crossing into positive region only under unusual circumstances
(Beilby and MacRobbie, 1984; Findlay, 1962). The AP peak in the squid axon
usually becomes positive. (This is not apparent in Fig. 1B, as both Hodgkin
and Huxley and Cole replotted APs by relabeling the negative membrane
resting PD as zero and treating the AP as a positive change in PD.) The
outflow of chloride ions instead of inflow of sodium ions is responsible for the
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FIG. 1 Comparison of plant and nerve AP. (A) The plant AP reconstructed using HH
equations (full line). The shaded area shows the variation of the AP form observed in 25 cells
(Beilby and Coster, 1979b), R. P. = resting potential. (B) The axon AP data (dashed line) and
HH simulation (continuous line), Cole (1968). Note the difference in time scales between
(A) and (B).
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FIG. 2 (A) All-or-none behavior of the simulated AP (Beilby and Coster, 1979b). For the
stimulating pulse-width of 0.15 s, there is no excitation at —100 mV, but AP does occur at
—90 mV. If the stimulating current depolarized the membrane PD to levels more positive than the
threshold (levels shown next to each curve), the form of the AP is not changed. The
calculated threshold PD is slightly more positive than experimental threshold of ~—115 mV.
(B) The simulated refractory period (Beilby and Coster, 1979b). No excitation occurs when the
simulated pulse is applied up to 3 s after previous excitation (response 1 and 2). After 5Ss APscan be
elicited, but they do not reach their full amplitude (response 3 and 4). The experimental refractory
period varied from 6 to 60 s.

depolarizing stage in plants. Calcium ion plays an important part in the AP of
most charophytes (see Sections I1.E.1-2).

The HH picture of the axon excitation is so good, that it dominated our
approach to analysis of charophyte (and other plant) excitation for almost
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FIG. 3 (A) The variation of the AP duration as a function of temperature (Beilby and Coster,
1976). (B) At high temperature of 37.4°C, the AP measured across both membranes of
C. corallina cell shows the two superimposed responses clearly (Beilby, 1978).

half a century. It is becoming apparent that other mechanisms underlie the
plant AP and their intricacies are now emerging from the shadow of the
animal AP (Biskup et al., 1999; Thiel et al., 1990; Wacke and Thiel, 2001;
Wacke et al., 2003).
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B. Why Is the Study of Charophyte AP Important

Because of their large cell size, charophytes have been the subject of many
electrophysiological studies, leading to an extensive body of information about
them. The ““green plants™ or Viridiplantae are now viewed as containing two
evolutionary lineages or clades, the Charophyta and the Chlorophyta (Karol
et al., 2001). The charophyte clade contains the charophyte algae and embryo-
phytes (land plants). This close relationship indicates that knowledge gained on
the charophyte system will be applicable to a wide range of land plants.

APs play an important role in signal transmission, not only in animal
tissue such as nerve and muscle, but also in plant systems. Touch-sensitive
plants (Mimosa pudica) and carnivorous plants (Dionea) respond to a
mechanical stimulus, which evoke APs that propagate to motor tissues,
where turgor-aided movement is initiated (Pickard, 1973; Sibaoka, 1969;
Simons, 1981). AP-like prolonged response to hypotonic stress enables salt-
tolerant charophyte Lamprothamnium to regulate its turgor (Beilby and
Shepherd, 2006). APs are also implicated in transmission of wound signals
(Shimmen, 1996, 1997a,b,c). The stoppage of the cytoplasmic streaming
triggered by the AP prevents leakage of cytoplasm from injured cells (Kamit-
subo and Kikuyama, 1992; Kamitsubo et al., 1989). Further, Davies (1987)
suggested that most plants are capable of producing APs and that these play
a major role in intercellular and intracellular communication alongside
hormonal and other chemical signaling. The changes in ion concentrations,
turgor, and water flow may result in modified activities of enzymes in the cell
wall and changes in the membranes and the cytoplasm. There is a likely role
for APs in chilling injury, invasion by pathogens, and light and gravity
sensing. These electrical signaling cascades await future research.

Il. Historical Background (Up to Late 1990s)

A. Experimental Techniques

1. Voltage Clamp

The voltage clamp technique was adopted in charophytes independently by
Findlay (1961) and Kishimoto (1961, 1964). The results became easier to

FIG. 4 (A) Action potentials recorded simultaneously across the plasmalemma (¥.,) and
tonoplast (W,.) of a Chara corallina cell (Findlay and Hope, 1964a). Note the resting PDs at
each membrane. The dashed lines are the approximate time-courses of plasmalemma
conductance, g.,, and tonoplast conductance, g... (B) A comparison of the transient currents
in C. corallina cell with both membranes clamped (left column) and plasmalemma clamp only
(right column) (Beilby and Coster, 1979a).
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interpret, once the space-clamp was introduced and the two membranes were
voltage clamped separately (Findlay, 1964b).

In four-terminal voltage clamp, one pair of electrodes is used to measure
the membrane PD, while the other pair of electrodes delivers the current. The
measured PD is fed into an input of a comparator operational amplifier,
while the other input receives a command voltage, which can be set to a single
level or a complex function, such as a ramp, bipolar staircase, or the AP
shape. As long as the membrane PD is different from the command, the
comparator provides current (I) in the appropriate direction to decrease the
difference. Modern electronics can facilitate this negative feedback process in
several ms (for more details, see Beilby, 1989; Beilby and Beilby, 1983). To fix
the excitation in space (space-clamp), the current electrode was made from a
thin wire, extending throughout the length of a cylindrical cell (Findlay,
1964c; for review on methodology see Beilby, 1989). To voltage clamp each
membrane alone, the PD measuring electrodes are placed into cytoplasm and
outside medium (plasmalemma) or cytoplasm and vacuole (tonoplast). When
the voltage clamp is applied across both membranes (PD-measuring electro-
des are placed in vacuole and outside medium), the PD across each mem-
brane distributes itself according to the membrane resistance—thus neither
membrane is clamped to the command PD (Findlay, 1964c).

Some researchers used more complex voltage clamp commands. Kishimoto
(1972) and later other Japanese researchers employed linearly depolarizing
ramp command for voltage clamp (Fig. 5A). Thiel (1995) produced
“AP clamp.” This technique utilized the computer control of the command
voltage for the voltage clamp circuitry. The AP was recorded and then
replayed as command voltage, while a range of blocking agents was applied
(Thiel, 1995; Thiel et al., 1997).

2. Compartment Manipulation

The large size of the charophyte cells facilitates manipulation of various cell
compartments. These techniques are a two-edged sword, because while much
greater control can be exercised over some cell compartments, the degree of
disruption of normal cell structure and function is much greater than the
simple electrode insertion or even voltage clamping and the results can be
misleading. The control over internal media is limited, as cells do not survive
if the changes from natural sap or cytoplasm are too extreme. More details of
the various techniques described later can be found in an excellent review by
Shimmen et al. (1994).

a. Vacuolar Perfusion In this technique the cell is placed into a three-
compartment holder, where the compartments are electrically insulated by
grease. The cell ends in the two outer compartments are cut off and the cell
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FIG. 5 Excitation in tonoplast free cells. (A) Excitation in a cell with a low Cl~ concentration
(0.01 mM) in internal medium. The ramp-command clamp and the N-shaped current response,
typical of excitation (Shimmen and Tazawa, 1980). (B) The cells perfused with medium with
100 mM K produced an AP similar to that observed in intact cells (Shimmen and Tazawa, 1980).

sap is replaced by an artificial medium. The middle compartment is left
empty until the perfusion is complete to prevent plasmolysis. Subsequently
it is filled by outside medium, which is made isotonic to the perfusion
medium by adding sorbitol or mannitol. The cell PD is simply measured by
dipping the outside electrode into the middle pool and the “inside’ electrode
into one of the outer pools. Such cells have no turgor pressure, but can be
exposed to a series of different solutions in a short time (Tazawa et al., 1975).
For the turgor pressure to develop, the ends of the cells can be ligated tightly
by silk or synthetic thread. The cells can then be treated as ordinary cells and
inside electrode has to be inserted into the cell. Such cells can be perfused
only once and if they are left over time, they will alter the perfusion medium
to be as similar as possible to the natural vacuolar sap. To retain the
tonoplast, the perfusion medium must contain more than 1 mM Ca*"
(Tazawa, 1964).

b. Tonoplast Removal The removal of the tonoplast can be achieved me-
chanically by fast flow (Williamson, 1975) or chemically by including the
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Ca”" chelator EGTA (Tazawa et al., 1976). The tonoplast-free cells can be
used in the open-vacuole mode or ligated mode. However, as most of the cell
cytoplasm is washed away, the cells lack cytoplasmic crystals and organelles
for efficient wound healing and electrode insertion has to be done very
carefully. There are many recipes for the artificial cytoplasmic medium
(Shimmen et al., 1994), which needs to contain Mg®" and ATP for the cell
to achieve negative membrane PD, streaming, and APs.

c. Cytoplasm-Enriched Fragments Long internodal cells (~10 cm) can be
centrifuged at ~1 g for 20 min (Beilby and Shepherd, 1989; Hirono and
Mitsui, 1981). The cytoplasm moves to one end of the cell. The cell is then
wilted slightly and the cytoplasm-rich end is ligated and cut off (Beilby,
1989), obtaining a short (1.0-2.0 mm) cytoplasm-rich fragment. These can
survive indefinitely, forming new vacuoles in a matter of hours. However, the
cytoplasmic layer remains much thicker than in the intact cells and easily
accessible to multiple electrode impalements.

d. Plasma-Membrane Permeabilization This system is prepared by plasmo-
lyzing the cell with media of high osmolarity to irreversibly detach the plasma
membrane from the cell wall. The integrity of the membrane is then
destroyed by exposure to ice-cold Ca’>" chelator EGTA (Shimmen and
Tazawa, 1983a). Any complex molecule that can pass through the cell wall
can then access the cytoplasmic side of the tonoplast.

3. Patch Clamp

a. Tonoplast Membrane Cytoplasmic droplets can be created spontaneously
by cutting the charophyte cells. The membrane surrounding the droplets
are believed to be derived from the tonoplast (Luhring, 1986; Sakano and
Tazawa, 1986). The cell wall does not form and most frequently found K™*
channels are well characterized (e.g., see Laver, 1990). Chloride (C1™) chan-
nels were described by Tyerman and Findlay (1989), Katsuhara and Tazawa
(1992), and Beilby et al. (1999).

b. Plasma Membrane The charophyte cells are too large for the wall to be
removed by wall-digesting enzymes. Microsurgical methods of cutting the
wall have been successfully applied to access the plasma membrane
(Coleman, 1986; Laver, 1991; Okihara et al., 1991; Thiel et al., 1993). Both
the “cell-attached” and free patch configurations have been used.
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B. The Stimulus

Although the most usual stimulus is facilitated by passing a current to reduce
(depolarize) the membrane PD to the threshold level, there are many other
ways to achieve this. Ohkawa and Kishimoto (1975) found that if the
membrane PD is made more negative (hyperpolarized) by passing an inward
current, the membrane PD overshoots the previous resting level once the
current is turned off. The overshoot in depolarizing direction increased
with the degree of previous hyperpolarization until the excitation threshold
was reached. A similar effect was observed in the squid axon, where it was
called “anode break excitation” (Hodgkin and Huxley, 1952a). Findlay and
Hope (1976) reviewed several methods of stimulating an AP in plants: a
sudden change in temperature by ~—15°C or ~+25°C (Harvey, 1942a;
Hill, 1935), irradiation with intense UV light (Harvey, 1942b), or irradiation
with alpha particles (Gaffey, 1972). The last technique caused membrane PD
to hyperpolarize and stimulated APs by anode break once the radiation was
turned off.

Kishimoto (1968) elicited APs by mechanical stimulation. Receptor PDs,
proportional to the magnitude of the stimulus, depolarized the membrane
PD. When the threshold PD was reached, AP was observed. This AP was of
the same form as those obtained by electrical stimulus. Kishimoto also found
that a number of subthreshold stimuli added up to excite APs. Later,
Shimmen (1996, 1997a,b,c) made a more detailed study of mechano-
stimulation. In charophytes growing in their natural environment, with
rain, water currents and walking or swimming animals, the mechanical
stimulus is the most likely source of excitation. Another way of mechano-
stimulation is to change the cell turgor via the inserted pressure probe.
Zimmermann and Beckers (1978) found that both increasing and decreasing
pressure stimulated APs.

Any chemical agent that causes depolarization of the membrane PD is
likely to stimulate APs, unless it also affects the channels involved in the AP
process. Kishimoto (1966a) exposed Nitella flexilis cells to 10-100 mM of
NaCl or LiCl and observed periodic trains of spontaneous APs. Spontaneous
APs were also obtained by adding 1-mM EDTA or 2-mM ATP.

The definite threshold PD was a source of fascination to many researchers.
Changing only a few mV near the threshold PD caused a large change in the
electrical characteristics of the membrane (Fig. 2A). Such phenomena can
serve as illustrations of chaos and catastrophe theories (Thom, 1975). Fujita
and Mizuguchi (1955), Findlay (1959), and Gaffey (1972) showed that in
Nitella the stimulating current pulse obeyed the classical strength-duration
relationship (Katz, 1937). For longer pulses the threshold PD became more
negative, for shorter pulses more positive. However, there are limiting levels,
in which no time extension of the wide current pulse and no amplitude
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increase of the very short current pulse, produce excitation. The relationship
is based on a minimum quantity of electric charge (product of stimulus
current and pulse width), needed to discharge the membrane capacitance
and depolarize the membrane PD to threshold level.

In voltage clamp experiments the membrane PD is usually clamped to a
depolarized level for some seconds and the excitation threshold manifests
itself by flow of negative (inward) current (see Fig. 4B). Kishimoto (1964,
1966b) replotted the excitation currents at different times after the start of
each clamp, obtaining N-shaped current-voltage (I/V) characteristics (see
Fig. 5A). Similar results were obtained by using a ramp voltage command
(Kishimoto, 1972). Kishimoto observed that as the rate of the voltage ramp
was varied from 150 mV/sec to 30 mV/sec, the excitation transient appeared
at more positive PDs. This is known as accommodation and can be observed
in nerve and muscle tissue (Hodgkin and Huxley, 1952a). Thus in case of a
ramp, there is a minimum rate of depolarization to produce an AP.

C. Coupling to Streaming Stoppage

The cytoplasm of charophyte cells rotates steadily around the cell at speeds
near 100 um/s depending on the medium temperature. The streaming mech-
anism is now understood in terms of myosin, attached to barium sulphate
crystals in the cytoplasm, which leapfrogs along the actin helix, propelling
the crystal. The crystals stir the viscous flowing cytoplasm moving it along.
The streaming can be detected by observing the movement of the organelles
and particles present in the cytoplasmic phase, providing a beautiful and
mesmerizing sight. At the time of excitation, the streaming stops suddenly
and slowly recovers its original speed in 5-10 min (Kamiya, 1959). While the
cells are not streaming, other APs can be stimulated. Tazawa and Kishimoto
(1968) found that the viscosity of the cytoplasm does not increase at the time
of the stoppage, but the motive force disappears. Tazawa and Kishimoto
(1964) perfused Nitella cell vacuole with artificial sap and demonstrated that
about 3-mM Ca”" was necessary for normal cyclosis, but high concentration
of 50 mM had an inhibitive effect. This early finding suggested the role of
Ca®" in cytoplasmic streaming. Beilby (1984a) observed streaming stop-
page in Chara, even when Ca*" in the medium was replaced by Mgt™.
The removal of the tonoplast in the intracellular perfusion by mechanical
(Williamson, 1975) or chemical (Tazawa et al., 1976) method made the cyto-
plasmic compartment accessible. First, this technique established the need for
ATP and Mg " in millimolar concentrations. Williamson (1975) showed that
in the tonoplast-free cells rise in Ca** concentration above 10~® M retards
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streaming substantially. Tazawa et al. (1976) disrupted the tonoplast by
including calcium chelator EGTA in the perfusion medium. In such cells
cytoplasmic streaming did not stop at the time of the AP. Hayama et al.
(1979) made cytoplasm-enriched cell fragments and demonstrated that the
excitation at the plasma membrane is only enough to cause streaming stop-
page. They also demonstrated that tonoplast-free perfused cells could be
reperfused with media without EGTA and various concentrations of Ca”".
High Ca®" concentrations (1 mM) permanently inhibited streaming. This
concentration was taken as the minimum amount for total cytoplasmic
stoppage. Tominaga and Tazawa (1981) found that in their perfusion experi-
ments the threshold Ca®" concentration for streaming inhibition was lower
at 0.5 mM. Kikuyama and Tazawa (1983) suggested that the perfusion
technique induced changes in the motile system making it less sensitive to
Ca’*. Later, the steady state [C::l”]Cyt was measured at ~200 nM, rising to
~700 nM at the peak of the AP (Plieth and Hansen, 1996; Williamson and
Ashley, 1982). In salt-tolerant Lamprothamnium succinctum, the steady state
[Ca2+]cyt was 80 nM and streaming was not inhibited at [CaZ“L]cyt below
200 nM, but strongly inhibited above 500 nM (Okazaki et al., 2002). So
clearly, the AP does involve a transient rise in [Caz+]Cyt and Section ILLE.1
reviews the evidence on the sources of the Ca*".

D. Resolving Responses at Plasmalemma and Tonoplast

Plant cells have a cytoplasmic layer sandwiched between plasmalemma and
tonoplast. Even in giant charophyte cells, the cytoplasm is only about 10-pm
thick and opinions vary on how difficult it is to place an electrode there. If the
cell is stimulated, the excitation occurs at both membranes. Findlay and
Hope (1964a) were the first to record the excitation transients simultaneously
at both membranes in Chara (Fig. 4A). When the AP is measured between
the vacuole and the outside medium, the two transients superimpose on each
other. At high temperature, it is possible to resolve the peaks of the transient
at each membrane (Fig. 3B). Findlay and Hope (1964a) also measured the
resting resistance of both membranes as 12.1 + 2.5 kQ.cm? and 1.1 £ 0.1 kQ.
cm” for plasmalemma and tonoplast, respectively. The resistances fell to
about 300 Q.cm? for both membranes. Similar excitation responses at both
membrane were measured in a brackish charophyte Nitellopsis obtusa
(Findlay, 1970).

However, as greater variety of charophytes became the subject of electro-
physiological studies, several trends emerged. Kikuyama (1986b) found that
N. axilliformis exhibited negative-going PD transient across the tonoplast. In
N. flexilis, the plasmalemma and tonoplast transients can be resolved even
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when the data are gathered by inserting the inside microelectrode into the
vacuole (Kikuyama and Shimmen, 1997; Shimmen and Nishikawa, 1988).
The tonoplast excitation could only be observed when [Ca”]Cyt increased.
The [Ca“]cyt was monitored by injecting aequorin into the cytoplasm. The
timing of the rise in [CazﬂCyt was closely correlated with the plasmalemma
AP, but the plasmalemma AP was not affected by lack of Ca" in the outside
medium.

Findlay (1970) compared the excitation currents measured by voltage-
clamping the plasmalemma alone and both membranes in series. A compari-
son at several PD levels is shown in Fig. 4B. Beilby (1990) made a detailed
comparison of the data measured with the PD-measuring electrode in the
vacuole and cytoplasm, with the short segment of the cell compartment-
clamped or short cell space-clamped with a thin wire electrode. For most
steady state currents, the plasmalemma resistance is much greater than that
of the tonoplast. Thus most of the clamp PD will be across plasmalemma and
the vacuole/outside data will be a good approximation of the plasmalemma
characteristics. However, at the peak of the transient current, the plasma-
lemma may be equally or more conductive than the tonoplast and that is why
the current transients are different with the electrode placement (Fig. 4B).
Note particularly two peaks at PDs near the threshold level and the sharp
positive peak near 0 PD in the plasmalemma-only clamp series.

Removal of the tonoplast in the cell perfusion (see Section I1.A.2) also
isolated the plasmalemma response. Although this technique answered sev-
eral questions, it also introduced new puzzles. By washing out the intricate
cytoplasmic phase with its many organelles, the system was irreversibly
altered. Shimmen et al. (1976) found that the shape of the AP in tonoplast-
free cells became rectangular and the duration varied from more than a
minute to a fraction of a minute in repeated stimulations by an outward
(depolarizing) current (Fig. 6A). No refractory period was observed. Beilby
et al. (1993) measured membrane currents, while the membrane PD was
clamped at levels more positive than excitation threshold in cells of
tonoplast-free Nitellopsis obtusa. The currents also exhibited very slow inac-
tivation compared to the intact cells (Fig. 6B and C). As the K concentra-
tion in the medium was increased from 0.1 mM in artificial pond water
(APW) to between 3-10 mM, it was possible to shift the membrane PD
between two stable states by a short depolarizing or hyperpolarizing pulse
(see Fig. 6A). Often the increase in medium K caused the shift to depolar-
ized level, while K being replaced by Ca”" repolarized the membrane PD.

Coster et al. (1974) inserted two microelectrodes into the Chara cytoplasm,
one filled with 2-M KCI, the other with various dilute solutions of KCl
or NaCl. The variation of the PD between the two electrodes with KCl or
NaCl concentration was consistent with the cytoplasm behaving as a Don-
nan phase with 0.1-0.2 M negative fixed charges. At the time of excitation the
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FIG. 6 Excitation in tonoplast free cells. (A) The record of PD in APW shows the prolonged
AP, with decreasing duration upon repeated stimulation. Upon addition of 2-mM K,SOy, the
membrane PD could be manipulated between two levels by hyperpolarizing and depolarizing
pulse, respectively (Shimmen et al., 1976). Comparison of the excitation clamp currents in
Nitellopsis obtusa (Beilby et al., 1993), (B) perfused tonoplast-free ligated cell, and (C) intact
cell. The cells were voltage clamped at their resting PD, then to a PD level indicated (upward
arrow) on the scale and finally back to the preclamp resting PD (downward arrow).

Donnan potential disappeared, suggesting a loss of fixed negative charges.
How do these fixed charges arise? Do they play a role in electroneutrality at
the time of AP? This interesting direction in research needs to be continued.

E. Resolving Individual Transporters

1. Calcium Channels

What ion flows produce the AP? The peak of the AP is found at small negative
PDs (Fig. 1A). Thus Na* was eliminated early, as the equilibrium (Nernst)
PD was too negative. Both CI~ and Ca®" have positive equilibrium PDs.
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The involvement of Ca®" was obvious from quite early experiments.
Osterhout and Hill (1933) performed experiments with Nitella and reported
loss of excitability (anesthesia), when medium was replaced with distilled
water. The choice of this ion was also attractive from an historical point of
view, as only animals more advanced than Coelenterates have Na*t based
AP. The more ancient AP mechanism is Ca®" based (Hille, 1992; Wayne,
1994). The Australian researchers, Hope (1961a,b) and Findlay (1961, 1962),
correlated the increased amplitude of the AP spike to greater concentration
of Ca®" in the medium. They suggested that an inflow of Ca®" carried the
inward current of the depolarizing phase of the AP. However, they were
unable to observe any changes in *>Ca** influx (Hope and Findlay, 1964) and
so correctly assumed that Cl™ is the main depolarizing ion, and that Ca”" is
needed for activation. Interestingly, if Ca®* was the depolarizing ion, it might
not have been detected, as only in later years the difficulty with wall bound
Ca®" became known (Reid and Smith, 1992). Fifteen years later, Hayama
et al. (1979) did detect Ca*" influx, but not large enough to account for the
AP transient or the streaming stoppage. So, Ca>" influx is involved in many
types of charophytes, but mainly to increase the cytoplasmic concentration,
which in turn opens the Cl™ channels on both plasmalemma and tonoplast
and K channels on the tonoplast. As most charophytes need Ca*>" or (Sr*")
in the medium to be excitable, it is a reasonable assumption that at least some
of the Ca”" comes from the outside through Ca®" selective channels. Beilby
and Coster (1979a), while voltage clamping Chara, observed two transient
currents, when the membrane PD was clamped just a little more positive than
the excitation threshold (Fig. 4B). They thought that the second transient
could be due to Ca®* flow, but this timing was not right for the scheme of
Ca®" -activation of CI~ channels. Lunevsky ez al. (1983), voltage clamping
the plasmalemma of Nitellopsis, inhibited the large transient current by CI™
channel blocker, ethacrynic acid (see Fig. 7B). A small prompt transient was
revealed at the beginning of the excitation. This transient seemed a better
candidate for the Ca®" inflow. However, the channel that passes the first
transient current was found not to be selective. An increase in concentration
of K™ and Na™ in the medium affects the first transient, but as these are low
in the normal APW, Ca”" is then the preferred ion (Lunevsky er al., 1983).
Shimmen and Tazawa (1980), using tonoplast-free Chara cells, found that
the AP peak was not sensitive to internal Cl~ concentration. Thus excitation
occurred with very low Cl ™ inside the cell or with EGTA, which prevented
Ca”" concentration inside the cell to rise (Fig. SA). Kikuyama ez al. (1984)
could not detect Cl™~ efflux from tonoplast-free cells containing abundant C1™.
Mimura and Tazawa (1983) found that if Nitellopsis cells were reperfused with
media containing varying concentrations of Ca>", membrane PD depolarized
and membrane resistance decreased, but Cl™ efflux did not increase. Shiina and
Tazawa (1987) tested Ca>" and C1~ channel inhibitors (see Section II.F.3 and



ACTION POTENTIAL IN CHAROPHYTES 59
A B

< ~50mV 5
4 50
@ L i) 0
150 32150 -10
20 mV| 2
0.1 wAT _
3 1 ‘ 0.5 A/m2
1s
(b)
20mV|
0.1 WAL _
3s

FIG. 7 (A) The dependence of the tonoplast AP in Nitella pulchella on C1~ concentration of the
vacuolar sap. The PD measuring electrode was in the vacuole. (a) Cell containing the natural
cell sap. Single arrow shows the plasmalemma AP, double arrow the tonoplast AP. (b) The
natural cell sap was replaced with an artificial medium lacking CI™. The AP reversed in a
negative (downward) direction (Kikuyama and Tazawa, 1976). (B) Inhibition of the excitation
CI” clamp current (curve 1) by ethacrynic acid (curves 2-5 taken in 10 min intervals) in
Nitellopsis obtusa. The current through cation channels is revealed and can be explored at
different clamp PDs (Lunevsky et al., 1983).

the results were consistent with Ca®" carrying the excitation current. The
Japanese researchers suggested that under some circumstances Ca>" inflow
alone is responsible for the AP in tonoplast-free cells.

Using the patch clamp technique, is it possible to detect Ca®>" channels in
the plasmalemma? The answer is not simple. Thiel ez al. (1993) employed cell-
attached configuration and found nonselective low conductance (4 pS) chan-
nel, which could conduct Ca®*. However, the activity of these channels did
not correlate with the activity of the Cl™ channels. Thiel et al. (1997) sug-
gested that the cytoplasmic side of the plasma membrane contains stores for
Ca”", which are replenished by the non-selective channels. A release of Ca*"
is favored by depolarizing the membrane PD. The cytoplasmic Ca** concen-
tration rises locally and C1~ channels in the vicinity are activated. The APis a
superposition of such stochastic microscopic events, the voltage dependence
of the CI” channel (as modeled by Beilby and Coster, 1979b) being an
illusion. The refractory period correlates with the time needed to refill the
internal stores.



60 MARY JANE BEILBY

This picture was supported by elegant experiments of Plieth e al. (1998)
with Mn*"-induced quenching of fluorescent Ca>" indicator fura-dextran.
The addition of Mn*" to the external medium or injection into the vacuole
did not cause fluorescence quenching at the time of AP. As it was expected
that Mn>" can permeate through the Ca>" channels, the result suggested that
Ca”" increase at the time of AP was due to release from internal stores. This
hypothesis was further supported by preincubating Chara cells in high Mn>*
medium (25-30 mM). Such cells exhibited transient quenching of fura fluo-
rescence at the time of AP in Mn*"-free solutions. It was assumed that Mn*"
was taken up into the internal stores and released at the time of AP. Plieth
et al. (1998) suggest that the Ca®" store might be the endoplasmic reticulum
(ER). The importance of Ca*"-filled internal stores for normal AP to occur
can explain several observations from other experiments. Williamson and
Ashley (1982) observed slow regeneration of Ca®" rise at the time of excita-
tion after transfer of cells from Mg”>"- to a Ca?"-containing medium. The
Ca”" channel blocker La®" takes several hours to abolish excitation (Beilby,
1984b; Tsutsui et al., 1986, 1987). These effects can be explained by the need
to fill or to empty the Ca”" internal stores.

2. Chloride Channels

Gaffey and Mullins (1958), Mullins (1962), and Hope and Findlay (1964)
loaded cells with **Cl™~ and found efflux from excited cells 100 times greater
(~1 x 10"® mol m~2 s~ ') than that in the resting cells. Mailman and Mullins
(1966) improved time resolution by using a Ag/AgCl electrode. Later the
increased Cl™ efflux at the time of excitation was measured using other
methods (Haapnen and Skoglund, 1967; Kikuyama, 1986a,b, 1987; Oda,
1976; for other references see Shimmen ez al., 1994). In fact, this seemed to
be one of the favorite experiments during the 1960s, 1970s and 1980s. Using
the Goldman equation, Wayne (1994) estimates the rise of ClI~ permeability
about 100xat the time of the AP.

The experiments with tonoplast-free cells provided a wealth of data, but
also some confusion, as under some circumstances, the Ca®" influx seems to
be wholly responsible for excitation (see previous section on Ca>"). Shiina
and Tazawa (1988), using Nitellopsis, measured time-independent increase in
CI~ efflux upon increasing Ca" in the perfusion medium to pCa 5.4 (~4.0 uM).
They concluded, that in experiments of Mimura and Tazawa (1983), EGTA
concentration in the perfusion medium prevented Ca?" increase and Cl~
channel activation. Mimura and Shimmen (1994), using Chara, and Kataev
et al. (1984), using Nitellopsis, found Ca®"-dependent membrane PD depo-
larization accompanied by transient efflux of ClI™. The peak membrane PD
depolarization saturated at pCa of ~4. The peak Cl~ efflux increased more
gradually with Ca>" concentration and saturated at pCa of ~3.0. Kataev
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et al. (1984) suggested that Cl~ channels may be inactivated by the con-
tinuous exposure to high Ca®', which might act on the cytoskeleton.
They argued that at the time of AP, the exposure to high Ca®" is too short
for this inhibition to occur and the Cl™ current is simply inactivated by
Ca”"-concentration decrease.

The patch clamp technique was employed to find CI™ channels that under-
lie the AP. Several types of CI™ channels have been observed in charophyte
plasmalemma (Coleman, 1986; Laver, 1991; McCulloch et al., 1997), but
their properties did not make them obvious candidates for the depolarizing
phase of the AP. Okihara et al. (1991, 1993) found two types of C1~ channels
in the inside-out patches from the Chara plasmalemma. One of these, type A,
was quite selective for C1~ and required 1-uM Ca>" for optimum activation.
Higher or lower Ca®" concentration caused channel inactivation. The volt-
age dependence exhibited inward rectification and greater open probability
at PDs above —160 mV.

Thiel and coworkers (Homann and Thiel, 1994; Thiel, 1995; Thiel et al.,
1993, 1997) used cell-attached configuration and also observed two types of C1~
channels with unitary conductances of 15 and 38 pS, respectively, with 100-mM
CI™ in the pipette. The advantage of cell-attached mode was the ability to check
whether the cell was undergoing excitation. Both types of channels had a very
low open probability in nonexcited cells. The open probability increased tran-
siently at the time of an AP and up to ~100 CI™ channels per patch would
activate within 1-2 s. However (see previous section), the patch clamp data did
not show depolarization-activated Ca®* channels at the beginning of the AP.
Thiel et al. (1997) concluded that while the depolarization of the membrane PD
favors excitation, it is not sufficient for Cl-channel activation. Extracellular
Ca”" also favors excitation, but there are no visible patch clamp currents just
prior to excitation to document an inflow of Ca®* into the cytoplasm. Thus
some cytoplasmic factor, possibly Ca>" released from internal stores, facilitates
the C1™ channel activation. Kikuyama et al. (1993) observed sparklike random
spots of high Ca®" appearing at the time of AP in Nitella, suggesting that the
AP is a superposition of local Ca>" increases, that in turn activate spikes of C1~
current. It was obvious that the channel, which provides the depolarizing phase
of the AP, is gated in a different way than the axon Na*t channel. Thiel and
coworkers started to design experiments to reveal the mechanism by which
the Ca®" was released from internal stores when the membrane PD was
depolarized (see Section II1.A).

3. Potassium Channels

The increase of both CI~ and K ' effluxes at the time of AP has been measured
by many researchers (Haapanen and Skoglund, 1967; Hope and Findlay,
1964; Kikuyama, 1986a, 1987a,b; Kikuyama et al., 1984; Oda, 1975, 1976).
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Kikuyama et al. (1984) calculated K* permeability at the time of Chara AP
and found no increase compared to that at resting state. They suggested that
the K™ efflux arose from the depolarization of the membrane PD.

In N. axillaris (Barry, 1968; Kamitsubo, 1980) and N. axilliformis
(Shimmen and Tazawa, 1983Db), the repolarizing PD often overshot the pre-
AP resting level. This behavior became known as ““after-hyperpolarization.”
This effect only occurred if the initial resting PD was more positive than Ex
and was inhibited by K* channel blocker tetra ethyl ammonium (TEA). Thus
K™ channel activation was postulated.

Thiel and coworkers (Homann and Thiel, 1994; Thiel, 1995; Thiel et al.,
1993, 1997) used Chara cell-attached configuration and found K channels
with linear conductance of about 40 pS. They showed (by comparing patches
in excited cells and cells with depolarized PD) that these channels are acti-
vated by depolarization. The channels were identified as the K selective
outward rectifier, which is not sensitive to TEA. Beilby and Coster (1979a)
found that TEA had no effect on the shape of the AP in Chara.

How can we reconcile data from Chara and N. axillaris and N. axillifor-
mis? Chara plasmalemma contains large conductance K+ channels, which are
sensitive to TEA (Beilby, 1985). These channels are activated by depolariza-
tion and K* concentration in the medium above about 1 mM. It is not
probable that these channels are activated at the time of the AP, while the
cells are in APW (0.1-mM K ™). The large conductance K* channels might be
faster to activate in N. axillaris or N. axilliformis, or the outward rectifier has
a slow inactivation and sensitivity to TEA.

4. Proton Pump

Kishimoto et al. (1985) suggested that the pump conductance decreases and
the pump current increases at the time of the AP. Both of these effects follow
from the I/V profile of the pump and the depolarization of the membrane PD
due to the increased conductances of the CI~ and K" channels. The I/V
profile of the pump was obtained by fitting the HGSS model (Hansen et al.,
1981) with stoichiometry of 2H"* per 1 ATP. Similar interpretation applies
for a model with the stoichiometric ratio 1H' per 1 ATP (Beilby, 1984b).
Working with cells in K state (in which large conductance K™ channels
dominate the plasmalemma electrical characteristics), Beilby found that the
H™ pump appeared to “switch off”” in this state and reactivated slowly as the
K™ channels were closed by decreasing K* in the outside medium (Beilby,
1985). It was also found that prolonged voltage clamping to depolarized PDs
for 5-10 min resulted in decline of the pump activity (Beilby, unpublished).
Although the transient depolarization due to the AP is shorter (~5 s), there is
still a transient effect on the pump conductance as found by Smith and Beilby
(1983). The actual mechanism by which the pump is inhibited is not known.
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In the case of the AP, the transient rise of Ca?" in the cytoplasm might
inhibit the pump. However, in KV state, the streaming rate is fast (indicating
low Ca”" in the cytoplasm), but the pump needs many minutes to recover
after the K™ state is terminated by lowering the K™ concentration (Beilby,
1985).

Employing the AP-clamp (see Section II.A.1), Thiel (1995) selectively
inhibited the K* or the Cl~ current. To balance the charge lost, the two
currents should be symmetrical as functions of time. However, the CI™
current was not balanced by the K™ current in the first 2 s of the AP. Later
in the AP the K* current dominates over the Cl~ current. Thiel ez al. (1997)
suggested the excess of Cl™ current may be balanced by the increase in the
pump current.

F. Manipulating Inside and Outside Media

1. Ion Concentrations

Changes of medium CI~ or Ca’" were used in very early experiments
(Findlay, 1962; Findlay and Hope, 1964a,b; Kishimoto, 1964, 1966b) to
distinguish which of these ions is responsible for the depolarizing phase of
the AP. Hope (1961a) and Findlay (1961, 1962) found that the peak PD of the
AP (measured between the vacuole and outside) was a linear function of log
[Ca®"],, whereas changes in the [Cl ], between 0—10 mM had little effect.
Kishimoto (1966b), working on N. axillaris, found that the N-shaped part of
the I/V curve became smaller in high CI~ and more pronounced in high Ca*".
Beilby and Coster (1979a) observed an increase in the second transient peak of
the voltage clamp current near the excitation threshold and a reversal of the
prompt sharp peak at very depolarized PDs. None of these results were
clear-cut and it was the measurements of the C1~ outflow that identified C1~
as the depolarizing ion (see Section I1.E.2). Now we interpret the effect of high
medium Ca’®" as increasing the amount of Ca®" in the internal stores and
activating more Cl~ channels upon release (Plieth et al., 1998). Shiina and
Tazawa (1987) repeated the changes of medium Cl~ or Ca** to study excita-
tion in tonoplast-free cells and concluded that Ca®" is the main depolarizing
ion in this case (see also Section I1.D)

An increase in Kt concentration of the medium above 1 mM opens the
large conductance K channels (Beilby, 1985; Smith and Walker, 1981). Cells
in K™ state can be excitable if the resting PD is not too depolarized (Beilby,
1985).

Different divalent ions invoke a range of responses in various charophytes.
In C. corallina replacing the Ca>" in the APW (artificial pond water) by 5-mM
Sr** reversibly decreased the tonoplast AP after 16 h (Kikuyama, 1986b).



64 MARY JANE BEILBY

The plasmalemma AP exhibited a wide flat peak in Sr** APW (Findlay and
Hope, 1964a). The streaming stopped at the time of excitation. Using 5-mM
Ba®*, Mg®", or Mn?" reversibly abolished excitation at both membranes.
Beilby (1984a) observed that the excitation clamp currents were abolished in
Mg®" APW, but not the streaming stoppage. Barry (1968) worked with
N. axillaris and found that the cells produced APs in 6 mM of CaCl,,
SrCl,, MgCl,, and BaCl,. Streaming stoppage was observed in CaCl, and
SrCl, only. Cells were not excitable in MnCl, or ZnCl,. The shape of the AP
became progressively more rectangular in Sr**, Mg>", and Ba>". Kikuyama
(1986b) used N. axilliformis and this charophyte exhibited APs in Ba*", Mg*",
or Mn*" APW, but the tonoplast AP was reversibly abolished after repeated
stimulation. The streaming did not stop. Injection of Ca®' into the cyto-
plasm induced an AP at both membranes in Chara and N. axilliformis,
whereas injection of CI™ had no effect. Kikuyama and Tazawa (1976) per-
fused the vacuole of N. pulchella and found that the amplitude and direction
of the tonoplast AP was strongly dependent on [Cl ]y, (Fig. 7A).

Beilby (1981) diminished the cytoplasmic Cl™ concentration by Cl™ star-
vation. The transient voltage clamp currents decreased as a result. Shimmen
and Tazawa (1980), using tonoplast-free Chara, varied internal K* and Cl1~
concentrations in tonoplast-free cells. They found that the duration of the
AP is strongly dependent on intracellular K concentration. At 100-mM K™,
the AP resembles that of intact cells (Fig. 5B). Na*t could substitute for K,
but the effect was weaker. AP occurred with very low CI™ inside the cell
or with EGTA, which prevented Ca*" concentration inside the cell to rise.
The Japanese researchers assumed the under some circumstances, Ca*"
inflow alone produced the depolarizing phase of the AP (see Section I1.D).
At the other extreme, if the internal concentration of Cl™ increased above
29 mM, the cells lost excitability. The result suggests a low concentration of
CI™ in the cytoplasm of intact cells. Coster (1966) measured cytoplasmic Cl1™
in Chara as 10 mM.

2. pH

The pH of “normal” charophyte medium, such as artificial pond water
(APW), is usually between pH 7.0 and 7.5. Beilby (1982) and Beilby and
Bisson (1992) studied excitation in Chara in a large range of medium pH
from 4.5 to 11.5. The pH 4.5 is the lower limit for excitability: the resting PD
approached—100 mV and excitation disappeared after about 60 min at this
pH. The excitation currents appeared at more positive voltage clamp levels
and with longer initial delay than at higher pH. The time scale was longer.
The differences were much less pronounced at more depolarized levels (at
and above —35 mV). Consistently, the AP form was also stretched with time.
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Above pH 10, Chara cells enter the H/OH ™ state (Bisson and Walker, 1980),
in which H"/OH™ channels dominate the plasmalemma conductance. The
form of the AP was conserved at high pH. Under voltage clamp conditions,
some differences in the excitation transients emerged. Although the currents
at very depolarized PD levels did not show large effects, the currents near the
threshold appeared after longer delays and with slower rise and fall times.
The changes developed over many minutes.

Tazawa and Shimmen (1982) explored the variation of the internal pH in
tonoplast-free cells. Chara remained excitable between internal pH limits
from pH 6.0 to 9.0, whereas Nitellopsis exhibited a narrower range between
pH 6.6 and 7.9. The peak PD of the AP was almost independent of the
internal pH.

As both internal and external pH deviations from “normal’ values caused
depolarization of the membrane resting PD, the changes in excitation might
stem from this rather than the pH change itself.

3. Inhibitors, Antagonists, and Agonists

Tsutsui ez al. (1986, 1987a) tested effects of Ca>" channel blockers, La*" and
verapamil, Ca®" chelating agent ethylene glycol bis (beta-aminoethyl ether)-
N, N, N', N'-tetraacetic acid (EGTA), and calmodulin antagonists W-7 and
trifluoperazine (TFP) on the AP and the current-voltage (I/V) profiles of intact
cells of C. corallina. In small concentrations of 10-uM LaCl; and 100-uM
verapamil, the resting PD depolarized, the amplitude of the AP decreased ir-
reversibly, and the streaming did not stop at the time of excitation. At 100-uM
TFP, the resting PD depolarized and the AP lost amplitude (AP peak at
more negative PD) with longer time scale. The streaming did not stop. A similar
effect was observed with 40-uM W-7. Tsutsui et al. (1987b) employed the ramp
voltage clamp command and found that 20-uM LaCl; removed the excit-
able N-shaped part of the I/V profile, 75-uM N, N'-dicyclohexylcarbodii-
mide (DCCD) affected the proton pump, without disturbing the excitation
channels. 0.5-mM EGTA reversibly depolarized the resting PD and removed
excitability. The calmodulin antagonists, TFP (10 uM) and W-7 (20 uM),
depolarized membrane PD, reduced excitation, and shifted it to more positive
PDs. The effects were partially reversible. Beilby and MacRobbie (1984b)
exposed Chara cells to 5 uM of TFP. They also found depolarization and
slowing of the excitation transients. However, in their experiments the peak
of the AP became positive and cells exhibited spontaneous APs with concurrent
slowing of cytoplasmic streaming. Beilby (1984b) found that 100 uM LaCl;s
irreversibly removed excitation and the cells could then be returned to APW for
collecting I/V profiles over wide PD window.
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The effect of putative Ca®" blockers was explicable in terms of no Ca*"
inflow, either directly at the time of excitation or to replenish the internal
stores. Calmodulin binds Ca®" and the complex then influences ATPases and
protein kinases in animal cells (Cheung, 1980). The antagonists TFP and W-7
interfere with these functions. However, the effects of these substances on
excitation are not easily explicable in terms of any model. Perhaps, the most
significant correlation is that 40-uM W-7, TFP, or CPZ abolished the patch-
clamp currents of the Ca>" - dependent Cl~ channel (Okihara et al., 1991).

Lunevsky et al. (1983) used CI™ channel blocker ethacrynic acid to reveal a
prompt transient at the beginning of excitation clamp currents across plas-
malemma of Nitellopsis obtusa (Fig. 7B). They were able to show that this
current component responded not only to Ca’", but also to a range of
divalent and monovalent cation concentration changes. They suggested
that the underlying channel is a cation channel, activated by depolarization,
which passes Ca" at the time of excitation.

As mentioned earlier (Section I1.E.3), “after-hyperpolarization” was observed
after the AP in N. axillaris (Barry, 1968; Kamitsubo, 1980), N. axilliformis
(Shimmen and Tazawa, 1983b), and N. flexilis (Belton and Van Netten, 1971).
In the first two experimental systems, the effect was abolished by K* channel
blocker TEA. In N. flexilis the after-hyperpolarization was abolished by pro-
caine hydrochloride (which reduced K+ and Na™ current activation in animal
AP). The AP duration was not affected. The exposure to TEA and BaCl,, on the
other hand, did prolong the AP duration.

Thiel (1995) and Thiel et al. (1997) employed the AP clamp on intact Chara
cells while blocking the Cl~ current with niflumic acid and/or the K™ current
with Ba®". They were able to resolve the time-dependence of these currents at
the time of the excitation.

Shiina and Tazawa (1987) employed ramp voltage clamp command to
study excitability of tonoplast-free cells of Nitellopsis obtusa. CI~ channel
blocker 4, 4'-di-isothiocyanostil-bene-2, 2’-disulphonate (DIDS) did not sup-
press the inward excitation current component of the I/V curve, whereas Ca*"
channel blockers La*" and nifedipine removed it irreversibly. Ca*>" channel
agonist BAY K8644 enhanced excitation. The authors concluded that excit-
ability in tonoplast-free cells is based on activation of Ca®* channels alone.

Shiina et al. (1988) suggested that the Ca>" channel is inhibited by protein
phosphorylation and activated by protein dephosphorylation. Agents en-
hancing dephosphorylation, protein kinase inhibitor, or phosphoprotein
phosphatase—1,—2A, were perfused into tonoplast-free cells of Nitellopsis
obtusa, causing the plasma membrane to depolarize and become more con-
ductive. The reverse effect was obtained by agents enhancing phosphorylation,
phosphoprotein phosphatase inhibitor I, or alpha-naphthylphosphate. These
results were challenged by Zherelova (1989), who found that Ca®" channels
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were activated by phosphorylation via protein kinase C. Polymyxin B, which
inhibits protein kinase C, blocked the Ca®* current in N. syncarpa.

G. Effect of Temperature

Kishimoto (1972) changed medium temperature from 4.5°C to 30°C, while
he applied ramp voltage clamp command to cells of C. australis. He found
that the resting PD became slightly more positive as temperature decreased.
The amplitude of negative current decreased with temperature, while the
threshold PD became more positive. Excitation disappeared altogether at
about 8°C.

Blatt (1974) changed medium temperature between 3°C and 28°C and
observed the resting PD and the AP in N. flexillis. Both the resting PD and
the AP amplitude declined with decreasing temperature. The threshold became
more positive and the refractory period was longer at lower temperature. The
rise and decay times increased two orders of magnitude with falling tempera-
ture, but the form of the AP did not change. Arrhenius plot of the rise and fall
times showed a relatively sharp break at 13.5°C. The author suggested that the
discontinuity might be related to a “phase change” of the membrane.

Beilby and Coster (1976) studied the temperature dependence of excitation
of C. corallina (Fig. 3). The duration both of the vacuolar AP and the
vacuolar excitation clamp currents increased with decreasing temperature
from ~1 s at 40°C to ~30 s at 3.5°C. The peak PD of the AP did not change
greatly with temperature. The resting PD depolarized by about 70 mV
between 20°C and 5°C. Consequently, the amplitude of the AP decreased
with temperature. Similar to Blatt (1974), the authors found that the AP
form did not change. The change of duration was quantified by taking the
AP or clamp current at 20°C as standard and finding a factor F by which the
transients at different temperature have to be shrunk or expanded. The
Arrhenius plot of F was curved with no obvious breaks. Activation enthal-
pies varied from ~7 kJ/mol for temperatures above 20°C to ~350 kJ/mol for
temperature less than 7°C. The authors suggested that as temperature
increased, a smaller degree of dehydration was necessary for the ions to
permeate through the channels that underlie excitation.

H. Signal Propagation

Similarly to the nerve AP, the plant AP propagates along the cell. The
conduction velocity in moist air of 0.3-2.3 cm/s was measured in N. mucronata
(Umrath, 1933), 1.1-2.1 cm/s in N. translucens (Auger, 1933), 4.4 cm/s in
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N. flexilis, and 1.4 cm/s in C. braunii (Sibaoka, 1958). Tabata and Sibaoka
(1987) found that the speed of AP propagation in C. braunii increased from
0.21 cm/s in moist air to 1.5 cm/s in APW. The AP propagated at almost con-
stant velocity along the cell, but near the end of the cell the velocity in APW
increased. The increase was of the right order of magnitude to that predicted
by conduction velocity equations (Hodgkin, 1954). The AP in charophytes
can be transmitted from cell to cell (Sibaoka and Tabata, 1981; Tabata, 1990).

I. Capacitance at the Time of Excitation

The capacitance of many animal and plant membranes has been estimated as
0.01 F/m? (e.g., see Cole, 1970). However, Kishimoto (1972) superimposed
small sinusoidal current on the voltage clamp command and measured
the phase angle of the resulting clamp current. He concluded that the capaci-
tance increased at the peak of the current transient. Beilby and Beilby (1983)
utilized greater computing power to calculate capacitance at the time of voltage
clamp to excitable levels, finding transient decrease followed by an increase.
The full meaning of these measurements still awaits interpretation.

J. Early Models

1. States of Plasmalemma of Tonoplast-Free Cells

Shimmen et al. (1976) explained the behavior of the tonoplast-free cells using
the Tasaki (1968) two-state hypothesis, which proposed that negatively
charged sites on the outer membrane surface are occupied by divalent cations
in resting state and by monovalent cations in excited state. The Japanese
researchers viewed the depolarized level as an “excited” level (see Fig. 8A).
The excited level was further split into +ATP and —ATP.

This data may be interpreted another way. In tonoplast-free cells, the APs
and the transient-clamp currents inactivated very slowly (Fig. 6A and B).
However, the excitation-clamp currents in tonoplast-free cells did diminish
with time (Beilby er al, 1993). Consequently, although the AP may be
prolonged, the excitation state is never stable in low medium K*. In high
medium K the membrane appeared to have two stable states: depolarized
and hyperpolarized. The increase of medium K™ together with depolariza-
tion opens the large conductance K" channels (sometime called maxi K ") at
the plasmalemma. These channels become the dominant membrane conduc-
tance and the membrane behaves as a K* electrode (K state). The maxi K"
channels can be activated in the tonoplast-free Chara cells (Smith, 1984;
Smith and Walker, 1981). These channels are closed by increase in medium
Ca”" and hyperpolarization of the membrane PD (Beilby, 1985, 1986a,b;
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FIG. 8 Models of excitation and membrane states. (A) Four stable states of Chara plasmalemma in
tonoplast free cells. R and E refer to resting and excited states, respectively (Tazawa and Shimmen,
1980). (B) Ionic events occurring during a charophyte AP. Solid line arrows show net fluxes of ions,
dashed line arrows indicate Ca>" activation of other channels (Shimmen ez al., 1994).

Smith, 1984). Furthermore, the I/V characteristics of the membrane in K™
state display region of negative conductance: N-shaped curve, which is
similar to that of excitation (e.g., Fig. 5A). The negative conductance is not
an exclusive signature of excitation: it arises with any channel with strong PD
dependence if the membrane PD is swept through the activation PD of the
channel (Beilby, 1986b). Consequently, the steady “excited state” is probably
K™ state. Tazawa and Shimmen (1980) found that the excitability is lost after
about 10 min of perfusion with HK medium to remove ATP. My interpretation
is that after the Ca" in the internal store becomes depleted, ATP is necessary
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to replenish it. Thus no excitation occurs if no ATP is available in the
cytoplasm and consequently, there is no —ATP-excited state.

2. Ionic Events at the Time of Excitation

By the 1990s it was obvious that the initial response to depolarization past the
threshold PD is inflow of Ca?" from the outside medium through cation
channels (which are probably not very selective). The increase of Ca>" in the
cytoplasm induces Ca”" release from internal stores close to the inner face of
the plasmalemma (Fig. 8B). Once the Ca®" concentration reaches a certain
level, the Cl™ channels are activated on both plasmalemma and tonoplast,
producing a flow of anions out of the cell and making membrane PD more
positive. The depolarization activates the outward rectifier channels, causing
K" outflow. At the same time the Ca>* level in the cytoplasm starts to drop and
the Cl™ channels inactivate. The reason for the Ca®" level dropping has not
been adequately addressed, but emptying of the internal stores was suggested.
While the CI~ channels on both plasmalemma and tonoplast are Ca>" acti-
vated, it is not clear whether the tonoplast K channels need cytoplasmic Ca*"
increase. The patch clamp studies on cytoplasmic droplets of Chara suggest
Ca>" involvement (Laver and Walker, 1991), although the analysis of the
hypotonic effect in Lamprothamnium revealed increase in K+ conductance at
both membranes in lanthanised cells, where the streaming did not stop.

3. Adaptation of Hodgkin-Huxley Model

The equations describing the Na™' transient in the nerve (Hodgkin and
Huxley, 1952a) have been adapted to describe the CI™ transient and the
putative Ca?" transient (Beilby and Coster, 1979b.c).

Icr = gcr (Em — Ecr) (1)
where Ic— is chloride current, gc;— is the chloride conductance, E, is the
membrane PD, and E¢ is the equilibrium potential for CI™.

gcr- = m3hgmax (2)

where gn.x 18 the maximum conductance, m and / are activation and
inactivation parameters, respectively.

m = My, — (Moo — Mp)exp[(dcr- — 1)/ Tm] (3)

h=hy — (hoo — ho)exp[(écr — Z)/‘Eh] (4)

where 7 is time and d¢;— is a delay before excitation begins. Delays were later
found in the nerve by Keynes and Rojas (1976). Equations 3 and 4 describe how
the m and & parameters evolve from their resting values mg and hy, to the long
time values m., and /., with time constants 7, and 7y, respectively.
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Similar set of equations was used for the second transient. As the mem-
brane PD depolarizes, the outward rectifier is activated and K* flows out
restoring the resting PD (together with Cl™ inactivation). The PD-dependent
activation of the outward rectifier is much faster than the other currents and
is taken as “instantaneous.”

The AP can be reconstructed:

dav 1
it [gcr (Em — Ecr) + gca++ (Em — Ecas+ ) + Iss] (5)

where I is “‘steady stream current,” which was measured at each PD level.

The AP shape is well approximated by Equation 5. A similar approach was
taken by Hirono and Mitsui (1981) in describing excitation in single mem-
brane constructs of N. axilliformis. The resting PD restoring current appears
to activate more gradually in this charophyte and was fitted with an equation
similar to that used in the HH for the nerve.

Ix = ggn*(V — Vk) (6)

n =Ny — (N — np)exp[(dx — 1) /1) (7)

where g is the maximum K conductance, Vx is the equilibrium PD for K™,
and n is the activation parameter.

The fit of the HH equations has been very useful to quantify many aspects
of excitation in plants. For instance, Beilby and Coster (1979¢) analyzed the
temperature dependence of the time constants obtaining activation enthal-
pies of ~60 kJ/mol for activation process and ~40 kJ/mol for the inactivation
process. They found that the enthalpies are independent of membrane PD
and do not involve movement of charged moieties normal to the membrane.
The delays in excitation indicate existence of intermediate step(s) before
excitation channels can be activated. These ideas are compatible with data
on the cytoplasmic second messenger taking part in the plant AP and the new
models necessary to describe them.

Ill. New Approaches in the New Century

A. IP3 (Inositol 1,4,5, -triphosphate) and Ca®* from
Internal Stores

The experiments with Mn®" as a quencher of fura-2 fluorescence (Plieth
et al., 1998) confirmed the importance of internal stores as the main source
of Ca®" at the time of the AP (see Section IL.E.1). Further, the elevation of
inositol-1,4,5,-triphosphate (IP3) in the cytoplasm was able to elicit APs
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(Thiel et al., 1990). The enzyme phospholipase C (PLC) is responsible for
mobilizing IP3 from its membrane-bound precursor phosphatidyl inositol
4,5-biphosphate (PIP,). Inhibitors of PLC, Neomycin, and U73122 inhibited
excitation in Chara (Biskup et al., 1999).

The Ca’* concentration in the cytoplasm was monitored, while the depo-
larizing pulses of varying height and width were applied. A sharp threshold
existed in the Ca®* concentration rise with respect to the strength/duration of
the stimulus (Wacke and Thiel, 2001). The response in the Ca** rise was all
or none. If two subthreshold pulses were applied in a certain regime, the full
response was also obtained. The experimental results supported the hypoth-
esis that a second messenger, such as IP;, is produced by the stimulating
voltage step and has to reach a critical concentration to liberate Ca>" from
internal stores. The double pulse experiments provided information about
the dynamics of IP; formation and decay into IP,, as well as refilling of the
PIP, pool. The double subthreshold pulse produced a response only if
the interval between pulses was shorter than ~3 s. This time was within
the lifetime of IP; in the cytoplasmic compartment and the IP; produced
by the first pulse was added to the IP5 produced by the second pulse, reaching
the threshold concentration. If the pulses come too close together (less than
~0.3 s), the PIP, pool has not been replenished and no further IP; was
produced.

Wacke et al. (2003) borrowed another animal model (Othmer, 1997) to set
up a quantitative description of Chara AP mediated by IP; activated Ca>"
channels and Ca®" pumps on the endomembranes of internal stores, such as
the ER. Othmer (1997) described the IPs-sensitive Ca®" channels as having
four states: (1) unbound, (2) bound to IP3, (3) bound to IP; and activating
Ca”" molecule, and (4) bound to IP; and to a second inactivating Ca*"
molecule. The channel is only conductive in state 3 and as Ca®* concentration
in the cytoplasm rises, the channels undergo transition into inactivated state 4.
For the channels to be activated by IP; again, the transition into state 1
is necessary. Using sophisticated periodic stimulation technique, Wacke
et al. (2003) established that the long lifetime of state 4 was responsible for
the refractory period. In the simulation using many parameter values from
Othmer’s animal model, the refractory period was about 30 s. The model also
confirmed the previous assumptions (Wacke and Thiel, 2001), that the all-or-
none response and the steep dependence of Ca®" response on strength/
duration of the stimulatory pulse arises from the dynamics of the model
variables.

Although the Wacke et al. (2003) modeling of the AP looks very encourag-
ing, Tazawa and Kikuyama (2003) failed to duplicate some of the preceding
experiments in Chara. Their injection of IP5 into cytoplasm did not produce
Ca’" release; and inhibitors of PLC, U73122, and neomycin, did not affect
generation of the AP. An inhibitor of the IP; receptor, 2APB, did make
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cells inexcitable, but the same effect was observed in tonoplast-free cells, in
which the AP transient is thought to be carried by inflow of Ca>" from the
outside. The authors suggested, that the inhibitor affects the plasma mem-
brane rather than Ca®>" channels on the endomembranes. More experiments
will be necessary to understand why the different results were obtained by the
German and Japanese groups.

B. Involvement of AP in Wound Signaling

Wounding induces a range of responses in plants. One of the earliest reac-
tions is localized depolarization of membrane PD in cells close to the site of
damage. There are also APs and variation potentials that propagate away
from the injury site. The experiments with complex tissues of higher plants
are too difficult to analyze. Consequently, Shimmen (2001, 2002) employed a
much simpler two Chara cell system, in which one cell (victim cell) was cut off
and the reaction of the other cell (receptor cell) was measured. The receptor
cell generated four kinds of depolarization: (1) rapid component, (2) slow
and long-lasting component, (3) action potential, and (4) small spikes. The
first two responses were observed in most experiments and their origin is
assumed to be at the nodal end. The APs and the small spikes were not
always present. The AP was generated on the flank of the receptor cell near
the cut end and propagated to the far end.

C. AP and Turgor Regulation

Beilby and Shepherd (2006) measured the I/V characteristics of the
Ca’"-activated Cl~ channels at the time of hypotonic regulation in
Lamprothamnium succinctum. They suggest that the same Cl™ channels par-
ticipate in the hypotonic effect and in the excitation. However, the Ca®"
increase at the time of hypotonic effect lasts for more than 10 min (Okazaki
et al., 2002). This is far too long for the dynamics of IPs-activated Ca*"
channels, which close within 15 s (Thiel ez al., 1997). Experiments of Kikuyama
and Tazawa (2001) suggest that the Ca?"-containing cytoplasmic organelles
become mechanically distorted by the hypotonic stress and that there are
stretch-activated channels that allow Ca*" to flow into the cytoplasm. This
might be an alternative mode of cytoplasmic Ca”" increase, independent of the
IP; signal cascade.

Similarly to the AP, the fast hypotonic regulation involves outflow of C1~
and K. In Lamprothamnium the Ca®*-activated CI~ channels open first,
followed by the K channels. In this case the large conductance K channels,
rather than the outward rectifier, are involved (Beilby and Shepherd, 1996).
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In C. longifolia, the sequence of channel activation is reversed (Stento ez al.,
2000). As the loss of KCl is the prime objective of the hypotonic regulation,
the sequence of channel activation is not important.

Hoffmann and Bisson (1990) observed APs in C. longifolia upon exposure to
hypertonic medium. This was not observed at the time of hypertonic regulation
of L. succinctum (Beilby and Shepherd, 2001). Although C. longifolia is able to
regulate its turgor and survive in a range of salinities, there is a similarity to salt-
sensitive charophytes, which respond with APs when faced with increase in
medium salinity (Kishimoto, 1966b; Shepherd et al., in preparation).

IV. Summary

My scientific career started by investigating the charophyte AP (Beilby and
Coster, 1976, 1979a,b,c). I have moved on to other transporters in charo-
phyte and other giant-celled organisms, but I kept up my interest in the AP
research. So, it was a great pleasure for me to refresh in my memory all the
elegant experiments investigating excitation over many years. I hope that
the readers will get the same enjoyment, following the intricate story of the
charophyte AP. I have described the research up to the mid-1990s in greater
detail, as the papers are not available on the World Wide Web and are likely
to be less accessible to young researchers.

The late-1990s saw a paradigm shift for the charophyte AP: from PD-
activated plasmalemma channel mechanisms, described so well by HH equa-
tions, to a combination of several chemical reactions and second messenger-
activated channel, liberating Ca*" from internal stores (Biskup et al., 1999;
Wacke and Thiel, 2001; Wacke et al., 2003). IP; can diffuse freely in the
cytoplasm, whereas Ca®" is not mobile (Trewavas, 1999). It is thought that
the involvement of IP5 produces Ca>" waves in many types of cells and enables
the AP to travel along the cell. The dynamics of IP; production and decay can
account for the shape of the AP (Fig. 9), delays between the stimulus and
excitation onset, the multiple peaks in the clamp current and for the refractory
period. New questions that we have to ask include how is IP; release triggered
by a threshold PD change across plasmalemma? What can we learn about the
Ca”" pumps that return the cytoplasmic Ca*" to a low level after excitation?
How is accommodation produced by the IP; model? Why do salt-sensitive
charophytes, exposed to concentrated saline media, exhibit repetitive firing?
The removal of the tonoplast greatly changes the AP form, removes refractory
period, but the threshold behavior is retained. The excitation currents are much
slower to turn off. Is IP; still involved? Can Ca”" diffuse in tonoplast free
cells? What happens to ER in these cells? Clearly, the charophyte cells are an
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FIG. 9 Simulated transient Ca>* concentration rise as a result of IPs;-activated endomem-
brane Ca®* channels. (A) Effect of pulse duration. (B) Effect of pulse strength (Wacke er al.,

2003).

excellent system for this research. Cell perfusion combined with inhibitors of
IP; production and decay, fluorescence microscopy, and electrophysiology will
lead us to the understanding of the synergy of structural elements, biochemical
reactions, and ion flows that produce the plant AP.
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Meiosis is conserved in all eucaryotic kingdoms, and homologous rows of
variability are revealed for the cytological traits of meiosis. To find the nature of
these phenomenons, we reviewed the most-studied meiosis-specific proteins and
studied them with the methods of bioinformatics. We found that synaptonemal
complex proteins have no homology of amino-acid sequence, but are similar in
the domain organization and three-dimensional (3D) structure of functionally
important domains in budding yeast, nematode, Drosophila, Arabidopsis, and
human. Recombination proteins of Rad51/Dmc1 family are conserved to the
extent which permits them to make filamentous single-strand deoxyribonucleic
acid (ssDNA)-protein intermediates of meiotic recombination. The same structural
principles are valid for conservation of the ultrastructure of kinetochores, cell gap
contacts, and nuclear pore complexes, such as in the cases when ultrastructure
3D parameters are important for the function. We suggest that self-assembly of
protein molecules plays a significant role in building-up of all biological structures
mentioned.
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I. Introduction

It is well known that the general scheme of meiosis is evolutionarily con-
served. The cytological pattern of meiosis is essentially similar in protists,
fungi, plants, and animals, although some details vary. Mutations of specific
meiotic genes have been found in representatives of all these kingdoms. Such
mutations cause morphologically similar cell phenotypes, that is, meiotic
abnormalities with similar cytological expression at the light-microscopic
and ultrastructural levels. What are the cytological and molecular events
occurring in the meiotic cell that are advantageous for meiosis to the extent
of determining their existence for thousands and millions of years and their
fixation in all kingdoms of eukaryotes?

The molecular basis of meiosis is provided by several tightly associated
events, which distinguish meiosis from mitosis and occur in the first meiotic
division (meiosis I). The events include (1) synapsis and recombination of
homologous chromosomes; (2) the formation of chiasmata, physically link-
ing two nonsister chromatids; and (3) the lack of centromere splitting in
meiosis I. The cytological consequences of these events are nondisjunction of
sister chromatids and segregation of homologous chromosomes in meiosis I.
As a result, cells carrying replicated chromosomes are haploidized. Meiosis 11
does not require chromosome replication; it leads to segregation of sister
chromatids with recombinant alleles located distally of a single (or an odd)
chiasma.

It is possible to consider conservation of morphological traits of meiosis as
an example of the general biological law of homologous series of variation,
which N. I. Vavilov formulated in the 1920s and continued to refine and
improve for about 10 more years. This fundamental biological law was
formulated on the basis of studies on the variation in plants. More recently,
Vavilov extended the law to the animal world. In 1930, one of his formula-
tions described a homologous series as ““a biological phenomenon consisting
in the fact that different species and even genera of plants or animals include
repeating, analogous, parallel series of forms (i.e., forms similar in morpho-
logical and physiological features)” (Vavilov, 1987). In his book Law
of Homologous Series in Hereditary Variation (Vavilov, 1935; reissued as
Vavilov, 1987), Vavilov noted that this law is true for larger taxa (families
and classes), and gave examples of the homology of morphogenetic processes
in ascomycetes and basidiomycetes, in the class Infusoria, in fossil cephalo-
pods, and in insects, amphibians, and mammals (Vavilov, 1935; reissued as
Vavilov, 1987).

In all these cases, homology was deduced from the similarity of variation
of features, namely, from discrete changes that formed series. This descrip-
tion of the fundamental phenomenon of homology implied the homology of
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genes. Of real interest is the question as to how the similarity of intracellular
structures in taxonomically distant organisms is ensured at the molecular
level. This question concerns all cell structures from chromosomes to all
organelles involved in cell division. Rapidly progressing genomics has al-
ready developed its own understanding of this problem and quantitative
estimation of homology. The homology of genes is considered essential
when their nucleotide sequences coincide by no less than 80% (Chervitz
et al., 1998; Rubin et al., 2000). Such homology is characteristic of genes
coding for functionally important proteins, enzymes in particular, and is, as a
rule, followed within the limits of a taxonomic class.

Homology of proteins, especially those fulfilling morphogenetic functions
rather than that of genes, is more important for the purpose of this paper. In
view of the redundancy of genetic codes, one could expect that the nucleotide
sequences of homologous genes are more variable than amino-acid sequences
of their products in various organisms. There are mutations that change the
course of meiosis, including mutations of specific meiotic genes. Tens of such
genes have been identified in model organisms studied to the greatest extent.
Judging by the data for Saccharomyces cerevisiae, the best-studied model
species, meiosis should be governed by hundreds of genes, including those
common for meiosis and mitosis (common genes of cell division) and those
specific for each of these processes (Bogdanov, 2003). Table I lists specific
meiotic genes identified so far in various species. Meiotic mutations are
similar in phenotypic expression in different species. Published data on
morphological changes in the picture of meiosis allow us to speak about

TABLE |
Number of Specific Meiotic Genes Identified in Different Species

Number of known meiotic genes

Studied at the

Species Total molecular level References
Yeast Saccharomyces — ~300 ~300 Priming et al., 2000
cerevisiae
Fly Drosophila ~330 ~120 Grishaeva (personal
melanogaster communication); Manheim
and McKim, 2003
Maize Zea mays ~50 7 Hamant et al., 2005;
Pawlowski et al., 2004
Rye Secale cereale 21 — Sosnikhina et al., 2005
Wall-cress ~20 ~10-12 Higgins et al., 2005;
Arabidopsis Jones et al., 2003;

thaliana Schwarzacher, 2003
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homologous series of variation in meiotic features in a wide range of taxa,
including the kingdoms (Bogdanov, 2003). It is possibly more correct to speak
about homomorphism of these features. Let us consider several examples.

Il. Homomorphism of Cytological Features of Meiosis

The compact chromosomes mutation found in barley Hordeum vulgare (Moh
and Nilan, 1954) and rye Secale cereale (Sosnikhina et al., 2005) leads to
supercondensation of chromosomes in metaphase I, but is not expressed in
somatic cells (Fig. 1). The condensation of chromosomes during mitosis

FIG. 1 Chromosomes in meiosis in normal plants (A, C) and in compact chromosomes meiotic
mutants (B, D) of barley (A, B) and rye (C, D) with equal magnification. (A, B): diakinesis;
(C, D): metaphase 1. (A and B from Moh and Nilan, 1954, with the permission of the Japan
Mendelian Society; C and D courtesy of S. P. Sosnikhina.)
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and meiosis depends on specific chromatin proteins, condensins. One of
these proteins, meiosis-specific, is possibly affected by the aforementioned
mutation.

The example of the compact chromosomes mutation refers to plants of one
family, Poacea; yet phenotypically similar mutations of meiotic genes have
been identified in other plant families as well. For instance, meiosis-specific
mutations leading to synapsis of nonhomologous chromosomes in prophase I
were found in diploid onion Allium cepa (Lilliacea), diploid maize and rye,
and hexaploid wheat Triticum aestivum, all belonging to Poacea. The pres-
ence of a gene(s) responsible for strict homology of synapsis in hexaploid
wheat seems self-evident, because the chromosomes should be protected
against nonhomologous (heterologous) synapsis in cells carrying three
homologous genomes: AA, BB, and DD. The discovery of such genes in
diploid maize, onion, and rye (Fedotova et al., 1994; Jenkins and Okumus,
1992; Timofeeva and Golubovskaya, 1991) is highly important. This means
homology of synapsis is strongly controlled by special genes even in the
diploid chromosome set.

Examples exist illustrating homomorphism of some gross cytological fea-
tures of meiosis in taxonomically distant organisms. In plants and animals,
the Rabl configuration, with centromeric chromosome regions clustering in
the vicinity of the nuclear membrane and chromosome ends being dispersed
throughout the nucleus, changes during early meiotic stages to the bouquet
configuration, with the ends of all chromosomes clustering on the nuclear
membrane and the centromeres being dispersed (Fig. 2). These events start at
premeiotic interphase, and the bouquet configuration is visible from lepto-
tene to late zygotene. Leptotene is difficult to visualize by light microscopy in
many higher plants because their chromosomes are extremely long and are
packed closely. Light microscopy of zygotene of many cereals (e.g., rye and
maize) reveals a chromosome knot (called a synizetic knot) in place of a
distinct bouquet characteristic of meiosis in animals, especially in insects. On
this evidence, the existence of the meiotic bouquet of chromosomes in flower-
ing plants was questioned in some early reviews and textbooks (Rhoades,
1961; Swanson, 1960) and the synizetic knot was considered to be analogous
or even an alternative to the bouquet.

Electron microscopy (EM) of ultrathin sections and microspreads of pollen
mother cells has shown (Fig. 3) that the ends of synaptonemal complexes
actually cluster on a limited area of the internal nuclear membrane in
leptotene and zygotene nuclei of rye (Fedotova et al., 1994). Later, clustering
in wheat (Martinez-Perez et al., 1999) and maize (Carlton and Cande, 2002)
was documented by fluorescent in situ hybridization (FISH) confirming EM
findings reported in some earlier works with these plants referred by these
authors. Bouquet configurations of meiotic chromosomes have been
reported for plants much earlier (Kihara, 1927).
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FIG. 2 A “bouquet” of axial elements and synaptonemal complexes and chromosomes at the
early zygotene stage of meiosis in Bombyx mori oocyte. 3D-reconstruction of serial ultrathin
sections; axial elements of chromosomes have been drawn. Out of 112 ends (telomere regions)
of chromosomes, 102 ends contact with the inner side of the nuclear envelope in a restricted
region, and form the base of bouquet; six ends are just involved in formation of short
synaptonemal complexes marked in black (after Rasmussen and Holm, 1981).

. -

FIG. 3 Spread synaptonemal complexes from rye Secale cereale at the zygotene stage of
meiosis. Telomeres are grouped in one area (bouquet). Telomeres of synapsed chromosomes are
encircled; not-yet-synapsed telomeres are marked with arrowheads. Bar 1p. (Courtesy of
Yu S. Fedotova.)

Elegant evidence has been obtained for the genetic control of the formation
of the chromosome bouquet in leptotene and zygotene in rye (Mikhailova
et al.,2001) and maize (Golubovskaya et al., 2002). In addition, a yeast gene is
known that codes for a protein located in the telomeric regions of chromo-
somes. The protein ensures the clustering of the telomeric regions on the inner
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side of the nuclear membrane in prophase I (Trelles-Sticken ez al., 2000).
Thus, the clustering of chromosomes on the nuclear membrane in early
prophase I and the resulting bouquet organization of meiotic chromosomes
in prophase occur in all eukaryotic kingdoms and are probably an ancient
feature of meiosis. This complex feature has been analyzed in detail (Zickler,
2006; Zickler and Kleckner, 1998). Its genetic control is most probably
polygenic. It is difficult to say whether the genes responsible for the feature
are homologous between yeasts and higher plants. Yet it is safe to say that
these genes are analogous, at least functionally, and determine the similarity
of the feature in the Vavilovian sense and that there are mutations leading to
the same phenotypic variation of the feature. The rule of the telomere cluster-
ing in meiosis has several exceptions, for example, flies, including those of the
genus Drosophila. The exceptions have proper explanations and are a subject
for a separate discussion.

Thus, many features of meiosis (expression of specific meiotic genes) in
evolutionarily distant species obey Vavilov’s law of homologous series of
variation. Does this mean that the meiotic genes are homologous? It was
already mentioned that, in terms of modern genomics, homology is defined
as similarity of the primary structure of deoxyribonucleic acid (DNA) and
proteins. However, such homology is lacking among many genes determin-
ing similar phenotypes in different plants and animals. These genes code for
the proteins that differ in primary structure and yet play similar functions.

Ill. Functional Analogy of Morphogenetic Proteins
in Meiosis

Analogy of phenotypes can be followed in distant taxa and at the molecular
level. The structural proteins of synaptonemal complexes (SCs), skeletal
structures of prophase meiotic chromosomes, are the most interesting class
of proteins specific for meiosis and involved in variation of meiotic features.
SC is a nucleoprotein complex with a tight DNA-protein association. Pro-
teins are the major SC component and account for more than 90% of its
weight (Gorach et al., 1985). The scheme of SC structure is similar in protists,
fungi, plants, and animals, but its ultrastructural elements are formed by
proteins differing in primary structure. The primary structures of the mouse,
hamster, and human proteins coincide by 60-80%, whereas the budding yeast
and Drosophila proteins have nothing in common with their mammalian
analogs.

A complex polypeptide composition was first demonstrated for rat sper-
matocyte SC by SDS electrophoresis by C. Heyting and her group (Heyting,
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1996). The preparations contained 5-10 major proteins ranging 26190 kDa.
More recently, genes for several SC proteins were cloned and sequenced from
the rodent, human (Dobson et al., 1994; Meuwissen et al., 1992; Schalk et al.,
1999), and Saccharomyces cerevisiae (Chua and Roeder, 1998; Sym et al., 1993)
genomes. At present, three major mammalian meiosis-specific proteins of the
synaptonemal complex are well studied. These were first found in rat SC and
termed SC proteins (SCP) 1, 2, and 3 (Lammers ef al., 1994; Meuwissen et al.,
1992). Chinese hamster analogs of SCP1 and SCP3 are respectively known as
SYNI1 and CORI1 (Dobson et al., 1994). Human and mouse homologs of
SCP1 and SCP2 were found (Meuwissen et al., 1997; Schalk, 1999). The
amino-acid sequences of mouse, rat, hamster, and human SCP1 have
74-93% homology (Meuwissen et al., 1992, 1997). The rat and human SCP2
sequences have 63% homology (Schalk, 1999). The S. cerevisiae SC proteins
are Zipl, Zip2, Redl, and Hopl (Chua and Roeder, 1998; Hollingsworth
et al., 1990; Smith and Roeder, 1997; Sym et al., 1993).

A. Ultrastructure of Synaptonemal Complexes

The SC size varies within a certain range in plants and animals, and depends
on the genome size. The total width of the tripartite SC structure is species-
specific, ranging 76-240 nm. The SC length corresponds to the bivalent
length in meiotic prophase I (Kleckner er al., 2003; Solari, 1998). It is
important that the width of the central space, located between the lateral
elements, is within the narrow range from 70 to 120 nm in all organisms
(Solari, 1998; Zickler and Kleckner, 1999).

Detailed EM imaging of the SC showed that the organization of the
central space, is essentially the same in rat, female D. melanogaster, and
beetle Blaps cribrosa (Schmekel et al., 1993a,b) (Fig. 4). The structural unit
of the insect central space consists of similar transversal filaments, which
extend from one lateral element to the other and have two symmetrical
thickenings, known as pillars (Figs. 4 and 5A). Fibrillar bridges link the
pillars to produce two parallel bars, which together form a central element.
The central space harbors three to five layers of parallel (transversal) fila-
ments, which are similarly linked via fibrillar bridges between the pillars. The
SC structure of other eukaryotes has been studied in less detail (Zickler and
Kleckner, 1999 for review). Although the tripartite structure of the SC is
conserved among most species, its details are species-specific (Schmekel and
Daneholt, 1995; von Wettstein et al., 1984). The lateral SC elements of three
Ascobolus fungi display species-specific banding; their proteins are probably
species-specific as well (von Wettstein et al., 1984; Zickler, 1973; Zickler and
Kleckner, 1999 for review). Distinct subunit organization is visible in the
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FIG. 4 Three-dimensional model of the central region in the synaptonemal complex of
Blaps cribrosa. The central region of the SC is schematically displayed with numerous structural
units organized side by side into three layers stacked in register. A fibrous network connects
the pillars of the individual units. The central element (CE) is demarcated, and the lateral
elements (LEs) are depicted as plates. TF, transversal filament. (Derived from Schmekel and
Daneholt, 1995, with permission from Elsevier.)

Pillars

lateral element of the house cricket (Fig. 5B). Electron-dense nodules repre-
sent another structure tightly associated with the SC (Carpenter, 1988, 1994;
Hawley et al., 1993). These nodules, known as meiotic nodules, play an im-
portant role in meiosis. Depending on the time of appearance in prophase I,
nodules are classed into two types: early (detectable in leptotene and in
zygotene) and late (detectable in the mature SC in pachytene). Compared
with the latter, early nodules are more numerous and sometimes vary in
shape. The number and distribution of late nodules along the SC proved to
correlate with the number and distribution of crossover sites and chiasmata
(Carpenter, 1994; Hawley et al., 1993; Sherman and Stack, 1995). On the
strength of this observation, a hypothesis was advanced that late nodules are
multienzyme complexes that catalyze crossing-over, whereas early nodules
mark sites in which DNA strand exchange is initiated in early recombination
(Bishop, 1994; Page and Hawley, 2004; Roeder, 1997; Zickler and Kleckner,
1999). At present, the hypothesis can be considered proved. Late nodules
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FIG. 5 Electron micrographs of synaptonemal complexes of the cricket Achaeta domesticus.
Ultrathin sections of prophase I spermatocyte. (A) A fragment of SC attached to the nuclear
membrane. Double-line central element is visible. (B) SC makes a twist at the point marked with
arrow. The left-side (upper) lateral element is sectioned in tangental planes after the twist, and it
is visible that the lateral element consist of numerous dotlike subunits, arranged like a
Christmas tree. Presumably, they are large protein molecules/polymers composing the lateral
element. (From Yu S. Chentsov and Yu F. Bogdanov, unpublished.)

occur in the SC central space, whereas some early nodules are attached to the
axial cores of not yet synapsed chromosomes in early zygotene (Havekes
et al., 1994). Late nodules have been named recombination nodules.

The key role in synapsis of homologous chromosomes is played by the
protein forming a ““zipper” between two lateral SC elements, that is, between
homologous chromosomes. It is called a synapsis protein.
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B. Proteins of the SC Central Space

Synapsis proteins have been isolated and extensively studied in four mammals
(SCP1) and yeast (Zipl). The proteins SCP1 and Zipl have no homology
in primary structure; yet they have similar structural plans and physico-
chemical properties (Heyting, 1996; Penkina ez al, 2002) and belong to
intermediate structural proteins. A description of SCP1 as it was summarized
by Penkina et al. (2002) follows.

These proteins contain 870-990 amino-acid residues and consist of three
domains. Each domain is similar in secondary and tertiary structures to the
corresponding domain of similar proteins of other organisms compared
(Table II).

Polyclonal antibodies revealed SCP1 (SYN1) in the SC in pachytene, when
the SC central space is formed (Meuwissen et al., 1992). The SCP1 gene is
transcribed only in meiotic prophase I (Meuwissen et al., 1997). As deduced
from its cDNA sequence, SCP1 is 111 kDa, is enriched in positively charged
residues such as Lys (14.5%) and Gln (16.3%), and has isoelectric point
(pD) 5.5 (Meuwissen et al., 1992).

On evidence of amino-acid sequence analysis, SCP1 consists of three
domains: a short proline-rich nonstructured N-terminal domain (52 residues);
a central amphipathic domain (700 residues), which is potentially able to form
a-helices; and a globular DNA-binding C-terminal domain (194 residues)
(Meuwissen et al., 1992). The C-terminal domain is enriched in basic
residues (pI 9.8) and contains S/T-P motifs (Meuwissen et al., 1997). Presum-
ably, these motifs cause a -turn so that the peptide chain forms a loop, which
is embedded into the DNA minor groove and contacts its sugar-phosphate
backbone (Meuwissen et al., 1997). On in vitro evidence, the C end of
SCP1 nonspecifically binds with DNA (Dobson et al., 1994; Meuwissen
etal., 1997).

The putative secondary structure of SCP1 is similar to that of intermediate
proteins such as myosin, keratin, etc. These proteins interact through their
amphipathic a-helices to form hetero- and homotypic dimers, which poly-
merize to yield filaments (Shoeman and Traub, 1993; Stewart, 1993). The
computed length of two SCP1 molecules oriented “head to head” is 100 nm,
equal to the distance between the SC lateral elements. Hence, the SCP1
filament is theoretically able to bridge the SC central space. Intermediate
proteins form dimers 2 nm across and filaments 7-15 nm across (Steinert,
1990). These values are well consistent with the diameter of SC transversal
elements (Dong and Roeder, 2000; Solari, 1998), which ranges 2-10 nm.
In addition, thick transversal elements were observed to split into thin fibrils
at the site of their attachment to the SC lateral elements. All these data made
it possible to assume that SCP1 is the major protein of the SC transversal
elements (Meuwissen et al., 1992; Schmekel et al., 1996).



TABLE Il
Known and Predicted Proteins Forming Transversal Filaments of the SC Central Space

Size of protein molecules and Isoelectric points of whole
a-helical domains, a.a. proteins and their domains Domain size
Species and corresponding

proteins forming SC Size of whole  Size of a-helical Width of the Whole Central

transversal filaments molecule domain SC central space, nm molecule N-end domain C-end N-end C-end
Homo sapiens SCP 1 973 677 100 5,7 5,0 54 9,7 120 176
Rattus norvegicus SCP 1 946 717 100 5,6 4.2 5,3 9,8 55 174
Mus musculus SCP 1 993 713 100 5.8 59 5,3 9,7 104 176
Oryzias latipes SCP1 (BAE 45256) 895 620 135 6,2 7,7 53 10,2 100 175
Danio rerio XP 684182 1000 690 135 6,5 9,6 53 10,1 110 200
Saccharomyces cerevisiae Zip 1 875 632 115 6,4 4.8 6,1 10,1 174 124
Kluyveromyces lactis Zip 1 755 545 115 5,4 49 5,2 10,1 130 80
Drosophila melanogaster 744 495 109 5,9 10,0 4,9 9,7 155 94
C(3)G/ CG17604
Arabidopsis thaliana ZYP 1a 871 650 100-120 59 10,0 5,4 9,3 55 166
Oryza sativa CAE 75876 920 590 100-120 59 9,5 5,1 9,5 140 190
Caenorhabditis elegans SYP-1 489 355 70-85 6,1 3,7 8,1 10,0 47 87
Caenorhabditis elegans Q 11102 1132 938 70-85 5,5 11,9 5,1 11,0 120 75

A search for predicted proteins (designated by accession numbers) and/or their analysis was carried out by Bogdanov et al. specifically for this
chapter. Details in the text.
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This assumption was confirmed by two experiments. One involved EM
with mono- and polyclonal antibodies to the N, C, and central domains of
SCP1 (Schmekel et al., 1996). The N domain was localized to the SC central
element, and the C domain was observed close to and within an SC lateral
element. Affinity-purified antibodies against the SCP1 central domain were
in the space between the central and lateral elements. Second, analysis with
the two-hybrid system, which reports the in vivo protein interaction, showed
that SCP1 molecules interact with each other through their N domains (Liu
et al., 1996). No interaction was observed between two C domains or between
the N and C domains.

Basing on the properties of SCP1, the following organization was assumed
for the SC central space (Liu et al., 1996; Schmekel et al., 1996). SCP1 is the
major protein of SC transversal elements (Fig. 6), which are formed by
similarly oriented SCP1 dimers. The C domains of SCP1 are anchored in
the lateral element and, possibly, interact with DNA. The N-terminal
domains of SCP1 are directed inward (in the SC central space) to face the
N-terminal domains of molecules forming the opposite zipper tooth
(Heyting, 1996). Possibly, such interaction of the two opposite teeth provides
for the formation of the SC central element (CE) (Fig. 7), which is clearly
seen on EM images of ultrathin cell sections or surface spreads of isolated

Cohesins

Crossover * SCP2 SCP1 Rad51
DNA SCP3 | Zipl Dmel
Hopl C(3)G| Mihl
**Redl ZYP1| RPA
BML

FIG. 6 Hypothetical scheme of the synaptonemal complex (SC) structure in budding yeast,
Drosophila, and mammals. LCL, lateral chromatin loops; SCh, sister chromatids; CE, central
SC element; LE, lateral SC element; TF, transversal filaments between two LEs (“‘teeth” of the
zipper); RN, recombination nodule; AC, chromosome axial cores contained in LEs; SCPI,
SCP2, SCP3, proteins forming structural SC elements in mammals; Hopl, Redl, Zipl, their
functional counterparts in yeast; C(3)G, in Drosophila, ZYP1, in Arabidopsis thaliana. Rad51,
Dmcl, Mlhl, RPA, BML, enzymes participating in recombination and production of crossover
DNA molecules in yeast, Drosophila, and mammals.
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FIG. 7 Scheme of the central space of synaptonemal complex in mammals, yeast, and
Drosophila. Ch, chromatin loops; LE, lateral element (protein axes of homologous
chromosomes); CE, central element; C and N designate C- and N-terminal domains of protein
molecules forming transversal filaments (“zipper” teeth). Central, rod-shaped domains of the
protein molecules are shaded.

SCs of various organisms. However, this structure of the CE is probably not
universal. As Schmekel and Daneholt (1995) have shown by EM imaging of
SC of beetle B. cribrosa, transversal filaments “can pass as continuous fila-
ments from one lateral element, through the central element, to the opposite
lateral element.”

1. Yeast Zipl Protein

The S. cerevisiae SC central-space protein, Zipl, was also studied in detail
(Sym et al., 1993). Sequence analysis of the gene ZIP! did not reveal any
homology between proteins Zipl and mammalian SCP1. However, proteins
Zip1l and SCP1 are similar in secondary structure, suggesting a common role
in SC transversal elements. To study the roles of individual Zipl domains,
the SC morphology was analyzed in mutants with deletions or insertions in
ZIPI gene (Sym and Roeder, 1995; Tung and Roeder, 1998). A structure
assumed as a result for the S. cerevisiae SC central space is similar to that of
mammals.

One more central-space protein, Zip2, was found in S. cerevisiae (Chua
and Roeder, 1998). Zip2 consists of 704 residues and shows no structural
similarity to other proteins in computer analysis of databases. On evidence of
special studies, Zip2 may initiate chromosome synapsis by organizing poly-
merization foci for Zip1 and for other possible components of the SC central
space. As deduced from the S. cerevisiae Zipl sequence, the N end (pl 4.8)
of the protein may interact with the basic N-subterminal region (residues
200-300, pl 9.6) of the coiled coil (Bogdanov et al., 2003). This conclusion is
based on computations performed using the CHARGE program (from the
package “Protein Sequence Analysis,” I'Institut Pasteur [http://bioweb.
pasteur.fr/seqanal/interfaces/charge.html]).
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Specific mutations preventing the SC assembly distort the formation of the
SC central element. This leads to chromosome asynapsis in prophase I and
reduces the crossing over frequency. Such mutations include ¢(3)G in
Drosophila melanogaster (Smith and King, 1968), asy in wheat Triticum
durum (La Cour and Wells, 1970) and maize Zea mays (Maguire and Riess,
1996), syl in rye Secale cereale (Sosnikhina et al., 1992), as6 in tomato
(Havekes et al., 1994), and zipl in S. cerevisiae (Sym and Roeder, 1995).
Tung and Roeder (1998) have shown that zip/ allelic mutations result in
various deletions from Zipl, and that the transversal filament length and the
SC central space width decrease depending on the size and position of a
deletion.

Grishaeva et al. (2001) analyzed the data reported by Tung and Roeder
(1998) on Zipl, along with the data on mammalian SCP1 (Dobson et al.,
1994; Liu et al., 1996; Meuwissen et al., 1992, 1997), and found that the
central space width in yeast and mammals correlates well with the size
(in amino-acid residues) of the protein molecule forming a transversal fila-
ment (r = 0.85; p < 0.001) (Fig. 8). The correlation was even better with the
size of their central rod-shaped coiled-coil domain (+r = 0.90, p < 0.001)
(Fig. 9). The rather high coefficient of correlation means that the SC central
space width strongly depends on the length of the rod-shaped central domain
of the proteins constituting SC transversal filaments (Bogdanov et al., 2002a;
Grishaeva et al., 2001). Taking advantage of this correlation and the simple
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FIG. 8 The relationship between the SC central space width (nm) and size of the total protein
molecules (number of amino-acid residues), forming the transverse filaments. Solid circles
correspond to proteins SCP1 (human, rat, mouse) (Heyting, 1996; Liu et al., 1996) and Zipl
with internal deletions and duplications in yeast (Tung and Roeder, 1998). The sloping solid line
shows the regression for the given characters. Dashed lines show the confidence limits of
regression at the 95% confidence interval. (From Bogdanov ef al., 2002a.)
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FIG. 9 The relationship between the SC central space width (nm) and size of the o-helical
domain of SCP1/Zipl/C(3)G proteins. Designations as in Fig. 8. (From Bogdanov et al.,
2002a.)

three-domain protein organization with an inevitable rod-shaped central
domain, we used bioinformatic methods to analyze and even predict trans-
versal filament proteins in other organisms with sequenced genomes. The
prediction was justified at least in one case, namely, that of D. melanogaster
(Bogdanov et al., 2002a; Grishaeva et al., 2001; Page and Hawley, 2001).

2. Protein C(3)G of Drosophila melanogaster

In D. melanogaster, the ¢(3)G (crossover suppressor on 3 of Gowen ) mutation
causes the same ultrastructural alterations of the SC (Hawley et al., 1993) as
some mutation in zip/ locus do in S. cerevisiae (Tung and Roeder, 1998).
Hence the virtual protein encoded by ¢(3)G" could be considered as a
candidate transversal-filament protein. This prediction was borne out.
Using elements of the procedure for searching for functional analogs, partic-
ularly the ProtParam Tool program, Grishaeva et al. (2001) and Bogdanov
et al. (2002a) showed that, among 78 putative genes present in the ¢(3)G
region of chromosome 3, only one, CG17604, codes for a protein similar in
physicochemical properties to Ziplp and SCP1. The C(3)G/CG17604 virtual
protein consists of 744 amino-acid residues and contains three domains, the
central one forming an a-helical coiled coil with the length corresponding to
the half width of the SC central space in D. melanogaster. The protein has
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other properties (isoelectric points of the domains, sites of the ATPase
activity in the coiled-coil domain, etc.), which also testify to its structural
analogy to Ziplp and SCPI.

Page and Hawley (2001) have experimentally established the function of
the ¢(3)G*t protein product. Recombinant constructs harboring ¢(3)G*
fused with the green fluorescence protein (GFP) gene were obtained and
used to transform homozygotes for the ¢(3)G asynaptic mutation. In trans-
formants, chromosomes restored the ability to form bivalents in meiotic cells.
Moreover, green fluorescence was observed in the central region of the
bivalents, fluorescence foci producing a ladderlike pattern similar to that of
SC transversal filaments. These data testified to the role of the ¢(3)G"
product in the formation of SC transversal filaments.

Unlike in SCP1 and Zipl, the N-terminal domain of C(3)G has a high
isoelectric point (Table I1); that is, its total electrostatic charge is high. The
question arises whether this feature prevents C(3)G from forming a zipper,
which is presumably characteristic of SCP1 and Zipl. To answer this ques-
tion, we studied in silico the charge distribution along the molecule for all
three proteins (Grishaeva, unpublished data; see the next section). As analy-
sis has shown, C(3)G is similar in size, domain organization, and secondary
structure of the domains to SCP1 and Zipl, and the lack of sequence
homology can hardly prevent the three proteins from playing similar roles
in morphologically and functionally similar structures of the cell nucleus,
that is, in the SC (Bogdanov, 2003; Bogdanov et al., 2002a,b).

3. Charge Distribution Along the Molecules of
Transversal-Filament Proteins

The study employed the CHARGE program (I'Institut Pasteur). The distri-
bution of electrostatic charges along the molecule was compared for mouse
and human SCP1, yeast Zipl, and fly C(3)G (Fig. 10). Several common
features were found. First, while the total N-terminal domain is generally
negative—with the exception of D. melanogaster C(3)G—its first amino-acid
residues are positively charged in all proteins. Second, the C end is positive in
total and has a local peak of a high negative charge (“spur’). Third, charges
alternate at a high frequency along the molecule. We constructed a simple
model of the zipper interactions between two oppositely directed molecules
of the proteins that form, actually or presumably, transversal filaments of the
SC. For instance, in the case of C(3)G, complementary electrostatic inter-
actions can occur between peak (1) of one molecule and peak (2) of an
oppositely directed molecule or between a pair of peaks: (1) and (3) of one
molecule and peaks (4) and (2) of another one (Fig. 11).

Similar examination of SCP1 and Zipl revealed a regularity, which can
also be inferred via thorough analysis of the data reported for the yeast zip/
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FIG. 10 Distribution of electrostatic charge along protein molecules: mouse and human SCP1
(A, B), yeast Zipl (C), and C(3)G from Drosophila (D). Abscissa shows size of protein
molecules (a.a.), ordinate—magnitude of positive (up) and negative (down) charges. Diagnostic
peaks are black.

deletion mutants by Tung and Roeder (1998). The SC is not formed in such
mutants when the deletion involves a considerable part of the N-terminal
domain or the adjacent a-helical region. As modeling showed, the a-helix can
be involved in forming the central element when two protein dimers overlap.
Several (usually, two) variants of complementary interactions are possible as
it was previously discussed about charge peaks of C(3)G molecules (Fig. 11).
One can see that there are positive and negative charge “spurs’ at N-termini
of all the proteins presented in Fig. 10 which can complementary interact as
zipper teeth. We analyzed the correlation between the width of the central
space and the length of two protein molecules for two possible overlaps in all
known and putative SC proteins (Grishaeva et al., 2004). The coefficient of
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FIG. 11 Modeling of electrostatic interaction of two protein dimer molecules—C(3)G—
forming transversal filaments. For details see the text.

correlation was 0.80 (p < 0.001) for the shorter overlap of the spurs and 0.83
(p < 0.001) for the longer overlap. The latter coincides with the coefficient
of correlation computed for single molecules of all known and hypothetical
SC proteins. Thus, the in silico modeling of the electrostatic interactions
probably reflects the interactions between the proteins in situ.

4. Caenorhabditis elegans Proteins of the SC Central Space

MacQueen et al. (2002) have experimentally found that the syp-1 gene of
C. elegans (chromosome V) codes for protein F26D2.2 of 489 amino-acid
residues. The size and other features of SYP-1 (GenBank accession no.
AF515883) were deduced from the revised gene structure, which has been
derived from sequencing cDNAs obtained by RT-PCR and 5RACE and is
consistent with the structure suggested by the EST alignment data present in
WormBase. The region between residues 48 and 402 of the protein has been
predicted to contain a-helical coiled coils. On immune staining, antibodies to
N- and C-terminal parts of SYP-1 have been detected at the interface
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between synapsed homologs along their full length in meiotic prophase-I
C. elegans cells. This provides decisive evidence for the role of SYP-1 in
forming the SC central space in C. elegans. MacQueen et al. (2002) noted that
SYP-1 is approximately half the size of Zipl or SCP1. Because the SC width
in C. elegans is comparable with that in mammals, yeast, and Drosophila,
MacQueen et al. (2002) have assumed “that SYP-1 exhibits an organization
within the SC central region that is distinct from that of Zipl, or SCPI,
a-helix and/or that additional structural proteins work in conjunction with
SYP-1 to form the mature central region of the C. elegans SC.”

In view of these findings, we noted that the ultrastructure of the SC central
space in C. elegans is unusual and differs from that in yeasts and mammals
(Bogdanov et al., 2003). The distinctive feature of C. elegans SC is a lack of a
clearly defined central element and the absence of a pattern resembling zipper
teeth. Whereas the central element is seen as an electron-dense filament
located in the central space in many organisms (Zickler and Klecner, 1999),
in C. elegans, transversal filaments look like continuous connections between
the lateral elements that do not cross the central element on the way from one
lateral element to the other (Dernburg et al., 1998). This suggests a different
type of molecular organization for C. elegans transversal filaments. If Model 1
is the organization of transversal filaments in yeast, mammals, and Drosophila,
then Model 2 describes this structure in C. elegans. Probably, a long molecule,
rather than two molecules with a zipperlike connection, extends from one to
the other lateral element in C. elegans. Schmekel et al. (1993a,b) and Schmekel
and Daneholt (1995) proposed this model for B. cribrosa transversal elements.
Electron microphotographs of the SC allow a similar interpretation of the
morphology of transversal filaments in C. elegans. If this is the case, both
terminal domains of the protein forming C. elegans transversal filaments
should be basic to associate with DNA in the SC lateral elements, and the
coiled coil must be twice longer than in SCP1 or Zipl.

In view of this, it is worthwhile to mention another in silico finding
(Bogdanov et al., 2003; Grishaeva et al., 2004). We searched the C. elegans
proteome for proteins fitting either model. Three more ORFs were found to
code for potential SCP1 and Zipl analogs T26844, T27907, and Q11102.
Each of these virtual proteins has a coiled coil suiting either Model 1
(T26844, T27907) or Model 2 (Q11102). However, the C-terminal domain
of T26844 or T27907 has a low pl (5.3-5.7) and, therefore, cannot interact
with DNA. Hence these proteins were rejected. The third one, Q11102, suits
Model 2. Interestingly, the length of the coiled coil corresponds to the
complete central-space width of the C. elegans SC. Both terminal domains
of Q11102 are basic (Table II), meeting the other requirement of Model 2.
Thus, Q11102 is a candidate for protein making continuous connections
(transverse filaments) between lateral elements in the C. elegans SC, if such
filaments exist.
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In spite of researcher confidence in the in situ data, Proteome Inc. has
reported that the C. elegans protein Z81586 is analogous to Ziplp. Using all
criteria described earlier, we found that Z81586 may indeed be a functional
analog of Ziplp as judged from its total size, domain structure, the size of
the central coiled-coil domain, and physico-chemical properties of the
C-terminal domain (see Table II). The protein Z81586 fits Model 1.

Two types of transversal filaments may actually be found on a single SC
microphotograph, one representing a continuous connection between the
lateral elements (Model 2) and another resembling zipperlike teeth. The
former corresponds to the Q11102 putative protein, whereas the latter is
possibly SYP-1. Taking the findings of MacQueen ef al. (2002) into account,
both proteins can take part in the construction of transversal filaments to
fit Model 1. This statement is true, if the width of the central SC space in
C. elegans is about 100 nm, as MacQueen et al. assume. If the width of the
central space is within the range of 75-85 nm, a single protein molecule like
781586 or SYP-1 can cover this distance and fit well to the regression line
shown in (Fig. 8). Regrettably, precise estimation of the width of the central
space in C. elegans is problematic.

To decide between the two proteins, we analyzed the genetic surround-
ings of the two candidate genes with the WormBase software. The region was
—4 + 1 on the genetic map of chromosome 1 in the case of the z81586 gene
and —10 + 3.5 of the X chromosome in the case of the ¢/7102 gene. Neither
region proved to contain a gene annotated in WormBase as responsible for
normal meiosis. Thus, the answer is still unclear. Based on the unusual
morphology of the SC central space in C. elegans, we believe that Q11102
is the C. elegans functional analog of SCP1 and Zip1p. We assumed that long
molecules of this protein extend over the SC central space to form continuous
transversal filaments in C. elegans (Bogdanov et al., 2003). Toothlike trans-
versal filaments can be composed of experimentally found SYP-1, putative
Z8158, or both, because the SC central space is 3D and, in addition to trans-
versal filaments, contains pillars and other filaments running perpendicular
to transversal filaments.

5. Arabidopsis thaliana Proteins of the SC Central Space

The strategy of searching for proteins of the SC central space (Bogdanov
et al., 2003), which is based on the similar domain organization postulated
for all such proteins in eukaryotes, was to a certain extent employed in
laboratory studies. However, experimental studies of the proteins involved
in the SC central space in A. thaliana (Higgins et al., 2005) revealed a protein
other than that predicted by in silico analysis by Bogdanov et al. (2003).
Based on the data on transversal filament proteins of mammals, yeasts, and
C. elegans, Higgins et al. (2005) searched the A. thaliana proteome for an
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analogous protein with the use of the BLAST program (http://www.ncbi.nlm.
nih.gov/BLASTY/). The search yielded 220 proteins, which were ranked using
the same program. Higgins et al. considered the structural characteristic
of transversal filaments of the A. thaliana SC and deduced that the protein
of interest should consist of 866 amino-acid residues and have a molecular
weight of 100 kDa and an isoelectric point (plI) of 6. The protein contains an
extended coiled coil flanked at both sides by globular domains, which are at
the C and N ends of the molecule. The C-terminal domain has an extremely
high pI (10) and contains the putative S/TPXX repeat (Suzuki and Yagi,
1991). These features were observed for two proteins ranking 30 and 40
according to the BLAST results.

The At1g22260 and At1g22275 genes (Higgins et al., 2005), which have been
designated ZYPla and ZYP1b, respectively, are on different DNA strands in
a 13-kb region of chromosome 1 (Higgins et al., 2005, Fig. 1B). The start
codons are 2 kb apart; the genes are transcribed in opposite directions.
For each gene, cDNA clones were obtained by RT-PCR combined with 3’ u
5YRACE-PCR. ZYPlacodes fora2920-b mRNA as reported by Higgins et al.
(2005), including a 2616-b coding region. ZYPIb is transcribed to yield
a 2874-b mRNA, including a 2571-b coding region. The genes have 93%
sequence homology. ZYPla codes for a protein of 871 amino-acid residues,
and ZYPIb, a protein of 856 residues (Higgins et al., 2005, Fig. 1C). The
N-terminal globular domains are basic and consist of 55 amino-acid residues.
The domains have 83% similarity. The central coiled-coil domains consist of
650 residues in both proteins and have 95% similarity. The C-terminal globu-
lar domains of ZYPla and ZYP1b consist of 166 and 151 residues, respec-
tively, and have 75% similarity. RT-PCR analysis showed that the genes are
expressed in flower buds but not in leaves.

6. Oryza sativa Protein of the SC Central Space

Using the same method, just for this review, we searched the rice Oryza sativa
proteome for a protein involved in SC transversal filaments. As a reference
protein, we used A. thaliana ZYP1. BLAST analysis revealed two highly
homologous proteins (probably paralogs). One of these, CAE75876 of 920
amino-acid residues, was examined. Its secondary structure proved to be
typical for transversal filament proteins. Namely, CAE75876 consists of
three domains. An extended a-helical domain (590 residues) is flanked by
small globular regions. The isoelectric point was estimated at 5.88 for the
total protein, 9.48 for its C-terminal domain, 9.46 for the N-terminal domain,
and 5.13 for the central domain. A similar secondary structure and physico-
chemical proteins are characteristic of 4. thaliana ZYP1: pl = 5.9, 9.3, 9.99,
and 5.39, respectively (our data). These values are typical for transversal
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filament proteins (Table 11), apart from high pl of the N-terminal domain.
The plant proteins are similar in this feature to their D. melanogaster analog.

As for the distribution of electrostatic charges along the molecule,
A. thaliana ZYP1 and O. sativa CAE75876 are similar to each other and to
Zipl, SCP1, and C(3)G. The only differences are that the terminus of the
N domain is charged negatively, rather than positively, and that the diagnostic
spur (a small peak of a negative charge at the N end) is displaced to the
terminus of the molecule. These features possibly reflect the specificity of
interactions between SC transversal filaments with the lateral element proteins
in plants. Taken together, these findings suggest that deduced CAE75876
forms the SC transversal filaments in O. sativa as experimentally demonstrated
for A. thaliana ZYP1, yeast Zipl, mammalian SCP1, and D. melanogaster
C(3)G.

C. Proteins of SC Lateral Elements

Although the data on the proteins involved in the SC central space are
uniform and the domain organization of the proteins forming the SC trans-
versal filaments is conserved, data on the proteins involved in the SC lateral
elements form two groups and one exceptional case (Table III). One group
accumulates experimentally revealed proteins Hopl and Red1 in lower eukar-
yotes (mostly yeasts) and in plants, with Hop1 corresponding to ASY1 in A.
thaliana and Brassica and PAIR2 in O. sativa (Armstrong et al., 2002;
Higgins et al., 2005; Lorenz et al., 2004; Nonomura, 2004; Smith and Roeder,
2000; Woltering et al., 2000). The other group includes proteins of higher
eukaryotes that possess SCP2 and SCP3, which differ from Hopl and Redl1
both in size and in primary and secondary structures (Botelho et al., 2001;
Lammers et al., 1994; Martinez-Garay et al., 2002; Offenberg et al., 1998;
Pelttari et al., 2001). The exception is a protein of D. melanogaster. The only
protein, C(2)M (570 a.a.), was identified as a component of the SC lateral
elements or a protein contacting them. C(2)M is distantly related to the
cohesin Rec8, which is absent from D. melanogaster (Anderson et al., 2005;
Heidman et al., 2004).

The Hopl proteins and their coding sequences from different organisms
display only low similarity. For instance, the similarity is no more than 40%
even between the S. cerevisiae and Kluyveromyces lactis proteins and is only
30% between C. elegans HIM-3 and S. cerevisiae Hopl (Smith and Roeder,
2000; Zetka et al., 1999). Greater conservation is characteristic of the
HORMA domain, which is about 200 residues and is close to the N end.
This domain, which is responsible for chromatin structuring, was found in
all Hopl orthologs. The smallest ortholog HIM-3 (291 residues) consists
almost exclusively of the HORMA domain. In lower eukaryotes, the relevant



TABLE 1l

Known and Predicted Proteins of SC Lateral Elements

Species

Proteins of SC lateral elements

Hopl

Redl SCP2 SCP3

Other SC proteins

Saccharomyces cerevisiae
Schizosaccharomyces pombe
Kluyveromyces lactis
Drosophila melanogaster
Caenorhabditis elegans
Arabidopsis thaliana
Oryza sativa

Brassica oleracea

Mus musculus

Rattus norvegicus

Homo sapiens

Oryzias latipes

Mesocricetus auratus

+ (HORMA, ZnF)
SPBC1718.02 (HORMA, ZnF)”
+ (HORMA, ZnF)

HIM-3 (HORMA)

ASY1, ASY2 (HORMA, SWIRM)
PAIR2, BAD 00095 (HORMA)
ASY1

BAB30406, NP_080765 (HORMA)
XP_228333 (HORMA)
CT46/HORMADI (HORMA)

+ (coiled coil)
Recl0 (coiled coil)”

+

+ +
+ +
+ +
BAD 36840
CORI1

Zip2, Zip3, Mek1¢

C(2)M, ORD
SYP-2°

Mek1,“BAC 20118

“Anuradha and Muniyappa, 2004.

"Lorenz et al., 2004.
‘MacQueen et al., 2002.
“Nonomura et al., 2004.

HORMA, SWIRM, ZnF—conserved protein domains.
Proteins found in databases by Bogdanov et al. specially for this chapter are designated by their accession numbers. Details in the text.
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protein is at least 600 amino-acid residues in size and, in addition to the
HORMA domain, contains one or two zinc fingers, acting as DNA-binding
sites (Smith and Roeder, 2000). ASY1 of A. thaliana contains SWIRM, a
small a-helical domain, which is close to the N end and is responsible for
protein—protein interactions (data from a computer-aided search). Consis-
tently, there is evidence that Hopl functions as an oligomer in the cell
(Anuradha and Muniyappa, 2004).

A protein involved in the SC lateral elements was identified in O. sativa
and termed PAIR?2. This protein is 610 amino-acid residues in size and has
53% identity to A. thaliana ASY1; the genes of the two proteins are similar in
exon number (22). At the same time, similarity to Hop1 is only 16%. PAIR2
also possesses the HORMA domain. Expression of its gene during meiosis
was demonstrated cytochemically. Mutants for the PAIR2 gene display
asynapsis of homologous chromosomes (Nonomura et al., 2004).

The other yeast protein of the SC lateral elements, Red1, has no functional
domains other than short a-helical regions found in yeasts. Redl is more
than 800 residues in size. Like Hopl, Redl is nonconserved between
S. cerevisiae and K. lactis: homology is only 26%. Higher similarity (60%)
is characteristic of the C-terminal domains of the two proteins (Lorenz et al.,
2004). It is possible that Hopl and Red1 are not the only components of the
SC lateral elements. Some researchers believe that the two proteins do not
form a basis of the lateral elements (Zetka et al., 1999), especially as concerns
Hop1, which is in mobile association with Red1 (Anuradha and Muniyappa,
2005). Orthologs of Redl in higher eukaryotes are unknown. Vice versa,
orthologs of SCP2 and SCP3 were not found in primitive eukaryotes
(Anuradha and Muniyappa, 2005; Smith and Roeder, 2000).

All SCP3 proteins identified so far are highly similar in secondary structure
and in size (200-255 amino-acid residues); their primary structure is con-
served. The C-terminal half of the molecule forms extended a-helices. It is
thought that SCP3 attaches the SC to a chromosome, while SCP2 maintains
the structure of lateral elements via binding to SCP3, but not to SCP1, which
forms the SC transversal filaments. SCP3 interacts with the cohesins RecS,
SMCI1p, and SMC3 (Lee et al., 2003). SCP2 is larger than SCP3 and lacks
known domains and extended o-helical regions. Its size is much the same
(about 1500 residues) in different mammals. Like SCP3, SCP2 interacts with
cohesin, but its partners are SMC1L1 and SMC3. Rat SCP2 harbors two
clusters of S/T-P motifs, which are involved in DNA binding, and eight
binding sites for cAAMP/cGMP protein kinase (Pelttari et al., 2001).

A special place is occupied by C(2)M (570 residues), which has been
identified as an SC component in D. melanogaster. Evidence suggests that
C(2)M belongs to the a-kleisin family and is distantly related to the meiotic
cohesin Rec8. The N end of C(2)M is localized in the SC central space in the
immediate vicinity of the lateral elements (Anderson et al., 2005). Because the
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SC is not formed in ¢(2)M mutants, it is thought that C(2)M is responsible
for the attachment of C(3)G to the lateral elements. It is still unclear whether
C(2)M itself is a component of the lateral elements. Possibly, the lateral
elements of the D. melanogaster SC contain ORD, which is involved in sister
chromatid cohesion and may functionally substitute RECS8, absent from
D. melanogaster. Studies have revealed the interaction between C(2)M with
the cohesin SMC3 in vivo (Heidmann et al., 2004).

As previously mentioned, proteins similar to Hop1 in domain organization
and possibly representing its orthologs were identified in mammals (see
Table IIT). One of the human genes coding for a so-called group of cancer-
testis (CT) antigens, which includes SCP3, SCP1, and Spoll, codes for
CT46/HORMADI, which is similar to HOP1 and ASY1. This protein con-
sists of 394 amino-acid residues (Chen et al., 2005). Similarity reaches 30% in
one region. The CT46/HORMADI gene is expressed in the testes and in
cancer cells. Its orthologs were found in macaque, mouse, rat, and even rice.
High (up to 90%) similarity among all these proteins was observed in the
HORMA region.

In view of this, it is possible to expect that lower eukaryotes possess
orthologs of SCP2 and SCP3, whereas higher eukaryotes have orthologs of
Hopl and Redl. If so, the SC lateral elements consist of the proteins that are
functionally and structurally conserved the level of protein domain organi-
zation and secondary structure of these domains without any conservation of
the primary structure, as is the case with the transversal filaments. The only
exception is provided by D. melanogaster. In silico, we found two proteins
containing the HORMA domain in D. melanogaster. Yet their genes are
orthologous to other genes (mad2, rev7), whose protein products possess
the HORMA domain, but do not play a role in meiotic chromosome synapsis.
It is possible that D. melanogaster does not need a HOPI ortholog, because
several other mechanisms expedite primary recognition of homologs
(Anuradha and Muniyappa, 2005).

D. Evolutionary Mystery of SC Proteins

As noted, the yeast SC proteins perform analogous functions and lack
sequence homology to the corresponding mammalian proteins. This is
quite conceivable if we consider only the morphology of the SC, because
the evolutionary distance between mammals and Ascomycetes is great.
Given that the SC in these and other distant taxa have a common general
organization, their absolute sizes (e.g., width), the fine structure of the SC
central space, and the ultrastructure of its lateral elements are specific for
orders and classes and considerably differ between taxonomic types.
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Another surprising circumstance concerns the SC proteins (an analogous
circumstance for kinetochore proteins is discussed later). It is surprising that
structurally nonhomologous proteins are used to assemble the SC of the
same structure and function in evolutionarily distant taxa. The analogy can
be drawn between the principles of SC formation in different organisms and
house building: houses of different sizes are built from different materials and
for different climates, but they all are designed according to one principle
(i.e., having walls, a roof, and windows) and share the function of sheltering
their inhabitants. In the same fashion, the SC serves as a shelter for recom-
bining chromosome sites. Importantly, the SC must align parallel homolo-
gous chromosomes, maintain some space between them (the central SC
space) so that as the DNA molecules of homologous chromosomes could
recombine within the central SC space, and maintain these conditions as long
as required to complete recombination and chiasma formation.

Interestingly, the SC assembly in evolutionarily distant organisms, such as
yeast S. cerevisiae and mammals, involves “‘standardized” construction ele-
ments. For instance, the transversal filaments (“beams’) connecting the SC
lateral elements (““‘walls” of the “house”) have the same construction. They
consist of rather simple proteins (Zipl in yeast and SCP1 in mammals)
belonging to the class of intermediary proteins. Each of these proteins con-
tains three polypeptide domains, the central of which is rod-shaped owing to
a long coiled coil. The length of this rod-shaped domain and the distance
between the SC lateral elements (i.e., the width of the central space) are
strongly correlated. Collectively, these data indicate that the species-specific
structure of SC proteins, as well as ultrastructure of the SC, is neutral in the
context of macroevolution. Thus, the enigma exists of how evolutionarily
distant organisms had acquired these proteins?

IV. Recombination Enzymes

A. Recombination Nodules as Compartments for
Recombination Enzymes

In zygotene and pachytene, the central space of each SC contains recombina-
tion nodules (RNs). It was shown that the RN number in late pachytene
corresponds to the chiasma number in various organisms (Anderson et al.,
2003; Pigozzi and Solari, 1999; Zickler and Kleckner, 1999). RNs consist of
DNA and proteins. Using immunocytochemical methods, RNs were shown
to contain enzymes required for recombination of DNA molecules. Studies
conducted with various model organisms (fungi, plants, and animals) demon-
strated that chiasmata are formed precisely at the chromosome loci where RNs
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are located (Stack and Anderson, 2001; Zickler and Kleckner, 1999). RNs
serve as ultrastructural compartments of recombination enzymes, or, return-
ing to the house analogy, ‘“kitchen space’ within the “house,” that is, the
SC (Fig. 12). Several “processors” (‘“kitchen robots’’)—recombination
enzymes (for conversion and crossing over)—successively operate in RNs
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(Bishop, 1994; Moens et al., 2002; Tarsounas et al., 1999). Some of the
recombination enzymes are borrowed by meiotic cells from somatic ones,
which use the molecular mechanism of recombination to repair double-strand
DNA breaks; some others of these enzymes are specific for meiosis. The
meiosis-specific enzymes serve to increase the efficiency of meiotic recombi-
nation. Figure 12 shows the progression of DNA recombination as the SC
forms and functions and the operation of some recombination enzymes
during meiotic prophase I.

The recombination rate in meiosis is 100—1000 times higher than in mitosis.
This is because meiotic recombination is programmed by a set of genes whose
protein products cause site-specific double-strand breaks in recombination
hot spots. A complex of these proteins is located in early meiotic nodules,
which are in the SC central space. Of all recombination proteins, we will
consider those of the RecA-Rad51 family, because they are probably crucial
for homologous recombination in all kingdoms of prokaryotes and eukar-
yotes. These proteins are of interest in the context of this discussion because,
during recombination, they form large nucleoprotein recombination inter-
mediates in which an important role is played not only by the primary
structure, but also by the capability of producing 3D structures.

B. RecA-Rad51 Protein Family

In contrast to evolutionarily neutral SC proteins, recombination enzymes
exhibit considerable homology even between members of different kingdoms.
The key recombination enzyme, Rad51, is a RecA-like protein inherited by
eukaryotes from bacteria. RecA plays a key role in homologous recombina-
tion in prokaryotes, being essential for transferring single-stranded DNA
(ssDNA) and integrating it in double-stranded DNA. This role has been
reproduced in vitro. RecA cooperatively interacts with DNA in the presence
of ATP. About 100 RecA molecules cover ssDNA in the form of a right-hand
helix (Roca and Cox, 1997) so that ssDNA is 1.5-fold longer as compared with
double-stranded DNA in the B conformation. RecA expedites a search for a
homologous sequence in double-stranded DNA, and the ssDNA-RecA com-
plex is considered to be a key intermediate in homology searching (Egelman,
2001). The recA gene has been isolated from more than 65 eubacteria (Eisen,
1995) and three archaebacteria (Sandler et al., 1996). Archaebacteria have
RadA, a RecA homolog. In eukaryotes, RecA-like proteins proved to be
similarly essential for homologous recombination and are conserved. The
first RecA analog was found in budding yeasts (Aboussekhra et al., 1992;
Shinohara et al., 1992) and was designated as Rad51.

Eukaryotes possess a family of genes homologous to RecA/Rad51. Homo-
logy is restricted to a region similar to the Walker consensus nucleotide
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sequence. The proteins encoded by these genes are Rad51 paralogs. These are
Rad55 and Rad57 in S. cerevisiae and Rad51B, Rad51C, Rad51D, Xrcc2,
and Xrce3 in human. One of the function of these paralogs is to promote the
landing of Rad51 on ssDNA (Sung et al., 2003; Symington, 2002). A fraction
containing the paralogs contains Holliday junctions (Liu et al., 2004), which
are recombination intermediates. In addition to Rad51, its meiosis-specific
homolog Dmcl was found in S. cerevisiae and other eukaryotes (Bishop
et al., 1992). Both Rad51 and Dmcl proved to function during meiosis
(Bishop, 1994), but Dmcl functions only in meiosis and plays no role in
DNA repair in somatic cells.

1. Rad51 and Dmcl Proteins

Rad51 is required for meiotic and mitotic recombination and for DNA repair
in somatic cells (Sonoda et al., 1998). This protein is evolutionarily con-
served: its primary structure has 50% identity in yeast and human (Shinohara
et al., 1993). Like RecA, Rad51 cooperatively interacts with ssDNA to form
a right-hand helical filament. This process depends on ATP and is required
for ssDNA transfer during recombination (Egelman, 2001; Ogawa et al.,
1993). Other proteins of the complex (RPA)—Rad52, Rad55-Rad57, and
Rad54—continue recombination initiated by the interaction of Rad51 with
ssDNA (Symington, 2002).

Dmcl is expressed only during meiosis. This protein is also conserved and
has 50% identity to Rad51 (Bishop et al., 1992; Habu et al., 1996). Dmcl
forms octameric structures and binds to DNA in the form of a ring. In yeast
and human, Dmcl expedites the formation of a D-loop in double-strand
DNA and, then, ssDNA assimilation by the D-loop and renaturation with
one of the D-loop single strands (Gupta et al., 2001; Hong et al., 2001;
Masson et al., 1999). It is surprising that Dmcl is absent from ascomycetes
Neurospora and Sordaria, nematode C. elegans, and fly Drosophila. Accord-
ing to Shinohara and Shinohara (2004), a possible explanation is that yeast
Rad51 is less efficient in transferring ssDNA than bacterial RecA and,
consequently, needs the assistance of Dmcl in organisms with large chromo-
somes such as mammals and flowering plants, whereas Rad51 of Neurospora,
nematode and fly does not need such assistance. Experiments with the dmcl
and rad51 mutants suggest that Dmcl is required for transferring ssDNA
through a distance greater than usual between sister chromatids of eukar-
yotic chromosomes containing more DNA than in Neurospora, C. elegans,
and Drosophila, because the dmcl mutant lack single-strand invasion (SEI)
into the D loop with the formation of joint molecules (DNA molecules with
double Holliday junctions), while SEI between sister chromatids is preserved.
Dmcl expedites homologous recombination (Bishop et al., 1999; Schwacha
and Kleckner, 1997). Ample experimental evidence obtained with the single
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and double dmcl and rad51 mutants testifies that Rad51 is indispensable to
eukaryotic recombination, whereas mutations associated with a loss or a
weakening of the Dmcl function are less detrimental to recombination
and the recombination-dependent development of meiosis (Shinohara and
Shinohara, 2004).

Foci of fluorescent antibodies against Rad51 and Dmcl were observed on
zygotene meiotic chromosomes of S. cerevisiae, Lilium longiflorum, and
mouse (Bishop, 1994; Tarsounas et al., 1999; Terasawa et al., 1995). Immuno-
gold antibodies for RecA-like proteins were localized on early meiotic nodules
of L. longiflorum SCs (Anderson et al., 1997).This is a cytological demonstra-
tion that Rad51 and Dmcl are early recombination proteins. The presence of
Rad51 in zygotene chromosomes is a prerequisite to the subsequent appear-
ance of Dmcl, whereas the appearance of Rad51 foci on chromosomes does
not depend on the preliminary binding of Dmcl. This conclusion is based on
results obtained with the rad5! and dmcl mutants of yeasts (Bishop, 1994;
Shinohara et al., 1997) and with knockout mice (Pittman ez al., 1998). Immu-
nocytochemical detection with EM showed that Rad51 and Dmcl are colo-
calized in RNs of the mouse SC (Tarsounas et al., 1999). These proteins do not
produce heterodimers in the two-hybrid system (Dresser et al., 1997) and,
presumably, do not form heterodimeric filaments on DNA (Zickler and
Klecner, 1999). High-resolution analysis with specific antibodies suggests
that, although close together, Rad51 and Dmcl each form an independent
SC-associated filament on DNA (Shinohara et al., 2000).

There is a model postulating that Rad51 and Dmcl interact with different
free ends of ssDNA in the DSB region and form independent filaments on
these ends (Shinohara et al., 2000). On experimental evidence, only the
ssDNA end that carries the Rad51 filament is involved in SEI (Hunter and
Kleckner, 2001). Thus, Rad51 is essential for the landing of Dmcl on DNA
during meiotic zygotene, but the mechanism of this interaction is still unclear
(Shinohara and Shinohara, 2004). Studies with the two-hybrid system
revealed a weak interaction of Dmcl with the transversal-filament protein
SCPI (Tarsounas et al., 1999); immunoprecipitation yielded a complex of
Dmcl with the meiosis-specific cohesin Rec8. Moreover, the rec8 mutant of
S. cerevisiae is dramatically defective in recombination (Klein ez al., 1999). This
is not surprising, because Rec8 provides a basis for the SC lateral elements
(Eijpe et al., 2003). There are other findings closely associating the normal
function of Dmc1 with the normal development of the SC in cell nuclei.

2. Evolution of RecA-Rad51 Family Proteins

The recA gene was isolated from more than 65 eubacteria (Eisen, 1995) and
three archaebacteria (Sandler et al., 1996). In S. cerevisiae, Rad51 has 49%
identity with Dmc1 and only 31% and 17% identity with Rad55 and Rad57,
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respectively. Archaebacterial RecA displays 42-46% similarity to S. cerevi-
siae Rad51 and Dmcl; in the case of eubacterial RecA, the similarity is 22%
and 26%, respectively.

Phylogenetic analysis showed that eukaryotic recA-like genes have origi-
nated from duplications occurring early in evolution and involving archae-
bacteria (Stassen et al., 1997). The duplications gave rise to two putative
monophyletic groups of recA-like genes. One comprises 11 orthologs of
S. cerevisiae rad51 and includes rad51 of ascomycetes Schizosaccharomyces
pombe and Neurospora crassa, basidiomycete Coprinus cinereus, tomato
Lycopersicon esculentum, fly D. melanogaster, frog Xenopus laevis, chicken
Gallus gallus, and mammals Mus musculus and human. The other group
includes seven orthologs of S. cerevisiae DM CI. Sequence and phylogenetic
analyses revealed vast lineage- and gene-specific differences in evolution rate
for the proteins encoded by the genes of this group. Dmcl evolved more
rapidly compared with Rad51, and both proteins of fungi (especially yeasts)
evolved more rapidly than their vertebrate homologs. Drosophila Rad51
quickly and considerably diverged from the other proteins of the group.

V. Proteins of the SMC Family

Condensation of mitotic and meiotic chromosomes is an important event in
the cell cycle and is essential for preparing chromosomes for being trans-
ferred into daughter cells in anaphase regardless of the division type. Two
separate processes take place. One is association (cohesion) of sister chro-
matids. Cohesion is a result of replication. The other process is chromosome
condensation, which transforms the chromatids into physically tough rod-
like structures. The resulting chromosome prepared for division consists of
tightly paired, condensed chromatids. Genetic and biochemical studies have
shown that protein complexes of two types, cohesins and condensins, are
responsible for these processes. The core of these complexes is formed by
proteins of the structural maintenance of chromosomes (SMC) family. Other
SMC protein complexes are involved in dosage compensation and recombi-
national repair. SMC proteins are chromosomal ATPases and are conserved
both among eukaryotes and among prokaryotes.

Molecules of SMC proteins consist of 1000-1500 amino-acid residues
(110-170 kDa) and reach 100 nm in length. Their molecular organization is
similar: the N-terminal globular domain with the Wolker A nucleotide-
binding motif and the C-terminal globular domain ending with the DA box
(Wolker B) have a conserved primary structure; the central joint domain is
moderately conserved and is flanked by nonconserved helical domains. Most
eukaryotes examined each have many SMC proteins, which group into four



PROTEIN BASIS FOR MEIOSIS CONSERVATION 115

major subtypes, SMC1-SMC4. SMC proteins are functionally active only as
dimers. Prokaryotic proteins are homodimers, whereas eukaryotes have
heterodimers of two types: SMC1-SMC3 (the core component of cohesin)
and SMC2-SMC4 (the core component of condensin). In addition, two other
proteins, SMC5 and SMC6, have been found to form a heterodimeric core of
a DNA repair complex. Dimers interact with non-SMC proteins to form
active complexes varying in function (Haering et al., 2002; Hirano, 2002;
Hirano and Mitchison, 1994).

Heterodimers are formed in two different ways. In the case of SMCI-
SMC3, the helical domains of the SMC monomer interact intramolecularly
to form a common coiled coil, whereas the N and C domains form a common
globular head domain. The joint domains of the resulting intricate mono-
mers interact to yield a heterodimer. Thus, all domains other than the joint
domain are homodimeric. In the case of SMC2-SMC4, the coiled-coil and
globular domains result from intermolecular interactions between the SMC2
and SMC4 monomers and the five domains are all heterodimeric (Cobbe and
Heck, 2004).

The cohesin complex differs in behavior between meiosis and mitosis. The
difference is that the complex is not disrupted in metaphase I to ensure
the segregation of sister chromatids in meiosis I. Disruption (programmed
hydrolysis) of the complex in the pericentric region does not take place until
meiosis II. In prophase I, proteins of the cohesin core interact with the
recombination machinery and facilitate homologous chromosome synapsis
along with specific SC proteins (Eijpe et al., 2000, 2003; Klein et al., 1999;
Pelttari et al., 2001). SMC1p, a meiosis-specific analog of SMCI1, has been
found in mammalian testes (Revenkova et al., 2001). In addition, cohesion of
mammalian meiotic chromosomes involves stromalin (STAG?3), which has
been isolated and is homologous to the yeast cohesin Recll. The two
proteins each replace somatic Scc3 in meiosis (Pezzi et al., 2000).

SMC family proteins have a wide phylogenetic distribution from prokar-
yotes to eukaryotes, the latter possessing even tissue-specific forms (e.g.,
meiotic SMCI1p). These proteins form different complex structures (homo-
dimers, heterodimers of two proteins), play different molecular roles, and
interact differently with DNA and other proteins. However, all SMC pro-
teins are surprisingly similar. The similarity concerns not only the primary
structure of the C, N, and central (joint) domains, but also the secondary
(coiled-coil) structure of the intercalating domains, which is of special im-
portance in the context of this article. Along with the secondary structure,
even the size of the domains (240-350 residues in the left domain and 280-380
residues for the right one) is conserved (Pavlova and Zakiyan, 2003). The
cause of this similarity lies probably in the fundamental properties of the
DNA double helix, because it is DNA that is utilized as a substrate by all
proteins of the SMC family.
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Analysis of the phylogenetic relationships on the basis of primary structure
similarity (Cobbe and Heck, 2004; Jones and Sgouros, 2001) did not reveal
any strict line with some SMC proteins originating from others, suggesting
rather a simultaneous origin of all forms from a common ancestor. This
finding may have nothing to do with phylogeny, demonstrating that the
structure of SMC proteins is determined by their function. It is this fact
that is probably reflected by the phylogenetic tree in this case.

A. SMC and Cohesin Proteins in Meiosis

In yeasts, the SMC1-SMC3 heterodimer is required for sister chromatid
cohesion and DNA recombination. Mammals possess SMCIp, a specific
meiotic SMC protein. The main DNA-binding C-terminal motif of SMC1
is highly homologous to SMCI1. The N-terminal region (residues 1-150)
differs from that of SMC1 by more than 50%. SMC1 is expressed specifically
in the testes and is coprecipitated with SMC3 from a nuclear extract of
testicular cells. SMC1f has been localized immunocytochemically along the
axial cores and lateral elements of the SC in meiotic prophase 1. In late
pachytene-diplotene, SMC1f dissociates from chromosome arms throughout
the chromosome length apart from the pericentric region, where SMCI1§
persists until metaphase II (Revenkova ez al., 2001). SMC1B-deficient mice
(both females and males) are sterile. Meiosis is blocked in pachytene in males
and is highly error-prone until metaphase Il in females. Yet the axial cores are
shorter in prophase I, sister chromatid cohesion is weak, and recombination
centers are absent (Revenkova et al., 2004).

The SC formation is preceded by the formation of pro-axial elements
(axial cores) with the involvement of the meiotic cohesin Rec8. Then, the
meiotic cohesin SMCI1f, cohesin SMC3, and the axial-element proteins
SCP2 and SCP3 form a normal axial element. In metaphase I, SMCIp,
SMC3, SCP2, and SCP3 become undetectable on chromosome arms and
cluster in pericentric regions, where they persist until anaphase II. In con-
trast, Rec8 is located along the chromosome arms until anaphase I to ensure
sister chromatid cohesion and remains detectable close to the centromeres
until anaphase II. It is thought that Rec8 provides a basis for the formation
of both the axial elements and recombination complexes (Eijpe et al., 2003).
SMCI1p has been found in all vertebrates examined (Table IV). This corre-
lates with the presence of SCP3 in these organisms (see Table I1I). Moreover,
SMCI1B and SCP3 colocalize on meiotic chromosomes and synchronously
become detectable and undetectable through the meiotic phases (Eijpe et al.,
2003). Thus, the presence of SMCI1 and SCP3 in the SC lateral elements
probably reflects the specifics of SC formation in vertebrates.
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TABLE IV
Homologs of Specific Meiotic Cohesin SMC1 B in Different Species

Species SMC1 B homolog
Danio rerio XP_688375 (similar to SMC1 B)
Oryzias latipes SMCIB (Iwai et al., 2004)
Gallus gallus XP_ 416467 (similar to SMC1 B)
Mus musculus mSMCI1p (Revenkova et al., 2001)
H. sapiens hSMCIp (Revenkova et al., 2001)

Data for D. rerio and O. latipes are obtained by Bogdanov et al.
specifically for this chapter.

It should be noted that meiotic cohesins coexist with mitotic cohesins in
the same cell during meiosis, rather than replacing them as believed previ-
ously. The SMCI1B + SMC3 complex is tightly associated with the SC lateral
elements, whereas the SMCI1B + SMC3 complex is localized in chromatin
loops and forms only single foci in the lateral elements (Prieto et al., 2002).
The same is true for the cohesins REC8/Rad21 (Revenkova and Jessberger,
2005). Different cohesin complexes are formed along the meiotic chromo-
some length. For instance, a complex of Rec8 and Recl1 is in chromosome
arms and a complex of Rec8 and Psc3 is in the centromeric region in yeast
S. pombe (Kitajima et al., 2003). The preceding suggests that meiotic cohesins
are synthesized to provide a specific association of the cohesin complex with
SC proteins, first and foremost, with proteins of the SC lateral elements.

It appears that cohesins are responsible not only for association of sister
chromatids and serve the role of axial chord for the SC lateral elements.
Together with SCP3, the cohesins Rad21/Rec8 are involved in monopolar
attachment of sister kinetochores during metaphase [ and anaphase I (Parra
et al., 2003). Immunocytochemical and EM study in mouse meiosis con-
ducted by these authors was summarized as follows: “...both proteins
(Rec21 and SCP3) colocalize and are partially released from chromosome
arms during late prophase I stages, although they persist at the interchroma-
tid domain of metaphase I bivalents. ...During late prophase I SCP3 and
Rad21 accumulate at centromeres, and together with the chromosomal
passenger proteins INCENP and aurora-B kinase, show a complex ‘double
cornet’-like distribution at the inner domain of metaphase I centromeres
beneath the associated sister kinetochores.” Furthermore, these authors
observed that Rad21 and SCP3 are displaced from centromeres during
telophase I when sister kinetochores separate, and are not present at meta-
phase II centromeres. “Thus, we hypothesize that Rad21, and the super-
imposed SCP3 and SCP2, are involved in the monopolar attachment of sister
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kinetochores during meiosis I, and are not responsible for the maintenance
of sister-chromatid centromere cohesion during meiosis II as previously
suggested,” they conclude (Parra et al., 2003).

Cohesins are quite conserved, although high similarity is restricted to the
Rec8/Rad21 domain. For instance, C. elegans REC-8 and S. cerevisiae Rec8p
have only 41.6% similarity (17.3% identity) (Pasierbek et al., 2001). Analysis
of the domain structure has revealed a near identical organization of the
Rad21/Rec8 family proteins, which all contain the same cohesin domain.
This makes it possible to assume that the difference between Rad21 and Rec8
of one organism is lower than between the analogous proteins of different
organisms. To verify, we examined in silico the following proteins of the Rec8
family: yeast Rec8, the mouse Rec8-like protein, human REC8L1 (which was
selected from the homologs found for the mouse protein by the BLAST
program), C. elegans WO02A2.6p (which is homologous to the Rad21/Rec8
family proteins and has been termed REC-8 by Pasierbek et al. [2001]), and
variant 1 of A. thaliana Synl/Difl (Caryl et al., 2003). In addition, we
searched the fish Danio rerio proteome for homologs of mouse Rec8 and
found eight different proteins. Of these, we selected one that has been
annotated as meiosis-specific cohesin. All these proteins are designated as
Rec8 in the figures for convenience. For comparison, we used proteins of the
Rad21 family: the well-known mouse and yeast proteins, the human Rad21-
like protein, A. thaliana Rad21-1 variant 1 (which was chosen from several
proteins annotated as Rad21 homologs), the D. rerio protein annotated as
Rad21, and the hypothetical C. elegans protein containing the Rad21/Rec8
domain. At the first step, we used the TreeTop—Phylogenetic Tree Prediction
program from the GeneBee package (Institute of Physico-Chemical Biology,
Moscow State University; http://www2.genebee.msu.su/services/phtree
reduced.html) and analyzed the amino-acid sequence alignment for each set
of proteins. The highest similarity was observed for the N-terminal region of
about 80 residues and the C-terminal region of a smaller size. Interestingly,
Rad21 proved to be conserved to a greater extent: several common motifs
were found. Such motifs were not detected in the case of Rec8. The CDART
program confirmed the results obtained for Rad21, because two Rad21/Rec8
domains were identified: a larger one at the N end of the protein molecule
and a smaller one at the C end. The A. thaliana and D. rerio proteins selected
from the database were fully similar in domain organization to the other
proteins of the set. In the Rec8 set, all proteins also had the same two
domains with the exception of the C. elegans and D. rerio proteins, each
containing only the first, large Rad21/Rec8 domain. Note again that the
D. rerio protein is annotated as a meiosis-specific cohesin in the NCBI
database, whereas the C. elegans protein has been selected from four similar
proteins on the basis of experimental findings (Pasierbek et al, 2001).
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We searched the C. elegans proteome for a homolog of yeast Rec8 with the
BLAST program, but did not find any candidate.

Then, the TreeTop program was used to construct a phylogenetic tree
for the full-size Rec8 and Rad21 (tree 1; Fig. 13), their N-terminal regions
(200 a.a), (tree 2, not shown), and the rest of the molecule (tree 3, not shown).
On tree 1 (Fig. 13), all Rec8 proteins are clustered together, including the
questionable D. rerio protein. All Rad21 proteins similarly formed one cluster
with the exception of the A4. thaliana protein, which was close to C. elegans
Rec8. Tree 2 showed that homology of the N-terminal domains is greater than
that of full-size proteins, because even A. thaliana Rad21 grouped with its
homologs. The C-terminal regions proved to be more divergent because of
A. thaliana Rad21 difference. Thus, the Rad21 and Rec8 proteins form two
separate subfamilies, differing both in the main domain and in the rest of
the molecule. We think that the difference is indicative of a considerable
functional dissimilarity of the two proteins.

To identify the specific features of meiotic cohesins compared with their
mitotic analogs, we used the MEME program (Multiple EM for Motif
Elicitation, http://meme.sdsc.edu/meme/website/intro.html, which searches
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FIG. 13 Phylogenetic tree built for cohesins Rec8 and Rad21 in the following species: sc,
Saccharomyces cerevisiae; ce, Caenorhabditis elegans; at, Arabidopsis thaliana; dr, Danio rerio;
hs, Homo sapiens; mm, Mus musculus. For details see the text.
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for consensus sequences) to analyze the detailed structure of the Rad21/Rec8
domain in these proteins. The results are shown in Fig. 14. The structure of
the Rad21/Rec8 domain was near identical in all Rad2l proteins. A far
greater diversity was observed in the Rec8 set. Motif 1 was obligatorily
present in all of these proteins. The difference between the Rad21 and Rec8
cohesins was that the latter did not show the strict order of motifs 2, 3, and 1.

Phylogenetic trees were also constructed with the addition of Drosophila
C(2)M, which has been assigned to the a-kleisin superfamily, which harbors
Rec8 (Heidmann et al., 2004). It has been noted, however, that C(2)M is a
highly divergent kleisin and, according to a number of its features, acts as an
SC component rather than as a cohesin. Our findings support this assump-
tion, because C(2)M proved to lack the known conserved domains and
grouped with none of the Rad21/Rec8-family proteins on the phylogenetic
trees.

We analyzed the secondary structure of Rec§ and Rad21 from organisms
representing different taxonomic groups. The result was quite unexpected.
In general, the secondary structure, in particular, the a-helical configuration
of individual regions of the protein molecule, varied greatly among different
organisms. In one organism, Rec8 and Rad21 differed in structure in some
cases (A. thaliana, D. rerio) and were quite similar in some others (mammals,
C. elegans, yeasts), suggesting a multifunctional character for the two pro-
teins. The efficient functioning of a protein needs not only a functional
domain, which is responsible for the interaction with the substrate, but also
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FIG. 14 Conserved motifs of the Rec8/Rad21 domain in studied species. Designations as in
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regions responsible for the interactions with other proteins. This role can be
played (directly or indirectly) by a-helical regions. This feature is character-
istic of multifunctional proteins involved in multiprotein complexes, such as
the cohesin complex.

B. Protein Shugoshin Ensures Sister Chromatid
Nondisjunction in Meigsis |

Members of the shugoshin protein family have been found to play the major
role in preventing hydrolysis of the cohesion proteins located close to the
centromere in meiotic metaphase I in fission and budding yeasts, Z. mays,
and Drosophila (Hamant et al., 2005; Katis et al., 2004; Kerrebrock et al.,
1995; Kitajima et al, 2004; Marston et al., 2004; Rabitsch et al., 2004).
Shugoshins are localized only in the centromeric and pericentric regions of
chromosomes and only in metaphase I and are absent from chromosomes
during mitosis. Mutations inactivating the shugoshin genes cause a prema-
ture loss of cohesion and premature segregation of sister chromatids during
meiosis [. As the earlier studies have revealed, such mutations include sgo/ in
yeasts, zmsgol-1 in Z. mays, and classical mei-S332 in D. melanogaster.

As is the case with other genes known to be meiosis-specific, expression of
the shugoshin genes is not restricted to meiosis. However, the zmsgol pheno-
type is expressed only during meiosis owing to the coordination of molecular
processes in the cell nucleus. In maize, ZmSGOI1 is in centromeric and
pericentric regions of chromosomes: this protein colocalizes with the cohesin
Rec8 and prevents its hydrolysis during metaphase I (Hamant et a/., 2005). In
Z. mays, protein AFD1 is a REC8 homolog, and ZmSGOIl loading is AFD1/
ZmRECS dependent (i.e. ZmSGOI recruitment to chromosomes requires
RECS-regulated sister chromatid cohesion). In afdl-3, a weak afdl allele, in
which AFDI protein level is very low but not null, immunolocalization
experiments showed that ZmSGOlI foci were visible, although their intensity
was reduced compared to that of wild-type meiocytes (Hamant et al., 2005).
These results strongly suggest that SGO1 localization in maize is dependent
on RECS. In contrast, Shugoshin recruitment has been shown to be RECS8
independent in yeast and Drosophila, and MEI-S332 in Drosophila assembles
even onto unreplicated chromatids (Kitajima et al., 2004; Lee et al., 2004).

RECS is present all along the arms from leptotene, but at metaphase 1
ZmSGOl localizes only at pericentromeric regions of chromosomes. It could
mean that ZmSGOI recruitment at the centromere does not rely on AFD1/
ZmRECS only and could depend also on centromeric- and pericentromeric-
specific proteins (Kitajima et al., 2003). The presence of conserved regions
within the Shugoshin family has been previously proposed to be required for
Shugoshin centromere localization (Lee ef al., 2004). Although ZmSGOI
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contains both conserved regions, the recruitment of ZmSGOlI to the centro-
meres is different than for other Shugoshins, suggesting that regulation of
Shugoshin’s recruitment to chromosomes does not rely only on these regions.

The coincidence of functions with a lack of primary structure homology
has been observed for the yeast and Drosophila and maize genes responsible
for suppression of cohesin hydrolysis in the pericentric region during meta-
phase I (Hamant ez al., 2005; Katis et al., 2004; Kitajima et al., 2004; Marston
et al., 2004; Rabitsch et al., 2004). Thus, functional similarity of specific
meiotic shugoshins in taxonomically distant organisms is due not to their
amino-acid sequence similarity, but depends on one or two domains, protect-
ing REC8-family cohesins from hydrolysis at metaphase I, and the precise
temporal regulation of this protection remains to be investigated. Kitajima
et al. (2006) have found a specific subtype of serine/threonine protein phos-
phatase 2A (PP2A) associated with human shugoshin. PP2A colocalizes
with shugoshin at centromeres and is required for centromeric protection.
Purified shugoshin complex has an ability to reverse the phosphorylation of
cohesin in vitro, suggesting that dephosphorylation of cohesin is the mecha-
nism of protection at centromeres. Meiotic shugoshin of fission yeast also
associates with PP2A, with both proteins collaboratively protecting Rec8-
containing cohesin at centromeres. Thus, these researchers have revealed a
conserved mechanism of centromeric protection of eukaryotic chromosomes
in mitosis and meiosis.

VI. Importance of Secondary Protein Structure for
Ultrastructure Morphogenesis

The previous data allowed us to conclude that, in some cases, proteins differing
in primary structure and yet having functionally important domains similar
in secondary structure play the same structural role in functionally similar cells
of organisms located far apart on the evolutionary ladder: ascomycetes, nema-
todes, insects, flowering plants, and mammals. In particular, this is the case
with germ line cells dividing via meiosis, as the earlier examples demonstrate.
The question is whether the same regularity is characteristic of somatic cells and
is thereby universal.

Two examples best illustrate the lack of conservation of the primary
structure (its neutrality) in proteins of functionally similar organelles and
the important role of their secondary structure and domain organization.
One is the interaction of structural proteins with DNA (proteins of the SC
lateral elements) and the other is the protein—protein interaction between
molecules connecting cell ultrastructures at nanometer distances (proteins of
the SC central space). The latter case is of particular interest because two
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surfaces, the inner surfaces of the SC lateral elements, are connected at
nanometer distances, comparable to protein dimensions. Hence, we decided
initially to analyze the proteins of cell structures meeting such requirements
and chose the kinetochore proteins (protein-DNA interactions) and gap
junctions in cell-to-cell contacts.

A. Kinetochore Proteins

Among the 40 kinetochore proteins identified in mammals and fungi, only a
few can be considered evolutionarily conserved and essential for the func-
tioning of kinetochores (Cheo, 1997). One of them is the mammalian protein
CENPC, which forms the inner kinetochore surface exposed to chromatin.
The protein Mif2p is its yeast homolog. These proteins are very similar, but
their similarity is restricted to two small blocks of amino-acid residues
(Brown, 1995; Meluh and Koshland, 1995). Region I of Mif2p consists of
52 residues and is similar by 43% to the corresponding region of human
CENPC. A temperature-sensitive mutation mif is known for each region,
suggesting that the conserved area serves as a functional domain (Brown,
1995). Both CENPC and Mif2p have characteristics essential for binding to
DNA, although no absolutely specific DNA-binding area has been found.
The homology of the two proteins and their genes is most evident from the
phenotypes determined by the cenpc and mif2 mutations. Each mutation
leads to aberrant segregation of chromosomes (Fukagawa and Brown,
1997; Kalitsis et al., 1998). Taking into account these and the preceding
findings, it can be concluded that human CENPC and yeast Mif2p are
homologous in the Vavilovian sense, because their mutational variation
leads to similar cell phenotypes. This phenomenon proved to be even more
significant when a similar protein of the inner surface of kinetochores was
found in maize Z. mays L. Five variants of this protein all have region I of
23 amino acids at the C end, which shows 61% and 74% homology to the
corresponding region of yeast Mif2p and human CENPC, respectively
(Dawe et al., 1999). No homology was found in region II. One of the five
variants, CenpC, was isolated from anthers at synchronous prophase I of
meiosis. CenpC is homologous by 78-95% to the other four variants, isolated
from 13-day embryos, germinating seeds, young shoots, and young (2 week)
leaves, and can be considered meiosis-specific. The specificity for meiosis is
insignificant in this case; it is more important that the DNA-binding regions
of all these proteins in yeasts, maize, and human have a high degree of
homology. It is important that, in the course of biological evolution, nature
selected only one protein variant capable of binding to the centromeric
DNA, which markedly differs in primary structure between yeasts and
mammals.
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B. Connexins and Innexins (Pannexins)

Examples of functional and topological similarity of proteins differing in
primary structure (amino-acid sequence) can be found beyond meiosis. One
is provided by gap junction proteins, which occur in a wide range of multi-
cellular organisms and ensure cell-to-cell contacts by forming transport
channels.

Intercellular gap contacts are similar in structure and function among
vertebrates and invertebrates; yet they are formed by proteins belonging to
different families. The proteins have no primary structure homology, and
their genes differ in nucleotide sequence (Phelan and Starich, 2001; Stebbins
et al., 2000). The structure and dimensions of channels are strongly uniform
owing to a similar domain organization of the corresponding proteins, con-
nexins (in vertebrates) and innexins (in invertebrates). Orthologs of connex-
ins have not been found in invertebrates (Stebbins et al., 2000), whereas
innexins are similar to several vertebrate proteins and the whole family is
known as pannexins (Pestova, 2005).

More than 40 connexins and more than 30 innexins are known today; the
number of the corresponding genes (homologs and orthologs) has reached
245 (Pestova, 2005). Genes coding for the gap junction proteins substantially
vary in size. For instance, the human pannexin genes range from 8799 to
48,230 bp (Pestova, 2005). The size variation is determined by different sizes
of the gene region coding for the C-terminal domain and the sizes of introns.
In addition, the genes vary in organization, each including 2-5 exons. Not-
withstanding the great differences in size and structure of their genes, the gap
junction proteins differ in size to a far lesser extent. The protein size varies
from 392 to 697 amino-acid residues in mouse and human. Drosophila
innexins are similar in size to the mouse and human proteins: Inx2 and
Inx3 consist of 367 and 395 residues, respectively (Pestova, 2005; Stebbins
et al., 2000).

Innexins/pannexins and connexins are similar in the distribution of hydro-
phobic amino acid residues and in topology: each has four transmembrane
domains (TMDs), two extracellular loops, and one cytoplasmic loop
(Fig. 15). The TMDs cross the plasma membrane four times. The two
terminal domains are embedded into the cytoplasm. The C-terminal domain
and the intracellular loop are the most variable regions of the deduced gap
junction protein. In contrast, the N-terminal and central domains are con-
served to the greatest extent (Phelan and Starich, 2001; Shibata et al., 2001;
Stebbins et al., 2000; von Maltzahn et al., 2004). For instance, human PANX1
and mouse Panx1 have nearly identical N-terminal domains and different
C-terminal domains. All four TMDs and the loops between them belong to
a C-terminal region of ~300 amino-acid residues (Pestova, 2005). It is char-
acteristic of the gap junction proteins that the second extracellular loop
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FIG. 15 Schematic drawing of molecular configurations of connexin proteins. The alpha group
(Cx43 and Cx40) contains larger cytoplasmic loops than the beta group (Cx32 and Cx26), but
smaller loops than Cx45. (From Shibata et al., 2001, with permission from the Japanese Society
for Clinical Molecular Morphology.)

harbors two conserved cysteines and the second TMD has a conserved
proline (Foote et al., 1998; Pestova, 2005; Suchyna et al., 1993). The greatest
similarity has been observed for the two first TMDs and the region between
them (Pestova, 2005).

In addition, gap junction proteins possess several functionally important
short motifs. The key determinant regulating the transfer of connexin to the
membrane to assembly a transport channel is in the first TMD (Martin et al.,
2001). The third TMD and the C-terminal domain (amino-acid residues
207-219) are necessary for integration of connexins into the membrane and
for their correct assembly (oligomerization). The C-terminal domain con-
tains a cytoplasmic calmodulin-binding site, which is important for the
assembly of hetero-oligomers (Ahmad et al., 2001; Martin et al., 2000).

As mentioned previously, connexins and innexins (pannexins) are non-
homologous in amino-acid sequence. Although considerably varying in extent,
homology exists within each family. Innexins vary in amino-acid sequence to
a greater extent compared with connexins. Only a few amino acid residues of
the conserved region are invariant in innexins (Hua et al., 2003). Yet Drosophila
innexins have orthologs, for instance, in the C. elegans, silkworm Bombyx mori,
and grasshopper Schistocerca americana proteomes. Drosophila innexins
have 29-47% homology to each other, Inx2 has 76% homology to Sa-Inx(2)
of S. americana, and its N end has 84% homology to the corresponding
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region of B. mori Bm-Inx2. In addition, Bm-Inx(2) shows 86% homology
to the N-terminal region of Sa-Inx(2) (Stebbins er al, 2000). Likewise,
human and mouse connexins are similar to each other (mouse mCx39 and
human hCx40.1 have 60% homology), although only some members of the
family have orthologs in the other genome (von Maltzahn et al., 2004; Willecke
et al., 2002).

Pannexins have been found in insects, worms, and mollusks. As for verte-
brates, only human and mouse pannexins are known (PANX1-PANX3 and
Panx1-Panx3, respectively) (Baranova et al., 2004). All pannexins are quite
conserved. For instance, the mouse PANX2 gene has six orthologs in the
C. elegans genome (Pestova, 2005). Human pannexins display about 50%
homology to each other, although homology between particular human
pannexins and their mouse counterparts reaches 94% (Pestova, 2005).

Gap junctions play a role in embryo development, homeostasis, and
synchronous muscle contractions. Channels provide for metabolic and elec-
tric communication between cells by transporting low-molecular-weight
compounds of no more than 1 kDa: inorganic salts, ions, and metabolites
(Shibata et al., 2001; Stebbins er al., 2000; Willecke et al., 2002). The gap
between the membranes of adjacent cells is 3 nm. Two adjacent cells assembly
a transport channel toward each other. The resulting halves are then joined
as a lock and a key. One half consists of six monomers, either identical
(homomeric channels) or different (heteromeric channels) (Stebbins et al.,
2000). When an organ contains several gap junction proteins, their distribu-
tion is specific for particular cells, depending on the substances transported
(Shibata et al., 2001).

What are the causes of the high similarity of secondary and tertiary
structures among dozens of gap junction proteins from evolutionarily distant
organisms? Two causes are obvious: the specific function and the arrange-
ment of channels in the cell membrane. The cell needs transport channels for
a narrow range of small metabolites, which imposes limitations on the
number and dimensions of the TMDs of channel components. On the
other hand, the cell membrane itself is similar in structure and dimensions
in different multicellular organisms, which can well determine the similarity
of transport channels incorporated in the membrane. The intercellular space
width, which is 3 nm in the gap junction region, is probably optimal for the
exact joining of two half-channels produced by two adjacent cells.

C. Nuclear Pore Proteins

The nuclear pore provides another example of the correspondence between
the secondary structure of proteins to the size and functions of the cell
organelle formed by them. Nuclear pores go across the nuclear membrane
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and connect the nucleoplasm with the cytoplasm, providing for passive
transport of small metabolites, export of proteins into the nucleus, and
import of mRNAs from the nucleus. The maximal size of transportable
macromolecules is 25 nm (10 nm in amoebae) (Allen et al., 2000). Several
hundreds of nuclear pores constitute the nuclear pore complex (NPC) of the
cell. The nuclear pore is a highly regular and symmetrical structure. The NPC
consists of several groups of protein nucleoporins (Nups) (Fig. 16), existing
in a nuclear pore complex in 8-32 copies (Cronshaw et al., 2002; Rout et al.,
2000). Proteins of different groups playing different functions considerably
differ from each other in structure, while proteins of one group are organized
similarly.

The core structures of yeast and vertebrate NPCs are similar at the electron-
microscopic level, but the amino-acid sequence similarity of the relevant Nups
is only 25-30% on average (Allen et al., 2000; Ryan and Wente, 2000). About
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FIG. 16  Plot of the position of nucleoporins in the NPC. Statistical analysis of the distribution
of the gold particles in each montage allows determination of the position of the proteins
relative to the NPC cylindrical axis (R) and mirror plane of pseudosymmetry (Z). The plotted
circle size was arbitrarily chosen for the sake of clarity. A mask for a cross-section of the yeast
NPC and pore membrane is shown schematically to scale in light gray. We have highlighted the
FG nups, the majority of which were found on both sides of the NPC (green), and a few that
were found toward the periphery and exclusively on the nuclear side (blue) or the cytoplasmic
side of the NPC (red). Most of the non-FG nups (dark gray) were found on both sides. The
integral membrane protein Pom34p (purple) was close to the membrane, as were the inferred
positions of Pom152p and Ndclp (purple stripes). (From Rout ez al., 2000, with permission
from the authors.)
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two thirds of all Nups are conserved in structure and function. Because of
their larger sizes and complexity, some vertebrate NPC proteins lack ortho-
logs in the yeast proteome. For instance, this is the case with Nup37, Nup43,
Nup358, gp210, POM121, and ALADIN (Cronshaw et al., 2002). Some
mammalian Nups each have several yeast orthologs. For instance, Nup98
contains domains specific for yeast Nup145p and Nup116p (Ryan and Wente,
2000), however Nupl55 is similar to Nup157p/Nupl170p (Cronshaw et al.,
2002). Notwithstanding these differences, conservation involves not only the
symmetrical core structure of the NPC, but also complexes of peripheral
Nups. Speaking more exactly, it is the structure and function of particular
domains and their position in the NPC that are conserved among various
organisms (Rout and Aitchison, 2001).

Let us consider the most interesting groups of NPC proteins. Nups, which
often contact several partners, harbor various functional domains. Most
Nups contain repeats (for more detail, see Table IV of Cronshaw et al.,
2002). Of these, the FG repeats are best studied. The FG repeats have been
found in half of NPC proteins, including eight major. The repeat unit con-
tains from two, phenylalanine and glycine (FG), to five (FXFG, FGXN,
GLFG, KPXFS/TFG) amino-acid residues. FG-Nups occur throughout the
NPC and are especially abundant in peripheral filaments. These proteins
interact specifically with many transport factors. Many FG-Nups display
low similarity to several proteins of the same proteome and several repre-
sentatives of other proteomes. The similarity of FG-Nups is restricted to the
repeat-containing region. It is possible that the unique domains have devel-
oped more recently and are responsible for the functional difference between
the corresponding yeast and vertebrate proteins (Davis, 1995).

Nup145p is of particular interest. Its C-terminal domain shows homology
to vertebrate Nup96 and Nups of Schizosaccharomyces pombe and C. elegans
(Ryan and Wente, 2000). The N-terminal domain contains the GLFG
repeats and an RNA-binding motif and is homologous to yeast Nup100p
and Nupll6p, rat and human Nup98, and the same Nups of S. pombe
and C. elegans that have homology to the C-terminal domain. A region of
190 a.a. has 78% similarity between Nupl00p and Nupl16p and 55% with
Nup145p. This region harbors a conserved octapeptide that resembles the
consensus characteristic of single-stranded nucleic acid-binding proteins
(Davis, 1995).

Another interesting group of NPC proteins includes pore membrane pro-
teins (POMs). Only a few POMs are known (Davis, 1995). Vertebrate gp210
lacks yeast orthologs; its N-terminal domain is in the lumen of the nuclear
envelope (NE). Of the two hydrophobic segments present in this region, only
one serves as a transmembrane domain. The other possibly interacts with the
NE lipid bilayer or other similar proteins to form the pore membrane.
Likewise, POM121 have been found only in vertebrates. This protein has
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FIG. 17 Ribbon representation of Nup models. B-sheets (B-propellers) are colored cyan and
a-helices (a-solenoids) are colored magenta. Gray dashed lines indicate regions that were not
modeled. Arrowheads indicate the positions of high proteolytic susceptibility. (From Devos
et al., 2004, with permission from the authors.)

one transmembrane domain, while its major part, including the XFXFG
repeats, is a component of the NPC core.

Three proteins of this group are known in yeasts: Pom34p, Ndclp, and
Pom152p, the last two forming a complex. Pom152p has one transmem-
brane domain; part of the protein is in the NE lumen (Davis, 1995). Again,
though absolutely lacking similarity in amino-acid sequence, pore membrane
proteins are similar in organization, location, and function. The yNup84/
vNupl107-160 subcomplex (of yeasts and vertebrates, respectively), which
is a component of the NPC core, is of interest in three respects. First, all
seven components of the yeast subcomplex have vertebrate homologs.
Second, proteins of this subcomplex are highly similar in organization to
membrane proteins of cytoplasmic-coated vesicles. Coated vesicles ensure
endocytosis and vesicular traffic between the Golgi complex, lysosomes, and
ER. Secl3p and Sehlp occur both in the NPC, and in coated vesicles. Third,
these proteins have domains that form a B-propeller, an a-solenoid, or a
combination of both (Fig. 17). The propeller is formed of several blades
arranged around the central axis. Each blade consists of four-strand antipar-
allel B-sheets. In the a-solenoid, many pairs of antiparallel a-helices are
stacked to produce a rigid structure. Nup85p exemplifies a combination of
the two structures, consisting of a-helices to about 50%, loops to 23%, and
turns to 5%; the rest is represented by B-sheets (Devos et al., 2004).
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The proteins ySec13 and ySehl are single-domain B-propellers of six and
seven blades, respectively. These proteins represent the class of WD-repeat
proteins (tryptophan-aspartic acid). Vertebrate Secl3L is related to yeast
Secl3p and Sehlp (30% and 34% identity and 47% and 54% similarity,
respectively). Human Secl3R is homologous to Secl3p both in amino acid
sequence (50% and 66%) and in function (Cronshaw et al., 2002). The
structure of the protein components of the yNup84 complex is conserved
not only among yeasts and vertebrates, but in A4. thaliana, although the
amino-acid sequence homology is low (Devos et al., 2004). Thus, the NPC
is a highly organized structure whose components, though differing in orga-
nization, are quite conserved at the level of domain structure and function
among all eukaryotes examined from yeasts to human.

VIl. Conclusion: Organelle Morphology as Dependent on
the Protein Structure

The cytological mechanism of meiosis is highly conserved among all eukar-
yotes. Some meiosis-specific structural proteins of yeasts, plant A. thaliana,
nematode C. elegans, Drosophila, and mammals play the same roles during
meiosis, but do not have primary structure (amino-acid sequence) homology.
However, such proteins are similar in domain organization and conforma-
tion. Yeast and plant enzymes involved in meiotic recombination possess
similar epitopes. These findings testify that the similarity of higher-order
organization allows specific meiotic proteins to form analogous subcellular
structures, produce similar cytological patterns of meiosis, and determine
similar functions of the corresponding subcellular structures. All these
factors lead eventually to conservation of the scheme of meiosis among
evolutionarily distant eukaryotes.

The gap between homologous chromosomes rendered parallel in meiotic
prophase I was observed long ago under a microscope and was termed
synaptic space, or synaptic gap, in cytology. It was unclear what factors
maintain chromosomes at a certain distance from each other, with the gap
preserved. This problem was resolved by the discovery of the well-structured
SC. We have attempted to explain the molecular nature of the structural
uniformity (i.e., evolutionary conservation) of the SC central space, that is, a
gap within the SC, in evolutionarily distant eukaryotes. This and other
examples allowed us to conclude that the structural and functional similarity
of the same organelle in evolutionarily distant organisms is due to conforma-
tional similarity of the important structural and functional proteins of these
organelles. These and other examples demonstrate that structural and func-
tional similarity of the same organelles in evolutionarily distant organisms is
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due to conformational similarity of structurally and functionally important
domains of the proteins forming these organelles. Three-dimensional (3D)
subcellular structures are formed necessarily by 3D proteins, which are
ordered in supramolecular complexes in nanometer spaces. Principles of
self-assembly of macromolecules into large complexes by a simple aggrega-
tion of macromolecules with predefined, rigid complementary structures as
well as by domain rearrangements were reviewed by Namba (2001). Different
types of self-assembling protein associations and a generalized theory of
physical mechanisms of self-assembly were reviewed and discussed by
Kentsis and Borden (2004).

Supramolecular structures—such as enzyme complexes, ribosomes, pro-
tein fibers, viruses, and membranes—are not synthesized as whole giant
molecules linked covalently; they are rather assembled as a result of non-
covalent aggregation of macromolecular subunits. A review by Rajagopal
and Schneider (2004) presents a number of examples of noncovalent associa-
tions of peptides and proteins that make supramolecular architectures, such
as ribbons, nanotubules, monolayers with nanoscale order, as well as vari-
eties of lateral and facial assembly of unfolded peptides that lead to fibril
growth, etc.

In the case of meiosis, some of these models can be used to explain assembly
of the rodlike domains of fibrillar SCP1 in the structured space of the “synap-
tic gap” between homologous chromosomes, and assembly of protein glo-
bules into the crystal-like lattice composing SC lateral elements shown in
Fig. 4B. The use of protein subunits for assembling large structures has
several advantages. First, a lower amount of genetic information is needed
for repetitive small subunits. Second, the assembly and dissociation of sub-
units is easily controllable, because subunits are linked together by many
relatively weak (noncovalent) bonds. This allows a correction mechanism,
which is capable of removing damaged subunits during assembly.

The experience of cell biologists provide, at least, two evidences of self-
assembly of SC elements into SC-like polycomplexes. The first one was found
by Bogdanov (1977) in Ascaris males meiosis as well as by Fiil et al. (1977) in
Ascaris female meiosis when they found polymerization of SC material into
polycomplexes shed from chromatin and located in cytoplasm of leptotene
cells. It meant that DNA or chromatin did not promote the assembling of
these polycomplexes and ‘“polymerization” went spontaneously in cytoplasm
prior to synapsis of chromosomes within the nuclei. The second example was
described by Ollinger et al. (2005). They experimentally expressed SCP1 in a
heterologous system (i.e., in COS-7 cells that normally do not express SC
proteins). It was demonstrated that under these experimental conditions
SCP1 is able to form structures that closely resemble SCs (i.e., polycom-
plexes). Moreover, it was shown that mutations modifying the length of the
central a-helical domain of SCP1 influence the width of polycomplexes.
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Finally, Ollinger et al. demonstrate that deletions of the nonhelical N- or
C-termini both affect polycomplex assembly, although in a different manner.
The conclusion was made that SCP1 is a primary determinant of SC assem-
bly that plays a key role in synapsis of homologous chromosomes (Ollinger
et al., 2005).

Mentioning these fundamental concepts supported by experimental evi-
dences, we emphasize that they can well explain the conservation of meiosis
among eukaryotes. The scheme of meiosis is based on the properties of
particular proteins and nucleoprotein complexes. Moreover, self-assembling
structures can consist of different protein subunits and nucleic acids, as
demonstrated long ago for viruses and, more recently, ribosomes. Here we
call attention to the fact that protein domains similar in dimensions and
spatial organization (conformation) can serve as components of the same
subcellular structures in phylogenetically distant organisms even when the
primary structures of these domains greatly differ.

We specifically tried to apply the aforementioned principles to different
subcellular structures, such as cell gap contacts and nuclear pore complexes,
trying to demonstrate that these principles are “working” not only within the
frame of meiosis, but may have much more broad application in cell biology.

There is a special issue of Chromosoma (2006) volume 115, # 3 devoted to
the 50-year anniversary of the discovery of synaptonemal complex. Some
problems discussed here are described therein and discussed from different
points of view. The issue opens with an article by Moses (2006) describing the
history of the discovery of the synaptonemal complex in 1956 and adaptation
of synaptonemal complex as a tool for cytogenetics.
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The contraction of granulation tissue from skin wounds was first described in
the 1960s. Later it was discovered that during tissue repair, fibroblasts undergo a
change in phenotype from their normal relatively quiescent state in which they are
involved in slow turnover of the extracellular matrix, to a proliferative and
contractile phenotype termed myofibroblasts. These cells show some of the
phenotypic characteristics of smooth muscle cells and have been shown to
contract in vitro. In the 1990s, a number of researchers in different fields showed
that myofibroblasts are present during tissue repair or response to injury in a
variety of other tissues, including the liver, kidney, and lung. During normal repair
processes, the myofibroblastic cells are lost as repair resolves to form a scar. This
cell loss is via apoptosis. In pathological fibroses, myofibroblasts persist in the
tissue and are responsible for fibrosis via increased matrix synthesis and for
contraction of the tissue. In many cases this expansion of the extracellular matrix
impedes normal function of the organ. For this reason much interest has centered
on the derivation of myofibroblasts and the factors that influence their
differentiation, proliferation, extracellular matrix synthesis, and survival. Further
understanding of how fibroblast differentiation and myofibroblast phenotype is
controlled may provide valuable insights into future therapies that can control
fibrosis and scarring.

KEY WORDS: Fibroblast, Myofibroblast, Wound healing, Fibrosis, Actin,
Apoptosis, Collagen. o 2007 Eisevier Inc.

International Review of Cytology, Vol. 257 143 0074-7696/07 $35.00
Copyright 2007, Elsevier Inc. All rights reserved. DOI: 10.1016/S0074-7696(07)57004-X



144 DARBY AND HEWITSON

I. Introduction

Fibroblasts are present in many tissues in the body, normally in a relatively
quiescent state and are mainly responsible for the production and turnover of
extracellular matrix (ECM) molecules. It has been approximately 35 years
since it was first reported that fibroblasts are also capable of changing during
tissue repair processes to a contractile phenotype involved both in increased
extracellular matrix production and contraction during the repair process.
Since that time, much interest has centered on the control of this cell and, in
particular, the factors that control fibroblast phenotype, proliferation, extra-
cellular matrix production, and their disappearance as tissue repair resolves.
Itis now apparent that the fibroblast and the differentiated cell it gives rise to,
the myofibroblast, is involved in tissue repair or the response to injury in
many tissues in the body and is also an important cell in numerous pathologi-
cal settings, particularly pathological fibrosis and scarring in a number of
organs and in the stromal response around tumors. In this review we will
discuss the various roles of the myofibroblast, its derivation, control of its
phenotype, and its disappearance during scar resolution.

Il. Inflammation and Wound Healing

A. Inflammation

Tissue repair in all organs begins with inflammation, which represents the
defining biological response to trauma in adults. Inflammatory reactions are
triggered by a diverse range of events including, among others, physical
injury, infection, and exposure to toxins. In the case of physical trauma,
platelet aggregation forms a hemostatic plug and blood coagulation forms
the provisional matrix. Platelets release growth factors and adhesive proteins
that stimulate the inflammatory response and induce cell migration via che-
motaxis into the wound environment. Likewise, in immunological and toxic
injuries, the immune response triggers the recruitment of inflammatory cells.
Important cells involved in the process include hematogenous cells, and
associated resident macrophages and lymphocytes. In the early stages of acute
inflammation, polymorphonuclear granulocytes (polymorphs) are the pre-
dominant infiltrating leucocytes. If the tissue is infected by pus-producing
bacteria, there is sustained and enhanced polymorph infiltration. If the bacte-
ria survive long enough, abscess formation may result. The resulting pus
consists of polymorphs, cell debris, and exudate (Ryan and Majno, 1977).
Subsequently the intensity of the inflammatory response subsides and the
polymorph infiltration is replaced by monocyte infiltration. Polymorphous
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clear cells are lost during this phase by apoptosis. When the monocyte reaches
the extravascular tissue it undergoes transformation into the larger phagocytic
macrophage, which is then involved in removal of debris. Following activation,
macrophages also secrete a wide range of biologically active mediators that are
involved in tissue destruction (proteases, oxygen-derived free radicals), chemo-
taxis (cytokines, chemokines), vascular hemodynamics (thromboxane A,
prostaglandins), and fibrogenesis (growth factors, “remodeling” matrix metal-
loproteinases [MMPs] including collagenases and elastase) (Robbins and
Cotran, 2004). However, heterogeneity exists among macrophage populations,
with different stimuli producing different activation states. Kupffer cells in the
liver are resident macrophages with a similar role in liver inflammation through
release of reactive oxygen species and cytokines (Bataller and Brenner, 2005).
In chronic inflammation, macrophage accumulation persists with their num-
bers supplemented by local proliferation (Ren et al., 1991) and recirculation
(Lan et al., 1993).

B. Wound Healing

Wound healing is the universal response to the inflammation that follows
injury. It consists of a series of consecutive but overlapping events: these include
cell proliferation, migration, extracellular matrix deposition (collectively
known as fibrogenesis), resolution, and remodeling (Fig. 1).

The provisional fibrin—fibronectin matrix acts as a scaffold for cell adhesion
and migration. In cutaneous wounds, keratinocytes start migrating to fill the
wound defect within hours. Local proliferation of these cells is important in
larger wounds where migration of cells alone is insufficient to close the defect.
In addition, keratinocytes are a major source of growth factors that stimulate
fibrogenesis and angiogenesis in the tissue below; these include transforming
growth factor-beta (TGFP), vascular endothelial growth factor (VEGF), epi-
dermal growth factor (EGF), and keratinocyte growth factor (KGF). The in-
duction of these factors is driven at least in part by factors such as the hypoxia
caused by the loss of vascular perfusion in this area, and subsequent induction
of hypoxia-inducible transcription factors. Fibroblasts quickly move into the
provisional matrix, and are the principal basis of fibrogenesis. Their rapid
proliferation is an important early event in response to injury, mitogenesis
exponentially increasing at the site of injury within days in a renal model of
injury (Hewitson et al., 1995), and also in skin wounds. Fibroblasts are the main
source of the ECM proteins, mostly collagen and fibronectin, that constitutes
the newly formed granulation tissue thereby providing structural integrity to
the wound, while specialized fibroblasts, called myofibroblasts, provide the
force for wound contraction, an efficient and important part of wound closure.
Importantly, fibrogenesis continues as long as these cells persist in the wound;
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FIG. 1  Generalized model of wound healing and scarring versus pathological fibrosis.

their removal or loss by apoptosis being part of the transition between granu-
lation tissue and healing or scar formation (Darby et al., 1990; Desmouliere
etal., 1995).

Providing adequate blood supply to the newly formed granulation tissue is
an important part of healing. Again a number of proangiogenic growth
factors are released at the injury site, in an attempt to provide renewed
vascularization (Li et al., 2003). These include transforming growth factor-
beta-1 (TGFp1), basic fibroblast growth factor (FGF-2), angiopoietin,
platelet-derived growth factor (PDGF), and VEGF and directly and indi-
rectly contribute to revascularization by promoting the formation of new
capillaries and stimulating proliferation of endothelial cells, migration, and
tube formation (organization) through the growth factor receptors expressed
on endothelial cells and pericytes.

Finally, it is now accepted that the matrix is subject to remodeling by
collagenous and noncollagenous proteinases, including metalloproteinases
and plasmin/plasminogen family. Although the functional significance of
these proteases is poorly understood, it is accepted that the balance between
collagen synthesis and degradation is an important factor in determining the
extent of ECM accumulation (Li et al., 2003; Yaguchi et al., 1998).

Although the type and size and depth of injury are important (e.g., scalpel
incisions causing less injury than burns or excisional wounds), the body’s
response is surprisingly consistent, not only for the different types of trauma
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but also the response in different organs in general. The response of internal
organs to parenchymal injury is therefore much the same as that which
occurs in skin wound healing.

C. Healing versus Scarring

The wound healing response is an attempt to repair injury and restore tissue
function. However, whereas acute wounds go through this linear series of
events, chronic nonhealing wounds do not. Some areas of chronic wounds are
in different phases at the same time, and progression to the next phase does not
occur in the same coordinated manner. The end result of this is the failure of
wound healing and accumulation of excess matrix, called scarring. The most
obvious example of this is in the skin in hypertrophic and keloid scarring in
which healing fails to resolve. However, internal organs also show analogous
scarring with the liver, lung, and kidney being obvious examples in which
pathologies induce fibrosis and scarring that may or may not resolve over time.

D. Distinction Between Healing and Scarring

Although the biology of healing and scarring remain similar, ultimately it is
the extent and nature of inflammation that distinguishes the two processes.

Although this process in many respects resembles a recapitulation of
embryogenesis, there is an important distinction. Fetuses may heal and do
not scar or show only limited scarring. Fetal wound healing therefore repre-
sents the pinnacle of wound biology—restoration of tissue function without
the formation of significant amounts of scar tissue. Conversely, complete
regeneration of complex tissue and organs in adults is usually precluded by
fibrotic reactions that lead to scarring (Harty et al., 2003). The distinction
between wound healing in the fetus and the adult has not surprisingly been
the subject of much attention.

Originally it was thought the sterile environment of the amniotic fluid
accounted for the observed difference in fetal healing. However the observation
that marsupials heal without scarring in the mother’s pouch suggested other-
wise. Ultimately it has been a serendipitous finding in the immunologically
abnormal MRL mouse that has provided the greatest insight (Heber-Katz
et al., 2004). MRL mice have a major defect in immune regulation, which
results in a number of autoimmune defects. When ear hole punches are used
to identify mice in laboratory colonies, the holes heal without scarring with
a regeneration of the cartilage that forms the structural basis of the ear.
Furthermore these exciting findings have been duplicated in a model of cardiac
fibrosis (Leferovich et al., 2001), suggesting that inflammation, or perhaps more
correctly, the nature of the inflammation determines the balance between
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restoration, healing, and scarring. Other tissues may show apparently reduced
scarring with the oral cavity being an obvious example. It has been sugges-
ted that local fibroblasts in the oral cavity behave more like fetal fibroblasts
in showing less contractile properties and greater motility, though this is
somewhat controversial (Shannon et al., 2006).

E. Cellular Basis of Healing and Scarring

Important cells involved in the process include hematogenous cells and
connective tissue cells such as fibroblasts and associated resident macro-
phages and lymphocytes. Monoclonal antibodies have been used by a num-
ber of groups to phenotype the infiltrating hematogenous cells in various
forms of inflammation. In renal disease (Alexopoulos et al., 1989; Hooke
et al., 1987; Sabadini et al., 1988), the interstitial infiltrate is similar in nearly
all forms of tubulointerstitial injury secondary to glomerulonephritis and
resembles that seen in primary tubulointerstitial nephropathies and allograft
rejection (Cameron, 1992). T lymphocytes form the majority of hematoge-
nous cells present, with monocytes, B cells, natural killer and plasma cells
making up the remainder. Within the T-lymphocyte population there is
variability in the relative proportion of T-cell subsets (Cameron, 1992).
Patients with idiopathic pulmonary fibrosis generally demonstrate a neutro-
phil predominant alveolitis. Likewise in the lung, the specific pattern of
T lymphocytes is related to the etiology. Increased CD4+ lymphocytes are
often found in the alveolar space in patients with pulmonary sarcoidosis,
whereas individuals with hypersensitivity pneumonitis may have increased
numbers of CD8+ cells. (Paine and Ward, 1999).

The paucity of specific markers for fibroblasts, however, has meant that
their enumeration has been largely neglected. The fibroblast is central to both
wound healing and the pathogenesis of organ fibrosis. For instance, selective
deletion of fibroblasts by transfection with a gene that results in cell death,
herpes virus thymidine kinase, is sufficient to prevent renal interstitial fibrosis
after injury (Iwano et al., 2001).

IIl. Fibroblasts and Myofibroblasts

A. Fibroblasts

The fibroblasts present in various connective tissues represent a heteroge-
neous population of cells. Other than the myofibroblast, first described by
Gabbiani (Gabbiani ez al., 1971; Majno et al., 1971), there is no formal
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nomenclature to define fibroblast subphenotypes (Trelstad and Birk, 1985).
An important question is therefore, what is a fibroblast?

Ultrastructurally, fibroblasts are identified on the basis of their stellate
appearance with elongated, branching processes (Takahashi-Iwanaga,
1994). They have prominent rough endoplasmic reticulum (ER) and Golgi
apparatus, characteristic of cells with a high biosynthetic activity (Sappino
et al., 1990). Even though fibroblasts have been extensively studied in vitro,
information concerning their in vivo differentiation is limited (Sappino et al.,
1990). Several groups have attempted to identify fibroblasts on the basis of
immunohistochemical staining, with limited success (Table I). These attempts
have been largely unsuccessful due to the poor antigenicity of fibroblasts and
the nonspecific nature of the antigen used. For instance, many of the com-
monly used antibodies for macrophages overlap in specificity with fibroblast
markers (Inoue et al., 2005) and markers based on the fibroblast role in
extracellular matrix (collagen) production and assembly such as prolyl hydro-
xylase are only partially specific given that other cell types can deposit
extracellular matrix molecules and stain for this marker. The isolation of
the fibroblast specific protein, FSP-1, and generation of antisera to it, has
therefore been a substantial step in elucidating the role of renal fibroblasts
(Strutz et al., 1995), at least in the mouse.

B. Myofibroblasts

1. Myofibroblasts in Tissue Repair

Early in normal tissue repair the fibroblasts that invade the wound resemble
active but undifferentiated fibroblasts with abundant rough ER, as would
be expected for extracellular matrix-producing cells (Darby et al., 1990). As
healing and the repair process progresses, myofibroblasts begin to appear
(Figs. 2 and 3). Myofibroblasts are mesenchymal cells with features of both
fibroblasts and smooth muscle cells (Sappino et al., 1990). Ultrastructurally
these cells are characterized by features of both fibroblasts; including spindle
shape, prominent cytoplasmic projections, abundant rough ER, and features of
smooth muscle cells—longitudinal cytoplasmic bundles of microfilaments and
multiple nuclear membrane folds (Sappino et al., 1990). Myofibroblasts also
display a “fibronexus” that connects the intracellular microfilaments both to
other myofibroblasts and surrounding extracellular matrix (Eyden, 1993). The
fibronexus may thus mediate continuity between contractile filaments and
matrix proteins (Eyden, 1993). Expression of the protein smoothelin may
reliably distinguish smooth muscle cells from myofibroblasts, with a number
of reports suggesting that smoothelin is found exclusively in smooth muscle
cells (Miller and Marshall, 1980; van der Loop et al., 1996).
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TABLE |
Fibroblast “Specific” Antisera

Clone Immunogen Specificity Reference
ER-TR7 Fibroblasts Fibroblasts, reticulin (Van Vliet et al., 1986)
1B10 Thymic fibroblasts ~ Fibroblasts, macrophages  (Ronnov-Jessen et al., 1992)
SBS Prolyl hydroxylase Fibroblasts and other (Wilkinson et al., 1992)

collagen producing cells
Rabbit Ecto-5'- Fibroblasts, macrophages  (Bachmann et al., 1993)
polyclonal Nucleotidase
1A4 a-smooth muscle Smooth muscle cells, (Darby et al., 1990)
actin myofibroblasts

FSP-1 Murine fibroblasts (Strutz et al., 1995)

FIG. 2 Myofibroblasts take up an orientation that lines up with mechanical tension across the
wound and parallel to the epidermis. The cells also show signs of contraction with rippling of
both the cytoplasm and nucleus. Staining is with anti—a-smooth muscle actin antibody.

2. Differentiation Markers

Cytoskeletal protein differentiation markers have been used as a marker of
mesenchymal phenotype (Sappino ef al., 1990). Microfilaments, intermediate
filaments, and microtubules are the three components of the eukaryotic cell
cytoskeleton. Microfilaments consist mainly of actin, intermediate filaments
are usually a mixture of vimentin and/or desmin, and the microtubules are
predominantly tubulin (Desmouliere and Gabbiani, 1992).

Expression of the smooth muscle specific protein a-smooth muscle actin
(a-SMA) is often used as a marker of myofibroblast phenotype. a-SMA is
one of six different actin isoforms (Vandekerckhove and Weber, 1978) that
are present in all eukaryotic cells. p and y actins are present in all cells,
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FIG.3 Myofibroblasts have prominent cortical microfilament bundles with dense bodies. These
are not observed in normal connective tissue fibroblasts. (Reproduced with permission from
Darby et al. (1990).

whereas the distribution of a-cardiac, a-skeletal, and o-smooth muscle isoforms
are tissue-specific (Desmouliere and Gabbiani, 1992).

Myofibroblasts may however differ in the smooth muscle proteins
expressed. Expression of the cytoskeletal protein a-SMA is used as an almost
universal marker of myofibroblast phenotype; the same cannot be said for
desmin and smooth muscle myosin. Four different myofibroblast phenotypes
have been identified in skin wounds, based on morphology and the distri-
bution of tissue-specific cytoskeletal proteins. Type V myofibroblasts express
vimentin only, type VA express vimentin and a-SMA, VAD are positive for
vimentin, «-SMA and desmin, while VD are positive for vimentin and
desmin only (Gabbiani, 1992; Sappino et al, 1990; Skalli et al., 1989).
Desmin-containing myofibroblasts are usually only found in hypertrophic
scars and fibromatoses (Skalli ez al., 1989). To date, myofibroblast expression
of smooth muscle myosin has not been described (Gabbiani, 1992).

3. Myofibroblasts in Organ Fibrosis

Myofibroblasts have been observed in practically all fibrotic conditions in-
volving retraction and reorganization of connective tissue and have been the
subject of several reviews (Desmouliere et al., 1992, 2003; Sappino et al., 1990;
Schmitt-Graff et al., 1994). In addition to their involvement in skin wound
healing (Gabbiani et al., 1971; Hebda et al, 1993; Majno et al., 1971),
myofibroblasts are most commonly found, and well-characterized in pulmo-
nary fibrosis (Kuhn and McDonald, 1991; Vyalov et al, 1993), hepatic
fibrosis (Schmitt-Graff et al., 1993), cardiac fibrosis (Leslie et al., 1991), and
numerous carcinomas associated with an inflammatory response (Takahashi
et al., 1994), such as breast (Ronnov-Jessen and Petersen, 1993), pancreas, and
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TABLE Il
Principal Pathologic Situations in Which Myofibroblasts Have Been Identified

Pathology References

Skin wound healing (Darby et al., 1990; Hebda et al., 1993; Majno et al., 1971,
Pattison et al., 1994)

Pulmonary fibrosis (Blum, 1994; Kuhn and McDonald, 1991; Vyalov et al., 1993;
Zhang et al., 1994)

Hepatic fibrosis (Bhathal, 1972; Schmitt-Graff et al., 1993; Tanaka et al., 1991)

Tumors (Hewitt et al., 1993; Ronnov-Jessen and Petersen, 1993;
Takahashi et al., 1994)

Cardiac overload (Leslie et al., 1991)

Renal fibrosis (Alpers et al., 1994; Essawy et al., 1997; Goumenos et al., 1994;

Hewitson et al., 1995; Pedagogos et al., 1997;
Vangelista et al., 1989)

bowel (Hewitt et al., 1993; Takahashi et al, 1994) (Table 1I). The role of
myofibroblasts has been extensively studied in skin wound healing where they
are thought to be responsible for wound contraction (Grinnell, 1994; Majno
et al., 1971). Studies quantifying myofibroblasts in granulation tissue have
shown that the number of myofibroblasts is proportional to the rate of wound
contraction (Rungger-Brandle and Gabbiani, 1983). Nagle et al. described
interstitial fibroblasts with smooth muscle characteristics in a rabbit model of
renal obstruction some 30 years ago (Nagle ef al., 1973). More recently, we
and others have described interstitial cells with the ultrastructural features of
myofibroblasts in renal biopsies with various nephropathies (Alpers et al.,
1994; Essawy et al., 1997; Goumenos et al., 1994; Hewitson and Becker, 1995;
Pedagogos et al., 1997; Vangelista et al., 1989). Spindle-shaped interstitial
cells in the fibrotic interstitium, which stain for the smooth muscle—specific
actin isoform (a-smooth muscle actin) (Figs. 4 and 5) are thus well-studied in
both experimental models of disease and in human disease, consistent with
their important role in scar formation.

4. Cancer-Associated Stromal Myofibroblasts

Another area of research that has gained momentum is the presence of
myofibroblasts in the stroma around tumors and their role in tumor progres-
sion. It is now established that myofibroblasts are present in the stroma
around a number of different cancers and that these may play an important
role in signaling the tumor cells, both to increase tumor progression and to
promote tumor invasion (Kalluri and Zeisberg, 2006). Local fibroblasts in the
connective tissue, likely give rise to many of the myofibroblasts present in the
stromal reaction; however, it has also been found that bone marrow—derived
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FIG. 4 An example of pathological fibrosis in an organ. This renal biopsy, stained with silver
Masson’s, shows the expansion of the interstitium caused by fibroblast activation and increased
extracellular matrix synthesis.

FIG.5 Staining for the myofibroblast marker, o-smooth muscle actin shows that in the normal
kidney biopsy (left) only the arteriole adjacent to the glomerulus is positive, whereas in the
biopsy from a fibrotic kidney (right), there are numerous o-smooth muscle actin-positive
myofibroblasts present in the interstitium.

myofibroblasts are present (Direkze et al., 2003; Ishii ez al., 2003). The presence
of myofibroblasts in the tumor stroma may provide a source of growth factors
that signal tumor cells, but also could be involved in connective tissue remodeling
allowing expansion and invasion. Indeed many myofibroblasts have been
found to be present at the front of invasion in malignant tumors (De Wever
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and Mareel, 2003). It has also been suggested that the tumor cells may induce
changes in the myofibroblast population in the stroma by paracrine mechanisms,
resulting in selection for a subpopulation of highly proliferative myofibroblasts
that lack p53, the cell cycle checkpoint control (Hill ef al., 2005).

C. Origin of the Fibroblast

It has been assumed that pluripotential mesenchymal stem cells can give rise to
various differentiated mesenchymal cells including smooth muscle cells, peri-
cytes, and fibroblasts (Jimenez and Martinez, 1992). For many years it has been
postulated that the fibroblast cell system, at least in vitro, is a terminally
differentiating cell system. In studies using skin fibroblasts, Bayreuther et al.
proposed that fibroblasts differentiate along a terminal lineage in the same way
as hemopoietic cells (Bayreuther et al., 1988, 1991). Similarly in studies using
rabbit renal fibroblasts Muller et al. identified three mitotically active progeni-
tor fibroblasts (cell types MF I, MF 11, MF I1I) and three postmitotic fibroblast
cell types (PMF IV, PMF V, and PMF VI) (Miiller et al., 1992; Rodemann
etal., 1991). Cell type PMF VI has been shown by biochemical analysis to have
the highest biosynthetic activity for various fibroblast-specific components and
secreted proteins (i.e., collagen and other ECM proteins) (Miiller ef al., 1992).

More recently however, we recognize the plasticity of cell phenotypes. Fibro-
blasts may be recruited from resident cell populations, circulating precursors,
and transforming epithelial cells.

1. Resident Fibroblasts

Electron microscopy studies have consistently shown that in many organs
there are resident populations of fibroblastlike cells that proliferate rapidly in
response to injury. Local proliferation and migration from adjacent tissues, in
particular the perivascular region, have generally been accepted as the mechan-
isms by which tissue fibroblast numbers may increase (Wiggins et al., 1993). In
skin wounds, strong staining near the wound margins for proliferation markers
such as bromodeoxyuridine (BrdU) (Fig. 6) and for MMP-13 (collagenase)
(Fig. 7) is suggestive of fibroblast proliferation and migration from surrounding
unwounded connective tissue (Darby ez al., 1997; Desmouliére et al., 2003).

2. Circulating Precursors

Bucala et al. (1994) were able to isolate a population of so-called fibrocytes,
cells in healing skin wounds that expressed both the hematogenous cell
marker CD34+ and procollagen I. In circumstances of sex-mismatched
bone marrow transplants, they were able to show mismatched DNA in
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FIG. 6 The concentration of BrdU-positive cells (brown nuclei) at the wound margin shows
evidence of cell recruitment from surrounding unwounded dermis.

FIG. 7 MMP13 (collagenase) staining suggests that myofibroblasts are not only migrating and
dissecting off the eschar (left), but also invading from surrounding unwounded dermis (right)
where they are seen staining strongly at the wound margin.
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these cells, confirming that they were of donor origin. Likewise, there are now
also reports that bone marrow—derived fibrocytes traffic to areas of renal
(Grimm et al., 2001) and pulmonary (Phillips et al., 2004; Schmidt et al.,
2003) fibrosis.

3. Epithelial-Mesenchymal Transition

Epithelial-mesenchymal transition (EMT), is the process that facilitates the
derivation of a multitude of functionally specialized cells, tissues, and organs
in the developing embryo (Khew-Goodall and Wadham, 2005). Consistent
with the recapitulation of developmental programs during “wound healing,”
a reverse process occurs in response to tissue injury, where epithelial cells
acquire features of mesenchymal cells. During EMT, epithelial cells lose
polarity and cell-cell contacts and undergo dramatic cytoskeletal remodel-
ing. Concurrent with the loss of epithelial cell adhesion and cytoskeletal
components, cells undergoing EMT acquire mesenchymal cell expression
profiles and migratory phenotype. EMT is therefore in essence, a process of
reverse embryogenesis.

Renal tubular EMT, by definition, is a process in which renal tubular cells
lose their epithelial phenotype and acquire features characteristic of mesen-
chymal cells (Liu, 2004a). The process of EMT has been found to be particularly
significant in the pathogenesis of tubulointerstitial fibrosis that accompanies all
progressive renal disease (Liu, 2004a). Pioneering work from Strutz et al. (1995)
indicated that renal tubular epithelial cells can express fibroblast markers in
disease states, suggesting that epithelial-to-mesenchymal transition is a poten-
tial source of cells in pathological kidneys. Likewise TGFf1 can induce alveolar
EMT in human lung epithelia cells; a process inhibited by Smad?2 gene silencing,
but not by MEK inhibitors (Kasai et al., 2005).

Elegant renal experiments in a murine model of unilateral ureteric obstruc-
tion have attempted to address the relative importance of the various poten-
tial sources of fibroblasts (Iwano et al., 2002). Using bone marrow chimeras
and transgenic reporter mice, the authors were able to estimate that resident
fibroblasts, EMT and circulating precursors contributed 52%, 38%, and 9%
of the fibroblast burden, respectively (Iwano et al., 2002). In the kidney, it
remains unclear whether myofibroblasts can be derived directly from EMT,
or only indirectly via a prior transition into fibroblasts.

D. Origin of the Myofibroblast

The derivation of the myofibroblast phenotype is also complex. Its close
association with fibroblasts in parenchymal wound healing systems (Clark,
1989) suggests that it may modulate from fibroblasts. Much of the rationale
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for this hypothesis is derived from in vitro studies in which quiescent fibroblasts
express a-smooth muscle actin upon stimulation (Ronnov-Jessen and Petersen,
1993).

Ultrastructural studies in sequential skin wounds also suggest that myofi-
broblasts are derived from resting fibroblasts in the wound margin (Bouissou
et al., 1988; Darby et al., 1990). Bayreuther et al. believe that the myofibro-
blast corresponds to the postmitotic fibroblast PMF IV (Bayreuther ez al.,
1991). However, other possibilities include a pericyte origin (Nehls and
Drenckhahn, 1993) and even a macrophage derivation has been postulated
(Bhawan and Majno, 1989). At least in some specialized fibrogenic systems,
myofibroblast-like cells may be derived from a specialized cell type, as in
renal glomerulosclerosis in which myofibroblasts represent activated mesan-
gial cells (Alpers et al., 1992). Likewise in hepatic fibrosis, myofibroblasts are
derived from both vitamin A-storing hepatic stellate cells and activated
perisinusoidal cells (Hines et al., 1993). The relative importance of these
two cell types may depend on the origin of the liver injury (Bataller and
Brenner, 2005). In experimental models of hepatic fibrosis induced by carbon
tetrachloride, it is mainly the hepatic stellate cells that are activated and
subsequently differentiate into myofibroblasts, whereas in models using cho-
lestasis (bile duct ligation) the perisinusoidal and connective tissue fibroblasts
present in portal regions become activated and participate in the fibrotic
response, expressing myofibroblast markers in the process.

IV. Fibrogenic Mediators

A. Fibrogenic Mediators

The activity of fibroblasts and their subsequent differentiation into myofi-
broblasts is dependent on a combination of the action of growth factors and
other soluble mediators, extracellular matrix components, and mechanical
stress.

1. Profibrotic Cytokines and Growth Factors

A long list of cytokines (including polypeptide growth factors) is likely
to play a role in fibrogenesis. Growth factors and other cytokines may be
produced by both resident and infiltrating inflammatory cells. A hierarchy is
likely to exist among the many cytokines considered to be putative mediators
of injury (Atkins, 1995).

The macrophage is a central figure in chronic inflammation because of
the great number of biologically active products it can produce (Vangelista
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et al., 1991). Growth factors the macrophage is known to synthesize and
secrete include PDGF (Zhuo et al, 1998), FGF-2 (Baird et al, 1985),
and TGFB1 (Associan et al., 1987). Compelling evidence for the role of
macrophages as mediators of injury has been provided by renal studies in
which macrophage infiltration was reduced by X-ray irradiation (Diamond
and Pesek-Diamond, 1991) and antimacrophage serum (Matsumoto and
Hatane, 1989). Such treatments resulted in a concomitant decrease in severity
of injury. Although these studies establish a role for macrophage-mediated
injury, they do not specifically establish a direct role in upregulation of
fibrogenesis.

Importantly fibroblasts express receptors for a number of cytokines
including PDGF (Alpers et al., 1993, 1994), TGFB1 (Noronha et al., 1995),
and tumor necrosis factor-o. (TNFa) (Noronha et al., 1995). These factors
may mediate their recruitment and activation during injury. Alvarez et al.
described heterogeneity in the paracrine response of fibroblasts derived from
different anatomical locations, once again highlighting the heterogeneous
nature of the fibroblast phenotype (Alvarez et al., 1992).

Although primarily thought to be a producer of extracellular matrix,
fibroblasts are also capable of producing prostaglandins (Korn, 1985), eryth-
ropoietin (Bachmann et al., 1993), and cytokines (Noronha et al., 1995).
Fibroblasts are therefore capable of both autocrine and paracrine responses,
further amplifying the fibrogenic response.

Several authors have now consistently shown that the acquisition of
myofibroblast features in skin (Desmouliére et al., 1993), renal (Masterson
et al., 2004), and lung fibroblasts (Evans et al., 2003) is TGFB1-mediated.
A role for TGFfB1 in fibrogenesis has been hypothesized on the basis
of observations that TGFB1-neutralizing antibodies (Border et al., 1990)
and the natural TGFB1-binding glycoprotein, decorin (Border et al., 1992),
abrogate renal fibrogenesis.

In some cases, TGFf1 activities are mediated by downstream activation of
connective tissue growth factor (CTGF). An immediate early response gene,
CTGF is a potent stimulus for myofibroblast differentiation and matrix
synthesis in a variety of tissues (Leask and Abraham, 2004). Overexpression
of CTGF is a consistent feature of fibrotic lesions, and the combination
of TGFB1 and CTGF promotes ongoing fibrosis (Leask and Abraham,
2004).

Local subcutancous application of granulocyte macrophage—colony sti-
mulating factor (GM-CSF), a growth factor known for its hemopoietic
effects, induces the accumulation of myofibroblasts (Rubbia-Brandt ez al.,
1991); however, it has been postulated that this occurs through macrophage
activation and subsequent secretion of macrophage—derived factors such as
TGFB1 because GM-CSF applied directly to fibroblasts in vitro has no effect
on a-SMA expression.
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Cytokines and growth factors act in a synergistic paracrine fashion to
stimulate tissue formation (Clark, 1989). Although the effect of these agonists
on the quantity of collagen produced has been studied extensively by cell
culture methods, results are difficult to apply to in vivo situations because of
complicated fibroblast inflammatory cell and cytokine interactions (Larjava
et al., 1990).

2. Other Soluble Profibrotic Factors

A variety of mesenchymal cells, including fibroblasts, express receptors for the
vasoactive mediators endothelin-1 and angiotensin II. Both have profibrotic
effects in cultured gingival fibroblasts (Ohuchi ez al., 2002).

3. Extracellular Matrix

ECM is not only generated by fibroblasts but also acts as a potent regulator of
fibroblast function. Changes in the composition of ECM can therefore direct-
ly stimulate fibrogenesis. In most cases these effects are mediated through
interaction with integrins (Geiger et al., 2001; Paine and Ward, 1999). Both
fibroblast proliferation and collagen synthesis are influenced by adhesion
to extracellular matrix. The more firmly lung fibroblasts are anchored, the
more they proliferate and synthesize collagen (Paine and Ward, 1999). How-
ever, this does not seem to hold true for fibroblasts isolated from fibrotic
lungs, which continue to proliferate on a soft substrate, in an anchorage-
independent manner (Torry et al., 1994), suggesting that fibroblast responses
to ECM signals are critical components that restrict fibroblast activity in the
normal homeostasis (Paine and Ward, 1999).

Cytokine effects may also be enhanced by the ability of ECM to bind soluble
mediators. For example, collagen IV and chondroitin sulphate proteoglycan
binds TGFf1, whereas heparan sulfate proteoglycan binds FGF-2 and TGFp1
(Schlondorff, 1993). ECM may thus act as a so-called “reservoir” of growth
factors (Li et al., 2003; Schlondorft, 1993).

Nonenzymatic glycation is a ubiquitous reaction between reducing sugars
and polypeptides that ultimately generates irreversibly advanced glycated
end products (AGEs). This occurs during normal aging, but to a greater
degree in diabetes, where interaction between AGEs and their binding pro-
teins lead to the activation of a range of cytokines. Specifically, AGEs have
been shown to promote EMT (Oldfield ez al, 2001), ostensibly through
generation of TGFpI.

Fibronectin is a multifunctional protein found as both a soluble plasma
form and insoluble constituent of ECM, with a number of splice variants
further contributing to fibronectin polymorphism. The human ED-A variant
(and EIITA homologue in rats) is abundantly expressed during embryogenesis
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and wound healing/fibrosis where its expression closely parallels *SMA ex-
pression. Molecular studies have shown that the ED-A isoform is a critical
cofactor required for TGFB1 induction of myofibroblast differentiation
(Serini et al., 1999).

4. Mechanical Tension

Mechanical stress is an important mediator of fibroblast differentiation in
those of tissues in which mechanical tension and transmission of force
occurs, such as the skin. It is thought that the presence of ED-A fibronectin
splice variant, mechanical tension, and TGFB1 are required to obtain the
full differentiation to the myofibroblast phenotype (Tomasek et al., 2002),
although the presence of mechanical tension may on its own produce a
partial phenotype where cells possess stress fibers but lack a-smooth muscle
actin positive immunostaining. Studies have shown that externally applied
mechanical loads can lead to rapid induction of changes in the extracel-
lular matrix composition, suggesting adaptation of the matrix to mechanical
loading (Chiquet et al., 2003) and a putative stretch responsive promoter has
been found in genes which respond to mechanical tension or stretch, such as
tenascin and collagen XII (Chiquet, 1999). Signaling through this pathway
may also account for the differences observed between stressed fibroblast-
populated collagen lattices and those that are free floating in vitro. Floating
collagen lattices are remodeled and “contract” over time, while stressed latti-
ces express greater levels of a-smooth muscle actin and are thus more capable
of true contraction.

5. Naturally Occurring Inhibitors of Fibrogenesis

Increasingly we recognize that not only are fibroblasts regulated by a number
of profibrotic factors, but also that there are a number of endogenous factors
that downregulate fibroblast function. The most studied of these, hepatocyte
growth factor (HGF) (Liu, 2004b), bone morphogenic factor-7 (BMP-7)
(Zeisberg et al., 2004), and the hormone relaxin (Samuel and Hewitson,
2006), maintain tissue integrity by antagonizing TGFf1 activity and signal-
ing. After injury, reduced levels of these endogenous factors can accelerate
fibrosis (Eddy, 2005).

B. Signal Transduction in Fibroblasts

The microenvironment following tissue injury therefore represents a complex
mixture of inflammatory, fibrogenic, and antifibrogenic mediators. How do
fibroblasts recognize and make sense of often-conflicting signals? As with
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other inflammatory circumstances in general, growth factors and cytokines
signal through the numerous well-described signal transduction pathways.

1. Receptor Binding

Receptors acting at the membrane level transduce extracellular signals into a
cytosolic one, where subsequent communication of signals involves translo-
cation of intracellular signaling components. These membrane receptors take
various forms. Arguably the most important fibrogenic factors, TGFf; and
PDGTF, signal through a receptor serine/threonine kinase and tyrosine kinase,
respectively.

TGFB; belongs to a superfamily of structurally related regulatory proteins
that include three mammalian TGF isoforms (TGFp; -B», -B3), activin/inhibin,
and bone morphogenic proteins. Signaling through functional cooperation of
the Smad proteins, the TGF-B receptor phosphorylates receptor-regulated
Smads (Smad2, Smad3), a pathway that is strictly regulated at various levels,
including inhibition by Smad?7, which complexes with Smad2 and Smad3 to
prevent phosphorylation (Schnaper et al., 2002).

PDGF is secreted as a homodimer, composed of two A-,B-,C-, or D-chains
or a heterodimer composed of an A- and B-chain, which complex variously
with o or B receptor subunits. The PDGF B chain, as part of either PDGF-
BB or PDGF-AB, is a potent mesenchymal cell mitogen (Floege, 2002), while
various PDGF-BB isoforms mediate chemotaxis, contraction, and the activ-
ity of other factors (Johnson et al., 1993). Induction of PDGF-B type
receptors on smooth muscle cells is seen in atherosclerosis and renal allograft
rejection has long been recognized (Fellstrom et al., 1989).

Likewise, the janus tyrosine kinase family is important for cytokine signal-
ing, whereas G-protein transmembrane receptors signal through associated
effector enzymes such as Ras GTPases, a convergent point in signal cascades
for many mitogens (Khwaja et al., 2000).

Finally, integrins have a particularly important role in fibrogenesis, mediat-
ing the interaction between mesenchymal cells and ECM. Expressed on both
leukocytes and parenchymal cells, they bind to extracellular matrix proteins
and, in the case of leukocytes, to ligands on other cells. Integrin proteins are
heterodimers that consist of paired o and B chains. At least 14 o subunits and
eight B subunits have been characterized thus far, with the pairing of a
subunit determining specificity (Paine and Ward, 1999). Integrins containing
the B1 chain or the av chain are particularly important for their role in
binding to matrix proteins. The multiple integrin heterodimers allow fine
control both of the matrix components to which the cell can adhere, and the
signals transduced (Geiger ef al., 2001). In many cases effects are mediated by
activation of focal adhesion kinase, a member of the tyrosine kinase family
(Yasuda et al., 2002).
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2. Nonreceptor Mediated Signaling

In addition to receptor signal transduction, nonreceptor mediated signaling
(e.g., by nitric oxide) is an important means of influencing fibroblast function
(Hewitson et al., 2002).

3. Second Messenger Pathways

The activation and translocation of kinases from the cytoplasm to the nucleus
provide the link between extracellular signals and gene expression. Again
these pathways take many forms and include, among others, the mitogen-
activated protein kinase, phosphatidylinositol 3-kinase, and protein kinase C
cascades. In each case the end result is the phosphorylation and activation of
nuclear transcription factors, with gene transcription being controlled by the
interaction of transcription factors with specific DNA sequences known as
promoter or enhancer motifs (Mann and Smart, 2002).

Various transcription factor families have established roles in fibrosis.
Nuclear factor-kB (NF-kB), perhaps the best known of the nuclear transcrip-
tion families, promotes the upregulation of cytokines involved in inflammation
(Guijarro and Egido, 2001). Mesenchymal cell differentiation is under the
control of NF-xB (Klahr and Morrissey, 2000) and MyoD, a member of the
basic helix-loop-helix family (Mayer and Leinwand, 1997), while various
members of the Kruppel-like transcription factor family regulate collagen
transcription in hepatic stellate cells (Mann and Smart, 2002). Conversely,
peroxisome proliferator activated receptor y (PPARY) is active in quiescent
mesenchymal cells (Mann and Smart, 2002), suggesting that it may block
fibrogenesis.

C. Fibroblast Responses

The fibroblast response to this microenvironment includes differentiation,
migration, proliferation, and increased ECM synthetic activity.

1. Differentiation

Molecular regulation of (myo)fibroblast differentiation remains poorly
understood. TGFp1 seem to play a central role, having been shown consis-
tently to upregulate aSMA expression in a diverse range of fibroblasts
(Desmouliére et al., 1993; Evans et al., 2003; Masterson et al., 2004). How-
ever, although the importance of TGFp1 is well recognized, TGFB1 upregu-
lates only a subset of smooth muscle differentiation markers in non-smooth
muscle cells (Hautmann ez al., 1999). How these override the repressor
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activity that normally suppresses expression of ®SMA is unclear (Hautmann
et al., 1999).

In fibrocytes, the TGFB1-induced increases in aSMA expression are par-
alleled by a loss of CD34 expression (Abe et al., 2001; Schmidt et al., 2003).
The ED-A isoform of fibronectin is required for TGFB1-mediated acquisi-
tion of myofibroblast features by human subcutaneous fibroblasts (Serini
et al., 1999). The collagenase MMP-2 is necessary and sufficient to stimulate
myofibroblast transition (Cheng and Lovett, 2003).

Renal mesangial cells isolated from C/EBPS null mice express much less
oSMA than their wild-type counterparts, suggesting the involvement of the
transcription factor C/EBPS in myofibroblast differentiation (Takeji et al.,
2004). Another regulator of myofibroblast differentiation that may be in-
volved in phenotypic change from fibroblast to myofibroblast is the clotting
enzyme, thrombin. Thrombin has, in addition to its clotting activity, a cell
surface receptor that is activated by cleavage of the receptor N-terminus
(extracellular domain). Proteinase-activated receptors exist that are activated
by thrombin cleavage; specifically proteinase-activated receptor-1 (PAR-1).
PAR-1 activation has been shown to stimulate myofibroblast differentiation
in lung fibroblasts (Bogatkevich et al., 2001) and in renal fibroblasts, at least
in vitro (Hewitson et al., 2005).

2. Migration

Leucocytes and mesenchymal cells such as fibroblasts, are attracted to the
site of injury by various chemotactic factors including TGF-. Indeed TGF-
is chemotactic for monocytes and fibroblasts; fibroblast chemotaxis being
signaled through Smad3. Interestingly, TGF-p stimulation of the myofibro-
blast phenotype in fibroblasts is not dependent on Smad3 (Flanders ef al.,
2003). In many cases these cells are in turn activated to produce further
proinflammatory cytokines, thus initiating a cascade of events that can lead
to fibrosis (Kovacs and DiPietro, 1994).

Migration is dependent upon interaction between cells and surrounding
ECM. For fibroblasts to move from place to place, cells must form and
release the adjacent ECM. Several studies indicate that the profile of integrin
expression in motile fibroblasts differs from that in resting fibroblasts (Clark,
1993; Paine and Ward, 1999). Fibroblasts therefore display a phenotypic
switch in their integrin expression, which may in part explain the temporal
distinction in the various phases of wound healing.

In a rabbit model of crescentic glomerulonephritis, Wiggins et al. (1993)
demonstrated that fibroblast-like cells migrated from a perivascular location
into the interstitium, accumulating in a periglomerular distribution. Such
migration may be in response to chemotactic substances produced by the
inflamed glomerulus (Wiggins et al., 1993). Very similar findings have been
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found in a combined model of periarterial fibrosis and proliferative glomerulo-
nephritis (Faulkner et al., 2005). Evidence suggests that activated fibroblasts
also secrete stromelysin and collagenases, which assist with their interstitial
migration by dissolving the surrounding interstitial matrix (Kuncio et al.,
1991).

3. Mitogenesis

Fibroblasts derived from fibrotic lesions continue to exhibit a hyperproli-
ferative growth pattern when compared to kidneys isolated from normal
kidneys (Rodemann and Miiller, 1990). Cytokines are mitogenic through
not only direct effects but also indirectly by stimulating the release of other
cytokines (Kovacs and DiPietro, 1994). The most important function of
PDGEF is to stimulate proliferation of mesenchymal cells including fibro-
blasts and smooth muscle cells. These cells not only respond to PDGF in a
paracrine fashion, but also have an autocrine pathway available through
peptide production (Noronha et al., 1995).

TGFB1 may act as both an inhibitor and promoter of cell proliferation.
TGFB1 has a biphasic response on mesenchymal cells in culture, inhibiting
proliferation at high concentrations, while being mitogenic in low concentra-
tions. These paradoxical effects are thought to be the result of interaction with
other growth factors (Kovacs and DiPietro, 1994). Likewise GM-CSF stimu-
lates in vitro proliferation of not just hemopoietic cells, but also of a number of
mesenchymal cells including fibroblasts (Denhar et al., 1988).

4. Matrix Synthesis

The extracellular material once only described as reticulin is now known to
consist of a complex matrix of collagen, proteoglycans, and glycoproteins
(Lemley and Kriz, 1991). The distribution and composition of the extracel-
lular matrix is surprisingly similar across various organs, at least before
injury. The interstitium in the lung, liver, and kidney is principally composed
of the triple helical fibrillar collagens (type I and III), elastin, proteoglycans,
and fibronectin, whereas lung and alveolar basement membranes consist
mainly of type IV and laminin (Paine and Ward, 1999). Type I collagen is
the major collagen in adult dermis (Kirsner and Eaglstein, 1993). Fibrosis is
associated with major alterations in both the type and quantity of matrix
synthesis.

In advanced stages of disease the liver contains approximately six times
more ECM than normal (Bataller and Brenner, 2005). Increased synthesis of
fibronectin by fibroblasts is thought to be an early event in both wound
healing and fibrosis (Goyal and Wiggins, 1991), with the fibronectin matrix
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providing a scaffold on which subsequent interstitial collagen is fixed (Clark,
1989; Goyal and Wiggins, 1991). Fibronectin is involved in adhesion of cells
to substrate and other cells, and as such probably represents a primer in
organization of fibrotic tissue before the appearance of collagenous protein
(Hynes and Yamada, 1982). Furthermore, as described earlier, synthesis of the
fibronectin splice variant EDA, and its rat ortholog EIITA, have important
profibrotic effects including promoting EMT.

Our work in renal disease suggests that upregulation of the various colla-
gen isotypes is temporally distinct with increased accumulation of interstitial
collagen I and IV occurring well before increases in collagen IIT (unpublished
observations). Conversely, although Type III collagen is a minority compo-
nent of normal adult skin, aberrant synthesis occurs within 48 hours of skin
wound healing (Kirsner and Eaglstein, 1993).

Most commonly recognized for their collagen-producing ability, fibro-
blastlike cells are the intrinsic collagen-producing cells in most organs.
However, they are not the only cells capable of collagen production with
collagen-producing cells in the renal cortex known to include glomerular
(Kreisberg and Karnovsky, 1983; Scheinman et al., 1992) and tubular (Creely
etal., 1988; Scheinman et al., 1992) epithelial cells, mesangial cells (Scheinman
et al., 1992), and interstitial fibroblasts (Rodemann and Miiller, 1991). Fibro-
blasts cannot be grown from isolated cortical glomeruli, which suggests that
they are not necessary for matrix production, at least in glomerulosclerosis
(Alvarez et al., 1992).

5. Contraction

Wound contraction has long been recognized as a feature of skin wound
healing. Contraction was originally thought to result from the polymerization
of collagen fibrils, due therefore to the tensile strength of collagen (Botsford,
1941; Howes et al., 1929). Abercrombie et al. described the dissociation of
collagen formation and contraction at late stages of wound healing, suggest-
ing other factors may be involved (Abercrombie et al., 1954). This group was
also able to demonstrate that wounds in ascorbic acid—deficient animals can
close independently of collagen formation (Abercrombie ez al, 1956).
Although these studies did not contradict the role of physiochemical contrac-
tion, they cast doubt on the notion that collagen polymerization alone was
sufficient to account for wound contraction.

The observation that fibroblasts acquire prominent cytoplasmic microfila-
ments therefore suggested that they perform a contractile function in wound
healing (Gabbiani et al., 1972; Majno et al., 1971). Indeed, strips of granula-
tion tissue have been shown to have the ability to contract ex vivo in response
to various compounds that stimulate smooth muscle cell contraction (Higton
and James, 1964; Majno et al., 1971).
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Not surprisingly then, studies quantifying myofibroblasts in granulation
tissue have shown that the number of myofibroblasts is proportional to the
rate of wound contraction (Rungger-Brandle and Gabbiani, 1983). Elegant
experiments from Hinz et al. (2001) demonstrated that cultures of lung
myofibroblasts, but not fibroblasts, are able to deform silicon sheets when
used as in vitro substrates for fibroblast attachment. The myofibroblast
fibronexus connects the intracellular microfilaments both to other myofibro-
blasts and surrounding extracellular matrix (Eyden, 1993) thereby mediating
contraction.

However, it is worth remembering that wound contraction may be due not
only to the contractile properties of specialized mesenchymal cells but also
indirectly through cell migration. Ehrlich et al. propose that fibroblast loco-
motion (or traction) is sufficient to reorganize extracellular matrix (Ehrlich,
1988). This postulate is based on the observation that collagen gel lattices
populated with growing fibroblasts are able to contract in the absence of
stress fiber formation. Contraction of the gel occurred during cell migration,
ceasing once cells were no longer motile (Ehrlich, 1988).

Contraction in the myofibroblast is mediated by a-smooth muscle actin
and by nonmuscle myosin as myofibroblasts do not or only rarely exp-
ress smooth muscle myosin. The pathway for contractile signaling involves
Rho kinase activation (Grinnell et al., 1999) and blockers of Rho kinase
inhibit PDGF-stimulated lattice contraction (Abe et al., 2003; Lee et al.,
2003).

V. Regulation of Fibrogenesis

A. Resolution or Progression

Resolution of inflammation represents an important step in limiting the
chronicity of inflammation (Kuncio et al., 1991). Fibrogenesis continues as
long as permissive conditions exist. The persistent accumulation of inflam-
matory cells is associated with the continued destruction of renal tissue and
deposition of scar tissue. If unchecked this leads to progression of scarring
and ultimately in the case of internal organs, organ failure. Abscess forma-
tion is an extreme example of uncontrolled inflammation, where disintegrat-
ing neutrophils not only degrade tissue but also amplify the immune response
(Ryan and Majno, 1977).

Ideally inflammation will resolve efficiently, resulting in complete restoration
of tissue structure and function. This occurs frequently in skin wounding, and
can occur in the renal context, as with poststreptococcus glomerulonephritis
(Vogl et al, 1986) and ischemic acute renal failure (Forbes er al, 2000).
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Such resolution of inflammation may ultimately be the factor that distinguishes
between “‘healing” and “‘scarring.”

For resolution of inflammation to occur, the following events must take
place: (1) removal of stimulus, (2) dissipation of mediators, (3) cessation of
cell infiltration, and finally (4) clearance of inflammatory cells (Haslett,
1992).

In particular, how inflammatory cells are removed remains controver-
sial, with exmigration, phenotypic modulation, and cell death all possible
mechanisms.

Ultrastructural studies in skin wound healing suggest that the prevalence
of aSMA-negative fibroblastic cells increases at the completion of healing,
consistent with phenotypic modulation or dedifferentiation of wound myofi-
broblasts (Darby et al., 1990). However, in vitro studies suggest that the
myofibroblast is a part of a terminally differentiating cell lineage, therefore
arguing against dedifferentiation (Bayreuther et al., 1991). The demonstra-
tion of lymphatic macrophage drainage and trafficking in experimental
glomerulonephritis (Lan et al., 1993) implicates some role for exmigration
in resolution of tubulointerstitial inflammation.

Increasing evidence suggests that apoptosis is the major mechanism of
decreasing cellularity during the various stages of “wound healing.” Apo-
ptosis is a form of cell death that does not lead to an inflammatory response
and may therefore be important in resolution of inflammation and fibrogen-
esis (Darby et al., 1990; Desmouliere et al., 1995; Greenhalgh, 1998). It is
characterized by endonuclease activation resulting in rapid DNA degrada-
tion, with engulfment of the membrane-bound cellular fragments (apoptotic
bodies) without release of cell contents (including inflammatory mediators)
(Lu et al., 2005). Importantly, apoptosis leads to the safe removal of cells
by phagocytosis, whereas in contrast, necrosis provokes tissue injury and
inflammation (Greenhalgh, 1998; Lu ef al., 2005). Qualitative and quantita-
tive studies in skin wound healing (Darby ez al., 1990; Desmouliere et al.,
1995) have repeatedly shown that fibroblastic cells are removed by apoptosis
at the completion of wound healing (Fig. 8).

It seems likely that regulation of myofibroblast apoptosis may be involved
in both impairment of tissue repair; in cases where apoptosis is increased
inappropriately or prematurely, such as that seen in skin wound healing in
diabetes mellitus (Darby et al., 1997). Further evidence for this comes from
studies showing that the presence of advanced glycosylation end products in
the skin may result in fibroblast apoptosis and that this can be mimicked by
treatment with AGE-modified collagen (carboxy methyl lysine [CML]-
collagen) (Alikhani et al., 2005). AGE-modified matrix in vitro can inhibit
attachment, spreading, and proliferation and induce apoptosis of fibrob-
lasts (Alikhani et al., 2005; Darby et al., 2006). Conversely, it has been
speculated that delayed or absent induction of apoptosis in myofibroblasts



DARBY AND HEWITSON

FIG. 8 Myofibroblasts are deleted during granulation tissue resolution by apoptosis. Visible
here in granulation tissue, apoptotic cells have TUNEL-positive nuclei (left) and in electron
micrographs have classical apoptotic nuclear morphology (right). (Electron micrograph
reproduced with permission from Darby et al., 1990.)

may result in increased scarring, such as that seen in hypertrophic scars or
keloids.

B. Remodeling

Following deposition of extracellular matrix, mechanisms exist whereby this
immature matrix may be remodeled as part of scarring. These include the
action of proteinases (Jones et al., 1991) and scar contraction (Rudolph et al.,
1992). This serves to highlight tubulointerstitial scarring may be a product of
several factors other than matrix synthesis per se.

Degradation of the ECM involves proteolytic digestion by two famil-
ies of enzymes, the metalloproteinases and plasminogen activator/plasmin
(Alexander and Werb, 1989). The identification of collagenases and their
inhibitor proteins in a number of organs indicates that ECM accumulation
may be a result of either increased synthesis or decreased degradation (Eddy,
2005; Yaguchi et al., 1998).

The metalloproteinase family includes a number of members with various
and partly overlapping specificities (Alexander and Werb, 1989). This family of
proteinases is divided into three groups: collagenases which degrade interstitial
collagens Type I, 11, and III, type IV collagenases/gelatinases which degrade
basement membrane collagen and gelatins, and stromelysins which degrade a
broad range of substrates including proteoglycans, laminin, gelatins, and
fibronectin (Martrisian, 1990).

The production of these enzymes by endothelial cells, fibroblasts, and
macrophages can be induced by a wide variety of stimuli (Jones et al., 1991).
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Matrix metalloproteinases are also regulated by control of activation and the
presence of specific inhibitors known as tissue inhibitors of metalloprotein-
ases (TIMP) (Martrisian, 1990). The serine protease plasmin is active in
degradation of laminin and to some extent gelatin, fibronectin and collagen
type III, IV, and V (Alexander and Werb, 1989). Much of the degradative
effect of the plasmin/plasminogen system is achieved through activation of the
matrix metalloproteinases (Jones et al., 1995).

The remodeling of the matrix may play an important role in regulating
the survival of myofibroblasts. In granulation tissue, the application of a skin
flap over a wound results in the rapid remodeling of the granulation tissue,
accomplished by an induction of apoptosis in fibroblasts and other cell types
such as vascular endothelium (Garbin et al., 1996). This was subsequently
shown to correlate with increased MMP expression and reduced expression of
TIMP (Darby et al., 2002). In a similar vein, changes in the levels of MMPs
and TIMPs has been shown in fibrotic liver to be able to regulate loss of
myofibroblasts in fibrotic regions, with exogenous TIMP or MMP inhibitor
being able to block the induction of apoptosis (Murphy et al., 2002).

C. Therapies Aimed at Downregulating Fibroblast Function

Excess fibrosis or scarring can be disfiguring and in the case of internal
organs, life-threatening. Not surprisingly then, considerable effort has been
devoted to developing rational treatment strategies for fibrocontractive dis-
eases. Given the central role of the fibroblast in this process, much of this
attention has focused on downregulation of fibroblast function, with cell
culture studies in particular providing pharmacological insights.

Ostensibly by increasing intracellular cAMP and ¢cGMP concentrations,
phosphodiesterase inhibitors reduce proliferation and collagen synthesis by
renal and hepatic myofibroblasts (Hewitson et al., 2000; Preaux et al., 1997).
Other potential antagonists include the HMG coenzyme A inhibitors, called
statins (Kelynack ez al, 2002), and pirfenidone (Hewitson et al., 2001).
Although highly toxic, lysyl oxidase and prolyl hydroxylase inhibitors have
at least established the proof of principle of targeting inhibition of collagen
assembly (Franklin, 1997). As mentioned previously, we now recognize that
a number of endogenous autocoids may moderate fibroblast function. Sev-
eral studies highlight the ability of HGF (Matsumoto and Nakamura, 2001),
BMP-7 (Zeisberg et al., 2004), and relaxin (Samuel, 2005) to downregulate
collagen synthesis. In the case of relaxin, benefits are at least in part due to
increased generation of collagenases in renal (Masterson et al., 2004) and
lung (Unemori et al., 2000) fibroblasts.
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VI. Concluding Remarks

In many respects, the pathologic process of fibrosis in internal organs resem-
bles disordered wound healing in the skin. If we define fibrosis by the
presence of an increased density of interstitial collagenous matrix (especially
collagens type I and III), the histological picture of fibrosis could be pro-
duced by increased production and/or reduced breakdown of collagen, or by
the loss of normal cellular content leaving behind the interstitial reticulin
(Gonzalez-Avila et al., 1988; Hewitson et al., 1998; Jones, 1996). In each case
fibroblasts are central to the process—proliferating and migrating to the site
of injury, synthesizing ECM, and increasing the density of matrix through
contraction.
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Hypoxia is an integral characteristic of the tumor microenvironment, primarily due
to the microvascular defects that accompany the accelerated neoplastic growth. The
presence of tumor hypoxic areas correlates with negative outcome after radiotherapy,
chemotherapy, and surgery, as hypoxia not only provides an environment directly
facilitating chemo- and radio-resistance, but also encourages the evolution of
phenotypic changes inducing permanent resistance to treatment and metastatic
spread. Therefore, successful treatment of hypoxic cells has the potential to not only
improve local control but also impact overall patient survival. Specific and selective
targeting of hypoxic tumor areas can be achieved at all three steps of a gene therapy
treatment: delivery of the therapeutic gene to the tumor, regulation of gene expression,
and therapeutic efficacy. In this review the latest developments and innovations in
hypoxia-targeted gene therapy are discussed. In particular, approaches such as
hypoxia—conditionally replicating viruses, cellular vehicles, and gene therapy means to
disrupt the hypoxia-inducible factor (HIF) signaling are outlined.
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l. Introduction

A. Tumor Hypoxia

The majority of solid tumors, regardless of their origin, location, or genetic
alterations, show areas at reduced oxygen partial pressure (pO,). Hypoxia is
an integral characteristic of the tumor microenvironment, primarily due to
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the microvascular defects that accompany the accelerated neoplastic growth.
The inadequate vascular geometry relative to the volume of oxygen-consuming
tumor cells creates diffusion-limited O, delivery (chronic hypoxia) (Thomlinson
and Gray, 1955). Moreover, the dynamic changes in microregional blood flow
in tumors have been related to the formation of areas of perfusion-limited O,
delivery (acute or transient hypoxia) (Brown, 1979; Chaplin et al, 1987,
Kimura et al, 1996). Chronic and transient hypoxia have been detected in
animal tumor models as well as in human cancers (Brizel et al., 1997; Hill et al.,
1996; Raleigh ez al., 1998; Vaupel and Hockel, 1998). Measurements of solid
tumors pO,, obtained by polarographic needle electrodes, have indicated a
decrease in median pO, levels compared with their normal tissues of origin. For
example, measurements carried out in normal breast revealed a median pO, of
65 mmHg (8.6% O,), whereas in breast carcinomas of stages pT1-4 the median
pO, was 28 mmHg (3.9% O,) (Vaupel and Hockel, 1998). More than 30% of the
breast cancers investigated exhibited pO, values between 0 and 2.5 mmHg
(0.3% O,). In contrast, values <12.5 mmHg (1.6% O,) could not be detected
in the normal breast. Hypoxia is also present in metastatic lesions, and in
metastases of carcinomas of the head and neck, breast, and rectal cancers
lower median pO, values and higher hypoxic fractions were recorded, com-
pared not only with the normal surrounding tissue, but also the primary tumors
(Becker et al., 1998; Vaupel and Hockel, 1998).

It has long been known that the presence of tumor hypoxic areas correlates
with negative outcome after radiotherapy, chemotherapy, and surgery. Hypoxia
not only provides an environment directly facilitating chemo- and radio-
resistance (reduction of radiation-generated, DNA-damaging reactive oxygen
intermediates; impaired delivery of drugs), but also encourages the evolution of
phenotypic changes inducing permanent resistance to treatment and metastatic
spread (Greco et al., 2003). An association between primary tumor oxygenation
and the likelihood of distant metastasis has been reported in clinical studies
involving patients with high-grade soft tissue sarcoma (Brizel et al., 1996) and
advanced squamous cell carcinoma of the uterine cervix (Fyles et al., 2002; Pitson
et al., 2001; Sundfor et al., 1998). Also, a positive correlation has been observed
between tumor lactate concentration and the presence of metastatic deposits in
cervix and head and neck squamous cell carcinomas (Brizel et al., 2001; Rofstad
et al., 2000). Therefore, successful treatment of hypoxic cells has the potential to
not only improve local control but also impact overall patient survival.

B. Cellular Signaling in Response to Hypoxia

Approximately 1% of the genome of mammalian cells is transcriptionally
induced by the hypoxic stress (Le et al., 2004). More than 60 of these genes
are regulated by the transcription factor hypoxia-inducible factor (HIF)-1
(Semenza, 2003), a heterodimer consisting of two basic-helix-loop-helix



GENE THERAPY OF HYPOXIC TUMOR AREAS 183

proteins from the Per-aryl hydrocarbon receptor nuclear translocator
(ARNT)-Sim (PAS) family of transcription factors: HIF-1a (120 kDa) and
HIF-1B (91-94 kDa) (Wang et al., 1995). The endothelial PAS domain protein
(EPAS)-1 has been reported to show close sequence homology and similar
properties to HIF-1a, and therefore has been renamed HIF-2o or HIF-1a-
like factor (HLF) (Wenger and Gassmann, 1997). Originally believed to be
expressed predominantly in endothelial cells, HIF-2o has been detected in a
number of different cell and tissue types in vitro and in vivo (Talks et al., 2000;
Wiesener et al., 1998). A third HIFa subunit, HIF-3a, shares sequence identity
with that of HIF-1a and HIF-2a (57 and 53% identity at the N-terminal basic
helix-loop-helix [bLHLH)/PER-ARNT-SIM [PAS] domains, respectively) (Gu
et al., 1998). Of the o and B subunits, HIFa is oxygen-sensitive and regulated
mainly at posttranslational levels (Pugh e al, 1997). HIFa protein levels
increase during hypoxia and the protein is degraded within 3-5 minutes during
reoxygenation (Huang et al., 1996), by targeting it to the ubiquitin-proteasome
degradation pathway. This process is mediated by the von Hippel-Lindau
(VHL) protein, which binds to HIF-1a after hydroxylation of two HIF-1a
proline residues (402 and 564) in its C-terminal oxygen-dependent degradation
domain (ODDD) (Fig. 1) and targets it for destruction by the proteasome (Ivan
et al., 2001; Jaakkola et al., 2001). HIF-1a hydroxylation is strictly dependent
on the presence of oxygen as a cosubstrate and iron as a cofactor. On the other
hand, under hypoxia, hydroxylation does not occur, HIF-1a remains stable,
and complexes with the B subunit to form the functional transcription factor.
Asparagine residue 803 of HIF-1a is also hydroxylated in an oxygen-dependent
manner by factor inhibiting HIF-1 (FIH-1), blocking the HIF interaction with
the coactivators p300 and CBP (Lando et al, 2002; Mahon et al., 2001).
Furthermore, acetylation of lysine 532 in the HIF-lo ODDD by ARDI
increases its interaction with the VHL protein and consequent degradation
(Jeong et al., 2002). However, studies indicate that ARD1 may not have a
central role in HIF-1a posttranslational regulation (Arnesen et al., 2005; Bilton
et al., 2005; Fisher et al., 2005), whereas small ubiquitin-related modifier
(SUMO) 1 appears to stabilize HIF-1a and enhance its transcriptional activity
(Bae et al., 2004; Mazure et al., 2004).

To modulate gene expression, the HIF heterodimer interacts with the p300/
CBP and SRC-1 family of coactivators (Arany et al., 1996; Carrero et al.,
2000; Kung et al., 2000), and binds to enhancer sequences named hypoxia
responsive elements (HREs), containing the core sequence 5-RCGTG-3'.
HREs have been found at varying distances from and orientations to the
coding sequence region of hypoxia-regulated genes, and can be utilized as a
means to control therapeutic gene expression in hypoxic tumor areas.

Although HIF is regulated mainly by oxygen, other factors can modulate its
synthesis and stability. Growth factor stimulation induces HIF transcriptional
activity in tumor cells via a signal pathway leading from receptor tyrosine
kinases such as the human epidermal growth factor receptor (HER)-2 to
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FIG.1 Domain structure of HIF-1a.. HIF-1a presents basic helix-loop-helix (0 HLH) and PER-
ARNT-SIM (PAS) domains, which are involved in the dimerization with HIF-1B and DNA
binding. HIF-1a also contains two independent transactivation domains (N-TAD and C-TAD),
the N-TAD within the oxygen-dependent degradation domain (ODDD). In oxygenated cells,
the proline residues 402 and 564 are oxidatively modified by a prolyl hydroxylase. This iron-
dependent process is necessary for binding of HIF-1a to the von Hippel-Lindau (VHL) protein,
followed by the activation of the ubiquitin-E3 ligase (UL) and HIF-1a proteasome degradation.
Asparagine residue 803 is also hydroxylated in an oxygen-dependent manner by factor
inhibiting HIF-1 (FIH-1), blocking the HIF interaction with the coactivator p300. Acetylation
of lysine 532 increases HIF-1a interaction with the VHL protein and consequent degradation.
Under hypoxia, HIF-1o complexes with HIF-1 to form the functional transcription factor.

phosphatidylinositol-3-kinase (PI3K), Akt, and FRAP (Laughner et al., 2001)
(Fig. 2). In particular, Akt can phosphorylate HIF-18, enhance its ability to
bind to HIF-1a, and therefore increase HIF-1 transcription stability (Li et al.,
2005a). This pathway is negatively regulated by the tumor suppressor protein
PTEN, by dephosphorylating the products of the PI3K reactions (Fig. 2)
(Zhong et al., 2000). Other genetic alterations, such as overexpression of the
v-src oncogene (Jiang et al., 1997) or inactivation of tumor suppressor genes
such as p53 (Ravi et al., 2000), also result in enhanced transcriptional activity
of HIF.

Il. Hypoxia-Targeted Gene Therapy

Although a significant adverse factor for cancer prognosis, severe hypoxia does
not occur in normal tissues and thus can be exploited for selective cancer
treatment. In particular, tumor cells at reduced oxygen concentration can be
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FIG. 2 Regulation of HIF-1 synthesis and activity. Tyrosine kinases, such as SRC, the human
epidermal growth factor receptor (HER)-2 and HER-1/epidermal growth factor receptor
(EGFR), activate the phosphatidylinositol-3-kinase (PI3K)/Akt/FRAP pathway. Akt can
phosphorylate HIF-1B and enhance its ability to bind to HIF-1a, therefore increasing HIF-1
transcription stability via hypoxia responsive elements (HREs). This pathway is negatively
regulated by the tumor suppressor protein PTEN. Binding of p53 to HIF-lo increase its
targeting to ubiquination and degradation.

specifically targeted via gene therapy approaches. Hypoxia-specificity can be
achieved at all three steps of a gene therapy treatment: delivery of the therapeu-
tic gene to the tumor, regulation of gene expression, and therapeutic efficacy
(Greco et al, 2000, 2003; Scott and Greco, 2004). Novel approaches to
hypoxia-targeted cancer gene therapy will be outlined in this review.

A. Therapeutic Modification of the Hypoxic Signaling

HIF is common to all mammalian cells, human tissues, and organs tested to
date (Maxwell et al, 1993; Wiener et al., 1996) and has an important
pathophysiological role within solid tumors. Compared with the wild-type



186 GRECO AND SCOTT

tumors, mouse Hepa-1 hepatomas from HIF-1f-deficient cells presented
reduced hypoxia-mediated gene expression, vascularity, and growth rate
(Maxwell er al., 1997). Analogously, HIF-1p~’~ knockout embryonic stem
(ES) cells failed to activate hypoxia-responsive genes and to respond to a
decrease in glucose concentration (Maltepe ef al., 1997). HIF-1p~~ embryos
were not viable past embryonic day 10.5 and showed defective angiogenesis
of the yolk sac and branchial arches, stunted development, and embryo
wasting. Similar effects were seen in HIF-1a-deficient embryos (Ryan et al.,
1998). In subcutaneously implanted HIF-1o~'~"ES cells, vessel perfusion,
oxygenation, vascular endothelial growth factor receptor (VEGF) expres-
sion, and growth were significantly reduced (Carmeliet et al, 1998; Ryan
et al., 1998, 2000).

HIFa overexpression in solid tumors, compared with normal tissues (Talks
et al., 2000), is a consequence of both intratumoral hypoxia and genetic
alterations, the latter being active in some tumor cells only. HIF has been
linked to a more aggressive disease and has been indicated as a prognostic
marker for a number of tumor sites. Increased levels of HIF-1a protein in
human prostate cancer cell lines correlated with enhanced metastatic poten-
tial (Zhong et al., 1998). More importantly, the HIF-1a subunit was over-
expressed in 68% of different neoplastic lesions but not in nonmalignant
tumors such as breast fibroadenoma and uterine leiomyoma (Zhong et al.,
1999). In patients undergoing chemotherapy, radiotherapy, and/or surgery,
HIF-1a production was a strong independent prognostic marker in cancer of
the oropharynx (Aebersold et al., 2001), of the esophagus (Koukourakis ez al.,
2001) and head and neck (Koukourakis et al., 2002), in breast cancer (Schindl
et al., 2002), lung cancer (Swinson et al., 2004), transitional cell carcinoma of
the upper urinary tract (Nakanishi ef al., 2005), early stage (Birner et al., 2000)
but not locally advanced cervical carcinoma (Haugland et al, 2002), nor
in patients with ovarian cancer (Birner et al, 2001). However, a signific-
ant reduction in overall survival after platinum-based chemotherapy was
observed in ovarian cancer patients with overexpression of both p53 and
HIF-1o (Birner et al., 2001). By comparison, in early operable non-small-
cell lung cancer, HIF-2a. but not HIF-1a protein levels were significantly
associated with poor prognosis (5-year survival) (Giatromanolaki et al.,
2001).

Hence, inhibition of HIF activity represents an interesting approach to
specifically target tumors with a potentially negative prognosis. To this end,
gene therapy systems have been tested to silence components of the HIF
pathway, by using antisense phosphorothioate oligodeoxynucleotides (ODN)
and small interfering RNA (siRNA) technology. Indeed, administration of an
antisense HIF-1oo ODN to glioblastoma cells, as well as to normal astrocytes
and fibroblasts, induced a dose-dependent inhibition of HR E-mediated reporter
expression, which was mirrored by a depletion in HIF-1o mRNA and protein
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levels (Dai et al., 2003). Besides its role in the adaptation to the hypoxic stress,
HIF can modulate the apoptotic response, although its role remains controver-
sial. Some reports suggest that HIF-1a is a mediator of hypoxia-induced
apoptosis, by activating the transcription of proapoptotic genes such as NIX
and NIP3 (Sowter et al., 2001), others indicate that HIF-1o can prevent
tumor cell death (Akakura et al., 2001), by upregulating antiapoptotic pro-
teins such Bcl-2 and Bcl-X; (Park et al., 2002). Indeed, inhibition of HIF-1a
transactivation by transfection with antisense ODN or siRNA induced a
significant increase in apoptosis in human tongue squamous cell carcinoma,
glioblastoma hepatobiliary, and pancreatic cancer cells in vitro, under both
normoxic and hypoxic conditions (Dai et al., 2003; Mizuno et al., 2005;
Zhang et al., 2004). Furthermore, HIF-1a antisense ODN treatment attenu-
ated the synthesis of antiapoptotic proteins such as Bcl-2 and TAP-2 and
increased levels of caspase-3 activity, while p53 was not involved in the
induced cell death (Dai et al., 2003; Zhang et al., 2004). Interestingly, this
decrease in viability could not be observed in human hepatoma HepG?2 cells,
characterized by undetectable levels of HIF-1a under normoxia, indicating
that depletion of HIF-1a expression preferably induces apoptosis in cells
harboring a constitutive level of HIF-1a (Zhang et al., 2004). Delivery of a
plasmid vector containing an HIF-1a antisense ODN induced rapid regres-
sion of small tumor xenografts from EL-4 thymic lymphoma cells, although it
could only slow the growth of large (>0.4 cm in diameter) tumors, even at
high doses of DNA (Sun et al., 2001, 2003). Similar results were observed after
delivery of the VHL gene. However, large tumors that were refractory to these
single therapies showed significant VEGF loss, inhibition of angiogenesis,
apoptosis, and growth arrest after combined, synergistic, antisense HIF and
sense VHL gene therapy (Sun et al., 2003) or antisense HIF and T-cell
costimulator B7-1 immuno-gene therapy (Sun et al., 2001). Additionally,
antitumor efficacy of HIF-1a antisense combined with VHL overexpression
has also been confirmed in a glioma model (Sun et al., 2006).

One of the effects of HIF posttranslational stabilization is the activation of
the transforming growth factor o (TGF-a)/epidermal growth factor receptor
(EGFR) pathway (Gunaratnam et al., 2003). In particular, HIF-2a mediates
constitutive EGFR activation driving tumorigenesis in VHL-deficient renal
cell carcinoma (Smith et al., 2005). This process could be inhibited by RNA
interference to EGFR, which prevented autonomous growth of VHL ™/~
renal cell carcinoma cell lines in culture, their ability to form spheroids and
in vivo tumor growth (Smith et al., 2005).

Heterodimerization of HIFa with ARNT/HIF-18 is crucial for binding to
HREs. ARNT is a common binding partner for several bHLH-PAS proteins
and, compared with HIFq, is relatively abundant in cells. On the other hand,
transcriptional coactivators such as p300 and CBP are limiting factors because
of competition among interacting proteins for binding to their overlapping
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interacting domains. Therefore, disruption of the interaction between HIFa
with p300/CBP has the potential to result in efficient inhibition of the activation
of a plethora of hypoxia-responsive genes. Retroviral overexpression of poly-
peptides corresponding to the HIF-1a C-terminal transactivation (C-TAD)
domain or the p300 CHI domain blocked HIF-p300/CBP interaction and
attenuated hypoxia-inducible gene expression (Kung er al, 2000). The
C-TAD polypeptide was particularly efficient in inhibiting hypoxia-activated
reporter expression (80-90% attenuation compared with an empty vector) and
in vivo growth of tumor xenografts established from retrovirally transduced
human HCT116 colon and MDA-MB435 breast carcinoma cells expression
(Kung et al., 2000).

B. Hypoxia-Regulated Therapeutic Gene Expression

The high frequency of HIF-1 expression across human tumors of diverse
origin has also been extensively exploited for HRE-directed gene therapy of
the hypoxic environment. Hypoxia-controlled apoptosis was obtained in
human glioblastoma cells expressing the Bax gene under the control of nine
copies of the HRE from the erythropoietin (Epo) gene (Ozawa et al., 2005).
Bax is a death-promoting member of the Bcl2 family of genes, and transloca-
tion of BAX homodimer to the mitochondria can activate the caspase path-
way, causing apoptotic death of mammalian cells (Hanahan and Weinberg,
2000). HRE-Bax-transfected U-251 cells showed a significant increase in
apoptosis under anoxia in culture, and when implanted as mouse flank
tumor xenografts (Ozawa et al., 2005).

Survivin, a protein involved in apoptosis, is expressed in 60—70% of common
tumor types, but not in normal tissue (Altieri, 2003). Survivin is transcription-
ally upregulated in cancer, but not in normal cells, and its promoter was
activated by hypoxia (Yang et al., 2004). Hypoxic targeting of a survivin-
based gene therapy vector containing an autocatalytic caspase 3 gene, was
further increased by the addition of six VEGF HREs upstream of the survivin
core promoter. Effective induction of apoptosis was observed in hypoxic tumor
cells, without loss of selectivity of either promoter components (Yang et al.,
2004).

“Suicide” gene therapy, or gene-directed enzyme/prodrug therapy
(GDEPT), consists of delivering to the tumor cells a gene encoding an enzyme
which is nontoxic per se, but is able to convert a prodrug into a potent cytotoxin
(Greco and Dachs, 2001; Patterson et al., 2003). HRE-controlled GDEPT has
shown potential in vitro and in vivo (Binley et al., 2003; Greco et al., 2002;
Patterson et al, 2002). HREs have been successfully used to control the
expression of the HSV thymidine kinase (HSVtk) and the cytosine deaminase
(CD) genes, able to selectively convert the prodrugs ganciclovir (GCV) and
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S-fluorocytosine (5-FC), respectively into cytotoxic agents (Ingram and Porter,
2005; Ogura et al., 2005; Wang et al., 2005).

Most solid tumors depend on an intact, albeit abnormal, vasculature supply
for their survival. Selective disruption of the tumor blood vessels causes malig-
nant cells to starve of oxygen and nutrients, leading to secondary tumor
necrosis. Disrupting the tumor vasculature presents a number of advantages
over standard cytotoxic approaches, such as direct access to the target, simpli-
fied agent delivery, and the lack in endothelial cells of drug resistance charac-
teristic of neoplastic cells. VEGF, one of the most studied hypoxia-regulated
genes, is considered the main regulator of tumor angiogenesis and the most
potent endothelial cell mitogen (Ferrara et al, 2003). VEGF binding to its
receptors (VEGFRs), VEGFR-1 (Flt-1) and -2 (Flk-1), results in endothelial
cell differentiation, survival, capillary tube formation, and vascular permeabil-
ity. Inhibition of the interaction of VEGF with its receptors, and therefore the
downstream intracellular pathway, stunted angiogenesis, and tumor growth
(Millauer et al., 1994; Ogawa et al., 2002). Hypoxia-targeted interference with
the VEGF/VEGFR pathway has been obtained by engineering a replication
defective HSV amplicon containing a soluble Flk-1, lacking its membrane
spanning domain, controlled by VEGF HREs (Pin ez al., 2004a). Conditioned
medium from human SK-HEP-1 hepatocellular carcinoma cells transduced
with the HRE-Flk-1 HSV inhibited in vitro tube formation in human umbil-
ical vein endothelial cells (HUVECs). Furthermore, a single HSV injection
(10° plaque forming units, pfu) resulted in significant growth delay of SK-
HEP-1 tumor xenografts (Pin et al, 2004a). Such high efficacy of a single
virus inoculation could be due to some sort of positive feedback mechan-
ism whereby tumor hypoxia activates the HREs in the virus, leading to soluble
Flk-1 expression, inhibition of angiogenesis, and induction of further hypoxia.
This positive feedback could overcome limitations of amplicon-mediated gene
delivery, such as reduced transduction efficiency and transient gene expression.

C. Hypoxia-Targeted Gene Therapy Vectors

1. Hypoxia-Activated Oncolytic Viruses

Lytic viruses can infect, replicate in, and lyse mammalian cells. By targeting
virus replication to tumor cells, it is possible to achieve potent cytotoxicity,
because the local replication amplifies the input dose through secondary
infection and creates a high concentration of therapeutic agent at the tumor
site. Furthermore, oncolytic viruses can be armed with therapeutic genes for
increased tumor toxicity, without any loss in terms of patient safety (Freytag
et al., 2002, 2003). There are several strategies to achieve tumor-selectivity of
replication-competent viruses, for example by exploiting viruses’ inherent
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tumor tropism (e.g., Newcastle disease virus) (Lorence et al., 2003), by delet-
ing viral genes that are crucial for replication in normal tissues but are
dispensable on tumor cells with defects in specific pathways (attenuation;
e.g., the adenovirus Onyx-015 replicating in p53 mutated cells) (McCormick,
2003), by restricting replication gene expression to tumor cells using tissue- or
condition-specific promoters, such as hypoxia-responsive promoters. Onco-
lytic viruses, such as vesicular stomatitis viruses and adenoviruses, have
potential to be used for hypoxia-targeted gene therapy, as they have been
shown to be able to infect and replicate under hypoxic conditions in vitro and
in vivo (Connor et al., 2004; Post et al., 2004a). However, a reduction in
adenovirus replication and cytolytic activity has been observed in normal
and cancer cells transduced in vitro with replication-competent viruses (Pipiya
et al., 2005; Shen and Hermiston, 2005), due to posttranslational degradation
of the adenoviral early 1 (E1A) protein, essential for adenovirus replication
(Shen and Hermiston, 2005).

Post and Van Meier (2003) developed an oncolytic virus that can specifi-
cally conditionally replicate in hypoxic cells. This adenovirus contains a
hypoxia responsive promoter, with six VEGF HRE:s, controlling the expres-
sion of the E1A gene. Normal human fibroblasts and human malignant
glioma cells infected with the virus (multiplicity of infection, MOI = 1-100)
showed a significant increase in cytopathic effects and virus replication under
hypoxia (1% O,), in vitro (Post and Van Meir, 2003; Post et al., 2004a). Some
cytopathic effects and E1A expression could also be observed under nor-
moxia, especially at the higher doses of virus. However, in LN229 glioma
xenografts treated for 5 days with intratumor injections of 10® pfu/day, virus
replication was restricted to the hypoxic tumor regions, resulting in tumor
growth inhibition and even regression (Post ez al., 2004a). Normoxic E1A
expression in normal and tumor cells infected with a VEGF HRE-regulated
oncolytic adenovirus was also observed in vitro by Cho and colleagues (Cho
et al., 2004). This promoter “leakiness’ could be eliminated by the insertion
of a “stuffer” sequence between the adenoviral packaging signal and the
HRE expression system. Furthermore, to restrict replication to the tumor,
the adenovirus was also attenuated by deletion of the E1B55 gene, which
counteracts the function of p53 (Yew and Berk, 1992). Indeed, in vitro
cytopathic effects after hypoxic stimulus in vitro could be detected at virus
MOIs as low as 0.1 in tumor cells, whereas an MOI of 50 was required in
normal cells. In vivo, the HRE-regulated virus could replicate and decrease
tumor growth, without affecting the body weight of the injected mice (Cho
et al., 2004).

In a similar approach, Cuevas and colleagues (2003) constructed an atte-
nuated adenovirus with the E1A gene under the control of nine VEGF
HREs, and the E4 gene regulated by an E2F-1 responsive promoter. Besides
requiring HIF activation, this virus could selectively replicate in tumor cells,
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because the E2F-1 transcription factor, required for cell cycle progression,
is upregulated in pRb-mutated cancer cells. Indeed, under normoxic condi-
tions virus replication, amplification, and cytotoxicity could be selectively
observed in VHL-defective renal cell carcinoma lines, which were shown to
overproduce HIF-1a (Cuevas et al., 2003). Hypoxic activation and in vivo
antitumor activity of the virus were also demonstrated in cells with functional
HIF regulatory pathways (Cuevas et al., 2003).

One of the advantages of artificial hybrid promoters for gene therapy is
their flexibility, because several elements of different origin can be arranged
in various orders, numbers, and relative orientation, to optimize gene regu-
lation. Dual-specific promoters have been described containing HREs in
combination with estrogen-responsive promoters (Hernandez-Alcoceba
et al., 2001), cytokine-inducible enhancers (Modlich et al, 2000), and
hepatoma-associated enhancers (Ido ez al., 2001). To restrict virus replication
to hypoxic, estrogen receptor—positive breast cancer cells, an adenovirus has
been constructed whereby the promoter controlling the E1A gene contained
three HREs from the phosphoglycerate kinase (PGK) 1 gene followed by five
estrogen responsive elements (Hernandez-Alcoceba et al., 2002). The compos-
ite promoter maintained its properties of low basal activity and high inducibil-
ity within the adenoviral context, partially due to the presence of an “insulator
sequence” inserted between the overlapping E1A enhancer/packaging signals
and the E1A promoter (Hernandez-Alcoceba et al., 2002). Exposure to estra-
diol and/or hypoxia (1% O,) selectively induced virus replication and cytotox-
icity in estrogen receptor—positive MCF-7 and BT-474 breast cancer cells,
whereas hypoxia was strictly required for lysis in estrogen receptor-negative
HeLa cervical cancer cells. As an added level of safety, in this virus the £4 gene
was placed under the control of either the human telomerase reverse transcrip-
tase promoter (WTERT) or the E2F-1 promoter, both selectively active in tumor
cells. Four repeated injections of the resulting virus induced a significant
reduction in the volume of tumor xenografts established from BT-474 cells,
and no side effects were observed in the animals (Hernandez-Alcoceba et al.,
2002).

Herpes simplex virus (HSV) strains have also been successfully engineered
for selective replication within tumors (Post et al., 2004b). In particular,
attenuated HSVs with a defective UL39 gene encoding the large subunit of
ribonucleotide reductase, the main rate-limiting enzyme for viral DNA syn-
thesis and replication, exclusively replicate in rapidly dividing cancer cells
that provide high levels of ribonucleotide reductase (Mineta et al., 1994). By
transfecting human MCF-7 mammary and murine CT26 colorectal carcin-
oma cells with a plasmid containing the UL39 gene under the control of ten
VEGF HREs prior to virus infection, Fong and colleagues observed an
increase in cytolysis under hypoxia in vitro (Pin et al., 2004b; Reinblatt
et al., 2004). When CT26 cells were injected into the spleen of syngeneic
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Balb/C mice to create an in vivo model of liver metastasis, virus infection
resulted in a ~65% decrease in tumor weight and nodule counts in cells
transfected with the HRE-UL39 construct, compared with mock transfected
cells (Reinblatt et al., 2004).

2. Eukaryotic Delivery Vehicles

Interest in the possibility of using human cells for the delivery of gene therapy
to tumors has been increasing. This approach may have the advantage of
both systemic delivery and reduced toxicity compared with other delivery
systems (e.g., viruses), especially via adverse immunogenic reactions. In the
case of cellular delivery, it is envisaged that gene therapy vectors would be
carried as “Trojan horses” inside cells, only being activated on reaching a
specific target tissue or microenvironment. In practice this would first mean
the isolation, purification and, if possible, expansion of a specific cell type
from a patient. These cells would be genetically modified ex vivo to carry a
therapeutic gene, under the appropriate regulatory control (e.g., a hypoxia-
responsive gene promoter), and reintroduced into the patient. Depending on
the cell type, this would be either into the general circulation, relying on the
cells’ natural “homing” abilities to reach the malignant tissue, or by direct
administration. Once within the tumor, therapeutic gene expression would
occur, either constitutively or under the control of a conditional gene pro-
moter. The subsequent destruction of the tumor would rely on a potent
bystander effect, whereby the therapeutic gene product in the vector-bearing
cells would bring about the death of neighboring tumor cells, either by direct
transfer or by conversion of a prodrug to a diffusible cytotoxin.

Candidates for such cellular delivery vehicles include macrophages (Burke,
2003) and endothelial progenitor cells (Wei et al., 2004). Circulating mono-
cytes extravasate from blood vessels supplying tumors and infiltrate malig-
nant tissues, such as breast (Kelly et al., 1988; Leek et al., 1996; Lewis et al.,
2000), prostate (Burton et al., 2000; Lissbrant et al., 2000), and ovarian
(Negus et al., 1997) carcinomas, in large numbers while differentiating into
macrophages. In addition, large numbers of macrophages have also been
safely infused into cancer patients, resulting in efficient local tumor infiltra-
tion (Andreesen et al., 1998). Macrophage recruitment into tumors is believed
to be due, at least in part, to the production of monocyte chemotactic protein 1
(MCP1) (Ueno et al., 2000), macrophage colony stimulating factor (MCSF)
(Tang et al., 1992), and VEGF (Lewis et al., 2000) within the tumor. Further-
more, preferential accumulation or macrophages in hypoxic areas has also
been observed (Burton et al., 2000; Leek et al., 1999; Negus et al., 1998),
possibly due to upregulation of VEGF (Lewis et al., 2000) or endothelin-2
(Grimshaw et al., 2002) by hypoxic tumor cells. Under hypoxic conditions
macrophages are known to upregulate HIF-1 (Burke ef al., 2002), suggesting
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that HIF-1-regulated constructs could be employed for hypoxia-activated
gene therapy via macrophage delivery. Indeed, such a system has been used for
experimental gene therapy in vitro using adenovirus-transduced macrophages
and a tumor spheroid model (Griffiths et al., 2000). In this study, an adenovirus
vector carried the cytochrome P450 (CYP2B6) gene under the control of an
HRE promoter. Macrophage infiltration of hypoxic tumor spheroids led to
significant tumor cell death via CYP2B6 conversion of cyclophosphamide to its
toxic metabolite. This study illustrates the potential for using macrophages
for therapeutic gene delivery to target hypoxic tumor cells. Furthermore, as
macrophages can survive for several months in the body, this approach may
result in long-term therapeutic gene expression. Finally, systemic circulation of
macrophages raises the possibility for targeting metastases as well as primary
tumors. Indeed, breast cancer metastases have been shown to be at least as
hypoxic as the primaries from which they derived (Fuller et al., 1994). Thus,
HIF1-activated gene therapy should also be applicable for metastatic targeting.

Transfection of macrophages with genetic constructs has been attempted
using several methods. High transfer efficiencies have been reported for
adenoviruses (De et al., 1998; Haddada et al., 1993; Schneider et al., 1997).
Although wild-type retroviruses are ineffective at infecting nonproliferating
cells such as monocytes and macrophages, the C-type spleen necrosis virus
has been modified by the addition of a nuclear localization signal to its
matrix protein, permitting high-level macrophage infection (Parveen et al.,
2000). Lentiviruses have also been shown to efficiently infect, and integrate
into the genome of, macrophages (Miyake e? al., 1998; Schroers et al., 2000).
A macrophage-derived cell line has been engineered to produce retroviruses
within experimental tumors, resulting in retroviral marker gene delivery and
expression in host T lymphocytes (Pastorino et al., 2001). Monocytes have
been transfected using adeno-associated virus (Liu et /., 2000) and a strain
of vaccinia poxvirus (Paul et al., 2000). Nonviral agents, such as lipoplexes,
have also been used for macrophage transfection (Simoes et al., 1999).
Transduction of macrophages by electroporation, using Amaxa Biosystems
Nucleofector system, lead to DNA transfer to 60-70% cells, but significant
cell death over the next 72 h (Scott, unpublished data).

In cancer patients, frantic angiogenesis is restricted to growing tumor
masses, regardless of their genetic make-up. Endothelial progenitor cells
home mainly to the sites of active neovasculogenesis. Wei and colleagues
(2004) transfected mouse embryonic endothelial progenitor cells (¢EPCs)
using the lipid-based reagent Lipofect (Stratagene), with a plasmid contain-
ing a suicide gene composed of the yeast CD fused to uracil phosphoribosyl
transferase, the latter introduced to shortcut rate-limiting enzymatic steps.
Following intravenous (i.v.) injection, the eEPCs were seen to home to
primary and metastatic Lewis lung tumors in syngeneic and nonsyngenic
mice, where they were incorporated into sprouting tumor vessels for at least
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10 days after injection. In particular, the eEPC carriers were preferentially
found in hypoperfused and hypovascularized metastases, accumulating around
hypoxic areas (Wei et al., 2004). When the prodrug 5-FC was concurrently
given to mice alongside the gene therapy vector-modified eEPCs, a significant
increase in animal survival was observed. The 5-FC was converted into 5-FU
within the eEPCs and, via its pronounced bystander effect, killed not only the
carrier cells but also the surrounding tumor cells, especially within the hypoxic
areas (Wei et al., 2004). However, prolongation of survival was moderate and
no cures were achieved, suggesting that for successful tumor eradication an
eEPC-sparing suicide system or combination with a conventional treatment
may be required (see section III). As for macrophages, adenovirus transfection
has also been successful for eEPCs (Choo et al., 2005).

Rigorous criteria will need to be applied for developing cell-based vehicles,
such as simple harvesting and purification procedures, tolerance to ex vivo
expansion, high level of gene transfer, adequate tissue tropism upon systemic
introduction, and low risk of untoward cell proliferation or differentiation in
patients. Another potential problem of cell-based therapeutic approaches is
the potential, due to the relatively long life of such cell types, for the eliciting
of neutralizing antibodies after several months of exposure to therapeutic
proteins. This may reduce the long-term effectiveness of this approach.

3. Prokaryotic Delivery Vehicles

The ability of anaerobic bacteria to selectively germinate and replicate in
necrotic and hypoxic regions of solid tumors makes them a promising tumor-
selective vehicle for hypoxia-targeted gene therapeutics. In the 1950s and
1960s, wild-type anaerobic bacteria were administered to cancer patients
with little or no associated toxicity, but also no therapeutic gain (Carey
et al., 1967; Malmgren and Flanigan, 1955). However, because of their
large genome size, bacteria can be genetically engineered to express multiple
therapeutic transgenes. Bacteria are also very motile and, if necessary, their
spread can be controlled with antibiotics (Theys et al., 2001a). Examples of
prokaryotic vectors include anaerobic bacteria of the genera Clostridium,
Bifidobacterium, and tumor-invasive Salmonella auxotroph.

Clostridia have been engineered to express suicide genes, such as the
Escherichia coli nitroreductase (NTR; Fox et al, 1996; Lemmon et al.,
1997) and CD (Liu et al., 2002; Theys et al., 2001b), the cytokines tumor
necrosis factor (TNF)-o (Nuyts et al., 2001a) and interleukin-2 (Barbe et al.,
2005). Spores of C. beijerinckii bearing the NTR gene were injected i.v. into
tumor-bearing mice, and NTR protein was detected in all tumors tested but
not in normal tissues (Lemmon et al, 1997). In vitro conversion of the
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prodrug CB1954 into a cytotoxic agent was also demonstrated using this
vector (Fox et al., 1996; Lemmon et al., 1997). The in vivo, i.v. injection of
spores of CD-modified C. sporogens, followed by systemic administration of
the prodrug 5-FC, induced significant antitumor activity (Liu ez al., 2002).
To further increase tumor hypoxia, the vascular disrupting agent
combretastatin-A-4 phosphate (CA-4-P), shown to selectively induce dra-
matic shutdown of tumor blood vessels (Tozer et al., 2005), was injected to
rhabdomyosarcoma bearing rats following administration with CD-expres-
sing C. acetobutylicum (Theys et al., 2001b). The combined treatment
resulted in enhanced bacterial colonization and higher levels of active CD,
especially in small tumors (<3 cm®) (Theys et al., 2001b). Further tumor
selectivity could be achieved by utilizing the radiation-responsive prokary-
otic promoter from the rec4 gene to control TNF-o expression (Nuyts et al.,
2001b). After two Gy y-rays, recombinant C. acetobutylicum produced levels
of TNF-a 44% higher than unirradiated bacteria, and a further 42% increase
was observed after a repeated two Gy exposure (Nuyts et al., 2001b).

Attenuated hyperinvasive auxotrophic mutants of Salmonella typhimurium
can selectively target tumor tissues and amplify in necrotic spaces to levels in
excess of 10° bacteria per gram of tissue (Pawelek e al., 1997). When these
auxotrophs were inoculated intraperitoneally into melanoma-bearing mice,
they suppressed tumor growth and prolonged average survival to twice that
of untreated mice. Moreover, when the animals were inoculated with
S. typhimurium expressing HSVtk, GCV-mediated, dose-dependent suppres-
sion of tumor growth was measured (Pawelek et al., 1997). Similarly, conver-
sion of 5-FC into 5-FU was observed in tumors colonized by CD-expressing
S. typhimurium but not in the normal tissues of the inoculated rats (Mei et al.,
2002). In a small pilot trial, attenuated CD-expressing Salmonella was admi-
nistered intratumorally to refractory cancer patients (Nemunaitis et al., 2003).
No significant adverse events were observed, and two of the three patients
presented intratumor bacterial colonization and conversion of 5-FC to 5-FU.

Bifidobacteria are Gram-positive nonpathogenic anaerobes, found in the
gastrointestinal tract. Compared to Clostridia and Salmonella, the lack of
pathogenesis of Bifidobacterium, used in the preparation of fermented milk
products, might be advantageous if used in human therapeutic treatment.
Immediately after i.v. inoculation of B. longum to tumor-bearing mice and
rats, viable bacilli could be detected throughout the animal body, but follow-
ing 4-7 days the bacteria proliferation was restricted to the tumor mass
(Yazawa et al., 2000, 2001). Strains of B. longum and B. adolescentis were
also modified to express the antiangiogenic agent endostatin (O’Reilly ez al.,
1997). Tail vein and oral delivery of the modified bacteria to tumor-bearing
mice resulted in selective tumor colonization and significant inhibition of
tumor angiogenesis and growth (Fu et al., 2005; Li et al., 2003).
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FIG. 3 Efficacy of various treatment modalities under different tumor oxygenation conditions.
The schematic illustrates the principle of combining hypoxia-targeted gene therapy (effective
against tumor cells at intermediate oxygen levels; 0.1-3% O,) with conventional treatments,
mainly toxic toward well-oxygenated cells. On the other hand, bioreductive drugs are optimally
activated at very-low oxygen concentrations (<0.1% O,).

Ill. Combination of Hypoxia Gene Therapy with
Conventional Treatments

To target hypoxic cells, a number of bioreductive drugs have been developed to
be optimally activated at very low oxygen concentrations (<0.1% O,; Stratford
and Workman, 1998). However, Wouters and Brown (1997) concluded the
tumor response is highly dependent on cells existing at intermediate oxygen
levels (0.5-20 mmHg, ~0.1-3% O,), and that effective therapeutic agents will
need to specifically target this population (Fig. 3). Thus, new therapies need to
be developed to target tumor cytotoxicity in these areas. Hypoxia-targeted gene
therapy approaches have been developed to function effectively in hypoxic
areas of tumors, but also crucially in areas of intermediate oxygen tension.
Using combined gene therapy and chemo/radiotherapy protocols, it may be
possible to increase tumor cell kill per dose of conventional treatment, without
increasing toxicity to normal tissues.

A. Hypoxia Gene Therapy and Radiotherapy

The data just outlined support HIF-1 as a therapeutic target in the treatment of
solid tumors. However, Hopfl et al. (2002) have shown that mixing wild-type
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and HIF-1-deficient cells (lacking either HIF-1oe or HIF-1f) in the same tumor
at a ratio as low as 1:100 can restore the growth of the mixed tumors to match
the wild-type tumors. Therefore, any therapy targeting HIF-1 only will need to
be either extremely effective or combined with another therapeutic strategy.
HIF-1B—deficient mouse hepatoma Hepa-1 cells showed increased sensitivity to
radiation compared with their wild-type counterpart, and this responsiveness
was maintained even in mixed tumors (Williams ez al., 2005). Interestingly, this
change in radiosensitivity was not due to a difference in tumor oxygenation, but
likely to be linked to a survival signal activated by HIF-1B following irradia-
tion. Indeed tumor reoxygenation following radiation can enhance HIF-1
production, initiating a cytokine cascade aimed to protect endothelial cells
from apoptosis (Moeller et al., 2004).

Replication deficient adenoviruses can efficiently deliver HIF-1a-targeting
siRNAs to cancer cells in culture to induce a significant increase in apoptosis
under hypoxic conditions (Zhang et al., 2004). Although tumor growth delay
was observed in tumor xenografts established from preinfected HelLa and
HCT116 cells, no antitumor effect was observed when the tumors of 0.7-0.8
cm in diameter were infected with the siRNA adenovector. This disappointing
lack of effectiveness is unlikely to be due to low infection efficiency (5-15%)
only, as even xenografts established from stable lines transfected with a
doxycycline-inducible HIF-1a siRNA could not be completely eradicated
by HIF-1 inhibition alone (Li et al., 2005b). However, when HIF-1o siRNA
adenovirus delivery was combined with a 3 x 6 Gy radiation schedule, the
gene therapy and radiotherapy could induce a small but significant increase in
tumor growth delay, compared with radiation alone (Zhang et al., 2004). In
combining HIF-1 inhibition with radiotherapy, tumor response appears to be
highly dependent on treatment sequencing (Moeller et al., 2005). HIF-1
blockade via retroviral delivery of siRNA was found to protect tumor cells
irradiated under hypoxia by promoting cell cycle arrest. This effect is depen-
dent on the p53 status of the cells and on the tumor microenvironment, as HIF
is involved in maintaining glucose metabolism and ATP production in tumor
cells (Moeller et al., 2005). On the other hand, HIF-1 inhibition significantly
enhanced the radiation damage to the tumor vasculature, by decreasing endo-
thelial cell viability (Moeller et al., 2004, 2005). Because vascular effects of HIF-
1 blockade are independent of sequencing with radiation, although the effects
on tumor cell apoptosis, metabolism, and proliferation require HIF-1 blockade
before radiation treatment, maximum tumor response was achieved when
radiation was administered before siRNA activation (Moeller et al., 2005).
This effect was particularly marked in cells expressing wild-type p53.

For bioreductive drugs to be activated, the cells need to be hypoxic and to
produce the appropriate set of reductase enzymes. By contrast, bioactivation
is restricted by the presence of oxygen in normal tissue. The lead compound
in this area is tirapazamine (TPZ), which exhibits a high specificity for
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hypoxic cells over a broad range of oxygen partial pressure, at clinically
relevant levels (Koch, 1993). In clinical trials, the combination of TPZ, cisplat-
in, and radiotherapy resulted in acceptable levels of toxicity (Craighead et al.,
2000) and remarkably good and durable clinical responses in patients with
advanced head and neck cancers (Rischin et al, 2001). The redox-sensitive
flavoprotein NADPH:cytochrome P450 reductase (P450R) plays a central role
in the bioactivation of TPZ. P450R overexpression in human fibrosarcoma
(HT1080) or breast cancer (MDA231) cells conferred increased sensitivity
to TPZ and RSU1069 (1-3-aziridinyl-2-hydroypropyl-2-nitroimidazole)
(Patterson et al., 1997; Saunders et al., 2000). In HT1080 cells transfected
with the P450R coding sequence under the control of a murine PGK-1 HRE
trimer upstream of the SV40 minimal promoter, 18-h anoxic incubation pro-
duced a 30-fold enhancement of in vitro hypoxic cytotoxicity of RSU1069
(Patterson et al., 2002). P450R-HT1080 tumor xenografts treated with a com-
bination of a single 10 Gy X-ray dose and RB6145 (250 mg/kg), a precursor of
RSU1069, displayed a 50% cure rate 100 days after therapy (Patterson et al.,
2002). By contrast, hypoxia-inducible GFP control tumors were refractory to
10 Gy, RB6145 alone, or the combination, with 100% mortality at 100 days.
In another study by the same group, a replication-defective adenovirus was
constructed containing an HRE trimer from the lactate dehydrogenase (LDH)
A gene controlling the expression of P250R (Cowen et al., 2004). Infection
of HT1080 cells in vitro caused selective hypoxic sensitization to TPZ, and
combined administration of the virus, TPZ, and 10 Gy resulted in complete
regression of 85% of the tumors in vivo (Cowen et al., 2004).

To combine hypoxia-mediated gene therapy with radiotherapy and to
maximize the activation of the vectors within the tumor mass, we have
constructed gene therapy vectors consisting of HREs from the Epo, PGK-1,
and VEGF genes and radiation-responsive CArG elements from the early
growth response (Egr) 1 gene, linked to the cytomegalovirus immediate early
(CMV IE) basal promoter (Greco et al., 2002). Using a GFP reporter assay,
induction of these promoters following 5 Gy irradiation, 0.1% O,, or dual
treatments was compared with the activation of the independent responsive
elements and the CMV IE promoter, in MCF-7 breast and T24 bladder
carcinoma cells. As expected, isolated CArGs and HREs responded to
radiation and hypoxia respectively, with some cross-reactivity also noted.
In particular promoter comprising five HREs from the Epo gene and nine
CArG elements (denoted Epo/E9) produced the most selective and robust
initiation of gene expression, across all treatments and tumor cell types, and
could effectively drive experimental suicide gene therapy in vitro (Greco et al.,
2002). The Epo/E9 enhancer maintained its selective hypoxia and radiation
responsiveness when inserted in a retroviral vector, in the context of the
mammary-specific whey acid promoter (WAP) (Lipnik et al., 2006). Expres-
sion analysis in vitro showed widely preserved mammary-specific promoter
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activity, which in vivo was restricted to the hypoxic tumor areas (Lipnik et al.,
2006). No reductions in responsiveness and some cooperative effect between
HREs from Epo, PGK-1, LDH, and Egr-1 enhancers was also noted in
the context of the SV40 minimal promoter, in a panel of tumor cell lines
(Chadderton et al., 2005). Radiation was found to induce HIF-1a expression
in all cell lines tested, whereas HIF-2a was activated by radiation in one cell
line only. However, combined radiation and hypoxia treatment did not result
in further increases in HIF-1oo or HIF-2a expression (Chadderton et al.,
2005).

Inducible promoters offer the potential to selectively control therapeutic gene
expression in the tumor while minimizing normal tissue toxicity. Nevertheless,
when activated, these promoters often result in lower activity compared with
strong constitutive promoters, and transgene expression is limited to the period
of stimulation, returning to basal levels following withdrawal of the induction
trigger. We have devised a “molecular switch” vector system based on Cre/loxP
recombination, which allows long-term, high-level expression following activa-
tion by hypoxia and/or radiation (Greco et al., 2006). In this system, a primary
inducible promoter controls the expression of Cre recombinase (derived from
bacteriophage P1), which in turn recognizes specific DNA sequences (loxP
sites), causing intramolecular recombination (Fig. 4). Unidirectional loxP
sites flank (or “flox’’), a transcriptional silencing ““Stop” cassette that prevents
expression of a transgene from an upstream constitutive secondary promoter
(Fig. 4). In U87 and MCF-7 cells exposed to hypoxia and/or radiation, the
HRE/CArG promoter rapidly activated Cre recombinase expression leading to
selective and sustained HSVtk synthesis (Greco et al., 2006). Killing of trans-
fected tumor cells was measured after incubation with GCV. In vitro, higher
and more selective GCV-mediated toxicity was achieved with the switch
vectors, when compared with the same inducible promoters driving HSVk
expression directly. In tumor xenografts implanted in nude mice, the HRE/
CArG-switch induced significant growth delay and tumor eradication (Greco
et al., 20006).

B. Hypoxia Gene Therapy and Chemotherapy

Hypoxia-induced resistance has been shown for several chemotherapeutic
agents both in vitro and in vivo (Chaplin et al., 1989; Grau and Overgaard,
1988; Teicher et al., 1981). Several factors may be involved. First, hypoxic
cells slow down or even arrest their rate of progression through the cell
division cycle (Durand and Raleigh, 1998), resulting in a loss of efficacy of
most anticancer agents, which are primarily effective against rapidly diving
cells. Second, because of drug metabolism by the cells in the intermediate
tumor layers, the limited penetration of plasma-borne agents leads to a
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FIG. 4 Molecular switch vector and activation mechanism. In the hypoxia- and radiation-
responsive switch vector, hypoxia and/or radiation cause the activation of the inducible
promoter containing five HREs from the Epo gene and nine CArG elements (E9) from the Egr 1
gene, inducing Cre expression. Cre recombinase then recognizes the lox P sequences flanking the
transcriptional Stop cassette. Cre/lox P recombination excises Stop, leading to the juxtaposition
of the strong, constitutive CMV IE gene promoter with the HSVk gene, permitting a high-level
of suicide gene expression.

reduction in the dose of drug reaching the hypoxic population. Also, the
extracellular pH is lower in hypoxic than in well-oxygenated areas, while
the intracellular pH is kept constant (Griffiths, 1991). This leads to the
uptake and activity of weak acids such as chlorambucil being increased,
while those of weak bases like vinblastine are decreased (Chaplin et al.,
1998). Finally, hypoxia can induce the production of stress proteins respon-
sible for resistance to doxorubicin, etoposide, and methotrexate (Hughes
et al., 1989; Sanna and Rofstad, 1994; Shen et al., 1987) and studies have
highlighted the direct role of HIF in the response to chemotherapeutic
agents. For instance, mouse embryo fibroblasts lacking HIF-1a were more
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sensitive to carboplatin and etoposide than their wild-type counterpart
(Unruh et al., 2003). Conversely, HIF targeting using an adenovirus contain-
ing a dominant negative HIF-1oo with the ODDD removed increased the
anaerobic efficacy of etoposide in HT1080 and HCT116 cells in vitro (Brown
et al., 2005). This was reconducted to a decrease in hypoxic downregulation
of the proapoptotic protein Bid, shown to be involved in the resistance of
hypoxic cells to etoposide (Erler et al., 2004).

IV. Concluding Remarks

Gene therapy of the hypoxic tumor environment presents a number of
promising developments and applications in oncology. In particular, the
combination of hypoxia-targeted gene therapy with conventional treatments
such as radiotherapy represents an exciting approach to overcome and exploit
the inherent resistance of tumor cells. It is anticipated that such molecular
therapeutics will in the near future transform the way we treat most solid
tumors.
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Chronic obstructive pulmonary disease (COPD) is an inflammatory obstructive
disease of the airways characterized with hypersensitivity of the airway tissues to
various allergens, most commonly the fungi contained in the poor-quality hay and
straw bedding—Saccharopolyspora rectivirgula, Aspergillus fumigatus, and
Thermoactinomyces vulgaris. 1t is manifested clinically in middle-aged horses
with recurrent episodes of dyspnea, chronic cough, and their reduced athletic and
working capacity. Pulmonary emphysema and lack of pulmonary collapse are the
most common gross lesion. Pathohistological findings in horses with COPD are
chronic bronchitis/bronchiolitis, with characteristic changes in lumen, mucosa,
submucosa, and smooth muscle layer and alveolar emphysema, both distensive
and destructive form. Increased immunoreactivity in lungs and tracheobronchial
lymph nodes is also noted. Most common lesions seen on cytology imprint
smears from tracheal bifurcation is thick, viscous, PAS-positive mucus that
forms Curschmann’s spirals. Dominant cell population consists of desquamated
airway epithelial cells, as well as eosinophils, neutrophils, mast cells,
erythrocytes, and alveolar macrophages. Primary pulmonary pathogens as well as
potential contaminants and secondary infection agents were isolated
bacteriologically from lung samples. All of the aforementioned findings correlate
pointing to the fact that chronic bronchitis/bronchiolitis represents a basic
substrate of COPD, which have combined inflammatory and immunological
etiology, and emphysema is secondary to airway obstruction.
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I. Introduction

Because respiratory diseases are widely spread among the horse population
and account for a substantial share of pathology of the animal species, study
of chronic obstructive pulmonary disease (COPD) in horses is of great impor-
tance. COPD belongs to the group of chronic respiratory diseases that reduce
the value of the sports animals and working capacity of the draught animals.
The importance of the study is further illustrated by the fact that COPD is
markedly similar to allergic, atopic, extrinsic asthma in humans. Study of
pathogenesis and therapy of the COPD in horses may contribute to the body
of knowledge in pulmonology and promote treatment of asthma and chronic
inflammatory disease of airways occurring in humans hypersensitive to vari-
ous known and unknowns environmental stimuli. COPD is an inflammatory
obstructive disease of the airways characterized with hypersensitivity of the
airway tissues to various allergens, most commonly the fungi contained
in poor-quality hay and straw bedding (S. rectivirgula, A. fumigatus, and
T. vulgaris). It is manifested clinically in middle-aged horses with recurrent
episodes of dyspnea, chronic cough, and their reduced athletic and working
capacity.

The disease is commonly called pursy or chronic alveolar emphysema, but
there are many synonyms, because all authors studying this issue proposed a
name for the disease: heaves, broken wind, RAO (Recurrent Airway Ob-
struction), chronic bronchiolitis-emphysema complex, chronic small airway
disease, alveolar emphysema, chronic bronchiolitis, allergic bronchiolitis,
asthma, asthmatic bronchiolitis, chronic cough, chronic pulmonary emphy-
sema, chronic bronchitis/bronchiolitis, chronic pulmonary disease, hypersen-
sitive pneumopathy, hyperreactive airway disease, chronic airway reactivity,
and hay sickness (Rooney and Robertson, 1996).

This disease is encountered in horses that spend a lot of time in poorly
aired dusty stables during winter, although there is a special type of the
disease that also occurs in the summer. The reference literature states that
the age at which the disease occurs for the first time varies from 4 to 8 years or
more. It is most frequently encountered in sports horses in the following
disciplines: show jumping, equestrian dressage, endurance (endurance race,
cross-country riding with regular veterinary check-ups in which the horse
pulse must not exceed 64 beats per minute), eventing (comprises show jump-
ing, dressage, and cross-country with show jumping), but it also occurs in
horses that are used for recreational riding, in riding schools, etc. (Art et al.,
1998).

The disease presents itself in two forms: (1) typical form of COPD in the
winter months in horses that spend longer time in unaired, dusty stables and
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are hay-fed; and (2) Summer pasture-associated obstructive pulmonary
disease (SPAOPD)— this form of the disease is encountered in the southeast
part of the United States, California, and the United Kingdom during the
summer when the horses are grazing and when the weather is warm and
humid (Costa et al., 2001; Robinson, 2001; Seahorn and Beadle, 1993). Both
in humans and horses the genetic base of COPD is considered to be very
important. In the pathogenesis of equestrian COPD, an important role is
played by T lymphocytes, CD4+ Thl that release: IL-8, MIP-2, LTB-4, and
ICAM-1, whereas CD4+ Th2 lymphocytes produce 1L-4, IL-13, and IL-5.

Pathogenesis of the disease has not been fully elucidated, but some hypoth-
eses have been proposed suggesting the development of the disease. With
genetic predisposition, noxae (recurrent and uncured viral and bacterial
infections of the airways, noxious effect of protease, and endotoxins) lead
to lesions on the airway epithelium—Ioss of the cilia from the ciliary epithe-
lium, desquamation of the epithelial cells of bronchioli and bronchi, as well
as denudation of the basal membrane. Denudation of the basal membrane
enables the antigen to establish a direct contact with the immunologically
active tissues and as a result respiratory tissues become hypersensitive
(McPherson and Lawson, 1974; Moore et al., 2004; Trailovic, 2000).

The main role of CD4+ Thl that produce IL-4, IL-5 and IL-13 activated
mastocytes, platelets, epithelial cells, and substances originating from these
cells—histamine, bradykinin, LTC-4, LTD-4, PAF, PGD,, PGF,o0—has
been recognized in the pathogenesis of asthma. These substances lead to a
series of pathological changes characteristic of both diseases. Macroscopical-
ly, appearance of the lung is mainly unchanged, but some authors suggest
that in horses suffering from COPD the lungs usually do not collapse at
exenteration from the chest or appear voluminous and excessively inflated,
pale pink, and occasionally with imprints of the ribs seen. Sometimes there is
emphysema as well as thick mucus that may be squeezed out of the lung
section when pressed.

The pathohistological findings are very characteristic. The main pathohis-
tological substrates of COPD include bronchitis and bronchiolitis that are
characterized with changes on the mucosal and muscular layers of bronchi
and bronchioli, in the peribronchial and peribronchiolar tissues as well as
accumulation of content in the airways, their obstruction, and consequent
development of secondary emphysema and atelectasis. Regardless of the fact
that the disease was recognized long ago, few data exist on the pathogenesis,
which makes the diagnosis establishing difficult. In addition to standard
diagnostic methods, cytological smears obtained by bronchoalveolar and
tracheobronchial lavage are also used. Moreover, imprints from the mucosal
tissue in the tracheal bifurcation make postmortem diagnostic substantially
easier and substantiates the diagnosis of the disease.
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Il. Morpho-Functional Features of Horse Lungs

A. Morphology

1. Lungs

Histology of the lungs is composed of conducting elements (lung conducting
ways) composed of the bronchi and bronchioli; transitory elements com-
posed of respiratory bronchioli; respiratory elements comprising alveolar
channels, alveolar sacs, and alveoli; and stromal elements of the lungs
represented by vascular and lymph vessels and nerves. The conducting ele-
ments start where the trachea branches into the right and main left bronchus
that are initially extrapulmonary situated where in the lung hilar region they
are covered by the lung parenchyma and continue to branch further intra-
pulmonarily. The conducting elements of the lungs are composed of the
primary, secondary, and tertiary bronchi.

The wall of the extrapulmonary bronchus is similar to the tracheal archi-
tecture. The mucosa has an epithelial layer (lamina epithelialis mucosae) that
is pseudostratified columnar, ciliated epithelium composed of stem, ciliary,
goblet, and basal cells situated on the basal membrane (Banks, 1993). Below
the basal membrane there is lamina propria mucosae—submucosal body,
composed essentially from connective tissue rich with elastic fibers. The
third layer is composed of elastic fibers, and it is believed to play the role of
mucosal muscular layer. This is called lamina elastica mucosae. The lamina
propria accommodates branched tubuloalveolar glands that spread in the
cartilage and lymph follicles. The cartilage has a horseshoe shape. At the
places where the cartilage ring is discontinued transversally spread smooth
muscles may be seen. The whole extrapulmonary bronchus is covered with
adventitia composed of connective tissue.

The intrapulmonary bronchus architecture differs somewhat from the
extrapulmonary bronchus. The epithelial mucosal layer is also a pseudostra-
tified in the type and mutual disposition of the cells present. It is also com-
posed of stem, ciliary, goblet, and basal cells that cover the basal membrane.
The fur is basically composed of elastic fibers. The smooth muscle fibers are
distributed spirally and comprise the muscular layer of the mucosa (lamina
muscularis mucosae). The submucosa is composed of connective tissue rich
with collagen fibers accommodating the branched bronchial glands (glandulae
bronchales) that are a combination of serous and mucinous cells, where the
number of these cells decreases toward the tertiary bronchi. The submucosa
also accommodates lymph nodes, that is, follicles (lymphonodi bronchales),
nerve fibers, and ganglia of the neurovegetative system, blood and lymph
vessels.
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The bronchial cartilage in larger bronchi is semicircular but the cartilage
rings get smaller and take the plaque shape or disappear completely at the
site where the tertiary bronchi become the primary bronchioli. The epithelial
mucosal layer of the bronchioli is composed of a single layer of squamous of
columnar ciliary epithelium, where the number of cilia is higher in the
primary, lower in the secondary bronchiole, whereas the tertiary bronchioli
have no cilia at all. In addition to the ciliary, there are also cells without cilia
called the Clara cells. The goblet cells are scarce. The bronchial and bronchi-
olar mucosa also contains neuroendocrine cells (in man called Feyerter, or
Kulchitsky-like or K-cells) that exhibit neurosecretory type granules and
contain bombesin, calcitonin, and in fetal lungs somatostatin (Banks, 1993;
Rodriguez et al., 1992). The lamina propria is composed of elastic and
collagen fibers where mastocytes may be seen (Young and Heath, 2000).
There is no cartilage in bronchioli.

Respiratory bronchioli in horses, as opposed to humans and some other
species, are poorly developed and represent transitory elements of the lungs,
establishing the link between the tertiary bronchioli and alveolar ducti and
gas exchange takes place in them, as well. The epithelial layer of mucosa is
columnar, the lamina propria is rich with elastic and collagen tissues with a
layer of smooth muscles.

The respiratory elements of the lungs include alveolar channels (ductus
alveolaris). alveolar sacs (sacculus alveolaris), and alveoli (alveolae pulmo-
nales). The respiratory alveolae at the end split into numerous alveolar
channels that are composed of alveoli. The alveolar channels also split and
spread peripherally into the alveolar sacs. The alveolae are composed of two
types of cells, pneumocytes type 1 (membranous pneumocytes, flat cells
whose nucleus partially protrudes into the alveolar lumen) whose role is to
communicate between air and blood to enable gas exchange, and pneumo-
cytes type 2 (granular pneumocytes, circular or square cells that protrude
into the alveolar lumen). Their role is secretory, meaning they produce and
secrete pulmonary surfactant. The pulmonary surfactant is a secretory prod-
uct of pneumocytes type 2 and is a kind of detergent primarily composed of a
substance that reduces the surface tension called dipalmitoyl phosphatidyl
choline (Young and Heath, 2000).

The lungs are permanently exposed to the influence of foreign materials
inhaled with the air where the pulmonary macrophages (together with muco-
ciliary apparatus of the lungs and protective substances in the bronchial
fluid) are one of the defense mechanisms the body uses against foreign
materials. Two types of pulmonary macrophages have been described, septal
cells and alveolar macrophages where both conduct phagocytosis of foreign
materials. The air-blood barrier is composed of pneumocytes, alveolar basal
membrane, septal space, basal membrane of the blood vessels, and vascular
endothelial vessels (capillaries).
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The stromal elements of the lungs are composed of blood vessels, lymph
vessels, and nerves (Banks, 1993). The immune system of the lungs is repre-
sented with six different types of lymphatic tissue: (1) free luminal lymphocytes
present in smaller number in small bronchioli and alveolae; (2) intraepithelial
lymphocytes present in the bronchi and bronchioli; (3) isolated lymphocytes in
the mucosal fur that may be found in bronchi and bronchioli; (4) areas of
densely packed lymphocytes occasionally present in small intrapulmonary
bronchi; (5) lymphoid tissue with lymph noduli that may also be occasionally
found in small intrapulmonary bronchi 4- to 8-mm wide (Mair et al., 1987).
As opposed to the local bronchus-associated lymphoid tissue (BALT), the
presence of bronchiole-associated lymphoid tissue (BRALT) has been evi-
denced (Mair et al., 1988); and (6) the last type of immunologically active tissue
is represented with lymph nodes represented by the bronchial lymph center
(lymphocentrum bronchale).

2. Lymph Nodes

In the course of embryonal development the lymph nodes develop after the
thymus and spleen. The lymph nodes develop from the periarterial mesen-
chyme. Development of lymph vessels is followed by links between the lymph
nodes and arteriolaec where clusters of lymph cells occur, and periarteriolar
reticular cells form a network that is an adequate environment colonized by
lymphoblasts originating from the bone marrow or thymus. Foals are born
with their lymph nodes formed, and in case of the presence of intrauterine
infection they have germinative centers, as well (Valli, 1985).

The lymph nodes are clustered, encapsulated lymphatic tissues. The lym-
phatic tissue is encapsulated and from the capsule to the inner part of the
lymph node, the partitions (trabeculae) are spread. The capsule and trabecu-
lae are composed of connective tissue rich with collagen fibers, whereas the
stromal elements are composed of reticular fibers secreted by the reticular cells
(probably fibroblasts). These fibers, together with the cells, form a thick
network within the lymph node. Formation of this network is supported by
dendritic cells that are characterized with numerous cytoplasmic protrusions.
These cells play the role of antigen presenting cells (APC) together with
macrophages and exceptionally B lymphocytes, and depending on the locali-
zation site, they are termed interdigitation cells in the T-cell area of the lymph
node, or follicular dendritic cells (FDC) in the B-cell zone. The lymphatic
system is organized as primary and secondary lymph nodes (follicles).
The primary follicles are composed of densely packed small lymphocytes.
The secondary follicles have a central light region composed of macrophages
and large lymphocytes with light cytoplasm and light chromatin in the nu-
cleus, and the area is called the germinative center. The germinative center is
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surrounded by the darker zone (mantle zone, corona) composed of small
lymphocytes with reduced cytoplasm and darkly stained nuclear chromatin.

The lymph node cortex is divided into the nodular area accommodating
the lymph follicles, internodal zone, and deep zone. The internodal and deep
zones make the paracortical zone or paracortex. In horses, fusion of the
follicles (nodular fusion) frequently takes place.

B lymphocytes are situated in the primary follicles and germinative centers
of the secondary follicles, and the T lymphocytes are situated in the para-
cortex. The lymph node center, that is, medulla composed of branched trabe-
culas, reticular fibers, and cells (lymphocytes, plasmocytes, and macrophages)
surrounded by the medullar sinuses and lymph capillaries, where these forma-
tions are termed the medullar bands. The afferent fibers of the lymph nodes
enter the lymph node capsule in the medullar sinus. Lymph passes through
the cortical sinuses, follicles into the medullar sinuses that subsequently merge
and compose efferent lymph nodes that leave the lymph node in the hilar
region.

In the hilar region arteries branch through the lymph node trabeculas to the
capillary level entering a lymph node and venous drainage proceeds. The
postcapillary venules play a role in lymph recirculation from the blood. Lym-
phocytes leave the blood through these and enter the follicles (B lymphocytes)
or paracortex (T lymphocytes). These cells leave the lymph node via the efferent
lymph vessels and via the thoracic ductus enter the venous system and subse-
quently, when they pass through the heart and small pulmonary circulation,
they enter the systemic circulation. From the systemic circulation they re-enter
alymph node, and the cycle is repeated (Banks, 1993; Heath and Perkins, 1989).
Lymph nodes participate in production of lymphocytes, lymph filtration,
phagocytosis of foreign matter, and production of antibodies.

B. Physiology

Respiratory organs may be divided into the upper airways, respiratory mus-
cles, chest wall and lungs, that is, production elements (conducting pulmo-
nary ways) composed of the bronchi and bronchioli; transitory pulmonary
elements composed of the respiratory bronchioli; and respiratory elements of
the lungs including alveolar channels, alveolar sac, and alveolae (Banks,
1993). The upper respiratory airways comprise the nasal cavity, paranasal
cavities—sinuses, nasopharynx, and trachea. The upper respiratory ways that
together with the conducting parts of the lungs (bronchi and bronchioli)
represent the “anatomically dead space” (in horses weighing 450 kg it
amounts to 1.5-2.0 liters of air) meaning space in which no respiration takes
place, but heating of the inspired air to the body temperature, enrichment of
the air with humidity and its purification from larger particles, exceeding the
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size of 5 pm that are halted in the nose and expelled into the external
environment by secretion, while particles sized <5 ym and >0.5 pm enter
the lower conducting parts of the lungs and are also expelled into the external
environment by expired air, cough, bronchial or bronchiolar secretion (muco-
ciliary lift), or phagocytic activity of alveolar macrophages (Art et al., 2002).
During inspiration, the inspired air is mixed with the air from the “physiolog-
ically dead space” composed of “anatomically dead space” (conducting air
space) and “‘alveolar dead space” (space in the alveolae in which there is air but
no gas exchange) so that the air from the atmosphere is not inspired alone, but
mixed with the air from these spaces. Respiration is supported by the inspira-
tory muscles and expiratory muscles. The inspiratory muscles, diaphragm,
mm. intercostales externi, mm. scalene, m. sternomandibularis help increase
lateral, cranio-caudal and dorso-ventral diameters of the chest during inspi-
ration and, consequently increase its volume, whereas the nasal muscles—
m. levator nasolabialis, m. caninus, mm. nasales (m. dilatator naris apicalis and
m. lateralis nasi) support preservation of the nasal diameter necessary for
respiration because horses breathe through the nose.

Maintenance of the necessary diameters of the upper and lower airways is
supported by the rigid structures such as the cartilage in the trachea and
bronchi that prevent collapse of these structures. Interaction of the afore-
mentioned muscles and pleura results in increased volume of the chest and
negative intrapleural pressure, resulting in increased volume of the lungs,
reduced intrapulmonary pressure, and when the value lower than the atmo-
spheric one is reached, the air from the atmosphere via the conducting ways is
“sucked into” the lungs. The suction is resisted by the elasticity of the lungs
but the lungs spread, nevertheless, because the power of the inspiratory
muscles exceeds that of the elasticity of the lungs, but during the inspirium,
potential energy is deposited in the lungs and subsequently used for the
expirium. Owing to that, the horses use the total of 2-5% of the total body
energy for breathing, according to the state (rest or exercise). The expirium is
mostly a passive process, but the expiratory muscles nevertheless take part:
mm. intercostales interni as well as abdominal muscles that adhere to the
ribs—m. obliquus externus, m. rectus abdominalis, m. transversus. The intra-
pleural space is the space between the parietal and visceral pleural leaves,
where the intrapleural pressure is, which may be either negative, (i.e., lower
than the atmospheric pressure during inspirium) or positive, (i.e., higher than
the atmospheric one during expirium).

During amble and trot the frequency of trot and breathing are not related,
although some studies still suggest that they may be coordinated, whereas in the
gallop the functions are always related (Art et al., 2002). Normal respiratory
frequency in horses is between 8 and 16 respirations per minute (may reach 110—
130 during exertion, or maximum up to 148 respirations per minute). The
largest amount of blood in horse lungs is situated in the dorsal parts of the
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lungs, instead of the ventral ones as believed previously, because gravitation
plays only a minor, almost negligible influence on distribution of blood in the
lungs (Art et al., 2002). The lungs play a role in respiration and maintenance of
acid-base balance, metabolic function, endocrine function, defense function,
thermoregulatory function, and excretory function—expelling volatile sub-
stances from the circulation: alcohol and acetone bodies, volatile anesthetics,
methane, and other gases.

Breathing is regulated by activity of respiratory centers that are situated in
the area of medulla oblongata and pons. There are four of these: inspiratory,
expiratory, apneustic, and pneumotaxic. These centers are controlled by the
higher parts of the vegetative nervous system—hypothalamus and limbic
cortex. The inspiratory center is presented with the dorsal group of neurons
of the medulla oblongata, belongs to the neurons of tractus solitarii that
represents nuclei of the VII, IX, and X cranial nerves. It is tone-active, and
receives the information from numerous chemo, baro, stretch, and other
receptors. It spontaneously produces 8-16 rising signals per second.

The ventral group of neurons of the medulla oblongata operates concomi-
tantly as the inspiratory and expiratory center, because it innervates both
inspiratory muscles (mm. intercostales internii), and expiratory muscles (mm.
intercostales externii and mm. abdominales). The apneustic center is situated
in the lower part of the pons, it is also tone-active and is expected to prevent
interruption of the rising signal from the inspiratory center. The pneumotaxic
center is situated in the pons and is required to inhibit the apneustic and,
indirectly the inspiratory center. It interrupts the inspirium and regulates the
frequency and rhythm of respirations.

Ill. Cytological Features of Equine Lungs

The pulmonary parenchyma contain the subepithelial and free mastocytes
that have, on the surface, incorporated E class immunoglobulins (IgE) and as
a response to stimulation by specific antigen release histamine, heparin,
arachidonic acid metabolites, platelet activation factor, and hemotoxic fac-
tors. Consequently, they play an important role in pathogenesis of some
major equine diseases such as COPD and infection by pulmonary nematodes
(Ainsworth and Biller, 1998).

Secretion of the lower airways reveals various kinds of cells. The cytologic
finding is one of the most important parameters for diagnosis of various
respiratory diseases. In clinically healthy horses the usual cytological finding
in secretion originating from lower airways comprise usually sparse lympho-
cytes, macrophages, few cells from the bronchial epithelium, and a small
amount of mucus. In horses suffering from miscellancous diseases of the
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bronchi, bronchioli, and alveolae, one may find macrophages, lymphocytes,
neutrophil granulocytes, mastocytes, eosinophil granulocytes, erythrocytes,
desquamated cells of bronchial and bronchiolar epithelia. In addition to the
cells, smaller or larger amounts of mucus may also be found, as well as the
bacteria that may be intracellular or extracellular, or may even form colonies.

The cytological smear presents alveolar macrophages as large cells, 15- to
40-um diameter with high cytoplasm: nucleus ratio, 3:1. These cells are
frequently vacuolized and may contain phagocytosed cellular debris (phago-
cytosed erythrocytes, hemosiderin, desquamated epithelial cells, apoptotic
cells, fungal spores, pollen grains, etc.). The alveolar macrophages of horses
present a low level of expression of major histocompatibility complex, class
IT antigen (MHC-II), and accessory molecules CD80 and CD86, so that
presentation of antigen CD4 T cells is poor (Horohov, 2004).

Lymphocytes are cells with large oval- or kidney-shaped nucleus. There are
two populations of lymphocytes: small, about 6-pm diameter, and larger,
whose diameter is between 10 and 15 um. Both types are encountered in
clinically healthy horses and those suffering from respiratory diseases. There
are two types of lymphocytes: (1) B lymphocytes that after activation are
differentiated into M cells, memory cells and plasmocytes that produce specific
antibodies (immunoglobulins) by way of which the B lymphocytes participate
in humoral immunity; (2) T lymphocytes that may be Tc (cytotoxic) that may
by way of substances they excrete (granzymes, perforines, TNF-B) directly
kill microorganisms, virus-infected cells, and tumor cells; and Th (helper)
lymphocytes that after contact with a certain antigen presented by macrophage
(antigen presenting cell [APC]) depending on the subpopulation to which they
belong exert effect on Tc lymphocytes or B lymphocytes (Thl lymphocytes via
cytokine IL-2 and TNF-f to Tc lymphocyte by potentiating their effect, and
Th2 via IL-4, IL-5, IL-6, and 1L-10 to B lymphocytes stimulating them to
differentiate into memory cells and plasmocytes that produce immunoglobu-
lins) (Banks, 1993). T lymphocytes also produce interleukin IL-8, interleukin
MIP-2 (macrophage inflammatory protein 2), leukotriene LTB-4, and integrin
ICAM-1, interleukins IL-4, IL-13, and IL-5 (Beadle et al., 2002; Bowels et al.,
2002; Cunningham, 2001; Francini ez al., 2000; Geisel and Sandersleben, 1987,
Giguere et al., 2002; Halliwell ez al., 1993; Lavoie et al., 2001, 2002; Mair et al.,
1988; Robinson, 2001; Schmallenbach ez al., 1998). Most lymphocytes (90%)
found in secretion of the lower airways of horses are T lymphocytes, whereas B
lymphocytes account for only 10%.

Neutrophil granulocytes are white cells, sized 10-12 pm and contain
segmented nucleus. A nucleus of a mature neutrophilic granulocyte usually
has three lobes, although the number of segments may vary by the age of the
cells from 1-2 segments in young cells (shift to the left) to 4-5 segments in
older cells (shift to the right). Cytoplasm of these cells contain granula filled
with matter endowed with bactericidal activity (lysozyme, lactoferrin, and
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defensins), proteolytic action (cathepsin, collagenase, and elastase), lipolytic
action (phospholipase Al and phospholipase A2), etc. (Kaneko, 1998).

Mastocytes (mast cells) are oval cells that may vary in size with small and
light, centrally situated nucleus. Their cytoplasm is filled with secretory
granules that contain heparin, histamine, serotonin, leukotrienes, platelet
activation factor, and eosinophil chemotactic factor (ECF). Eosinophilic
granulocytes are cells sized 10-15 pm with bilobar nucleus and large specific
granules that in horses may reach the size of 1-2 pm (diameter) and are called
Seamers granules and are stained red with eosin. These granules contain the
main base protein, peroxidase, hydrolytic enzymes, acid phosphatase, aryl
sulphatase, and collagenase (Zinkl, 2002). Epithelial cells originate from
epithelial layer of bronchial and bronchiolar mucosa and are mostly highly
columnar ciliary or less commonly low columnar without cilia (originating
from tertiary bronchioli) (Hewson and Viel, 2002).

IV. Chronic Obstructive Pulmonary Disease (COPD)
in Horses

In the respiratory system pathology COPD plays a very important role. COPD
is an inflammatory obstructive disease of the airways that becomes clinically
manifested in middle aged horses as recurrent episodes of dyspnea, chronic
cough, and impaired sports and working capacity of horses (Robinson, 2001).

A. Etiology and Pathogenesis

1. Etiology

Etiology of the disease has not been fully elucidated but several factors are
considered important for its occurrence.

Genetic predisposition plays an important role in the pathogenesis of the
disease—studies conducted in two horse farms indicate a higher incidence of
the occurrence of COPD in horses with one or both parents affected. It is
suggested that numerous different genes participate in the occurrence of the
disease. Genetic basis of the diseases has certain similarities with genetic basis of
asthma in humans (Marti and Ohnesorge, 2002). Recurrent, inadequately
manages bacterial and viral infections may also be considered in the etiology
of this disease, particularly since correlation of the processes has been evidenced
in both humans and experimental animals. Similar examples have been
reported in horses, as well (Castleman et al., 1990; Lopez, 2001; McPherson
and Lawson, 1974; Trailovic, 2000).
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Toxins have also been proposed as a possible cause of COPD more
specifically, endotoxins (Pirie ez al., 2001) and exotoxins such as 3-methylin-
dol (Derksen et al., 1982). In humans, occurrence of pulmonary emphysema
is closely related to protease (i.e., deficit of antiprotease factors [congenital
al-antitrypsin deficiency] and smoking habit). In 1963, two Swedish
researchers made a breakthrough in understanding the pathogenesis of
lung emphysema in humans (Laurel and Ericsson, 1963). They have noted
that serum ol-antitrypsin deficiency and increased incidence of lung emphy-
sema coincide in families with this genetic defect. Emphysema that they
noted was the very destructive panacinary emphysema without accompany-
ing bronchitis that used to be called “idiopathic.” In horses also, activity of
protease, both endogenous originating from neutrophilic granulocytes and
epithelial cells and exogenous originating from microorganisms has been sug-
gested, but it is believed they do not play as important of a role as in humans.
Serine protease and matrix metalloproteinase 9 (MMP-9) have also been
suggested (Gruning et al, 1986; Raulo et al, 2001; Winder et al., 1990).
Pulmonary nematode Dictyocaulus arnfieldi has also been suggested as a factor
that may contribute to development of this disease (Ainsworth and Biller,
1998).

Undoubtedly most important and most commonly suggested etiological
factor is hypersensitivity of the affected horses to specific antigens, that is
allergic reaction. Among the suggested allergens fungi are the most common;
their spores in the air originating from poor-quality hay, dusty hay bed, and
poorly aired, usually humid stables in which the fungi flourish. S. rectivirgula
(until it was termed Faenia rectivirgula, and in older literature it was referred
to as Micropolyspora faeni) plays the most important role in the occurrence
of COPD (Derksen et al., 1988; Khan et al., 1985). In addition to this fungus,
A. fumigatus and T. vulgaris are also frequently suggested (McGorum
et al., 1993; Schmallenbach et al., 1998). Other allergens, considered potential
causes of the disease are also suggested: fD-glucan (integral part of cell
walls of fungi and bacteria), nonparasite mite (Lepidoglyphus destructor),
pollen of plants, miscellaneous allergens from grazing fields, particles of
plants and feed, allergy to chicken, etc. (Ainsworth and Biller, 1998;
McGorum, 2001).

2. Pathogenesis

Pathogenesis of the disease has not yet been fully elucidated, but some
hypotheses have been proposed suggesting the development course of this
disease. In addition to genetic predisposition of noxae (recurrent or unhealed
viral and bacterial infections of airways, noxious effect of protease and
endotoxin) lead to lesions of airways epithelium—Iloss of cilia from the ciliary
epithelium, desquamation of epithelial cells of bronchioli and bronchi, and
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denudation of the basal membrane. Denudation of the basal membrane
enables direct contact of antigens with immunologically active tissues and
consequent hypersensitivity of tissues in the airways (McPherson and Lawson,
1974; Moore et al., 2004; Trailovic, 2000). Hypersensitivity of airways is
characterized by persistent bronchospasm after the contact between the
bronchioli and bronchi with allergens. This process may last for several days
after a single contact with allergens (Derksen and Robinson, 2002; Hoffman,
2001). In horses with hypersensitivity of airway mucosa presence of larger
number of T lymphocytes is also noted (CD4+, CD3+), as well as eosinophilic
granulocytes and mastocytes (Slocombe, 2001; Watson et al., 1997). When
contact with the allergen takes place in these horses, combined allergic and
inflammatory reactions occur.

Pulmonary alveolar macrophages (PAM) and T lymphocytes (CD4+ Thl)
release cytokines: interleukin IL-8, interleukin MIP-2 (macrophage inflam-
matory protein 2), leukotriene LTB-4 and integrin ICAM-1, while CD4+
Th2 lymphocytes produce interleukins IL-4, IL-13, and IL-5. Interleukins
IL-8, MIP-2, leukotriene LTB-4, and integrin ICAM-1 play a hemotoxic role
so that neutrophilic granulocytes accumulate in the lumens of bronchioli and
bronchus (Cunningham, 2001; Francini et al., 2000; Lavoie et al., 2002;
Robinson, 2001). On the other hand, interleukins IL-4 and IL-13 play an
important role in the switching of B lymphocytes to production of IgE,
whereas IL-5 is responsible for tissue migration of eosinophilic granulocytes.
In horses in which increased hypersensitivity is noted, increased concentra-
tion of IgE, IgA, and IgG in the airways is also present. Although increased
production of IL-5 by CD4+ Th2 lymphocytes is also noted, massive infiltra-
tion of eosinophilic granulocytes does not take place, however the predomi-
nant cellular population is that of neutrophilic granulocytes (Beadle et al.,
2002; Bowels et al., 2002; Geisel and Sandersleben, 1987; Giguere et al., 2002;
Halliwell et al., 1993; Lavoie et al., 2001; Mair et al., 1988; Schmallenbach
et al., 1998). Also, nuclear transcription factor kB (NFkB) occurs, stimulating
cytokine production, and thus accumulation of neutrophilic granulocytes.
In addition to prolonged stimulation for accumulation, these neutrophilic
granulocytes have prolonged apoptosis, they live longer, and this at least
partially, explains the fact that after a single contact with allergen, development
of allergic inflammatory process that last for several days ensues (Bureau ez al.,
2000). Some reports suggest that oxidative stress, that is, substances that are
released during the oxidative stress (isoprostanes—arachidonic acid deriva-
tives) may play a certain role in pathogenesis of this disease (Kirschvink
et al., 2001). In affected horses increased level of nitrogen oxide synthetase
(iNOS) has been recorded, playing a multiple role in inflammation (Costa et /.,
2001). Manifestation of increased sensitivity includes release of a large amount
of mucus from goblet cells and from subepithelial cells into the lumen of
airways where it is mixed with accumulated neutrophilic granulocytes and
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cellular debris composed of desquamated epithelial cells of the airways. In the
course of the allergic-inflammatory process that is the basis for development of
COPD in parallel two processes take place in connection with goblet cells and
subepithelial glands. At the sites where goblet cells and subepithelial cells
physiologically are not present or are present in small amount their multiplica-
tion occurs. The process is called goblet cell metaplasia. At the sites where
they normally occur, their number is significantly increased representing hyper-
plasia of the structures. It is believed that increased secretion of mucus results
from increased number of mucosal cells where the actual mucus production
is normal, increased production of mucus or reduced mucociliary clearance
because of changes in the ciliary apparatus or changes in the physical features of
the mucus (namely mucus secreted in this disease is thick, viscous, and sticky)
(Hotchkiss, 2001).

Via IgE, the level of which is increased in horses suffering from COPD,
allergens adhere to mastocyte membrane, the number of which is also
increased in these horses, resulting in their degranulation. Mastocyte degran-
ulation from their cytoplasmic granules results in release of biogenic
amines—inflammation mediators: histamine, arachidonic acid metabolites
(prostaglandins and leukotrienes), platelet activation factor (PAF), seroto-
nin, and hemotoxic factor (Hare ef al., 1999). Hemotoxic factors stimulate
accumulation of neutrophilic granulocytes in the airway lumen. These reac-
tions support the suggestion that hypersensitivity reaction type 1 plays a role
in the pathogenesis of COPD, although hypersensitivity reaction type 3 has
also been suggested as one of the causes of neutrophilic infiltration (Halliwell
et al., 1979; Lavoie, 2001; Lorch et al., 2001). Serotonin, histamine, and
leukotriene D4 (LTD-4) increase sensitivity of smooth muscles to endoge-
nous acetyl choline (Ach) released from activated parasympathetic nerves
and bound to M3-muscarinic receptors on smooth muscle cells of the mus-
cular layer of bronchi and bronchioli. Additionally, histamine and serotonin
promote increased release of acetyl choline from nerves. Lesions on epithe-
lium of bronchus and bronchioli result in reduced production of epithelium-
derived relaxing factor (EpDRF) whose physiological function is to control
reactivity of bronchioli and bronchi and reduce the capacity for broncho-
spasm. Combination of these factors results in bronchospasm—contraction
of smooth muscles of bronchioli and bronchi. Repeated episodes of effect of
the allergen and persistent bronchiospasm eventually result in hypertrophy—
thickening of the muscular layer of the airways, particularly that of bronch-
ioli (Derksen and Robinson, 2002; Robinson, 2001; Venugopal et al., 2001;
Wang et al., 1995).

Due to permanent irritation, proliferation of bronchial and bronchiolar
epithelium ensues, and subsequently squamous epithelial metaplasia follows
in which the sensitive columnar ciliary epithelium is replaced by squamous
epithelium. The squamous epithelium is more resistant to noxae, but because
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it is devoid of cilia, function of mucociliary apparatus is affected, hindering
expectoration of mucus, neutrophilic granulocytes and cellular debris from
the lumen of small into the large airways and out in the environment. In-
creased accumulation of mucus, accumulation of neutrophilic granulocytes,
desquamation of epithelial cells, proliferation of bronchiolar and bronchial
epithelium and its squamous metaplasia, thickening of the smooth muscle
layer, edema of the airway wall in the acute stage, as well as disruption of
the function of mucociliary apparatus result in obstruction of the airways,
hindering airflow through them, particularly in the expirium. Consequently,
increased accumulation of air in the alveolae results, which secondarily
leads to development of initially distensive emphysema (previously called
compensatory), and subsequently when alveolar wall structure and interalveo-
lar septae are disrupted, leads to development of destructive emphysema,
compromising substantially gas exchange. Thus, emphysema is secondary in
nature, and results from obstruction of airways (Geisel and von Sandersleben,
1987; Lopez, 2001; McPherson and Lawson, 1974) (Fig. 1).

B. Morphological Features of COPD

1. Macroscopic Findings

Voluminous and expanded lungs, pale pink, were found in 27.45% of studied
horses, from our study, which is in concert with reference literature
(Marinkovic, 2005; McPherson and Thompson, 1983; Robinson, 2001;
Rooney, 1970; Slocombe, 2001). The rib imprints were not found in the

COPD
Chronic
Emphysema bronchitis
Chronic bronchiolitis
Reversible
Irreversible (probably)

FIG. 1 Diagrammatic presentation of the overlap between the chronic inflammatory condition
and COPD in horses.
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studied horses. Emphysema was found in 11.76% of examined horses, coin-
ciding with reports of other authors (Gerber, 1973; Lopez, 2001; McPherson
and Lawson, 1974; Schoon and Deegen, 1983; Tyler et al., 1971). Reference
literature suggests that volume of the chest in deceased asthmatic patients is
increased, the lungs are “inflated,” frequently with marks of ribs on the
surface.

2. Pathohistology

In the material examined for this study, bronchitis/bronchiolitis of various
degree was diagnosed in 100% of studied horses (Marinkovic, 2005, 2007),
coinciding with reports of Bracher and associates (1991) (Figs. 2 and 3).
Reference papers by different authors differ only slightly in the percentage of
histologically verified bronchitis/bronchiolitis from 37.4% (Winder and von
Fellenberg, 1987) and 38% (McPherson et al., 1978). Conversely, in a study
conducted in Switzerland chronic bronchitis/bronchiolitis of various degrees
of severity it was established in 62.3-100% of studied horses (Bracher et al.,
1991). In all studied horses loss of cilia, degeneration, necrosis, and desqua-
mation of epithelial cells were found to various degrees, again in concert with
reference literature (Kaup et al., 1990a,b). Also, proliferation of bronchia/
bronchiolar epithelium was recorded where these cells form papillomatous
proliferations that protrude into the lumen as reported by many authors
(Kaup et al., 1990a,b; McPherson and Thompson, 1983; Slocombe, 2001;
Winder and von Fellenberg, 1987, 1988). In humans during respiration or
coughing these proliferates may fall off and enter the cytological material
(sputum, bronchioaspirate) in the form of clusters (i.e., Creola bodies)
(Naylor, 1962; Naylor and Railey, 1964) (Fig. 4).

FIG. 2 Chronic bronchiolitis with epithelial proliferation, desquamation, and necrotic
epithelial cells in the lumen (HE, x400).
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FIG. 3 Chronic bronchitis, muco-purulent plug in the bronchial lumen, and hypertrophic
muscular layer (HE, x200).

FIG.4 (A) Chronic bronchiolitis with papillar proliferation in the lumen. (B) Tracheal imprint:
Clusters of degenerated bronchial and bronchiolar epithelial cells (Creola body) (HE, x200).

Because the cells in these clusters are degenerated, frequently vacuolated
cytoplasm and karyorrhectic nuclei, they may suggest adenocarcinoma of the
lungs (Farber et al., 1957). Careful observation reveals that some have
residual cilia which adenocarcinoma cells never have. Although this finding
is highly suggestive of asthma, it has been described in completely different
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circumstances (e.g., sputa of workers in steel plants or sputa of pig breeders)
(Djuricic et al., 2001; Plamenac et al., 1974). Due to chronic irritation
squamous metaplasia (SM) developed in 7.84% of studied horses, in concert
with reports of other authors (Robinson, 2001; Schoon and Deegen, 1983;
Slocombe, 2003; Winder and von Fellenberg, 1988). Generally, findings of
SM and other atypical proliferations of bronchial mucosa in persons exposed
to various noxae (air pollution, smokers, miners in asbestos mines, truck
drivers, etc.) are very common (Auerbach et al, 1961; Berkheiser, 1959,
1963a,b, 1969; Couland and Kourilsky, 1953; Farber et al., 1954; Lamb and
Reid, 1968; Plamenac and Nikulin, 1969; Plamenac et al., 1972a,b, 1973, 1978,
1980, 1981; Saccomano et al., 1963, 1970; Sanderud, 1956; Weller, 1953). For a
while, it was believed that there was a mutual link between degeneration and
destruction of bronchial epithelium on the one hand and its SM and occurrence
of lung cancer in humans on the other (Figs. 5-7).

Not every metaplasia is a precancer process and it may affect the respira-
tory epithelium widely (Auerbach et al., 1961; Knudtson, 1960; Nasiell, 1967;
Sanderud, 1958) and may even be taken as a physiological process in geriatric
population (Plamenac et al., 1970). It appears that carcinoma may develop in
the bronchial epithelium regardless of the presence or absence of SM that
may be considered as nonspecific reaction to various lesions that may or may
not accompany cancerogenesis (Melamed et al., 1977). Undoubtedly, meta-
plasia and precancer states of the bronchial epithelium play a minor role in
pathology of horses compared to humans (Zinkl, 2002).

Finally, sporadic cases of lung cancer in horses are reported as casuistic
rarities (Schultze et al., 1988; Van Rensburg et al., 1989) whereas SM is not
such a rare phenomenon. Hyperplasia of goblet, mucus-producing cells
established in 64.70% studied horses was reported by a series of authors

FIG. 5 Proliferation of bronchial epithelia with cellular atypia (HE, x400).
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FIG. 7 Tracheal imprint: Cluster of squamous metaplastic cells (HE, x1000).

(Costa et al., 2001; Kaup et al., 1990a,b; McPherson and Thompson, 1983;
Schoon and Deegen, 1983; Slocombe, 2001; Winder and von Fellenberg,
1987, 1988). In the lumen of bronchi and bronchioli of all studied horses
accumulation of a large amount of thick viscous mucus that occasionally
forms mucosal plugs obstructing the lumen of these airways, was reported by
many other authors, as well (Costa et al., 2001; Kaup et al, 1990a,b;
McPherson and Thompson, 1983; Robinson, 2001; Schoon and Deegen,
1983; Slocombe, 2003; Winder and von Fellenberg, 1987, 1988; Zinkl,
2002). In addition to hyperplasia of goblet cells, the increased amount of
mucus in the lumen of bronchus is promoted by hyperplasia of subepithelial
cells of the bronchi, as evidenced in 45.1% of these horses. In 60.78% of horses
subepithelial structures revealed aggregation of lymphocytes, mastocytes,
eosinophilic granulocytes, plasma cells, and macrophages that occasionally
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form lymph follicles (Kaup et al, 1990a,b; Schoon and Deegen, 1983;
Slocombe, 2001). Hyperplasia of goblet cells, subepithelial mucus-producing
glands has been described in patients suffering from asthma with consequent
production of a large amount of thick, viscous, sticky, PAS-positive mucus
that makes Curschmann’s spirals (Jeffery, 2001). Eosinophilic granulocytes
are a characteristic finding in the sputa of asthmatic patients, together with
findings of Curschmann’s spirals and Sharcot-Layden’s crystal (resulting
from degradation of eosinophilic granulocytes under the influence of their
phospholipases). The crystals are usually not recovered from the convention-
ally processed histological and cytological preparations, but only from plain
sputum smears. There is no purpose in special search of these crystals because
it has already been established that they are regularly recorded in all patho-
logical states accompanied with eosinophilia, including some tumors.
The mentioned triad (eosinophilic granulocytes, Curschmann’s spirals, and
Charcot-Leyden’s crystals) have remained a characteristic laboratory finding
in cases of asthma. It is also well known that cytological diagnosis of this
disease is more complex and that Creola bodies is the most important one.
Also, findings of the Curschmann’s spirals are not pathognomonic for asthma
only: they may be found in numerous, other pathological conditions. Also,
eosinophils and Charcot-Layden’s crystals have been noted in the sputa of
patients with pneumonia, echinococcus, lung tuberculosis as well as in
patients with lung carcinoma.

Subsequent studies have shown that mucosal spirals, eosinophils, and
crystals are not characteristic of asthma only, but may be seen also in other
pathological conditions, including the sputa of smokers, former smokers,
and persons exposed to noxious inhalants (Djuricic and Plamenac, 1998;
Djuricic et al., 2001; Plamenac et al., 1972a,b, 1974, 1979b, 1981, 1985; Walker
and Fullmer, 1970). Studies of numerous authors (Beadle et al., 2002; Bowels
et al., 2002; Geisel and Sandersleben, 1987; Giguere et al., 2002; Halliwell et al.,
1993; Lavoie et al., 2001; Mair et al., 1988; Schmallenbach et al., 1998; Zinkl,
2002) have shown the predominant cellular population in the lumen of airways
in horses is represented by neutrophilic granulocytes and desquamated epithe-
lial cells, macrophages, and eosinophilic granulocytes may be seen. However, in
the studied material of our research, desquamated epithelial cells and eosino-
philic granulocytes with a large number of neutrophilic granulocytes were the
predominant cellular population in the lumens of bronchi and bronchioli. As
opposed to COPD in horses, in asthma the airways lumen has the predominant
cellular population of eosinophilic granulocytes that are situated peribronchi-
ally. In addition to these cells, there are also lymphocytes, macrophages,
mastocytes, and neutrophilic granulocytes. Thickening, hyalinization of the
basal membrane of airway epithelium common in asthmatic patients has not
been recorded in horses suffering from COPD (Huang et al., 1999; Tiddens
et al., 2000), or have been noted in the material investigated within this study.
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Hyalinization of basal membrane, epithelial changes, eosinophilic infiltration
of the wall, hyperplasia of the glands and muscular wall of the bronchi are
absolutely pathognomonic and allow decisive pathohistological diagnosis of
bronchial asthma in human even without clinical substantiation in cases of sud-
den death without witnesses which may happen in cases of status asthmaticus.
Hypertrophy of the smooth muscle layer is almost regular in airways of
asthmatic patients (Huang et al., 1999; Jeffery, 2001; Martin, 2001; Tiddens
et al., 2000).

Decisive cytopathological diagnosis of asthma is not possible, but may
only be fairly reliably suggested. Hypertrophy of the muscular layer of the
bronchi and bronchioli noted in 25.49% of studied horses has been reported
by other authors, as well (Costa et al., 2001; Robinson, 2001; Schoon and
Deegen, 1983; Slocombe, 2001, 2003; Winder and von Fellenberg, 1987,
1988). Peribronchiolitis and peribronchitis diagnosed in 27.45% of studied
horses as a characteristic and common finding in COPD has been suggested
by other authors, as well (Costa et al., 2001; McPherson and Thompson,
1983; Robinson, 2001; Watson et al., 1997, Winder and Fellenberg, 1987,
1988). Intensive infiltration of the lungs by eosinophils has been recorded in
34 (66.66%) studied horses and reference literature links it with parasitic
infections or within systemic eosinophilia (Dixon et al., 1992; La Perle et al.,
1998; Latimer et al., 1996; Nicholls ez al., 1978; Rooney and Robertson, 1996;
Srihakim and Swerczek, 1978). Increased numbers of eosinophilic granulo-
cytes, particularly in lung interstitium has also been suggested by other
authors (McPherson and Thompson, 1983). Alveolar emphysema recorded
in 70.59% of horses from our study were more common as distensive one
(overinflation in 54.9%), and less commonly as destructive emphysema in
15.69% studied horses (Marinkovic, 2005, 2007), also in concert with other
reports (Gerber, 1973; McPherson and Lawson, 1974; Schoon and Deegen,
1983; Slocombe, 2003; Tyler et al., 1971).

American authors define human emphysema as a condition of the lungs that
is characterized by abnormal and permanent increase of airways distally from
terminal bronchioli, accompanied by destruction of their walls (American
Thoracic Society, 1976; Thurlbeck, 1970). Expansion of airways not accom-
panied with destruction of the walls is, however, called overinflation, as is
distension of airways after unilateral pneumectomy, which should more
pertinently be called compensatory overfill of the airways, instead of emphy-
sema (emphysema compensatorium). Some British experts (Fletcher, 1959; Reid,
1967) insist there are two categories of conditions of the lungs: dilation of the
airways and dilation with destruction (distensive and destructive emphysema).
As a consequence of airway obstruction accumulation of air in the lungs ensues,
and secondary development of distensive emphysema follows, which may even-
tually evolve into destructive emphysema (Geisel and Sandersleben, 1987;
Lopez, 2001; McPherson and Lawson, 1974). After emphysema has been
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recognized in families with ol-antitrypsin deficiency, research has focused the
possible role of tissue proteolysis as a mechanism in the occurrence of emphy-
sema in humans (Laurel and Ericsson, 1963). In 1965, Gross and colleagues
induced the occurrence of emphysema in the rat by intratracheal administration
of proteolytic enzyme papain. In subsequent papers it has been shown that
enzymes with elastolytic activity are particularly effective (Blackwood et al.,
1973; Janoft et al., 1977, Snider et al., 1974). In an experiment, destructive emphy-
sema was discovered in guinea pigs exposed to venom of spider Latrodectus
tredecimguttatus (black widow), in absence of inflammatory changes on the
parenchyma of the lungs and bronchi. Emphysema most probably resulted
from hypoxia and hyperinflation (Ducic and Plamenac, 1984).

3. Immunohistochemistry

Numerous authors dealing with the problem of chronic respiratory infections
within either immunodeficient and allergic diseases of humans and animals, or
circumstances of mixed etiological attributes, have recognized in their work the
distribution of lymphocyte subsets in the local lymphatic pulmonary tissue,
airway epithelium, and mediastinal lymph nodes. In a study conducted by
Watson et al. (1997) in all COPD-positive horses, a large number of CD3+
cells were identified in the airway epithelium, but replicate sections stained with
CD4 and CD8 showed a few positively stained cells in the same region. This
finding supports the presence of a population of CD4- CD§- CD3+ T lympho-
cytes in the pulmonary interstitial compartment of the horse (Watson et al.,
1997). In their study, the authors used Mabs specific for equine cell surface
antigens to label lymphocyte subpopulations in the tissues. Our experience
suggests it is possible to monitor distribution of T and B lymphocytes even
using the murine Mabs specific for human cell surface antigens (CD3, CD79),
in the lungs and mediastinal nodes of horses and other types of mammals:
dogs, cats, pigs, as well as poultry (Aleksic-Kovacevic and Jelesijevic, 2001;
Aleksic-Kovacevic et al., 1999; Kovacevic, 1991; Velhner et al., 2001).

In an comparative study of normal, allergic, and nonallergic asthmatic
individuals, nonallergic asthmatics had a significantly higher CD4:CD8 ratio
and a significantly lower number of CD8+ T cells in their peripheral blood
than did either the normal or the allergic asthmatic individuals (Walker et al.,
1992). The ratio CD4:CD8 with prevalence of CD8 lymphocytes was also
noticed in the local bronchial lymphatic tissue and mediastinal lymph nodes
of immunocompromised cats with retroviral infections (Kovacevic, 1993;
Kovacevic et al., 1997).

Our investigations of COPD-positive horses showed large amount of
lymphocytes that express CD3- and CD79-positive reaction in subepithelial
regions of bronchi and bronchioli. These two populations of lymphocytes
were also present in peribronchial and peribronchiolar tissue and less in the
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pulmonary interstitium, alveolar septi, and perivascular. CD79-positive lym-
phocytes were present mostly in the germinative center of the cortex of
tracheobronchial lymph node and CD3-positive lymphocytes were present
in the marginal region of follicle and paracortex of the lymph node. Positive
immunohistochemical reaction was visible in the form of marginal red mem-
brane precipitate both on CD3 and CD79 lymphocyte populations in the
Iungs and in the tracheobronchial lymph node (Marinkovic, 2005).

In subepithelial structures of bronchioli and bronchi, as well as in peri-
bronchiolar and peribronchial tissues and to a lesser extent in the interstitium
of the lungs, alveolar septa, and perivascularly a large number of lympho-
cytes with positive CD3 reaction were recorded, complying with the reports
of Winder and von Fellenberg (1988). CD79-positive lymphocytes were
noticed mostly in the cortical region of lymph node, germinative centers of
hyperplastic follicles, whereas CD3-positive lymphocytes were noticed in the
marginal follicular region and lymph node paracortex, as reported by Searcy
(2001) and Valli (1985). Presence of CD3+ lymphocytes in samples with
morphological and histological signs of COPD should be observed from
the point of view of various interleukins important for the development of
COPD in horses and asthma in humans.

4. Cytology

In imprint preparations from the tracheal bifurcation in the studied material,
the predominant cellular population comprises desquamated columnar cells
recorded in 98.04% of studied horses (Marinkovic, 2005, 2007), in concert
with other reference reports (Beech, 1975; Hewson and Viel, 2002; Zinkl,
2002). Other authors report preserved, unaffected neutrophilic granulocytes
as a predominant cellular population in COPD in horses (Beech, 1975;
Couetil et al., 2001; Derksen et al., 1988; Hare et al., 1999; Hewson and
Viel, 2002; Lavoie et al., 2001; Lorch et al., 2001; Robinson, 2001; Seahorn
and Beadle, 1993; Zinkl, 2002). In the studied imprint preparation from the
tracheal bifurcation these cells were recorded in 19.6% of the studied horses.
Desquamation and lesions of the columnar epithelium with loss of cilia from
these cells, ciliocytophthoria (CCP), was registered by Hewson and Viel
(2002), as well (Fig. 8).

Irritating forms or abnormal columnar cells of the respiratory epithelium
may be found in miscellaneous acute or chronic inflammatory processes on
the lungs (i.e., bronchi). The cells lose their regular cylindrical appearance,
become stout, with increased amount of cytoplasm, and occasionally hyper-
chromatic or picnotic nuclei. These cells illustrate a nonspecific response to
irritation of any kind and the incidence of this phenomenon is most common
in lung cancer patients (Koss, 1979). However, this lesion has also been
described in singers, players of wind instruments, and people in advanced
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FIG.8 Tracheal imprint: Alveolar macrophage and bronchial epithelial cells with ciliocytophthoria
(HE, x1000).

age (Plamenac and Nikulin, 1969; Plamenac et al., 1970). CCP is a term
introduced in 1956 by Papanicolaou to signify severe lesion of columnar
epithelial cell with its destruction and separation of the cytoplasm to the part
that contains the nucleus and the one with remaining cilia. The process is
frequently associated with eosinophilia of cytoplasm or nuclei or occurrence
of small inclusions. At the beginning, viral inclusions were suggested, because
the occurrence of CCP was registered in people suffering from viral pneumo-
nia (Papanicolaou, 1956). Later, the same occurrence in pathognomonic
incidence was seen in patients with lung carcinoma and other pulmonary
diseases, whereby it lost its specific significance (Koss, 1979).

It was also seen in children smokers (Plamenac er al., 1979), people
exposed to air pollution (Plamenac et al., 1979), and even in neonates with
hyaline membrane disease (Doshi ef al., 1982). Eosinophilic granulocytes in
cytological imprint preparations were recorded in a substantially larger
number than in smears of healthy horses. Hewson and Viel (2002) suggest
finding of these cells in cytological preparations is characteristic of COPD in
horses. Conversely, Beech (1975) contests this and interprets findings of these
cells in the smears by the presence of parasitic infection of the lungs. Ery-
throcytes recorded in 47.06% of the horses most probably result from inflam-
matory processes on the lungs or occurred as a result of blood aspiration
when the animals were sacrificed (slaughtered). In 21.57% of studied horses
alveolar macrophages were diagnosed, frequently with phagocytes bacteria,
epithelial cells of phagocyted coal dust. The authors suggest that they occur
in COPD horses less frequently than usual (Beech, 1975; Couetil et al., 2001;
Derksen et al., 1988; Hare et al, 1999), although they account for the
predominant cellular population in healthy animals. Findings of a larger
number of mastocytes has been recorded in cases of immune hypersensitivity,
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which is one of important features of COPD, in concert with reports of some
other authors (Hewson and Viel, 2002), although some other authors suggest
that COPD-affected horses have a reduced number of these cells (Couetil
et al., 2001; Derksen et al., 1988; Hare et al., 1999). Presence of mucus was
recorded in 94.12% of studied horses (Marinkovic, 2005, 2007), less com-
monly as disorganized mucus, and more commonly as Curschmann’s spirals
composed of thick, viscous fluids producing spiral forms, networks, or
bizarre shapes as described is some other published papers (Beech, 1975;
Hewson and Viel, 2002; Zinkl, 2002).

The following bacteria were isolated from samples of lungs of horses with
purulent pneumonia: Streptococcus equi, Streptococcus pyogenes, Staphylococ-
cus aureus, as reported by some other authors (Chanter, 2002; Giguere, 2000;
Harrington et al., 2002; Karlstrom et al., 2004; Leguillette et al., 2002; Rooney
and Robertson, 1996). Lungs of the studied horses yielded Enterococcus sp. in
11.76%, Enterobacter sp. in 33.33%, Citrobacter sp. in 5.88%, Klebsiella sp. in
9.8%, Proteus mirabilis in 37.25%, Pseudomonas sp. in 54.9%, and Escherichia
coliin as many as 92.16% of studied horses. Although these bacteria have been
suggested as possible causes of pneumonia (Chanter, 2002; Leguillette et al.,
2002) particularly in slaughtered animals or those subjected to postmortem
examinations, their importance in secondary infections or contamination
should not be overlooked (Ainsworth and Biller, 1998; Rooney and Robertson,
1996; Sweeney, 2002; Sweeney et al., 1991). Candida albicans was isolated from
5.88% of the studied horses (lung samples) and it plays a role in the etiology of
pneumonia in immunocompromised subjects, frequently within a systemic
infection (Ainsworth and Biller, 1998; Hutchison, 1994; Reilly and Palmer,
1994). Fungi S. rectivirgula, A. fumigatus, and T. vulgaris have been suggested
in reference literature as the most important factors in the occurrence of COPD.
In the studied material here, however, these fungi have not been isolated
because these fungi are not lung pathogens. Instead, they grow on feed (poor
hay and grain), straw bedding (hay and straw) for horses, and participate in
etiology of the disease as allergens (Derksen et al., 1988; Khan et al., 1985;
McGorum et al., 1993; Schmallenbach et al., 1998).

Finally, based on results of our study and reference literature we may
suggest that pathogenesis of COPD in horses and lung emphysema is some-
what different from the same disease and asthma in humans in spite of
numerous similarities. Namely, in humans the main role in etiology is played
by chronic bronchitis (etiology in horses is different), in which the predomi-
nant provoking factor is the smoking habit, but one may not overlook
adverse environmental influences and air pollution (the same applies to
horses). Also, in humans, a very important role is played by al-antitrypsin
deficiency (emphysema without bronchitis), which is not the case in horses.
There is no asthma in horses (at least not pathomorphologically) whereas in
humans it represents an important component of COPD that in its pure form
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(nonsmoker’s asthma) rarely results in emphysema. The influence of smoking
(cigarette smoking primarily) in the development of emphysema in humans
may be compared with the influence of poor-quality hay, straw bedding, and
poor ventilation of stables in horses. In horses, the disease most probably
begins with recurrent bronchitis that spreads, resulting in the development
of more or less diffuse bronchiolitis, after which distension follows and
subsequent destruction of alveolar spaces, that is, COPD is accompanied
with emphysema with all pertinent consequences.

V. Conclusions and Perspectives

Cytological analysis of mucosal imprints of the tracheal bifurcation suggests
the presence of an asthmatic pattern analogous to that of humans (a large
number of eosinophils, mucosal spirals, Creola bodies) but histological
examinations of pulmonary parenchyma and bronchi do not correspond to
human asthma, because hyalinization of the basal membrane is missing
(Dunnill, 1960; Salvato, 1968; Sanerkin and Evans, 1965). Obviously, allergic
component plays a very important role in the pathogenesis of COPD. The
diagnosis is established according to history, clinical presentation, general
clinical examination, and specialized diagnostic procedures.

The history suggests this disease occurred usually in advanced age, 4- to
8-years old (sometimes even later). The owner or caretaker of animals usually
recognize chronic cough as the most important complaint, usually intensified
after exposure of the animal to the allergen (dust during feeding or cleaning in
classic forms of COPD, or allergens in grazing fields in the form of SPAOPD).
Horses breathe with difficulty, tire easily, and after the animals are exposed to
physical activities, heart and respiration frequencies return to the physiological
values slowly—the resting time is prolonged.

Clinical presentation is characterized with chronic cough, dilated nostrils,
mucopurulent nasal excretion, accelerated respirations—tachypnea, prolonged
inspirium, abdominal breathing, “anal breathing,” abnormal respiratory
sounds in the lungs (barely auscultable because of poor air flow, or wheezing),
enlarged percussion area of the lungs, hypertrophy of abdominal muscles
(m. obliquus externus abdominis)—“heave line,” and loss of body weight
(even cachexia) resulting from the fact that they eat less.

The procedures used in the diagnostic of COPD include bronchoscopy,
determination of blood gas levels (O,, CO,), cytology (BAL, TBL), radiogra-
phy, intradermal allergic tests, allergic testing by nebulization of hay dust
suspension (HDS), whole blood analysis, blood biochemistry, lung biopsy,
etc. (Ainsworth and Biller, 1998; Hewson and Viel, 2002; McPherson ez al.,
1978; Pirie et al., 2002a,b,c; Robinson, 2001; Rose and Hodgson, 1993;
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Trailovic, 2000; Wilson et al., 1993). Therapy of the disease usually comprises
systemic and inhalatory corticosteroids (e.g., dexamethasone, prednisolone)
and bronchodilators (usually clenbuterol and albuterol, but some others as
well). Bronchosecretolytic agents may also be used (dembrexin-chloride, acetyl
cysteine), nebulization of physiological saline that is associated with broncho-
secretolytic effect, hyperfusion, disodium chromoglycate (Chromelin), furose-
mide, antihistaminics etc. (Ainsworth and Biller, 1998; Robinson, 2001; Rose
and Hodgson, 1993; Rush, 2001; Trailovic, 2000).

The main point in prevention of the disease and reduction of the associated
clinical symptoms comprises reduction or complete elimination of exposure
of the animals to the allergen that provokes the disease. This implies taking
the animals out of the stables for pasture, feeding on quality hay, spraying or
wetting hay used for feed, use of silage and haylage, pelleted and bracketed
feed instead of hay, spraying grains with molasses to reduce the amount of
dust in the feed, etc. Also, care should be taken on selecting bedding so that
instead of poor-quality straw and hay, use of carton, paper, and specially
treated wood shavings is reccommended (Ainsworth and Biller, 1998; Robinson,
2001; Rose and Hodgson, 1993; Trailovic, 2000).

e The most common macroscopic finding in the studied horses combines
emphysema and absence of lung collapse. Pathohistologically in all studied
horses chronic bronchitis/bronchiolitis was evident with characteristic
changes in the lumen, mucosa, fur, and smooth muscle layer.

¢ Alveolar emphysema was evident in 70.59% of the studied horses, more
commonly as distensive emphysema (54.9%), and less commonly as
destructive emphysema (15.69%).

e Increased immune reactivity in the subepithelial region of bronchioli and
bronchus, in peribronchiolar and peribronchial tissues and less perivascu-
larly, and in lung interstitium and alveolar septa suggest their importance
in the development of COPD. Population of CD79+ lymphocytes was
evidenced in the cortical region, in germinative centers of hyperplastic
follicles, whereas the population of CD3+ lymphocytes was identified in
the marginal region of the follicles and paracortex of the lymph nodes.

¢ The primary finding on cytological imprint preparations from the tracheal
bifurcation is the thick, viscous, PAS-positive mucus that make curly
Curschmann’s spirals; the predominant cellular population is composed of
desquamated epithelial cells of the airways with the presence of eosinophilic
and neutrophilic granulocytes, mastocytes, erythrocytes, and alveolar
macrophages. This suggests the presence of asthmatic pattern analogous to
that found in humans.

e Streptococcus equi, Streptococcus pyogenes, and Staphylococcus aureus
were isolated from lungs of horses that suffered from pneumonia in addi-
tion to COPD; in addition to numerous pathogenic bacterial flora potential
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contaminants and causative organisms of secondary infections were also
present—Enterococcus sp., Enterobacter sp., Citrobacter sp., Klebsiella sp.,
Proteus mirabilis, Pseudomonas sp., E. coli, and fungus Candida albicans.

e Pathohistological, cytological, immunohistochemical, and bacteriological
findings are mutually correlated suggesting that chronic bronchitis/bronchiol-
itis is the main substrate of COPD in horses and that it has combined
inflammatory and immune etiology, in which emphysema occurs secondarily,
as a result of airway obstruction.
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