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Preface

How well do we understand bacteria? How true is the hypothesis of Jacques Monod 
that if we understand Escherichia coli, we will be able to understand elephant? It is 
striking that the more we learn regarding bacteria the less we can be convinced of 
this hypothesis. For a long time, scientists thought that bacteria were just simple 
single-celled organisms that could be used as model systems for higher, complex, 
and multi-celled eukaryotic organisms. In a rather simplified view, bacteria were 
considered as self-contained packets of enzymes that had little interaction with each 
other or the surrounding environments. Conversely, it is now appreciated that 
bacteria can show community features of communication between individual cells 
and interaction with surrounding environments. As with higher organisms, a 
community of bacteria can display individual phenotypic variations; this is the case 
even within a clonal population of identical genetic composition (see Chap. 12). 
Such individual diversity seems to promote communication between cells that aids 
adaptation in the environment (see Chap. 9). The tremendous diversity between 
different bacterial species is also striking; suffice it to say that the genetic distance 
between two bacterial groups may be of a similar order to the average genetic 
distance between plants and animals.

Although the significance of the early contributions of pioneering microbiologists 
cannot be overemphasised, it is unquestionable that the study of bacteria has been 
revolutionized by the application of molecular methodologies. These methods 
allowed direct manipulation and monitoring of bacterial cells’ components rather
than hypothesizing on them. This was not an option for an old bacteriologist, given 
the limitation of traditional methodology in microbiology, and it has been the 
massive advancement in genetics, biochemistry, biophysics, bioinformatics, etc. 
that made molecular techniques available. The use of molecular methods includ-
ing the “omics” (genomics, transcriptomics, proteomics) and fluorescence-based 
techniques not only allowed new discoveries, but has also changed our way of 
researching and thinking of bacteria. Modern bacteriologists do now adopt “a 
molecular approach,” in which cell structure, function, and behaviour are inter-
preted on molecular basis. This approach has broadened and deepened the 
level of study of bacterial cells, but also raised concerns regarding a number of 
the past’s theories.

Within this context comes the present book, which presents the impact of applying 
the molecular approach to the study of bacterial physiology. The first chapter 
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discusses recent discoveries of subcellular organisation that have been made 
possible by the use of molecular techniques. The author exploits such sophisticated 
structural findings in reforming our ideas regarding the basic physiological proc-
esses of transcription, translation, cell division, etc. The second chapter reports on 
the presence of cytoskeletal elements in bacteria, a structural property that was 
thought to be restricted to eukaryotic cells. This is an interesting and significant 
discovery, given the involvement of bacterial cytoskeleton in shaping cells, cell 
division, chromosome segregation, and cell motility. The third chapter is also on 
newly discovered structural phenomena related to the cytoplasmic membrane. The 
authors provide comprehensive review of the presence of mechanosensitive 
channels that form large pores in the cytoplasmic membrane that switch between 
open and closed states, aiding cell survival during environmental stress. In relation 
to this, the authors also describe recent findings showing the dynamic structural 
nature of bacterial cell wall. The fourth chapter considers an interesting aspect of 
one of the basic physiological processes: respiration. The author discusses the 
phenomenon of respiratory flexibility in bacteria, where cells use a range of differ-
ent electron donors and acceptors in response to different environmental pressures. 
Chapter 5 describes protein secretion systems, a novel research area with particularly
potential medical applications. Chapter 6 discusses the regulation of gene expres-
sion by DNA supercoiling. This is an unorthodox view of gene regulation, usually 
thought to be mediated by primary DNA sequences, activators, repressors, etc. 
Here, the author shows that DNA topology is significantly important for regulating 
gene expression. Chapters 7 through 9 provide reports on different systems used by 
bacteria to sense changes in the surrounding environment. These chapters empha-
size the ability of bacterial cells to interact with each other and with surrounding 
environments, a trait that enables adaptation and survival under different environ-
mental conditions. Chapters 10 and 11 further describe other cellular mechanisms 
to cope with environmental stress. Chapter 10 reports on ribosome modulation 
factor, whose binding to bacterial ribosomes has been shown to aid cell survival 
during stress, whereas Chapter 11 demonstrates diverse aspects of the so-called 
“stress master regulator,” RpoS, which is a sigma factor protein mediating the tran-
scription of stress-responsive genes. Apart from structural and functional issues 
discussed in the previous chapters, the last chapter explains the striking phenomena 
of phenotypic switching and bistability in bacteria. The authors provide an account 
of the molecular basis of these phenomena, in which individual cells with identical 
genotypes may display different phenotypes under identical conditions within the 
same clonal population.

As mentioned above, bacteria display a high degree of structural and functional 
diversity. Since much of our knowledge of bacteria has been gained through the 
study of relatively few species, such as E. coli and Bacillus subtilis, this raises the 
question of how applicable our current understanding is to the physiology of the 
rest of bacterial species. It is interesting to see in this book several examples of 
knowledge generated with bacterial species other than the previous model ones. 
This will certainly help provide better and thorough understanding of the physiology 
of bacterial cells. As we will also see in most chapters, there is a concluding 

viii Preface



section showing potential applications of the aspects discussed in each chapter. 
It could be realized from these sections that significant applications in biotechnology 
and drug discovery can be made effective using the wealth of basic knowledge in 
bacterial physiology.

This book has been developed to suit readers of diverse backgrounds. While the 
text serves as a reference for researchers pursuing work in areas highlighted by the 
book chapters, it is also intended to be useful to undergraduates and postgraduates 
majoring in microbiology and to microbiologists who wish to be familiar with 
advances in other areas of microbiology. I am very grateful to the colleagues who 
contributed chapters to this book, dedicating time and sincere effort for such a 
project. I would also like to thank all of them for their patience with me during the 
review process. My greatest appreciation to the following professors who kindly 
contributed to reviewing the book chapters: Peter Graumann, Frank Mayer, Paul 
Williams, Wolfgang Schumann, Regin Hengge, Eberhard Klauck, Tracy Palmer, 
and Mattew Hicks. I would like also to thank Dr. Christina Eckey, Ms. Ursula 
Gramm, Ms. Alice Blanck, and the rest of the editorial team at Springer for their 
support and help during the development of this book.

Indeed, I am most appreciative to Dr. Gordon Niven for significantly contribut-
ing to my development as a scientist. My deepest thanks also to Dr. Bernard 
Mackey, Prof. Robin Rowbury, Prof. Martin Adams, and Prof. David White for 
their continued support and advice. Finally, all the kind words cannot express my 
warmest gratitude to my mother and father, with whom I feel the joy of kindness 
and tenderness. My love and sincere appreciation to my lovely wife, Sherine 
Mostafa, who turned my life into enjoyable times. At last, and never at least, I am 
writing this preface while awaiting the birth of my new daughter Merna, to whom 
I also dedicate this book.

Aga, July 2007 Walid M. El-Sharoud
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1
Subcellular Organisation in Bacteria

Peter J. Lewis

Abstract After the fi rst formal description of “animacules” by Antonie van Leeuwenhoek
in 1683, we became aware of a whole new hidden microscopic world, of which one 
component is the bacteria. Technological advances in subsequent years allowed us 
to examine these organisms in ever greater detail, to the point that protein synthe-
sis could be clearly observed using the electron microscope (Miller et al. 1970). 
Despite all this activity, apart from the observation of large subcellular particles 
such as glycogen granules, the bacterial cell was considered to be a bag of undif-
ferentiated cytoplasm. Cells were so small, all the necessary biochemical reactions 
needed for survival would be able to occur through simple diffusion. Since the mid-
1990s, it has become increasingly clear that small though they are, there is a consid-
erable level of subcellular organisation within bacterial cells, and this is important 
in many processes, including cell division and chromosome segregation. We are 
just beginning to scratch the surface and are beginning to use an increasing number 
of sophisticated techniques to probe bacterial cell structure. This chapter focuses 
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2 P.J. Lewis

on the subcellular organisation of chromosomes and their segregation, cell division,
transcription, translation, membranes, and the integrated systems involved in 
asymmetric division. Most of what we know regarding bacterial subcellular
organisation is focused on the model Gram-negative Escherichia coli and Gram-
positive Bacillus subtilis cells, although the intrinsically asymmetric Caulobacter
crescentus has also proved a fertile subject for study.

1.1 Chromosome Organisation

The largest single structure within the cytoplasm of a cell will be the chromosome, 
which has to be copied and faithfully segregated before the cell can divide. Most of 
the well-characterised bacteria have single circular chromosomes, although there 
are also plenty of examples of organisms with multiple chromosomes, plasmids, 
linear chromosomes, etc. Nevertheless, the problem for all of these organisms 
remains the same: how to organise their genetic material and how to ensure it is 
faithfully segregated. Electron micrographs indicated that the chromosome 
occupies the middle of the cell and is often visible as a lighter staining region of 
cytoplasm in negatively stained images. Sometimes, fibrous regions could be 
identified, but no readily identifiable regular organisation could be attributed to any 
of the structures. Systematic attempts were made to carefully reconstruct chromo-
somes from serial sections of cryo-substituted cells, but the resulting structure 
failed to illuminate our understanding of organisation with respect to genetic loci 
or of how segregation could be efficiently performed. What did appear, however, 
was a chromosome, in which many loops emanated into the cytoplasm from a 
central core (Hobot et al. 1985). Maybe these loops represented regions of DNA 
containing actively transcribed genes, because their organisation would enable 
efficient coupling of transcripts with ribosomes?

Although electron microscopy is still undoubtedly the approach that is able to 
provide unparalleled resolution, traditional approaches have all suffered from the 
fact that samples are heavily fixed and dehydrated so that they can be viewed. In 
recent years, vitrification and cryo sectioning of unfixed cells combined with tom-
ography and cryo electron microscopy have helped to circumvent these problems. 
Nevertheless, despite the fact that there is no nuclear membrane in bacteria, 
electron micrographs do show that there is a phase separation between the chromo-
some and the rest of the cytoplasm, and so there is an effective segregation of many 
metabolic activities within the cell.

The recent advances in our understanding of chromosome structure, replication, 
and segregation all come from approaches involving fluorescence microscopy, and, 
particularly, the use of fluorescent protein fusions, which permit the examination 
of dynamic behaviour in live cells. Two main approaches have been used. In the 
first, a specific protein is labelled by creating a genetic fusion of its gene with that 
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of a fluorescent protein. The resulting fluorescently tagged protein can then be 
directly visualised in live cells and its dynamics can be monitored. In the second, a 
genetic locus is tagged so that the location and movement of a specific region of 
the chromosome can be monitored in live cells. To tag a specific chromosomal site, 
both the lac and tet repressor systems have been used (e.g., Lau et al. 2003). A fluo-
rescent protein fusion is made to the repressor protein, which is then able to bind 
to a large tandem array (up to 256 repeats of the lac operator) and, thus, mark up a 
specific chromosomal locus. Use of spectral variants of fluorescent proteins per-
mits colocalisation studies either of two different loci using strains containing both 
the lac and tet repressor systems (Lau et al. 2003), or using strains containing one 
of the repressor systems along with an additional tagged protein involved in 
replication/segregation (e.g., Berkmen and Grossman 2006).

Before reviewing chromosome replication and segregation, it is important to 
bear in mind some key aspects of bacterial physiology. As with all organisms, the 
size of a bacterial cell is very small compared with the length of its genome. For 
example, the contour length of the 4.3-Mb Escherichia coli genome is approxi-
mately 1.8 mm, whereas an E. coli cell is often not much more than 1- to 2-µm in 
length. To compact and fold DNA so that the chromosome can fit, cells use a 
combination of topoisomerase activity combined with DNA binding proteins that 
help compact the chromosome (Woldringh and Nanninga 2006) (see Chap. 6). 
In addition to the direct activity of these proteins, the very high cytoplasmic 
concentration of proteins, RNA, and other molecules (possibly as high as 340 mg/
ml) helps to keep the chromosome highly compacted (Woldringh and Nanninga 
2006) (see Chap. 6). In addition, there is no separation of cell growth, cell divi-
sion, and chromosome replication cycles in bacteria, and, therefore, it is impor-
tant to consider the effect of the cell cycle when formulating models to describe 
various events. To simplify matters, most studies on chromosome segregation 
have used growth conditions, in which the vast majority of the cells are undergo-
ing a single round of DNA replication, but many of the bacteria we are familiar 
with are able to undergo multifork replication, in which more than one round of 
replication could be underway and, therefore, any models for segregation have to 
also be able to account for this event. In a circular chromosome, replication is 
initiated at a single site, known as the origin or oriC. Replication forks then move 
bidirectionally around the chromosome until the forks meet at a point almost 
exactly opposite oriC called the terminus or terC (Duggin et al. 2005; Neylon 
et al. 2005). Once at terC, replication forks fuse and chromosomes are decatenated
so that they can be effectively segregated into daughter cells on cell division 
(Lewis 2001; Lemon et al. 2001).

Two key observations in the late 1990s, using the model Gram-positive organism 
Bacillus subtilis, led to a resurgence in interest in chromosome replication and 
segregation in bacteria. The first was that chromosome segregation in bacteria, just 
as in eukaryotes, was dependent on a mitotic-like event, and the second was that, 
contrary to belief, chromosomes moved through a fixed assembly of replication 
proteins (a “replication factory”) rather than vice versa (Glaser et al. 1997; Lemon 
and Grossman 1998; Webb et al. 1998). Members of the Losick lab in the United 
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States labelled origin and terminus regions using the lac repressor system and 
monitored their localisation in both vegetative and sporulating cells. Origin regions 
were found to be oriented toward the cell poles during single-round vegetative 
growth and were juxtaposed with the cell poles during the initial stages of sporula-
tion when a highly asymmetric division event occurs in which one chromosome is 
moved into a small polar prespore compartment (Webb et al. 1998). Conversely, 
terminus regions were found to localise toward the middle of the cell and were not 
subject to such large translocations within the cell as origin regions. In a separate 
study, members of the Errington lab in the United Kingdom fluorescently labelled 
a protein called Spo0J, which possesses similarity to the Par proteins involved in 
plasmid partitioning. Although mutations in spo0J resulted in a sporulation pheno-
type, it was also observed that they also resulted in an approximately 100-fold 
increase in the frequency of anucleate vegetative cells (Ireton et al. 1994). Although 
this phenotype was still mild (change from 0.02 to 1.4% anucleate cells), these 
results did suggest a potential role for Spo0J in chromosome segregation. On 
examination of fluorescently labelled cells, the Spo0J fusion was observed to 
assemble into foci that colocalised with the oriC region (Glaser et al. 1997; Lewis 
et al. 1997; Lin et al. 1997), and examination of the dynamics of Spo0J foci sug-
gested that an active partition system was involved in the movement of oriC
regions that was independent of cell growth (Fig. 1.1) (Glaser et al. 1997). 
Furthermore, it was observed that Spo0J foci moved to the cell poles during the 
initial stages of sporulation, suggesting that the mitotic behaviour of this protein 
was important in the segregation of prespore chromosomes. Thus, these two pieces 
of work suggested that chromosome segregation was an active mitotic-like process 

Fig. 1.1 Bacterial chromosome segregation. DNA replication is performed in replication factories
(black circle) that seem to be located adjacent to the cell membrane. Origin regions (dark grey 
circles) then rapidly segregate to ¼ and ¾ positions along the cell length during a single round of 
replication. Origin movement is facilitated by active segregation processes including Spo0J–Soj 
partitioning complexes and MreB filaments. Bulk chromosome segregation involves SMC and 
RNAP activity, whereas topoisomerase activity, DNA binding proteins, and molecular crowding 
help maintain the chromosome in a compacted form (large black arrow). Terminus regions (light
grey circles) are resolved by the activity of dif/XerC/XerD/FtsK (black square), which relies on 
the invaginating division septum (dotted line)



in bacteria, and studies that are more recent have shown that this system operates 
to segregate DNA regions in the same sequential order as they occur in the chromo-
some (Viollier et al. 2004).

The second discovery, that chromosome replication occurs by DNA movement 
through a fixed replication factory, has also been important in helping us under-
stand the mechanisms of chromosome segregation along with the coordination of 
DNA replication and cell division cycles. During single-round replication, fluorescently
tagged replication proteins (DNA polymerase III and the τ subunit) were observed 
to form a single focus in the mid-cell region. If the replication forks were moving 
around the chromosome, then two foci should have been observed for a significant 
portion of the cell cycle, which did not occur (Lemon and Grossman 1998). When 
cells were grown in a medium supporting multifork replication, a focus was still 
observed at mid-cell, along with two additional foci at the ¼ and ¾ positions, which 
represented new factories performing the second round of DNA replication 
(Fig. 1.1). The location of these replication foci at ¼ and mid-cell positions also 
suggested that the sites of DNA replication could help mark the sites for assembly 
of the cell division apparatus because, on completion of a round of DNA replication 
and disassembly of a replication factory, the cell division machinery was free to 
use this site.

Subsequent studies have provided more information on this process in other 
organisms as well as refining our understanding of the process in B. subtilis. In 
both E. coli and Caulobacter crescentus, DNA replication seems to occur toward 
one pole of the cell and then rapidly migrates to the mid-cell region (Gordon et al. 
1997; Jensen et al. 2001; Li et al. 2002). Such an arrangement provides further 
evidence of a mitotic apparatus because one newly replicated origin region will 
need to remain close to the cell pole where it originated, whereas the other has to 
rapidly migrate to the opposite cell pole. In E. coli, a single DNA polymerase III 
heterodimer is responsible for both leading and lagging strand synthesis, but in 
B. subtilis and many other organisms, one enzyme is responsible for leading 
strand (PolC) and another for lagging strand (DnaE) synthesis. Studies have 
shown that both leading and lagging strand synthesis occur in replication facto-
ries (Dervyn et al. 2001). An additional study examining the precise positioning 
of replication factories showed that although their average position was at mid-
cell, they were able to migrate around this position and were not tightly fixed 
there (Migocki et al. 2004). This was important because it showed that replication 
factory positioning was much less precise than that of the cell division apparatus 
and although replication could “mark” the mid-cell region, it could not account 
for the precise positioning of the division septum. It is now also clear that, 
although replication occurs at defined regions within the cell, the enzymes are not 
tightly linked into a super-assembly comprising both leading and lagging strand 
synthesis of both replication forks, because replication foci are often observed to 
split in two before reforming a single focus (Migocki et al. 2004; Berkmen and 
Grossman 2006). As such, replication factories probably represent a lose aggre-
gation of the proteins involved in DNA replication into a replication zone rather 
than a fixed, defined, macromolecular assembly.

1 Subcellular Organisation in Bacteria 5
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What is the mitotic apparatus? Most likely, there are several complementary 
and overlapping mechanisms that all contribute to effective chromosome segre-
gation. In addition to the discovery of dynamic and mitotic-like origin movement 
along with localised DNA replication, SMC proteins have also been identified 
and characterised in bacteria during the last 10 years or so. SMC (structural main-
tenance of chromosomes) proteins are well known in eukaryotes and are involved 
in many aspects of chromosome biology, including cohesion before mitosis 
(Ghosh et al. 2006). They are large proteins that form dimers with a characteristic 
structure. There is a globular head region containing an ATP binding site, a long 
coiled–coil domain, and a globular hinge region. Each half of the SMC dimer 
folds back on itself so that each subunit forms one half of a V-shaped molecule, 
with the two hinge regions interacting to form the apex of the V (Ghosh et al. 
2006). E. coli do not contain a clear SMC homologue, but do contain the protein 
MukB, which is structurally and functionally similar to SMCs. Many other bac-
teria, such as B. subtilis, do contain clear SMC homologues (Volkov et al. 2003). 
It has been postulated that SMC proteins could aid chromosome segregation 
through capturing newly duplicated DNA emerging from a replication factory 
and condensing it toward opposite poles of the cell (the extrusion-capture model; 
Lemon and Grossman 2001). Indeed, mutations in SMC cause decondensation of 
chromosomes along with aberrant segregation, and SMC proteins have been 
found to concentrate with origin regions, suggesting that they are certainly capable 
of helping condense newly replicated DNA consistent with the extrusion–capture 
model (Britton et al. 1998). The fact that smc null mutations are still viable (albeit,
very sick) suggests that SMC is important, but not the only factor involved in 
chromosome segregation.

Mitosis, as we understand it in eukaryotes, involves reorganisation of clearly 
defined cytoskeletal elements, but bacteria were not known to possess such 
structures until recently (see Chap. 2). A class of proteins with an actin-like fold 
(mainly called MreB) have been shown to form highly dynamic cytoskeletal struc-
tures (Jones et al. 2001; Carbalido-Lopez 2006). The dynamic turnover of these 
filaments suggested that they were ideal candidates for the effectors of bacterial 
mitosis. Although these proteins were originally implicated in having a role in 
regulating cell shape, and are essential under normal growth conditions, they have 
also been implicated in mitotic events (Carbalido-Lopez 2006). In addition, MreB 
from E. coli has been shown to bind to RNA polymerase (RNAP), and may be able 
to aid segregation through association with this abundant DNA binding protein 
(Fig.1.1) (Kruse et al. 2006). Despite the fact that MreB proteins fulfil many of 
the criteria required for the mitotic apparatus, they are not present in many of the 
sequenced bacterial genomes, and, therefore, cannot represent a universal mecha-
nism. Rather, any chromosome segregation properties of these proteins will have 
arisen during the more recent evolution of bacteria.

There is one enzyme that is universally conserved in bacteria and has been 
implicated in facilitating chromosome segregation: RNAP (Dworkin and Losick 
2002). When large amounts of genome sequences were becoming available, it 
was noticed that many genes were oriented in the same direction for transcription 
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as for the movement of DNA polymerase during chromosome replication 
(Brewer 1988). This polarity was assumed to help minimise head-on collisions 
between transcription and replication complexes. However, the polarity may 
also facilitate chromosome segregation. RNAP is one of the most powerful 
molecular motors characterised thus far (Wang et al. 1998), and transcription 
elongation complexes comprising RNAP and associated transcription factors 
(see Section 1.3) may be too large to freely diffuse through the cytoplasm. In an 
elegant set of experiments, Elowitz and coworkers showed that molecules larger 
than approximately 400 kDa were not able to diffuse through the cytoplasm and 
had very little free mobility (Elowitz et al. 1999). Thus, if RNAP is effectively 
fixed in space within the cytoplasm (or tethered as it is in eukaryotic systems) 
(Cook 1999), it could act as a very powerful molecular motor driving segrega-
tion of DNA as it transcribes (Fig. 1.1). Dworkin and Losick took advantage of 
the fact that in B. subtilis, induction of the stringent response causes the arrest 
of DNA replication forks at sites approximatley 130 kb from oriC called Ster
sites (Levine et al. 1995). On induction of the stringent response, replication 
forks that had not progressed beyond the Ster sites would be arrested, and 
a fluorescently tagged oriC proximal marker (dacA) would appear as a single 
fluorescent spot in a cell. On release of the stringent response, replication was 
able to restart and the newly duplicated dacA foci could be seen to rapidly seg-
regate. However, on addition of a specific inhibitor of transcription elongation 
(streptolydigin), no segregation of foci was observed after relief of the stringent 
response. This effect could be specifically attributed to transcription because, 
when a mutant strain resistant to streptolydigin was used, dacA segregation was 
observed after relief of the stringent response (Dworkin and Losick 2002). 
Although it may not be the only system involved in chromosome segregation, 
the universal conservation of RNAP makes it a very strong contender for being 
an important component of bulk DNA segregation in bacteria.

Chromosome segregation is a remarkably faithful event; daughter cells virtually 
always contain fully and correctly segregated nucleoids. Thus far, several systems 
have been discussed, all of which make important contributions to the movement 
of specific regions or bulk movement of the chromosome, but what happens at the 
end of this process? When replication forks meet, they must fuse, chromosome 
catenae must be resolved, and the terminus regions of the newly completed 
chromosomes must be segregated before closure of the division septum. Nucleoids 
that have been bisected by a division septum are only reliably observed in strains 
carrying particular mutations. Localisation studies show that the terminus regions of 
chromosomes tend to reside around the mid-cell region, close to where a division 
septum will form (Teleman et al. 1998; Jensen et al. 2001; Lau et al. 2003). 
Chromosomes carry specific DNA sequences called dif loci that help give the ter-
minus regions polarity (Higgins 2007). As the division septum closes, the highly 
conserved ATPase FtsK acts as a directional DNA translocase along with the dif/
XerC/XerD system to move DNA to the appropriate side so that, on septum 
closure, no DNA is trapped and sister nucleoids are fully segregated (Fig. 1.1) 
(Aussel et al. 2002).
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Although most of the bacteria that have been characterised in detail contain sin-
gle chromosomes, there are some exceptions, including Vibrio cholera, which con-
tains two nonidentical chromosomes (Trucksis et al. 1998). It seems that segregation 
of chromosome 1 is similar to that in C. crescentus, where a polar origin is observed 
to duplicate, with one origin remaining close to the original pole and the other one 
segregating to the opposite pole. In contrast, the origin region of chromosome 2, 
which segregates much later in the cell cycle, is localised around the middle of the 
cell, and, on segregation, duplicate origins migrate to ¼ and ¾ positions so that 
they are at mid-cell on cell division (Fogel and Waldor 2005). In contrast to 
eukaryotic systems, in which there is a single segregation apparatus for all chromo-
somes, it seems that in bacteria containing multiple chromosome (or at least the 
V. cholera system), each chromosome is segregated by a different mechanism 
(Fogel and Waldor 2005; Fiebig et al. 2006). The use of different mechanisms of 
segregation may be because of the evolution of chromosome 2, which seems to be 
of plasmid origin and may have retained a plasmid-specific segregation apparatus 
(Fogel and Waldor 2005).

1.2 Cell Division

Once chromosome segregation is underway, the process of cell division can begin. 
Although it is widely thought that chromosome replication needs to be complete 
before assembly of the cell division apparatus can occur, this is certainly not the 
case in B. subtilis, and probably many other organisms, because it has been shown 
that once approximately 70% of a chromosome replication cycle has occurred, the 
cell is able to undergo division (McGinness and Wake 1981; Wu et al. 1995a). In 
model systems such as E. coli and B. subtilis, cell division occurs very precisely at 
mid-cell, exactly equidistant between the two cell poles (Harry et al. 2006). The 
situation is a bit different in organisms such as C. crescentus, in which division is 
slightly asymmetric because of the differentiation between the swarmer and stalk 
cells, but it is, nevertheless, precisely asymmetric (Shapiro and Losick 2000)!

How is the division septum positioned so precisely? Many models have been 
proposed, and we certainly know some of the mechanisms involved, but it is 
unlikely that we know the full story. We do know that several cytoskeletal elements 
are involved in cell division and division site selection, including the master divi-
sion protein and tubulin homologue FtsZ, and the site selector and a member of a 
subfamily of actin called MinD (see Chap. 2). However, although FtsZ is almost 
universally conserved, MinD and its associated proteins are not, and, just as with 
chromosome segregation, there are probably several mechanisms involved in these 
processes. In the early 1990s, Woldringh and colleagues formulated the nucleoid 
occlusion model following observations that the division septum always formed 
between segregating nucleoids and not over regions of cytoplasm containing high 
concentrations of DNA (Woldringh et al. 1995). Thus, it seemed that some property 
of the nucleoids inhibited the formation of active division rings. However, the proteins
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involved in nucleoid occlusion are also not universally conserved and are not 
related in the two organisms, in which they have been described thus far (Wu and 
Errington 2004; Bernhardt and de Boer 2005), suggesting that there are multiple 
possible mechanisms that permit cell division to occur with appropriate accuracy in 
different organisms. Nevertheless, there is substantial subcellular organisation 
involved in ensuring the correct placement of the division septum, and I will focus 
on the best characterised systems from E. coli and B. subtilis that show how even 
when a system contains some of the same proteins, they can be induced to perform 
their function in more than one way.

Cell division occurs when FtsZ polymerises to form a ring at mid-cell (Harry 
et al. 2006). As the ring assembles, or shortly after assembly, a suite of additional 
proteins are then recruited to this site (see Chap. 2) (Harry et al. 2006). Cell division 
occurs when the FtsZ ring contracts followed by simultaneous synthesis of septal 
peptidoglycan by some of the newly recruited division proteins. Although FtsZ has 
been assumed to be a soluble cytoplasmic protein that only polymerises at the site 
of cell division, there is some evidence that it may actually be present as a rapidly 
turned-over filament that condenses into a ring structure at sites of cell division 
(Ben-Yehuda and Losick 2002; Thanedar and Margolin 2004; Peters et al. 2007). 
If this is the case, and FtsZ is predisposed to polymerisation within the cytoplasm, 
there needs to be a mechanism that ensures that FtsZ rings do not condense into a 
ring structure at an inappropriate site. One such system involves the Min proteins. 
The Min system involves the MinC, MinD, and MinE proteins in E. coli and MinC, 
MinD, and DivIVA in B. subtilis. The purpose of this system is to inhibit FtsZ 
polymerisation at sites other than the mid-cell region. MinC inhibits FtsZ ring 
assembly, and, therefore, the system has evolved to minimise MinC activity at 
mid-cell and maximise it at cell poles.

Surprisingly, although both E. coli and B. subtilis division selection systems 
use the same MinCD complex, the topological specifying component is different 
and the mechanism of division site selection varies between these two organisms. 
In both organisms, the MinCD complex acts to prevent FtsZ ring assembly and 
causes depolymerisation of FtsZ filaments (de Boer et al. 1992; Marston 
and Errington 1999). The MinCD complex is closely juxtaposed with the inner 
side of the cytoplasmic membrane. In E. coli, the MinCD complex oscillates from 
one pole to the other every 10 to 30 seconds, creating a net gradient of Z-ring 
inhibitor with a minimum concentration at mid-cell and maximal concentration 
at the poles, predisposing assembly of the division apparatus at mid-cell (Raskin 
and de Boer 1999b). This pole-to-pole oscillation is dependent on the activity of 
the MinE topological regulator (Hu and Lutkenhaus 1999; Raskin and de Boer 
1999a). MinE forms a ring at mid-cell and then progresses toward one pole. On 
reaching the pole, the ring reassembles at mid-cell and moves down to the oppo-
site pole. The periodicity of this ring migration is the same as that of MinCD 
oscillation, and dual fluorescent protein labelling experiments have shown that as 
MinE moves from mid-cell toward a pole, MinD signal becomes restricted 
toward the same pole, indicating that MinE causes displacement of the MinCD 
inhibitor (Raskin and de Boer 1999a).
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Conversely, no oscillatory movement of any of the Min proteins has been 
observed in B. subtilis. Rather, DivIVA seems to recognise cell poles nucleating 
MinCD complex assembly in those regions (Edwards and Errington 1997). 
Although DivIVA seems to be restricted to the poles, the MinCD complex forms a 
gradient of diminishing concentration from the poles toward mid-cell, leaving the 
mid-cell region free (or largely free) of MinCD and, therefore, able to support FtsZ 
division ring assembly (Marston et al. 1998). Remarkably, although DivIVA is 
conserved in Gram-positive organisms, it is still able to localise at cell poles in 
organisms that do not contain DivIVA homologues, including E. coli and even the 
eukaryotic fission yeast, Schizosaccharomyces pombe, suggesting that its localisa-
tion is caused by some specific feature of cell poles (Edwards et al. 2000).

Just as FtsZ has been found to be present as a filamentous structure within the 
cytoplasm, it also seems that MinD is also able to form helical cytoplasmic 
filaments (Shih et al. 2003). This discovery implies that division site selection 
could be caused by the sequential depolymerisation and repolymerisation of MinD 
from one end of a filament to another. It is possible that the use of filamentous 
structures for this type of process is highly efficient and economical for a cell. 

Fig. 1.2 Mid-cell assembly of cell division rings. The tubulin homologue, FtsZ, naturally assembles
into dynamic filaments (arrowed lines). If filaments are able to nucleate into a ring, additional cell 
division proteins will be recruited, and the cell will undergo division. The precise location of 
the division septum must be carefully controlled to ensure equipartitioning. In the best-characterised
organisms, E. coli and B. subtilis, two systems operate to ensure that division only occurs at 
mid-cell. The nucleoid occlusion system involves specific DNA binding proteins acting to inhibit 
formation of FtsZ rings in regions of high DNA concentration (grey ovals), preventing division 
events that could bisect the chromosome. The Min system involves an FtsZ-ring inhibitory 
complex forming a decreasing gradient away from the cell pole that prevents division occurring 
close to the cell poles
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A large amount of Min protein would be required to coat the inside of the cytoplasmic 
membrane, preventing FtsZ ring assembly, whereas a helical filament that runs 
along the long axis of a cell will be able to interact with a ring that forms at any 
point along the cytoplasmic membrane, inhibiting inappropriate ring formation, but 
would require fewer molecules to perform the task (Fig. 1.2).

In addition to the Min system, there is also an additional mechanism for 
ensuring that cell division occurs at mid-cell while at the same time preventing 
accidental bisection of segregating nucleoids by the division septum, called 
nucleoid occlusion. In the late 1980s, the concept of nucleoid occlusion was 
formed based on the observation that division septa did not form over the centrally
located nucleoid in cells carrying mutations in genes involved in DNA replication 
or segregation (Mulder and Woldringh 1989; Woldringh et al. 1991). However, 
nucleoid occlusion systems are not sufficient to regulate division septum place-
ment because they are unable to prevent polar division events, which are a target 
for the Min system. Therefore, if there is a system that forms from the poles to 
the middle and another that is active over DNA that is located centrally, how do 
cells ever form a division septum? The nucleoid occlusion effect seems (at least 
partially) to be dependent on local DNA concentrations because septa will form 
between segregating nucleoids where DNA is still present, but at a much lower 
concentration than within the bulk nucleoids. Recently, it has been found that 
nucleoid occlusion is not a property inherent in the DNA, but is caused by spe-
cific proteins. In B. subtilis, this protein is called Noc (nucleoid occlusion) 
whereas in E. coli, it is called SlmA (Wu and Errington 2004; Bernhardt and de 
Boer 2005). Noc and SlmA are not similar proteins, indicating that nucleoid 
occlusion has evolved at least twice, and not all organisms possess identifiable 
Noc or SlmA homologues. The low G+C Gram-positive organisms do seem to 
possess Noc, whereas the Proteobacteria contain SlmA homologues. There may 
be other unidentified occlusion proteins, and there may be alternative mechanisms
preventing bisection of nucleoids by division septa.

Nucleoid occlusion systems seem to work in the same way as Min systems in 
that they prevent FtsZ ring formation. Careful examination of micrographs of 
strains containing fluorescently tagged SlmA indicate that it does not bind uniformly
over the DNA, and this becomes much more apparent as nucleoid segregation 
occurs. Noc and SlmA both seem to be more concentrated on the pole-most ends 
of the nucleoids, forming a gradient of reducing concentration toward the mid-cell 
region where chromosome segregation occurs (Wu and Errington 2004; Bernhardt 
and de Boer 2005). As the concentration of DNA and occlusion proteins lowers at 
mid-cell, nucleoid occlusion is relieved and FtsZ division rings can form and 
initiate cell division (Fig. 1.2).

In most organisms, cell division results in the formation of equally (or approxi-
mately equally) sized daughter cells. However, there are some exceptions in which 
highly asymmetric events occur, the paradigm being sporulation in the low G + C 
Gram-positive organisms. During sporulation, cells undergo a highly asymmetric 
cell division event that results in the formation of a small prespore and large 
mother cell compartment. Each compartment then undergoes a highly coordinated 
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programme of differential gene expression that results in the formation and release 
of a highly stable and resistant spore (Piggot and Hilbert 2004). The change from 
a pattern of symmetric to highly asymmetric division requires large-scale reorgani-
sation within the cytoplasm. The first morphological event that can be readily 
detected is the formation of a highly elongated nucleoid structure called an axial 
filament (Bylund et al. 1993). RacA helps in the formation of the axial filament and 
attaches the chromosomal origin regions to the cell poles via DivIVA and is 
dependent on the chromosome partition proteins Soj and Spo0J (Ben-Yehuda and 
Losick 2002; Wu and Errington 2003). Once the origin-proximal regions of the 
chromosome are attached to the cell poles, FtsZ helices spiral toward both cell 
poles and form rings at each end of the cell, just below the poles (Ben-Yehuda and 
Losick 2002). One of the rings becomes division competent, and the prespore 
septum is formed around the axial filament, trapping approximately 30% of a chro-
mosome in the prespore compartment (Wu and Errington 1994). As the prespore 
septum closes around the axial filament, a remarkable event occurs in which the 
cell division/chromosome segregation protein SpoIIIE (FtsK) assembles around the 
trapped chromosome and translocates the remaining 70% of the chromosome into 
the prespore (Wu and Errington 1994; Wu et al. 1995b). The discovery of the activity
of SpoIIIE/FtsK was an immensely significant finding, and opened the door to 
research regarding the role of this highly conserved protein in vegetative chromosome
segregation.

1.3 Transcription

Transcription also seems to be highly organised within the cell. RNAP is a highly 
abundant and conserved protein (Ebright 2000). In bacteria, all transcription is 
carried out by a single multisubunit RNAP, whereas in eukaryotes there are three 
polymerases with specific activities. PolI is responsible for ribosomal RNA 
(rRNA), PolII for messenger RNA (mRNA), and PolIII for transfer RNA (tRNA) 
and 5 S RNA transcription. In bacteria, RNAP comprises two α subunits that form 
a scaffold for the assembly of the catalytic β and β¢ subunits. The ω subunit is 
thought to aid in the assembly of the enzyme. This core α

2
ββ¢ω enzyme is catalytically

active, but is unable to initiate transcription at the correct sites. The crystal structure of 
RNA has been solved and shows the enzyme to possess a “crab-claw” structure 
formed by the β and β¢ subunits, which carry the catalytic activity of the enzyme 
(Zhang et al. 1999). The channel formed by the crab-claw structure is just 
wide enough to accommodate double-stranded DNA, and the catalytic site of the 
enzyme is at the apex of the crab-claw structure (Fig. 1.3). In the schematic shown 
in Fig. 1.3b, DNA is bent approximately 90° as it moves through RNAP, with 
transcription moving left to right across the page. Downstream DNA is to the right 
of the enzyme, and upstream sequences approximately above, delineating the 
upstream and downstream sides of the enzyme that will be referred to frequently in 
this section. Nucleotide triphosphates (NTPs) required for RNA synthesis are 
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presumed to enter the enzyme and move to the active site via a channel located on 
the downstream side of the enzyme called the nucleotide entry channel or secondary 
channel. RNA chain elongation occurs at approximately a 90° angle to the template 
DNA, and the transcript exits the enzyme down another channel formed between
the upstream side of the enzyme and a structure called the β-flap (see Fig. 1.3).
Modulation of the aperture of the β-flap is used to control processes such as pausing
(Nudler and Gottesman 2002).

An additional factor, σ, is required to ensure the correct binding to promoter 
regions and initiation of transcription. The resulting complex containing a σ factor 
is called the holoenzyme (HE). σ factors comprise a large and diverse family of 
DNA binding proteins with a series of common motifs (Paget and Helmann 2003). 
E. coli possesses seven different σ factors, B. subtilis 17, and Streptomyces 
coelicolor an astonishing 63! In all bacteria, there is a single highly conserved σ factor 
that is responsible for the bulk of transcription during “normal” vegetative growth, 
and it is this factor that recognises the classical −35 and −10 promoter regions. The 
remaining factors are responsible for the transcription of subsets of genes and 
are often only activated in response to specific signals such as heat shock, salt 
stress, starvation, etc. These factors each recognise a different promoter sequence, 
directing RNAP to transcribe genes in specific response to a change in environmental 
stimuli. However, the job of all σ factors is the same in that they direct the 
sequence-specific interaction of RNAP with a promoter region, bend the DNA into 
the crab-claw channel formed by the β and β¢ catalytic subunits, cause local unwinding 
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Fig. 1.3 Structure of RNAP. The structure of RNAP (B. subtilis homology model; MacDougall 
et al. 2005) is shown in (a), with the various subunits labelled. DNA fits in the “crab claw” formed 
by the β and β¢ subunits. Key features and the arrangement of DNA and RNA with respect to the 
enzyme are shown in (b). The view of the enzyme is cut away approximately along the line shown 
in (a) and up through the β subunit, as indicated by the arrowhead. The direction of transcription 
is indicated along with upstream and downstream sides of the enzyme. NTP substrates enter 
through the NTP entry channel and RNA exits between the β-flap and β¢ subunit through the RNA 
exit channel
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of the DNA just downstream of the “−10” sequence, leading to the initiation of 
RNA synthesis (Murakami and Darst 2003).

Once RNAP clears the promoter region, σ is no longer required and can dissociate
from the enzyme, where it can be recycled to help initiate a new round of transcrip-
tion. This process involves the dissociation of σ that has many contact points with 
RNAP and is a multistep process that can occur very slowly (Murakami and Darst 
2003) and, therefore, some σ may be still bound to RNAP that has cleared promot-
ers and is considered to be in the elongation phase. This σ is consequently able 
to cause elongating RNAP to become stalled at sequences that resemble −10 
sequences (Ring et al. 1996). In addition, there is some evidence that in some cases 
σ can remain associated with RNAP throughout the transcription cycle (or certainly 
well into the elongation phase), and this may be important in aiding transcription 
of genes in which the binding of σ to form HE is a rate-limiting step (Bar-Nahum 
and Nudler 2001; Mukhopadhyay et al. 2001).

RNAP is a highly abundant protein within the cell and represents one of the 
major DNA binding proteins within the bacterial nucleoid. It is estimated that there 
are approximately 7 to 10,000 molecules of RNAP per cell in both E. coli and 
B. subtilis cells during exponential growth (Bremer and Dennis 1996; Davies et al. 
2005). RNAP is involved in a complex cycle of events. It is a large enzyme 
(~400 kDa) whose synthesis and assembly takes time; the enzyme can bind DNA 
and scan in two dimensions before locating and binding a promoter region. Once 
bound to the promoter in a closed complex, the DNA must be moved into the active 
site and unwound to form a transcription-competent open complex. During the ini-
tiation stages of transcription, multiple abortive initiation events occur in which 
short transcripts, approximately 6 nt, are produced without the enzyme leaving the 
promoter. Finally, a long enough transcript is produced, permitting the enzyme to 
clear the promoter and enter the elongation phase. Transcription must be terminated 
either by a mechanism dependent on the RNA helicase ρ, or through formation of 
a ρ-independent terminator structure in the transcript. Finally, and probably after 
multiple rounds of transcription cycles, the enzyme needs to be turned over by the 
cytoplasmic proteasomes. Because of the large number of events involved in tran-
scription, there are various estimates regarding how much RNAP is actually 
involved in the process of transcription elongation at any one time, with some 
estimates as low as approximately 20% (Bremer and Dennis 1996).

How is transcription organised within the cell? RNAP has been localised in both 
E. coli and B. subtilis using immunofluorescence and fluorescent protein tagging 
(Azam et al. 2000; Lewis et al. 2000; Cabrera and Jin 2003), and, as expected, was 
found to localise exclusively within the nucleoid. Although the immunofluores-
cence studies revealed information regarding the localisation of RNAP, because 
cells were fixed before staining, no information on the dynamics of the localisation 
was obtained (Azam et al. 2000). We now have good information regarding the 
dynamics of localisation with both B. subtilis and E. coli because of the construction
of fluorescent protein fusions to the β¢ subunit in both organisms (Lewis et al. 2000; 
Cabrera and Jin 2003). What has become clear from these studies is that the localisation
of RNAP is highly sensitive to growth conditions and the enzyme is redistributed 
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through the nucleoid in a growth rate-dependent fashion (Lewis et al. 2000; Cabrera 
and Jin 2003). Initial studies were performed in B. subtilis, and the subsequent 
studies in E. coli have produced data consistent with the former. At low growth 
rates, very little structure can be seen other than that RNAP seems to be exclusively 
localised to the nucleoid (Lewis et al. 2000), and this is consistent with data 
obtained from the levels of free cytoplasmic RNAP in studies using minicell 

Fig. 1.4 Subcellular organisation of transcription. Micrographs of GFP-tagged RNAP and 
transcription elongation factors in B. subtilis are shown on the left-hand side of the figure. A cartoon 
representation of rapidly growing cell containing two nucleoids and four origin regions is shown 
below the micrographs for comparison. RNAP localises within the nucleoid (grey ovals, cartoon) and 
concentrates into regions called transcription foci (TF; light grey circles, cartoon). Transcription 
elongation factors associated with RNAP localise according to their function. General factors such 
as NusA and NusG have patterns of distribution very similar to that of RNAP. NusB is primarily 
localised to TFs, but small additional foci (white arrow, NusB micrograph) are thought to represent
rRNA elongation complexes active at one of the origin-distal rRNA operons (see text for details). 
GreA does not localise to TF. Details of the levels of RNAP and transcription factors are given on 
the right-hand side and include the total number of molecules (molecs) per cell as well as the 
relative ratio of transcription factor to RNAP involved in rRNA and mRNA elongation 
complexes. A summary of the localisation and quantification data is shown at the bottom, demon-
strating the distribution of different transcription complexes within the cell
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mutants infected with phage (Shepherd et al. 2001). However, as the growth rate 
increases, although RNAP signal remains distributed throughout the nucleoid, it 
also becomes concentrated into subnucleoid regions that have been termed 
transcription foci (TF) (Fig. 1.4) (Lewis et al. 2000). Initial studies with E. coli also 
indicated the presence of TF, although they seemed to be much smaller and punctuate
than those observed in B. subtilis (Cabrera and Jin 2003). This difference may have 
been caused by the approach used to visualise samples because B. subtilis cells 
were viewed live on agarose pads, whereas the E. coli cells were fixed and attached 
to plain slides. Subsequent data has revealed that TF in E. coli are remarkably similar
in distribution and appearance to those first reported in B. subtilis (Jin and 
Cabrera 2006).

Comparison of the frequency of TF with that of Spo0J-green fluorescent protein 
(GFP) foci showed they were very similar, suggesting that TF formed on DNA in 
close proximity to oriC (Lewis et al. 2000). In addition, time-lapse microscopy 
showed that TF duplicate and segregate in a remarkably similar manner to origin 
regions/Spo0J foci. Given the growth-rate dependence of TF formation and the 
correspondence of their localisation with oriC regions, it seemed likely that they 
represented the sites of rRNA synthesis within the cell, because 7 of the 10 rRNA 
operons in B. subtilis lie within approximately 200 kb of oriC. rRNA promoters are 
very heavily transcribed during rapid growth because of the cell’s demand for large 
numbers of ribosomes. Indeed, using very elegant electron microscopy studies, it 
has been shown that during rapid growth there is one RNAP every 65 to 90 nt on 
rRNA operons, representing almost fully saturated DNA (French and Miller 1989), 
suggesting that TF may well represent the loading of RNAP onto rRNA operons. 
To determine whether this was the case, advantage was taken of the stringent 
response, which results in a massive down-regulation of rRNA transcription caused 
by the RelA-dependent production of the alarmone ppGpp in response to uncharged 
tRNAs binding to the ribosome (Cashel et al. 1996). It is possible to induce the 
stringent response using amino acid analogues such as arginine hydroxamate. After 
induction of the stringent response with arginine hydroxamate in B. subtilis, a rapid 
and large reduction in RNA synthesis was detected using tritiated uridine, and this 
was also correlated with a rapid disappearance of TF (Lewis et al. 2000). Data from 
E. coli is consistent with this finding, because induction of the stringent response 
also causes TF to disappear, and this effect can be relieved in a relA mutant unable 
to respond to the stringent response (Cabrera and Jin 2003).

The formation of TF raised an interesting question: If RNAP is concentrated 
within subregions of the cell to produce rRNA, do structures akin to eukaryotic 
nucleoli exist in bacteria? In eukaryotes, rRNA genes are translocated to subsites 
within the nucleus, called nucleoli, containing Pol I, where they are transcribed. 
Thus, rRNA synthesis in eukaryotes involves the translocation of DNA regions to 
specific RNAP factories, rather than RNAP diffusing though the nucleoplasm to 
transcribe rRNA genes. Because of the localised clustering of the seven rRNA 
operons, rrnA, G, H, I, J, O, and W in a small origin-proximal region of the chromo-
some, it is possible to envisage assembly of a nucleolus-type structure in B. subtilis.
However, the remaining three rRNA operons, rrnB, D, and E are distributed over 
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nearly half of the chromosome (representing ~2,000 kb of DNA) and, therefore, 
their incorporation into a bacterial nucleolus would require significant chromo-
somal rearrangements that would also have to permit effective DNA segregation 
during ongoing rounds of replication (see Section 1.1). Although not as tightly 
clustered, a similar scenario in E. coli could also be envisaged, with rrnA, B, C, and 
E residing within a 270-kb region, but with rrnD, G, and H being distributed over 
a much larger portion of the genome.

The possibility that bacterial nucleoli could form was addressed by Davies and 
Lewis (2003), in which the lacO system described above was used to tag rRNA 
operons, permitting their colocalisation with oriC regions indirectly marked using 
a Spo0J-CFP fusion. In this work, careful attention was paid to the cell cycle as the 
copy number of individually tagged rRNA operons, and their ratio compared with 
Spo0J foci would depend on whether or not they had been duplicated, and how far 
from oriC they were located. Because excellent cell cycle models were available 
(Sharpe et al. 1998), cells were grown under conditions in which only single rounds 
of DNA replication took place, and populations of cells were individually exam-
ined and classified according to cell length (which is directly proportional to the 
progress through cell cycle; Sharpe et al. 1998). The level of colocalisation of fluo-
rescent foci was determined in cells in which the copy number of oriC-tagged rrn
was equal. In strains in which an rrn situated adjacent to oriC was labelled, there 
was a high level of overlap of signals, but in strains containing tagged rrns distant 
from oriC, the level of signal overlap was no greater than in a control strain con-
taining a tagged mRNA gene (yvfS) (Davies and Lewis 2003). Therefore, there is 
no evidence that nucleoli-like structures exist in bacteria.

So why can we see TF and what are they if they are not nucleoli? As indicated 
(see page 16), at high growth rates, the loading of RNAP onto rRNA operons is 
extremely high, with one RNAP loaded approximately every 65 to 90 nt. In con-
trast, the loading on mRNA is considerably less, with some evidence suggesting 
that it may correspond to one RNAP every 10 to 20,000 nt or so (French and Miller 
1989). Therefore, the simple effect of very heavily loading an rRNA operon with 
RNAP will cause the appearance of a concentration of fluorescent signal in tagged 
cells. Because of the low resolution of the light microscope, a cluster of genes 
within a region of approximately 300 kb would seem to have a similar subcellular 
location, and, therefore, loading of RNAP onto the seven origin-proximal rRNA 
operons in B. subtilis would result in the appearance of a single bright focus.

Although transcription is efficient in vitro using only purified RNAP, nucleotide 
triphosphates, and DNA, this is not sufficient in vivo, and cells contain a suite of 
factors involved in regulating the rate of transcription elongation and aiding 
RNAP’s negotiation of situations such as DNA lesions, protein roadblocks, etc. 
The best-characterised transcription elongation factors are the Nus factors that were 
originally discovered because of their involvement in the delayed early round of 
transcription in the phage λ lytic cycle. To initiate delayed early transcription, 
production of the immediate early gene product N is required. N is an RNA binding 
protein that forms part of a nucleoprotein complex comprising a series of 
host-encoded factors called Nus factors (N utilisation substance). Once associated 
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with RNAP, an anti-termination complex is formed that is resistant to ρ-dependent
terminators and is able to read through those at the end of the N and cro genes and, 
therefore, go on to transcribe the delayed early genes.

Nus factors are also highly conserved among the bacteria and play important 
roles in the regulation of transcription in all cells. It seems that the N-anti-termination 
system used by phage λ has been modified from the host cells’ rRNA tran-
scription system. Because of their length, and the high levels of secondary structure 
of their products, rRNA transcription complexes have a different structure and 
activity to those involved in mRNA synthesis. It is very important that rRNA is 
transcribed efficiently because of the cellular requirement for ribosomes, particu-
larly at high growth rates, and it is very important that no premature termination 
occurs on transcribing these genes because a functional ribosome requires a com-
plete set of 16 S, 23 S, and 5 S rRNAs. Not only are rRNA operons transcribed at 
high RNAP densities with high fidelity, they are also transcribed at approximately 
twice the rate of an mRNA gene (~90 versus 50 nt/s; Vogel and Jensen 1995). 
Although rRNA operons are transcribed at high rates with very little or no prema-
ture termination, mRNA genes are transcribed relatively slowly and are highly 
prone to pausing and premature termination (Richardson and Greenblatt 1996). The 
slower transcription rates and tendency to pause may be important in helping to 
ensure efficient coupling with the translation apparatus (Landick et al. 1996).

It is unlikely that we have identified all transcription elongation factors, but 
I will outline the roles of the factors currently known before discussing how their 
known biochemical functions relate to their subcellular distribution. NusA was the 
first Nus factor identified (Friedman and Baron 1974), and was identified through 
its required incorporation in the λ anti-termination system. NusA is a highly con-
served protein that is present in most bacteria. It is probably an essential protein in 
B. subtilis because, to date, it has not been possible to inactivate the gene (Ingham 
et al. 1999), and unless combined with mutations in rho, NusA is also essential in 
E. coli (Zhang and Friedman 1994). The structure of NusA is known and shows that 
it is an elongated molecule with several domains related to its function. The N-terminal
domain is involved in binding RNAP (Mah et al. 1999), and this is followed by 
a flexible linker region that connects to an S1 RNA binding domain and a KH1 
KH2 RNA binding domain. Although for many years NusA was assumed to be an 
RNA binding protein, it had always proved difficult to show this unequivocally. 
However, NusA from Mycobacterium tuberculosis has recently been shown to bind 
to a specific RNA sequence called boxC (see NusA binding to boxC page 20), and 
the structure of this complex has also been determined showing the role in this 
process of the S1 and KH1 KH2 domains (Arnvig et al. 2004; Beuth et al. 2005). 
In E. coli and other closely related bacteria, there is an additional C-terminal 
domain that is able to interact with the α subunit of RNAP and is also involved in 
N-dependent anti-termination (Mah et al. 1999).

NusA is thought to bind to the same region of RNAP as σ factors (the N-terminal
region of the β¢ subunit; Traviglia et al. 1999), suggesting that there could be a 
cycle involving σ dissociation on completion of transcription initiation, followed 
by NusA association for progress through elongation, and finally NusA dissociation
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and σ reassociation on termination of transcription before re-initiation (Gill et al. 
1991). As mentioned (see page 14), the reality is likely to be more complicated than 
this because we know that σ does not have to dissociate from RNAP for NusA to 
bind and exert its activity (Bar-Nahum and Nudler 2001; Mukhopadhyay et al. 
2001; Mooney and Landick 2003). Nevertheless, models have been presented in 
which the N-terminal region of NusA binds to RNAP, permitting the RNA binding 
domains to interact with a transcript as it exits the enzyme through the β-flap and, 
thus, exert a regulatory effect on transcription (Borukhov et al. 2005). NusA is 
important in both mRNA and rRNA synthesis, but seems to have opposing effects 
on RNAP, depending on which class of gene is being transcribed. During mRNA 
synthesis, NusA has been shown to be important in promoting pausing, and this is 
thought to be important in ensuring efficient coupling with translation (Landick 
et al. 1996) as well as aiding the formation of RNA secondary structures in attenuation
processes (Yakhnin and Babitzke 2002). Conversely, NusA is also an essential 
component of anti-termination complexes, being required for full anti-termination 
activity, indicating that, in these complexes, the role of NusA is to prevent 
pausing activity (Richardson and Greenblatt 1996; Nudler and Gottesman 2002). 
It is possible that mRNA and rRNA complexes contain different amounts of NusA 
that could be important in these alternate activities, because some data suggests that 
phage λ anti-termination and B. subtilis rRNA complexes contain two molecules of 
NusA, whereas mRNA complexes only contain a single molecule (Horwitz et al. 
1987; Davies et al. 2005). Models have been proposed that account for the 
contradictory activity of NusA in which either two molecules are required for 
anti-termination (Nudler and Gottesman 2002) or a single molecule is sufficient 
for anti-termination (Borukhov et al. 2005).

NusG is another well-characterised transcription elongation factor. NusG 
seems to exert an opposing effect to NusA on RNAP, in that it is important in 
reducing the level of pausing, thus, increasing the overall rate of transcription 
(Richardson and Greenblatt 1996; Burns et al. 1998). There is genetic evidence 
suggesting a close interaction between NusG and the transcription terminator ρ,
and, therefore, it may help prevent premature termination events through this 
interaction. NusG is essential in E. coli, but not in B. subtilis, and this may be 
related to the fact that there is very little ρ-dependent termination in the latter 
organism (Ingham et al. 1999).

NusB and NusE form a heterodimer that binds both specific RNA sequences and 
RNAP, and is important in the formation of anti-termination complexes (Grieve 
et al. 2005). NusE was identified through genetic screens as being involved in λ
anti-termination before it was discovered that this protein was also ribosomal 
protein S10. Thus, there seems to be a direct link between anti-termination com-
plexes (rRNA transcription) and cellular levels of ribosomal proteins. NusB has 
also been implicated in translation regulation (Squires and Zaporojets 2000) and, 
therefore, it is possible that these proteins provide an important regulatory link 
between transcription and protein synthesis.

The RNA sequence is also important in formation of anti-termination complexes. 
rRNA operons have a very specific promoter structure comprising two promoters, 
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P
1
 and P

2
, which is followed immediately by the boxBAC region. P

1
 seems to be 

responsible for the bulk of transcription and is sensitive to changes in growth rate, 
whereas P

2
 is responsible for a fairly constant basal level of transcription (Krasny 

and Gourse 2004; Paul et al. 2004). The boxBAC region contains three elements 
involved in formation of the anti-termination complex. Although boxB from E. coli
is bound by protein N in the formation of the phage λ anti-termination complex, it 
is not known whether any protein binds boxB during rRNA transcription. boxB
forms a hairpin structure, and this is conserved among bacteria, although the actual 
sequence is not conserved (Berg et al. 1989). Therefore, it seems that the structure 
but not the sequence is important with respect to the role of boxB in rRNA anti-
termination. boxA is highly conserved and binds the NusB/E heterodimer (Nodwell 
and Greenblatt 1993). The formation of the boxA–NusB–NusE complex seems to 
be an important nucleation event in the establishment of an anti-termination com-
plex, stabilising the interaction of other factors with RNAP, and also important in 
the dissociation of the complex on completion of transcription of an rRNA operon, 
where incorporation of the NusE (S10) component of the anti-termination complex 
is incorporated into the ribosome assembling on the rRNA transcript and the NusB 
is recycled for a fresh round of rRNA synthesis (Greive et al. 2005).

Gre proteins are also involved in transcription elongation, and form part of a 
growing family of structurally related proteins with, it is thought, a common binding 
site on RNAP. In E. coli, the transcription initiation factor DksA has been shown to 
be important in controlling the initiation of rRNA synthesis (Paul et al. 2004), 
whereas GreA and GreB are principally involved in restarting stalled elongation 
complexes, although they may also play a limited role in some initiation events (Susa 
et al. 2006; Rutherford et al. 2007). During transcription elongation, if RNAP is 
induced to pause, it can sometimes backtrack over the piece of DNA that has just 
been transcribed. When this occurs, the 3¢-OH end of the transcript can slide out of 
the active site and out of the enzyme along the nucleotide entry channel (Borukhov 
et al. 2005). Subsequently, one of the two Gre proteins binds to RNAP and induces a 
change in activity of the active site so that the polymerase is temporarily converted 
to a nuclease and the backtracked transcript is cleaved. This will put a new 3¢-OH 
group back into the active site, allowing re-initiation of transcription (Toulme et al. 
2000). GreA and GreB perform the same role, but act on backtracked substrates of 
slightly different lengths (Toulme et al. 2000). In B. subtilis and other Gram-positive 
organisms, there is no known DksA homologue and only a single gene encoding a 
Gre protein, which is called greA. It seems that this single GreA protein is able to 
accommodate the activities of both GreA and GreB that are found in Gram-negative 
organisms. A further protein Gfh1 from Thermus aquaticus has been structurally and 
biochemically characterised. This protein is also related to the Gre family of proteins, 
but inhibits rather than stimulates transcript cleavage (Lamour et al. 2006). The struc-
ture of GreB bound to RNAP has also been solved and this helps illuminate how 
the protein performs its biochemical function (Opalka et al. 2003). The protein is 
shaped rather like a revolver, and the barrel of the revolver is able to fit into the 
nucleotide entry channel, where highly conserved residues at the tip of the barrel 
are involved in inducing the conversion from polymerase to nuclease in RNAP.
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Surprisingly, mutations in gre genes are not lethal, although when combined 
with mutations in a gene encoding an additional transcription factor called mfd,
cells cannot survive (Trautinger et al. 2005). Mfd is a large protein that is involved 
in transcription-coupled repair to damaged DNA, and structural analysis has again 
indicated how this protein could perform its function (Deaconescu et al. 2006). 
RNAP will stall after encountering a DNA lesion or a protein bound tightly to the 
DNA (called a roadblock). Mfd binds on the upstream side of RNAP and is able to 
physically lever RNAP either over the lesion or off the DNA, permitting access to 
the lesion for repair enzymes.

The dynamic distribution of transcription factors has also been investigated, along 
with a systematic approach to quantifying their levels so that we can better under-
stand the factors regulating RNAP activity in vivo (Davies et al. 2005; Doherty et al. 
2006). To establish any dynamic reorganisation of factors, their localisation was 
determined under at least two different growth conditions; a slow growth medium in 
which TF are not normally visible for RNAP, and a defined rich medium, in which 
nearly all cells contain visible RNAP TF. Transcription factors were also quantified 
using standardised procedures when grown in the defined rich medium so that their 
levels could be directly compared with those of RNAP (Davies et al. 2005; Doherty 
et al. 2006). Where possible, it was also established that the fusion to the fluorescent 
protein tag had no detrimental effect on viability or growth rate.

After initial examination of cells grown in defined rich medium, the NusA distribution 
seemed to be very similar to that of RNAP, with localisation throughout the nucleoid, 
and concentration into foci analogous to TF (Fig. 1.4). As with RNAP, NusA foci 
rapidly disappeared on induction of the stringent response, indicating that NusA also 
concentrates at site of rRNA synthesis. However, there was a striking difference after 
examination of cells grown in minimal medium. Whereas there was a very low fre-
quency of TF observed for RNAP (~7%), NusA foci were visible in nearly 70% of cells 
(Davies et al. 2005). This result confirmed the importance of NusA in rRNA transcription. 
The levels of NusA were also quantified and compared with that of RNAP. Surprisingly, 
NusA is highly abundant and is present at a very similar level to RNAP (~9,000 
molecules of NusA to ~7,500 molecules of RNAP). Subsequent determination of the 
level of fluorescence in TF showed a greater level of NusA compared with RNAP, 
resulting in a ratio of approximately 1.6 molecules of NusA to 1 RNAP in TF, whereas 
both proteins were present at a 1:1 ratio in regions of the nucleoid outside TF. 
Quantitative analysis of isolated transcription elongation complexes confirmed rRNA 
anti-termination complexes contained two molecules of NusA per molecule of RNAP, 
supporting the data of Horwitz et al. (1987) regarding the amount of NusA required for 
the formation of a λ anti-termination complex.

NusG localisation seems very similar to that of RNAP (Fig. 1.4). In defined rich 
medium, the proportion of cells with NusG TF is very high (92%), but in minimal 
medium, very few cells with NusG TF could be detected (17%) (Doherty et al. 
2006). Determination of the cellular levels of NusG showed there was slightly less 
than RNAP (~6,000 molecules), and integration of this data with the proportion of 
fluorescence in TF was consistent with NusG interacting with RNAP in a 1:1 ratio 
in both mRNA and rRNA complexes.
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NusB localisation seemed very different to that of RNAP, NusA, or NusG, with 
the bulk of fluorescence restricted to foci. Induction of the stringent response 
caused these foci to rapidly disperse, indicating that they also corresponded to the 
sites of rRNA synthesis within the cell. In addition, it was noticed that these foci 
appeared more “punctuate” than those normally observed with RNAP, NusA, and 
NusG (Fig. 1.4). This punctuate pattern was attributed to the distribution of rRNA 
operons within the chromosome, with the brightest focus corresponding to NusB 
localised to sites of rRNA synthesis on the origin-proximal operons rrnA, I, H, G,
J, O, and W, whereas the smaller foci corresponded to the origin-distal operons 
rrnB, D, and E. Determination of the level of NusB within the cell indicated there 
were slightly more than 3,000 molecules of NusB, which corresponded to a NusB:
RNAP ratio of 1:1 in TF and 0.3:1 in regions outside TF. These results confirmed 
the primary role for NusB as being the regulation of rRNA synthesis, and suggested 
that there was very little NusB available for any direct involvement in the regula-
tion of translation (Doherty et al. 2006).

GreA localisation was also different from that of all the other proteins thus far 
mentioned. In cells expressing a GreA–GFP fusion, fluorescence was restricted to 
the nucleoid, but there was no evidence of TF formation under any growth condi-
tions (Fig. 1.4) (Doherty et al. 2006). This result suggested that GreA has little if 
any involvement in rRNA synthesis, and is mainly restricted to regulation of 
mRNA synthesis. This would be consistent with the known role of GreA in elonga-
tion, where it is involved in the restarting of stalled and backtracked elongation 
complexes. Because of the formation of rRNA anti-termination complexes that are 
highly resistant to pausing, there would be little anticipated need for a restart mole-
cule such as GreA. Conversely, in mRNA elongation complexes that are prone to 
pausing and premature termination, there would be a high requirement for GreA 
activity. Nevertheless, Gre proteins have been implicated in the initiation of tran-
scription, including from rRNA promoters (Susa et al. 2006; Rutherford et al. 
2007), and it is possible that GreA might still be involved in this process, although 
the bulk of the protein is clearly not recruited to regions of high rRNA synthesis 
(Fig. 1.4). After quantifying the levels of GreA within the cell, it was found that 
levels were surprisingly high, with approximately 14,000 molecules of GreA per 
cell. This corresponds to a GreA:RNAP ratio of approximately 2:1 (Doherty et al. 
2006). If we make the assumption that GreA plays little role in rRNA synthesis, the 
ratio of GreA:RNAP in mRNA elongation complexes would be even higher.

This result was unexpected. A structure of GreB in complex with RNAP from 
E. coli has been published (Opalka et al. 2003) in which GreB bound within the 
nucleotide entry channel. The positioning of the single molecule of GreB was able 
to account for all the known biochemical properties of the protein, and, therefore, 
there would not seem to be a need for additional binding sites. So, is GreA in 
B. subtilis all bound to RNAP? Gre proteins are known to bind to RNAP, but not 
to RNA or DNA and, therefore, the colocalisation of GreA with RNAP within the 
nucleoid suggests that it is bound to it. Evidence supporting this statement was 
provided after treating cells containing a GreA–GFP fusion with high concentrations
of chloramphenicol. This causes nucleoids to collapse into small, dense structures 
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in the middle of the cell (Woldringh et al. 1995). On nucleoid collapse, all of the 
GreA–GFP fluorescence remained localised within the nucleoid, indicating that it 
was bound to RNAP (Doherty et al. 2006). In addition, the particular strain used in 
this study contained a copy of wild-type greA under the control of a xylose-inducible 
promoter. On addition of xylose to the medium, and production of wild-type GreA, 
the GreA–GFP fusion was partially dislodged from RNAP and fluorescence could 
be seen throughout the whole cell, not just in the nucleoid. This effect was also 
observed on chloramphenicol-induced nucleoid collapse, suggesting that, in the 
absence of xylose, all of the GreA–GFP fusion was bound specifically to RNAP.

Is there more than one binding site for Gre proteins on RNAP? At this stage, we 
still do not know, but there is some circumstantial evidence that suggests there 
could be. First, in a study by Traviglia et al. (1999) using protein footprinting tech-
niques, a binding site for Gre proteins was reported in the region around the nucle-
otide entry channel, where these proteins have been shown to bind (Opalka et al. 
2003), and also on a fragment of the β subunit. This binding site maps to a region 
of on the bottom of the β subunit, and is not close to a region of the enzyme on 
which GreA or B could exert its known activity (see Fig. 1.3). Studies that are more 
recent indicate that the only region to which GreA from B. subtilis binds is around 
the nucleotide entry channel (G. Doherty and P. Lewis, unpublished data). This 
data supports other work using E. coli proteins in which it was suggested that 
although one molecule of Gre protein is able to bind in the nucleotide entry chan-
nel, a second molecule may also bind in the same region to stabilise the binding of 
the first molecule (Koulich et al. 1998). Because there are two Gre proteins in 
Gram-negative organisms, GreA and GreB, it seems reasonable to assume that 
there may well be binding sites for both proteins on RNAP that allow insertion of 
the relevant protein into the nucleotide entry channel on transcription pausing. 
Determination of the cellular levels of GreA and GreB in E. coli are also consistent 
with an overall Gre protein:RNAP ratio of approximately 2:1. However, unless 
there is an actual requirement for additional Gre proteins to stabilise interactions 
with GreA bound in the nucleotide entry channel, it is not clear why there should 
be so much GreA in the cell and why it is all bound to RNAP.

As stated in the preceeding paragraph, the Gre proteins form part of a family of 
which two additional members, DksA and Gfh1, are currently known. In addition 
to GreA and GreB, DksA is also present in E. coli and has been modelled binding 
within the nucleotide entry channel, where it interacts with ppGpp close to the 
active site of RNAP (Perederina et al. 2004). DksA seems to be predominantly 
involved in the initiation of transcription, but this still implies that GreA, GreB, and 
DksA could all bind RNAP simultaneously if their localisation turns out to be simi-
lar to that of GreA in B. subtilis.

This leads us to an interesting point concerning the levels of transcription factors 
compared with RNAP levels within the cell. Not all RNAP is involved in transcrip-
tion elongation. Some is being synthesised, some is being degraded, some is scan-
ning for promoters, some is involved in formation of closed complexes, some in 
open complexes, some in abortive initiation, and some in termination, in addition 
to the enzyme involved in elongation. It has been estimated that there may be as 
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little as approximately 20% of RNAP actively involved in transcription elongation 
within the cell. This means that only approximately 1,500 molecules of RNAP per 
cell would be involved in a process requiring a transcription elongation factor, and 
yet we find them present at levels similar to or in excess of the total cellular levels 
of RNAP. Probably more than 20% of RNAP is involved in elongation, but even if 
the level is 50% (and as high as 65% (Ishihama 2000)), there would still seem to be 
a large excess of transcription factors in the cell. A study by Mooney and Landick 
(2003) examining the effects of covalently tethering σ70 to RNAP showed that the 
enzyme behaved in a very similar manner to wild-type untethered enzymes. This 
suggested that transcription factors are present at levels within the cell that ensure 
their ready accessibility to the enzyme to enable rapid response to what would oth-
erwise be rate-limiting events. Therefore, it is possible that transcription factors are 
present within the cell at much higher local concentrations than would seem to be 
necessary from biochemical experiments, and, at these concentrations, probably 
exceed their dissociation constants, suggesting that they are bound to, or very 
closely associated with, RNAP throughout the transcription cycle, enabling rapid 
and effective responses to changing conditions.

1.4 Translation

The traditional view of the arrangement of transcription and translation in bacteria 
is one in which the two processes are very tightly linked. Compelling evidence for 
this view was provided in the early 1970s by Miller and coworkers, who were able 
to isolate coupled transcription and translation complexes from E. coli and observe 
them directly by electron microscopy (Miller et al. 1970) (Fig. 1.5a). Their micro-
graphs showed ribosomes assembled and synthesising protein on mRNA molecules 
that were still being transcribed by RNAP on the DNA. Clearly coupled transcription
and translation does occur, and there are regulatory processes within the cell that 
depend on it. The classic example is that of the regulation of the trp operon by an 
attenuation mechanism in E. coli whereby ribosome stalling or progress through 

Fig. 1.5 (continued) ribosome distribution than in the absence of DAPI, suggesting that IF3 is 
part of a relatively large complex that is unable to penetrate the spaces between DNA strands after 
nucleoid collapse. c The different possible pathways for assembling translation complexes. 
Although presented as separate pathways, there is no reason why all of these pathways could not 
overlap, and this is considered the most likely scenario. On the left, translation complexes have 
assembled directly onto a transcript as it is being generated by RNAP. In the middle, CSPs and Csh 
bind to the transcript to prepare single-stranded substrate suitable for translation. These proteins 
may be associated directly with ribosomes because their localisation is restricted to the same regions 
of the cytoplasm as ribosomes, despite their small size. On the right, initiation complexes bind the 
transcript as it is formed (including deep within the nucleoid) and are able to resolve any secondary 
structures adjacent to the translation start codon to enable the formation of a translation competent 
70 S ribosome in the extra-nucleoid cytoplasm. See text for further details
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Fig. 1.5 Translation organisation. a Representation of the images observed by Miller and 
coworkers that provided compelling evidence for the coupling of transcription and translation. In 
the micrographs, ribosomes could be seen bound to incomplete transcripts that were still attached 
to RNAP in the process of transcribing a gene. b Micrographs of GFP-labelled RNAP, ribosomes, 
and IF3 in B. subtilis illustrating how transcription and translation are largely segregated within 
the cell. RNAP is concentrated within the middle of the cell, whereas ribosomes are concentrated 
toward cell poles, inter-nucleoid spaces, and adjacent to the cytoplasmic membrane. The localisation
of an IF3–GFP fusion in the absence of the DNA stain, DAPI, is shown in the panel marked IF3
(−). Although some concentration of signal can be observed at the cell poles and inter-nucleoid 
spaces, fluorescence is observed throughout the cell. The localisation of the IF3–GFP fusion in 
the presence of DAPI is shown in the panel marked IF3 (+). After nucleoid collapse, the proportion 
of IF3 localised to the cell poles and inter-nucleoid spaces bears a much closer resemblance to

(continued)
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a leader peptide sequence controls the formation of a ρ-independent terminator, 
ensuring that transcription of the operon only occurs if both the tryptophan (via the 
trp-repressor protein) and trp–tRNA (via ribosome progress on the leader peptide) 
levels are at suitably low levels (Yanofsky 2004). Examples of attenuation systems 
continue to appear in the literature, and, in recent years, the incredible diversity of 
attenuation systems present has become clear (Henkin and Yanofsky 2002). 
Regulation of tryptophan synthesis occurs also by attenuation in B. subtilis but 
involves a completely different system, whereby formation of the ρ-independent
terminator is dependent on the binding of the TRAP 11-mer complexed with 
tryptophan to the transcript (Anston et al. 1999). Formation of the TRAP 11-mer 
complex is regulated by the activity of the anti-TRAP protein, whose synthesis is 
also controlled by a separate attenuation system that does require a ribosome 
(Yanofsky 2004). In addition, the T-box system is dependent on the ratio of 
charged:uncharged tRNAs and their ability to interact with the leader transcript 
(Henkin and Yanofsky 2002), and there are several systems that involve the direct 
binding of a small molecules to the transcript (Nudler and Mironov 2004).

If ribosomes are going to interact with a transcript as it is formed by RNAP, they 
must be able to have rapid and easy access to transcripts. Because of their large 
size, it is unlikely that ribosomes are free to diffuse through the cytoplasm (Elowitz 
et al. 1999) or through the nucleoid. Most electron micrographs of negatively 
stained cells show large granular particles that represent ribosomes in the cyto-
plasm, but very few are visible in the less densely stained regions of the cell occu-
pied by the nucleoid. This would suggest that, for closely coupled transcription and 
translation to occur, transcription needs to occur on regions of the nucleoid/cyto-
plasm boundary. Three-dimensional analysis of the distribution of RNAP within the 
nucleoid of both B. subtilis and E. coli suggests that it is distributed throughout the 
nucleoid, with no evidence for any enrichment at the nucleoid cytoplasm bound-
ary (Fig. 1.5b) (Lewis et al. 2000; Jin and Cabrera 2006).

Ribosome distribution has been examined in detail in B. subtilis and ribosomes 
were found to localise mainly to the cytoplasm surrounding the nucleoid and were 
also particularly abundant at cell poles (Fig. 1.5b) (Lewis et al. 2000; Mascarenhas 
et al. 2001). Colocalisation of RNAP and ribosomes also indicated there was little 
overlap of the signals, suggesting that the level of co-transcription and translation 
is likely to be relatively low (Lewis et al. 2000). Treatment of cells with antibiotics 
or prevention of cell division indicated that the polar localisation of ribosomes was 
caused by nonspecific effects, and that large ribosomal and polysomal structures 
simply occupy the regions of the cytoplasm where there is most room away from 
the regions occupied by the nucleoid (Lewis et al. 2000). More recently, the subcel-
lular distribution of ribosomes in Spiroplasma melliferum has been examined by 
cryo-electron tomography (Ortiz et al. 2006). In this technique, cells are rapidly 
frozen to prevent the formation of ice crystals (vitrified), to preserve biological 
structures. As long as a cell is not too thick (<less than>1 µm), it is possible to 
obtain a three-dimensional view of the cytoplasm by taking multiple images of the 
cell at different tilt angles. Such approaches are extremely specialised, requiring 
cryo-electron microscopes fitted with tilting stages, careful limitation of the electron
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dosage of the sample to prevent radiation damage, and specialised image-processing
techniques to analyse the very low signal:noise images and reconstruct three-
dimensional volumes. In the study by Oritz et al. (2006), it was possible to identify 
individual ribosomes in the reconstructed images through matching micrograph 
densities to ribosome structures (template matching). In these cells, it was estimated
that ribosomes occupied approximately 5% of the total cell volume, approximately 
40% of the ribosomes were probably in polysomes, and approximately 15% were 
involved in synthesis of integral membrane/extracellular protein synthesis. Although 
the nucleoid was not directly visualised in these experiments, the authors did com-
ment that there was no region of the cell where the ribosome concentration seemed 
to be low and, therefore, it is not clear whether the separation of ribosome-rich 
cytoplasm and the nucleoid observed in many electron micrographs and directly in 
B. subtilis is a universal arrangement in bacteria. Colocalisation of ribosomes 
with nucleoid-specific structures in S. melliferum by tomography should resolve 
this issue.

Translation factors are required for the assembly of a translation competent 
ribosome–mRNA–fMet–tRNA complex as well as the processive elongation of 
peptides, and examination of their distribution with reference to that of ribosomes 
should help us understand how translation is organised within the cell in more 
detail. To date, we have very little information regarding the localisation of transla-
tion factors because it has proved difficult to obtain functional fluorescent protein 
fusions to translation factors. However, as has been shown with transcription fac-
tors that remain closely juxtaposed to RNAP, we would expect that the distribution 
of translation factors would closely mimic that of ribosomes. To date, we only have 
preliminary data regarding the localisation of initiation factor (IF)-3. The role of 
IF-3 is to bind across the P/E site on the 30 S subunit, preventing the physical asso-
ciation of the 30 S and 50 S subunits by blocking sites of interaction (Dallas and 
Noller 2001). After formation of a mature 30 S initiation complex in which IF-2 
brings an fMet–tRNA to the P-site, IF-1 and IF-3 can dissociate, permitting forma-
tion of a 70 S initiation complex (Ramakrishnan 2002).

When considering the localisation of translation factors with ribosomes, it is 
also important to consider their cellular levels. Approximately 80% of ribosomes 
are thought to be present as 70 S translating structures, and are present at approxi-
mately 50,000 copies per cell during rapid growth (Forchhammer and Lindahl 
1971; Bremer and Dennis 1996; Asai et al. 1999). IF-3 is present at approximately 
10% of the level of ribosomes, and close to equimolar with the estimated level of 
free 30 S subunits within the cytoplasm. The distribution of IF-3 in the cell was 
similar to that of ribosomes, but not identical. Although there was a clear concen-
tration of signal toward the cell poles, there were also large amounts of signal 
throughout the cytoplasm (Fig. 1.5b, IF3−). Thus, it seems that IF-3 is free to 
diffuse throughout the cytoplasm. This is not surprising because IF-3 is a small 
molecule (19.6 kDa), and even with a GFP tag should still be free to diffuse within 
the cytoplasm (Elowitz et al. 1999). However, after addition of the DNA-specific 
dye, DAPI, to cells to colocalise IF-3 and nucleoid signals, a dramatic change in 
localisation was observed, whereby much of the IF-3 signal became excluded from 
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the nucleoid and the pattern of distribution bore a much closer resemblance to that 
of ribosomes (Fig. 1.5b, IF3+). The addition of DAPI to cells does cause compac-
tion of the nucleoid, and these results have been interpreted as showing IF-3 exclu-
sion from the nucleoid after its collapse. Because such behaviour is not observed 
for other fluorescent protein fusions, many of which are much larger than the IF-3–
GFP fusion, this was a very surprising observation. It is possible that IF-3, as part 
of a 30 S initiation complex, is able to penetrate the nucleoid, where it can pick up 
transcripts and, after association of the 50 S subunit, the 70 S translating ribosome 
is excluded and restricted to the nucleoid-free cytoplasm. It is possible that such 
complexes may be important in restricting the level of mRNA secondary structure 
within the nucleoid because it has been shown that initiation complexes are able to 
resolve secondary structures around the Shine–Dalgarno sequence that inhibit the 
formation of translation initiation complexes (Studer and Joseph 2006). It will be 
interesting to obtain a more comprehensive set of data with additional initiation and 
elongation factors to further dissect the subcellular organisation of translation.

Cold-shock proteins (CSPs) are also important translation factors. These repre-
sent a class of small, highly conserved single-stranded DNA/RNA binding proteins 
(El-Sharoud and Graumann 2007). CSPs have been implicated in a multitude of 
metabolic functions, including DNA folding and transcription anti-termination, in 
addition to aiding efficient translation (El-Sharoud and Graumann 2007). Although 
some CSPs are induced after cold shock, many are also present and required for 
normal vegetative growth, indicating that they play an important role in general 
cellular metabolism. Localisation of CSPs showed that their distribution was very 
similar to that of ribosomes (Weber et al. 2001a), and this localisation strengthens 
the argument that the major function of these proteins is as RNA chaperones within 
the cell. The colocalisation of CSPs and ribosomes was shown to be dependent on 
the transcriptional activity of the cell, leading to the hypothesis that CSPs may act 
as chaperones helping to transport mRNA transcripts to the ribosome. Importantly, 
CSP binding to RNA prevents the formation of secondary structures that inhibit 
translation and, therefore, these proteins are likely to be important in ensuring the 
prevention of such structures, ensuring efficient translation. It has also been shown 
that IF-1 from E. coli, which has a similar structure to CSPs, can complement the 
loss of CSPs in B. subtilis (Weber et al. 2001b). IF-1 probably binds to mRNA in 
the A site of 30 S initiation complexes (Ramakrishnan 2002), and may also be 
important in the prevention of secondary structure formation in 30 S initiation 
complexes (Studer and Joseph 2006).

The formation of secondary structures in RNA is more prevalent at low temperatures,
which may account for the cold-induced expression of some of the CSPs, but no 
matter what the temperature, it is important that the cell has systems to deal with 
secondary structures when they do form. Although CSPs bound to RNA prevent the 
formation of secondary structures, they cannot resolve these structures if they have 
already formed. Once an RNA secondary structure has formed, the activity of 
cold-shock helicases (Csh) is required to regenerate single-stranded substrates for 
the CSPs. Csh have also been shown to colocalise with CSPs and ribosomes, and 
protein-interaction analyses indicate that Csh and CSPs are able to interact in vivo 
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(Hunger et al. 2006). Thus, there seems to be a clear mechanism within the cell that 
permits the resolution of RNA secondary structures that inhibit translation. If such 
a well conserved and abundant system exists in bacteria, it seems reasonable to 
suggest that it exists to aid the translation of transcripts that are not tightly coupled 
to the translation apparatus. The localisation of the very small CSPs (~7.5 kDa) to 
the region of the cytoplasm occupied by ribosomes suggests that they may be 
peripherally bound to ribosomes, because otherwise they would be expected to 
be able to diffuse freely through the cytoplasm. A loose association with ribosomes 
would permit CSPs and Csh to bind mRNA substrates and process them to ensure 
that they were in a suitable single-stranded form for translation. The localisation 
pattern of these proteins does not suggest that they are able to migrate into the 
nucleoid to bind and transport transcripts from sites of synthesis to sites of transla-
tion and, therefore, there may be several overlapping pathways to ensure efficient 
assembly of translation complexes within the cell (Fig. 1.5c). The first pathway 
would be dependent on 30 S initiation complexes that are able to penetrate the 
nucleoid, binding mRNA transcripts and resolving any secondary structure close to 
the ribosome binding site. On binding a 50 S subunit, the complex would be 
excluded to the nucleoid-free cytoplasm. In such complexes, significant secondary 
structure could still form in the downstream transcript and, therefore, Csh and CSP 
activity could be important in resolving secondary structure and maintaining 
single-stranded RNA for translation (Fig. 1.5c). Alternatively, some transcripts 
may form high levels of secondary structure within the nucleoid and diffuse to the 
ribosome-rich areas where Csh and CSPs closely associated with ribosomes are 
able to process the transcript into a linear form suitable for translation (Fig. 1.5c). 
The compaction of the transcript through formation of secondary structure may be 
important in ensuring that the transcript does not become entangled around the DNA 
and may aid its diffusion to ribosome-rich regions of the cell.

Finally, a proportion of transcription will occur near the nucleoid periphery 
and ribosomes will be able to readily bind transcripts, thus, coupling transcription 
and translation. Such complexes may also require the activity of Csh and CSPs, 
but transcription elongation factors such as NusA have also been implicated in 
modulating the rate of transcription to ensure that it occurs at a similar rate to 
translation, helping to maintain close coupling of the events (Landick et al. 1996) 
(Fig. 1.5c).

1.5 Membranes and Chemotaxis

A substantial proportion of the proteins within a cell is peripherally associated with, 
or is embedded in, the cytoplasmic membrane. Bacterial membranes, like all 
biological membranes, are a mosaic of phospholipid and protein domains. Many 
integral membrane proteins are also closely associated with specific phospholipids, 
creating small proteolipid domains. The phospholipid content of membranes differs 
greatly between species, classes, orders, and phyla, but there are several commonly 
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conserved components, including phosphatidylethanolamine (PE), phosphatidylg-
lycerol (PG), and cardiolipin (Kadner 1996; de Medoza et al. 2002). The various 
lipids do not mix freely, but form separate microdomains, often called lipid rafts. 
PE domains tend to be enriched for proteins, and cardiolipin-rich areas are often 
associated with cell poles and division septa (Fishov and Woldringh 1999; 
Vanounou et al. 2003). Clearly, membranes are not homogenous structures.

Membrane protein localisation has been performed in a variety of organisms, 
but several studies in B. subtilis illustrate many of the major observations to date. 
Johnson et al. (2004) reported the localisation of the ATP synthase and succinate 
dehydrogenase complexes and their dynamics. Both protein complexes were found 
to be distributed heterogeneously throughout the membrane, but three-dimensional 
reconstruction of ATP synthase localisation indicated that this did not follow any 
particular pattern, such as MreB/Mbl-directed spirals (Johnson et al. 2004). 
Additional experiments also indicated that the protein-rich domains were free to 
diffuse within the two dimensions of the cytoplasmic membrane. Dual-labelling 
experiments also showed that although there was some coincidence of ATP syn-
thase and succinate dehydrogenase signals, there were also regions of mutual 
exclusion and partial overlap, indicating that there was no correlation between the 
localisation of the two complexes within the membrane.

A separate study by Meile et al. (2006) to investigate the localisation of proteins 
that had been shown to interact with the DNA replication machinery in a compre-
hensive yeast two-hybrid screen indicated there are three main patterns of protein 
localisation to the membrane. The first comprised a heterogeneous pattern, the 
same as that reported previously by Johnson et al. (2004), and included the ATP 
synthase complex as well as YkcC (similar to dolichol phosphate mannose syn-
thase). The second pattern was a homogenous localisation of proteins around the 
membrane that could either include or exclude the division septum, and was repre-
sented by the protein YhaP (similar to unknown proteins). The third pattern com-
prised localisation only to cell poles and/or the division septum and included the 
methyl-accepting chemotaxis protein TlpA, and the component of the twin-arginine 
translocation pathway, TatCY. There were several other minor variations on these 
basic themes. However, the results clearly show that a multitude of processes con-
trol the distribution of proteins within the membrane. Despite its lack of glamour, 
perhaps the most unusual distribution pattern is that of homogenously distributed 
proteins. Because the membrane environment itself is heterogeneous on a macro-
scopic scale (Matsumoto et al. 2006) and because proteins are known to preferably 
segregate to PE-rich domains, it is surprising that some proteins do not seem to be 
influenced by the local lipid composition.

The localisation of proteins involved in peptidoglycan synthesis has also been 
examined (Scheffers et al. 2004). Once again, a variety of localisation patterns was 
observed and some of these could be directly attributed to the function of the pro-
tein. Penicillin-binding proteins (PBP) 3 and 4a localise along the long axis of the 
cell in foci, indicating a role in cell growth. PBP5 and possibly PBP4, although 
exhibiting slightly different localisation patterns, were also attributed roles in cell 
growth (Scheffers et al. 2004). The localisation of some of these proteins to foci 
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along the long axis of the cell prompted the analysis of the three-dimensional dis-
tribution of these proteins to determine whether they are localised in a spiral pattern 
consistent with an interaction with one of the actin-like cytoskeletal proteins, but 
no evidence was found to suggest that this was the case. Interestingly, similar stud-
ies in C. crescentus have suggested that there is a possible correlation with PBP2 
and MreB (Figge et al. 2004), and it has been shown in B. subtilis using fluorescent 
vancomycin derivatives that lateral wall growth is in spirals, consistent with the 
distribution of the cytoskeletal cell shape-determining proteins (Daniel and 
Errington 2003). Other PBPs, such as PBP1 and PBP2b, were found to be localised 
to the septum, consistent with their role in septal biosynthesis, which requires a 90° 
change in direction from lateral to septal growth in rod-shaped organisms. Thus, by 
and large, the distribution of PBPs within the membrane tends to reflect the role of 
the protein in cell wall synthesis.

Proteins involved in chemotaxis tend to be localised to one cell pole, as was 
shown in the pioneering study by Maddock and Shapiro (1993). The restriction of 
the chemoreceptors to one pole of the cell is a simple and effective way of enabling 
a rapid and directed response to chemical stimuli. Through classic signal transduc-
tion pathways, the chemoreceptor localised at one pole is able to direct the activity 
of the flagellar motor at the other pole. However, the organisms in which polar ori-
entation is most comprehensively studied is C. crescentus, which is inherently 
asymmetric because of its life cycle. A stalk cell immobilised to a substrate grows 
and divides to produce a motile swarmer cell, which moves away to colonise a 
separate area as it settles and develops into a stalk cell. In this system, it is crucial 
that there are effective mechanisms to help the cell distinguish between “stalk end” 
and “swarmer end.”

Some of the regulatory circuits that control this process are now known and 
involve a complex interplay of temporally and spatially integrated signals that link 
DNA replication, cell division, and flagellar synthesis (Fig. 1.6) (Viollier and 
Shapiro 2004). In swarmer cells that are flagellated, motile, and involved in colo-
nisation, processes such as DNA replication and cell division are repressed because 
cell division is not desirable until the swarmer cell has found a suitable new niche 
to inhabit. Once the swarmer cell settles, it sheds its flagellum and develops a stalk 
that adheres it firmly to the surface. As the stalk cell develops, cell growth and 
division is initiated, resulting in the formation of a new swarmer cell, which moves 
away at cell division (Fig. 1.6). Thus, in a swarmer cell, it is necessary to repress 
genes involved in cell growth and duplication, and once the cell differentiates into 
a stalked cell, repression must be lifted. How is this achieved?

In swarmer cells, the phosphorylated version of the response regulator CtrA 
(CtrA-P) is abundant and regulates transcription from genes such as ftsZ (cell divi-
sion) and pilA (pilus formation), and blocks the origin of chromosome replication. 
This protein is highly abundant, and, once the cell settles and initiates differentia-
tion into a stalked cell, must be rapidly degraded by the ClpXP proteasome (Viollier 
and Shapiro 2004). CtrA-P represses expression of another master regulator pro-
tein, GcrA, and as CtrA-P is degraded, GcrA is produced, which leads to activation 
of transcription of genes such as dnaA, dnaB, and dnaQ involved in DNA replication,
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and pleC and podJ, which are involved in polar morphology (McAdams and 
Shapiro 2003).

PodJ is a polar localisation factor that is found at the swarmer cell pole, and it 
seems that this localisation may be dependent on MreB cytoskeletal treadmilling 
toward the swarmer cell pole (Fig. 1.6) (Viollier and Shapiro 2004). Thus, PodJ 
associates directly or indirectly with MreB filaments, which transport it to the 
swarmer cell pole. In turn, localisation of the membrane histidine kinase PleC is 
dependent on previous localisation of PodJ. PleC, and another membrane histidine 
kinase, DivJ, interact with the response regulators, DivK and PleD (Fig. 1.6). Both 
DivK and PleD are found throughout the cytoplasm, but after phosphorylation by 
DivJ/PleC, become localised to cell poles. DivK-P localises to both stalk and 
incipient swarmer cell poles, whereas PleD-P is restricted to the stalk cell pole 
(Fig. 1.6). PleD controls morphological events at the cell pole, and, after activation, 
produces the signalling molecule cyclic-di-GMP (Viollier and Shapiro 2004).

One of the key functions of the signal transduction circuits in this process is to 
generate asymmetry (McAdams and Shapiro 2003). As indicated (see Fig 1.6), the 
master regulators of this process are CtrA-P and GcrA, and their cyclical regulation 
of gene expression. The evidence from accurate cell cycle analysis of CtrA and 
GcrA levels suggests that, after cell division, the old stalk cell contains GcrA, whereas 
the new swarmer cell contains CtrA (Holtzendorff et al. 04). Thus, not only must 

Fig. 1.6 Control of asymmetry in C. crescentus. The C. crescentus cell cycle involves two cell 
types, a stalked cell and a swarmer cell. Proteins that control the generation of asymmetry at 
various stages of the cell cycle and their localisation are indicated. Chromosomes are represented 
by the oval shapes. Xs indicate inhibition of cell division (on cell wall) and chromosome replication
(on chromosomes). See text for additional details
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the subcellular levels of these transcription regulators be carefully controlled, but it 
also seems that they are segregated within the predivisional cytoplasm before com-
pletion of the division septum (Fig. 1.6) (Viollier and Shapiro 2004).

Throughout this chapter, the localisation of specific proteins to regions of the 
cell has been discussed. Many of the protein localisation patterns are dependent on 
larger subcellular structures, such as cytoskeletal filaments, chromosomes, and the 
cytoplasmic membrane. It also seems that large protein complexes are too large to 
freely diffuse through the cytoplasm (Elowitz et al. 1999) and, therefore, some 
form of segregation event is required for their even distribution at cell division. It 
is possible that segregation of CtrA and GcrA in C. crescentus is caused by their 
assembly into subcellular complexes that are too large to readily diffuse, enabling 
their segregation into swarmer and stalk cell, respectively. Of course, this begets 
the question of how would such complexes be restricted to swarmer or stalk cell 
cytoplasm in the first place? Ribosomes and polysomes are too large to diffuse, but 
are readily segregated at cell division (Lewis et al. 2000). In this situation, ribos-
omes are highly abundant, and it was assumed that ribosome mobility is related to 
bulk movements that occur as the cytoplasm flows around segregating nucleoids. 
Clearly there are mechanisms for moving and segregating chromosomes, and struc-
tures such as magnetosomes (see Chap. 2), but what about proteins?

An astonishing finding has recently been reported regarding the localisation of 
the transducer-like protein TlpT chemoreceptor clusters in the bacterium 
Rhodobacter sphaeroides (Thompson et al. 2006). TlpT assembles into large cyto-
plasmic complexes so that, in a nondividing cell, a single large cluster is visible in 
the middle of the cell when tagged with yellow fluorescent protein (YFP). On pro-
gression through the cell cycle, the single focus duplicates and segregates to ¼ and 
¾ positions so that, after cell division, each newborn cell contains a single mid-cell 
TlpT cluster (Thompson et al. 2006). Segregation of TlpT foci was found to be 
dependent on the product of a gene located downstream in the operon encoding 
TlpT, called ppfA (for protein partitioning factor). PpfA is related to Type I DNA 
partitioning factors, which include the ParA and MinD families of ATPases. In the 
absence of PpfA, TlpT foci failed to duplicate and segregate, indicating that this 
required the presence of an active partitioning system. PpfA homologues are found 
in many sequenced bacterial genomes, indicating that this mechanism of protein 
complex segregation may well be commonplace and that distinct and active mecha-
nisms exist for the segregation of both chromosomes and large protein clusters 
within the cell.

1.6 Microcompartments

Although bacteria are generally considered to be organelle free, there are a few 
examples of large subcellular structures called microcompartments, in which a 
specific subset of biochemical reactions take place (Bobik 2006). The best-known 
examples are the microcompartments called carboxysomes from cyanobacteria 
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such as Synechocystis, which contain most, if not all, of the enzyme complex 
RuBisCO that converts bicarbonate to CO

2
. Carboxysomes are huge subcellular 

structures, reminiscent of icosahedral viral particles in both size and shape, that 
envelope the RuBisCO complex within a highly organised protein coat. The protein 
coat packs together in a series of interlocking hexamers that contain pores through 
which bicarbonate and CO

2
 are thought to pass, enabling compartmentalisation of 

the enzymatic activity of RuBisCO (Kerfeld et al. 2005).
Although carboxysomes are the best-known examples of microcompartments, 

other examples are emerging. Salmonella enterica has also been shown to contain 
microcompartments involved in the metabolism of 1,2-propanediol that are also 
polyhedral proteinaceous compartments (Bobik 2006). These pdu organelles may 
be restricted to the γ proteobacteriaceae, although the presence of specific polyhedra
to two distantly related groups of microorganisms (cyanobacteria and enterobacte-
riaceae) suggests that microcompartments may well be widespread throughout the 
bacteria. Indeed, there is tantalising new evidence emerging to support this notion. 
The B. subtilis stressosome involved in regulation of the σB-dependent stress 
response is a huge multi-protein complex (Chen et al. 2003) that also seems to be 
icosahedral in shape (Marles-Wright and Lewis 2007).

The presence of such huge complexes within cells leads me to speculate that, as 
with the Rhodobacter TlpT chemosensory complexes (see page 33), specific 
organelle segregation mechanisms will be required to ensure the efficient partitioning
of these huge structures in cell division.

1.7 Concluding Remarks

We have come a long way in a short time in our efforts to understand the subcellular
organisation of bacterial cells. Despite their small size, it is now clear that there is 
an pressing need for the organisation and coordination of structures and processes 
within bacteria, as much as there is in larger eukaryotic cells. It must also be borne 
in mind that our traditional view of bacteria as small and eukaryotic cells as large 
is not strictly true (Schulz and Jorgensen 2001). Some bacteria are truly enormous, 
with Thiomargariata namibiensis being a similar size to a fruit fly head! However, 
such giants are the result of massive deposition of sulphur into vacuoles, and the 
actual volume of cytoplasm in the cells may be relatively modest. However, bacte-
ria such as Epulopiscium fishelsonii truly are giant bacteria that grow up to 0.8-mm 
long and are visible to the naked eye (Angert et al. 1993). These bacteria are 
distantly related to sporulating Gram-positive organisms, and grow and reproduce 
by a mechanism that seems to have evolved from a sporulation-like mechanism that 
was characterised in the smaller, but still very large, Megabacterium polyspora
(Angert and Losick 1998). To coordinate their cell cycles, considerable subcellular 
organisation and, presumably, cytoskeletal elements will be necessary.

Nevertheless, even in bacteria that are in the 1- to 5-µm range, there is considerable 
subcellular organisation. Chromosomes are precisely packaged, duplicated, and 
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segregated to ensure the efficiency of the cell cycle; cytoskeletal elements regulate 
cell division, morphology, division septum positioning (in association with nucleoid 
occlusion proteins), and the segregation of large nondiffusible protein clusters; transcrip-
tion complexes are segregated within the nucleoid, creating localised regions rich in 
rRNA synthesis; ribosomes and their factors synthesise proteins in the nucleoid-free 
regions of the cytoplasm; and membrane proteins segregate to distinct subregions that 
may be dynamic around the cell periphery, or fixed at the cell poles. Most of these 
advances during recent years have been made by exploiting the ability to genetically 
tag proteins using fluorescent protein genes, and this will remain an important tool 
because of the ability to study protein dynamics in live cells. However, the develop-
ment of higher resolution approaches, such as cryo-tomography will ultimately 
permit the characterisation of the bacterial cytoplasm to the level of resolution of 
individual proteins and complexes. It is likely that we have many more surprises in 
store before we are satisfied with our atlas of the bacterial cell.
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2
Molecular Components of the Bacterial 
Cytoskeleton

Katharine A. Michie

Abstract It is only relatively recently that a prokaryotic cytoskeleton akin to that 
in eukaryotes has been identified, revealing a much higher order of cellular complexity
than was previously thought. The proteins that form these bacterial cytoskeletal 
elements not only carry out similar roles to their eukaryotic counterparts, but they 
also have related protein folds, suggesting an ancient evolutionary relationship and 
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the conservation of fundamental mechanisms. This chapter will introduce to the 
reader what is known at the molecular level regarding the proteins that comprise 
eubacterial and, in some cases, archaeal cytoskeletal elements.

2.1 Introduction

2.1.1 What Is a Cytoskeleton?

In eukaryotes, the definition of the cytoskeleton has come to encompass several 
types of filamentous structures within the cell, some of which are dynamic 
structures, whereas others are more stable. Each of these filament types is largely 
composed of a single protein component that can assemble into polymers in vivo 
and also in vitro (a schematic showing the way these types of proteins assemble 
into filaments is shown in Fig. 2.1). The systems of these filaments contribute 
significantly to cellular organisation and are responsible for determining and 
maintaining cell shape (as well as contributing to mechanical strength); for the 
movement of molecules, vesicles, and organelles; and for cell division.

protofilamentsingle subunit

longitudinal
interactions

lateral
interactions

protofilament
self - association

Fig. 2.1 The assembly of protein monomers into polymeric structures. Schematic description of 
polymerisation of cytoskeletal proteins. A single protein subunit is depicted on the left, and 
protofilament assembly is represented in the middle, showing the axis of longitudinal filament 
extension. On the right, one type of protofilament self-association (sheet formation) and the axis 
of lateral interactions is shown. Note that protofilament self-association may occur in many 
different ways, including the antiparallel alignment of filaments. Lateral interactions may also 
arise in all directions perpendicular to the axis of filament extension to form bundles, tubes, and 
asters. Accessory proteins may also mediate lateral interactions between protofilaments
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In eukaryotes, a cytoskeletal filament is constructed from a protein belonging to one 
of the three cytoskeletal protein superfamilies: actin, tubulin (which form dynamic actin 
filaments and microtubules, respectively), and intermediate filaments (IFs), including 
the keratins, lamins, and other specialised proteins that form more static filaments.

2.1.2 The Cytoskeleton in Bacteria

Bacteria have historically proven problematic to the cell biologist studying cellular 
organisation, mainly because of the generally small size of their cells. Their tiny 
dimensions stretch the resolution of optical microscopes to the limit, and, for 
decades, bacteria were thought not to possess cytoskeletal elements. Only a few 
internal structures had been observed in bacterial cells, and these were apparently 
organism specific and obscure.

However, ideas regarding prokaryotic cellular organisation began to change 
after important results were reported in 1991. Using immunoelectron microscopy, 
Bi and Lutkenhaus discovered that a well-conserved protein (called FtsZ) that was 
linked to cell division localised with a unique pattern at the mid-cell site before any 
observable septum invagination in Escherichia coli. Furthermore, during cell 

Fig. 2.2 FtsZ assembles into a structure at the middle of the cell in most eubacteria and archaea. 
Left, subcellular localisation of FtsZ and in DNA Bacillus subtilis cells as visualised by an overlay 
of immunofluorescently labelled FtsZ and DAPI-stained DNA. FtsZ localisation is indicated by 
the arrows. The right schematic depicts the cell membrane (oval outline), the position of the Z 
ring (shown by the gray ring structure denoted by the arrows), and DNA (represented by the 
twisted lines) close to the poles of the cell. Scale bar represents 1 µm
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division, FtsZ remained at the leading edge of the enclosing septum, with a pattern 
consistent with a constricting ring structure (Bi and Lutkenhaus 1991). This was 
one of the first observations of a highly organised intracellular structure that 
assembles within bacterial cells. Since then, FtsZ rings have been observed in 
many bacteria (Fig. 2.2) and are thought to form the basic cytoskeletal structure under-
pinning the division apparatus.

The progress of our understanding of bacterial cell organisation has been 
accelerated by advances in optical microscopy methods, including the use of 
green fluorescent protein (GFP) fusion technologies, time-lapse imaging, and 
deconvolution analysis. More recently, the development of cryo-electron tomog-
raphy techniques promises to reveal even greater detail (Lucic et al. 2005; Briegel 
et al. 2006).

2.1.3  Bacteria May Have Many Families 
of Cytoskeletal Proteins

We now know that bacteria have considerable intracellular organisation, with 
several cytoskeletal elements, including the cell division apparatus, also called 
the divisome or septasome. In fact, all three of the known eukaryotic cytoskeletal 
proteins (actin, tubulin, and IFs) have counterparts in eubacteria that form fila-
mentous structures with cytoskeletal roles. In this chapter, the prokaryotic 
cytoskeletal proteins are discussed, with a focus on the biophysical and biochem-
ical qualities of these proteins, which include a tubulin homologue called FtsZ; 
two specialist tubulin homologues (BtubA and BtubB) found in Prosthecobacter
species; a range of bacterial actin-like proteins, including MreB, which helps 
maintain cell shape in many rod-shaped bacteria; some actin-like specialist 
elements, such as ParM and MamK filaments; and a single IF-like protein repre-
sented by crescentin, which is involved in determining cell shape in Caulobacter 
crescentus. Recently, a potential new class of cytoskeletal proteins called the 
WACA proteins, for Walker A cytoskeletal ATPase, has been described in bacte-
ria, with yet-unidentified counterparts in eukaryotes. The protein members of this 
family include ParA, MinD, Soj, and MipZ.

2.2 The Tubulin Superfamily

In this section, the bacterial tubulin-like proteins are described. To introduce the 
reader to these types of proteins, the first section covers the molecular characteris-
tics and some interesting biochemical properties of eukaryotic tubulin, followed by 
a summary of what is known regarding FtsZ. A brief description of the proteins 
linked to cell division follows. Finally, two specialist tubulin-like proteins (BtubA 
and BtubB) are briefly discussed.



2.2.1 Eukaryotic Tubulin

Eukaryotic cells express several tubulin proteins, including α-, β-, γ-, δ-, and 
ε-tubulin. The best-characterised tubulins are α- and β-tubulin, which are the main 
components of microtubules. Microtubules are essential cytoskeletal elements that 
assemble in all eukaryotes, and are required for many intracellular transport events 
and for cell division. For example, microtubules form the mitotic spindle that pro-
vides the framework for separation of daughter chromatids toward opposite cell 
poles during mitosis.

Microtubules are generally comprised of 13 filaments. Each filament is made 
up of longitudinally end-to-end-associated heterodimers of αβ-tubulin that laterally 
associate into a tube-like structure (see Fig. 2.1 for a schematic representation of 
protein polymer formation). The core structures of α- and β-tubulin are com-
posed of two β-sheets surrounded by α-helices (Nogales et al. 1998b), making up 
two functional domains. The N-terminal of the two domains has a Rossmann fold 
similar to that of many ATPases, and it contains a GTP binding site. The C-terminal 
domain is structurally homologous to the family of chorismate mutase-like 
proteins, and carries some of the catalytic residues for GTP hydrolysis (Nogales 
et al. 1998a).

The tubulin proteins are GTPases, with the active site formed at the interface 
between subunits, using essential amino acid residues from both subunits. Thus, 
GTPase activity only occurs when two or more subunits associate, where the 
N-terminal domain of one subunit provides the nucleotide-binding site and the 
C-terminal domain of another subunit provides the “T7 loop” that has the residues 
responsible for nucleotide hydrolysis.

Microtubules are assembled from αβ-tubulin heterodimers joined end-to-end 
so that α and β subunits of tubulin alternate, with GTP binding pockets between 
each (See Fig. 2.3 for the arrangement of α and β subunits of tubulin within a fil-
ament). This arrangement results in a distinct polarity, with β-tubulin always 
present at one end (designated the plus end) and α-tubulin at the other end (called 
the minus end).

Microtubules exhibit dynamic instability, whereby the filaments may grow or 
shrink rapidly. This characteristic arises from three biochemical features. First, subu-
nit exchange within the filament does not occur and the filaments can only assemble 
and disassemble from the ends. Second, the nucleotide-binding pocket between 
monomers of tubulin is occluded and nucleotide exchange is prohibited within the 
filament. Third, it has been proposed that GTP hydrolysis induces a destabilising 
conformational change within the filament, causing a bent or curved morphology. 
The GDP “bent” form of the filament is unstable and, if unrestrained, the filament 
disassembles rapidly. However, at the end of the microtubule, a GTP cap can stabi-
lise the filament, restraining the filaments in the “straight” conformation, enabling 
the filaments to grow. If the GTP-cap is hydrolysed to GDP, the filaments are free to 
spontaneously disassemble. Thus, the state of this cap has a dramatic effect on 
whether microtubules grow or shrink (Desai and Mitchison 1997).
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2.2.2 FtsZ

In bacteria, the first known step in cell division is the localisation of FtsZ into a ring 
structure (the Z ring) at the nascent division site (Bi and Lutkenhaus 1991). FtsZ is 
one of a number of proteins (see Sect. 2.2.3 below) that are involved in cell division.
Many of these cell division proteins were identified by the isolation of conditional 
mutants that have filamentous cellular phenotypes when grown at a nonpermissive 
temperature. Thus, many of the cell division proteins have been termed fts, for 
filamentous temperature sensitive proteins (Rothfield et al. 1999). Z ring formation 
is followed by the localisation of a series of other cytoplasmic and membrane-
bound proteins that also play a part in cell division. It is the final structure of all 
these proteins built up around the Z ring that is the apparatus that carries out cell 
division that is referred to as the “divisome” or “septasome.”

Much of the research focusing on the molecular processes in bacterial cell division 
and the roles of the divisome has been centred on understanding the function of FtsZ. 
This is for several reasons. FtsZ is the first protein known to localise to the future 
division site and it is essential for the division process. In addition, FtsZ is extremely 
well conserved among most bacteria and archaea, suggesting that it performs a fun-
damental biological role. FtsZ is thought to be absent only from the Crenarchaeota 
(Kawarabayasi et al. 1999; Vaughan et al. 2004), Ureaplasma urealyticum (Glass 
et al. 2000), a Pirellula species (Glockner et al. 2003), and the Chlamydiaceae family 
(Stephens et al. 1998; Brown and Rockey 2000; Read et al. 2000). Finally, consistent 
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Fig. 2.3 Assembly of α and β subunits of tubulin within a single protofilament. Note that all of 
the subunits align in the same orientation along the length of the protein, but alternate
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with the endosymbiont model for the origins of chloroplasts and mitochondria, FtsZ 
is also found in these organelles in some eukaryotes (Osteryoung and Vierling 1995; 
Beech et al. 2000), where it retains a conserved function in organelle division 
(Osteryoung and McAndrew 2001; Vitha et al. 2001).

In the early 1990s, a conserved tubulin motif was identified within the FtsZ 
sequence (Mukherjee et al. 1993; Bermudes et al. 1994), leading to the idea of an 
ancient evolutionary relationship between FtsZ and tubulin. This was surprising 
because the proteins only share an average of 10 to 18% sequence identity in amino 
acid sequence alignments (de Pereda et al. 1996). However, in 1998, the debate was 
settled when the three-dimensional protein structure of FtsZ was reported and FtsZ 
was shown to have the same two-domain fold as tubulin, with a conserved GTPase 
binding pocket in the N-terminal domain, and the residues responsible for GTP 
hydrolysis residing on a flexible loop (called the T7 loop) in the C-terminal domain 
(Löwe and Amos 1998; Nogales et al. 1998a).

Consistent with its relationship to tubulin, FtsZ assembles in vivo into a highly 
ordered structure, although its precise molecular architecture is undefined. It is 
only very recently that structures suggested to be FtsZ filaments have been observed 
by cryo-electron tomography, although more information is required to confirm this 
interpretation (Briegel et al. 2006). The Z-ring structure is extremely dynamic and, 
in vivo, it is remodelled or rebuilt continually with FtsZ subunits exchanging 
between the ring and the cytoplasm in a timeframe of seconds, as observed by flu-
oresence recovery after photobleaching (FRAP) experiments (Stricker et al. 2002; 
Anderson et al. 2004). There are also multiple reports of moving ring and helical 
structures assembled from FtsZ in vivo, as observed by time-lapse live-cell micro-
scopic imaging of FtsZ–GFP fusions in both wild-type and mutant bacterial strains 
(Ben-Yehuda and Losick 2002; Thanedar and Margolin 2004; Grantcharova et al. 
2005; Michie et al. 2006). The dynamic behaviour of the Z ring suggests that it is 
a flexible and adaptable structure.

In vitro, FtsZ self-assembles into protofilaments (protofilaments are linear 
chains of associating molecules). Several types of protofilaments have been 
observed, including rings and straight and curved forms. FtsZ protofilaments also 
assemble into higher-order structures, including sheets, tubules, asters, and 
bundles. All of these reported assemblies form under a wide range of conditions 
and in almost all known nucleotide-bound states, including the GTP-, GDP-, and 
the nonhydrolysable GMPCPP-bound forms (GMPCPP: guanylyl-(α,β)-methylene
diphosphate) (Bramhill and Thompson 1994; Mukherjee and Lutkenhaus 1994; 
Erickson et al. 1996; Yu and Margolin 1997; Mukherjee and Lutkenhaus 1998; 
Löwe and Amos 1999; Löwe and Amos 2000; Lu et al. 2000; Oliva et al. 2003). 
The role of GTP hydrolysis in FtsZ function is still debated, and in vivo FtsZ 
mutants with reduced GTPase activity are able to support cell division (Phoenix 
and Drapeau 1988; Lu et al. 2001; Stricker et al. 2002), suggesting that either the 
intrinsic GTPase activity of FtsZ is modulated or it is much higher than required to 
support division.

The sheer number of different polymer morphologies and the wide range of 
conditions that support FtsZ self-assembly argue in favour of a model whereby 
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FtsZ assembles in vivo unassisted by specific proteins. However, we do not know 
which in vitro polymer form of FtsZ most closely resembles the native form, and 
the situation is further complicated by the large number of proteins that are known 
to interact with FtsZ either directly or indirectly during assembly of the divisome, 
which could alter the biochemical properties of FtsZ. Fortunately, structural deter-
mination at the atomic level of protofilaments formed by FtsZ in vitro has provided 
insight into the likely arrangement of individual FtsZ subunits within the polymer 
(Oliva et al. 2004). Monomers of FtsZ within protofilaments assemble in a head-
to-tail arrangement similar to those observed for αβ-tubulin within microtubules. 
In a protofilament, each FtsZ monomer maintains longitudinal contacts with an 
almost identically arranged FtsZ molecule (with a 10° tilt) above and below (Oliva 
et al. 2004), such that all the molecules are aligned in the same orientation. Thus, 
the main interactions that form the basis of single protofilament formation are lon-
gitudinal interactions between FtsZ molecules. It seems likely that this will be the 
case in vivo. Sandwiched between two associating FtsZ molecules is a nucleotide-
binding pocket, contributed by one molecule of FtsZ, and a catalytic loop for GTP 
hydrolysis that is contributed by an adjacent FtsZ molecule in the protofilament. 
The catalytic loop contains two conserved aspartate residues and a glutamine 
residue that coordinates a magnesium ion. This arrangement precipitates a special 
characteristic whereby nucleotide hydrolysis cannot occur unless FtsZ self-associates,
and, thus, GTPase activity reflects FtsZ–FtsZ interaction (Nogales et al. 1998b; 
Scheffers and Driessen 2002; Oliva et al. 2004).

The nucleotide-binding pocket of FtsZ shows important differences to the 
nucleotide-binding pocket of tubulin. The dynamic instability of tubulin assembly 
is critically linked to the fact that the nucleotide-binding pockets of tubulin are 
occluded in the microtubule-assembled form, and nucleotide exchange is prohibited.
In contrast, the nucleotide-binding pocket of FtsZ is likely to be solvent accessible, 
which would more readily allow nucleotide exchange (Oliva et al. 2004). This 
characteristic could critically affect the dynamic behaviour of FtsZ filaments. 
Analysis by atomic force microscopy has shown that FtsZ filaments continuously 
rearrange in vitro (Mingorance et al. 2005). End-to-end joining of FtsZ filaments 
and depolymerisation of FtsZ from within the middle of filaments have been 
observed in vitro, further suggesting that nucleotide exchange occurs at internal 
sites at least in a single protofilament (Mingorance et al. 2005).

Whether the Z ring is one protofilament thick or comprised of a bundle of 
filaments laterally associated has not been experimentally determined, but it is 
generally thought that the Z ring is comprised of several to many filaments, and the 
concentration of FtsZ in the cell is sufficiently high (3000–15000 FtsZ molecules 
per cell) to wind around the cellular circumference many times (Lu et al. 1998; 
Feucht et al. 2001; Rueda et al. 2003). Using data collected in the FRAP experi-
ments described previously, it was estimated that approximately 30% of the cellular 
FtsZ seems to be present in the Z-ring structure at any one time (Stricker et al. 
2002), which is consistent with the multifilament model for Z rings.

If the Z ring were comprised of multistranded FtsZ filaments, then lateral 
interactions between adjacent protofilaments would probably be important for the 
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assembly of the Z ring and for maintaining its stability. Indeed, in the case of tubulin,
lateral interactions between protofilaments are essential for forming microtubules 
and are also important for tubulin’s interactions with accessory proteins. It is likely 
that FtsZ lateral interactions are also important for interacting with other proteins 
and also with the cell membrane. Although several proteins are known to interact 
directly with FtsZ, including FtsA, ZapA, and MinC, little is known regarding the 
molecular nature of these interactions, and further investigation into the binding 
surfaces of FtsZ and its partner proteins should be very illuminating.

Finally, it is worth noting that several bacterial and archaeal genomes encode 
multiple ftsZ genes. This may provide some clues regarding the evolutionary history 
of the tubulin superfamily. In addition, ftsZ genes were recently discovered in 
plasmids of various Bacillus species (Scholle et al. 2003; Tang et al. 2006; Tinsley 
and Khan 2006). This is surprising because all of these organisms carry a chromo-
somal copy of FtsZ and are viable without these plasmids. This raises the question 
of what role the plasmid-encoded FtsZ plays. Preliminary research indicates that, 
at least for one such plasmid gene, it is required for the survival of the plasmid in 
its host, and, thus, thought to be involved in the replication and/or segregation of 
the plasmid (Tinsley and Khan 2006). Such a function would be more reminiscent 
of the function of tubulin than FtsZ.

2.2.3 Proteins of the Divisome

The proteins involved in cell division can generally be divided into two classes: 
those probably performing a direct role in the function of the divisome, i.e., building
the division septum, and those responsible for regulating the divisome, i.e., deter-
mining when and where the Z ring assembles (see Chap. 1). To give the reader an 
appreciation for the complicated nature of the structure that assembles with com-
plete dependence on the FtsZ cytoskeletal structure, the following section very 
briefly summarises divisome assembly and regulation (for a detailed description, 
see Margolin 2005; Møller-Jensen and Löwe 2005; Harry et al. 2006; Shih and 
Rothfield 2006; Lutkenhaus 2007).

After FtsZ localisation, a large number of proteins assemble at the mid-cell site. 
These proteins include the cytoplasmic proteins FtsA, ZipA, ZapA, SepF, EzrA, 
and the transmembrane proteins FtsK, FtsQ/DivIB, FtsB/DivIC, FtsL, FtsW, FtsI/
PBP 2B/ PBP3, and FtsN. In E. coli, protein assembly at mid-cell occurs largely in 
hierarchical steps and is dependent on FtsZ assembly. The cytoplasmic proteins 
assemble first, followed by membrane-bound proteins. However, the localisation 
orders of homologous proteins vary between species, and some of the membrane-
bound proteins that assemble late in the localisation hierarchy are interdependent 
on each other for assembly and are thought to form a complex outside of the divi-
some (Daniel et al. 1998; Daniel and Errington 2000; Robson et al. 2002; 
Buddelmeijer and Beckwith 2004). Some of the later-assembling proteins, such as 
FtsI/PBP2B, are known to be involved in cell wall (peptidoglycan) biosynthesis 
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(Yanouri et al. 1993), whereas others, such as FtsK in E. coli, are involved in coor-
dinating chromosome segregation with cell division by facilitating the complete 
separation of chromosomes into the newly forming cells created by the division 
septum (Liu et al. 1998).

The divisome needs cues that allow it to assemble at the correct time and place 
in the cell. A number of proteins are known to interact with FtsZ in a manner pre-
sumed to regulate its localisation. With the exception of SulA, the molecular details 
of how these proteins exert control over FtsZ are unknown. SulA is a cell division 
inhibitor that is expressed as a part of the E. coli SOS response to DNA damage. 
SulA functions by binding to the FtsZ polymerisation interface and titrating away 
monomeric FtsZ, thus, inhibiting Z-ring assembly (Cordell et al. 2003).

The second best-characterised proteins known to affect Z-ring assembly are the 
Min proteins (for a detailed review, see Lutkenhaus 2007). The Min proteins form 
a part of a system that, in rod-shaped bacteria, is responsible for the inhibition of 
inappropriate assembly of the divisome near the poles of the cell. MinC is the com-
ponent of the system that interacts directly with FtsZ to inhibit Z-ring assembly, 
although the nature of the MinC–FtsZ interaction has yet to be defined (Bi and 
Lutkenhaus 1990; de Boer et al. 1990; Hu et al. 1999). The subcellular localisation 
of MinC at the cell poles is established by the other Min proteins, thereby, only 
inhibiting cell division at the cell poles (de Boer et al. 1989; Fu et al. 2001; Hale 
et al. 2001; Shih et al. 2002).

Other proteins, including EzrA, SlmA, ZapA, Noc, and MipZ, have stabilising or 
destabilising roles, probably by interacting directly with FtsZ, yet the mechanisms by 
which they do this are largely unknown. Both ZapA (Gueiros-Filho and Losick 2002) 
and MipZ (Thanbichler and Shapiro 2006b) are thought to stabilise the Z ring. In 
contrast, EzrA (Levin et al. 1999), SlmA (Bernhardt and de Boer 2005), and Noc (Wu 
and Errington 2004) are thought to destabilise the Z ring. Whether these proteins 
work at the level of FtsZ polymerisation, at the level of protofilament bundling, or by 
some other indirect mechanism remains to be investigated.

2.2.4 BtubA and BtubB

FtsZ is not the only tubulin-like protein in prokaryotes. The bacterial genus 
Prosthecobacter expresses two unusual tubulin homologues called BtubA and 
BtubB (Jenkins et al. 2002). These proteins do not exist in other bacterial species, 
suggesting that they probably assemble into a specialist cytoskeletal element. Both 
proteins show a closer relationship to eukaryotic tubulin than to FtsZ, although the 
crystal structures of BtubA and BtubB revealed that each protein has mixed char-
acteristics of α- and β-tubulin and cannot be assigned to either α- or β-tubulin 
(Schlieper et al. 2005). The function of BtubA and BtubB is unknown, however, 
they self-assemble in vitro, assuming a filamentous form similar to both αβ-tubulin 
and FtsZ. Their low divergence from eukaryotic tubulin suggests that they might be 
products of horizontal gene transfer events (Schlieper et al. 2005).
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2.3 The Actin-Like Superfamily

The actin family of ATPases is very diverse in sequence and function. The mem-
bers of this family share a conserved ATPase fold and a conserved set of sequence 
motifs involved in nucleotide binding. Not all members of this family are classified 
as cytoskeletal proteins, because they do not all share the ability to polymerise, nor 
do they all have roles in defining the shape of the cell. Within prokaryotes, there 
exist a number of actin-like proteins, most of which were first identified in a 
sequence homology search based on the catalytic core shared by actin, hexokinase, 
and the hsp70 proteins (Bork et al. 1992). The actin-like proteins in prokaryotes 
include MreB, MreB-like proteins (Mbl and MreBH), ParM (StbA), FtsA, ActA, 
DnaK (hsp70), and the hexokinases. Of this group, DnaK (hsp70) and the hexoki-
nases are not cytoskeletal proteins, and these proteins will, thus, not be discussed 
further. The case for FtsA is currently ambiguous and is discussed briefly in 
Section 2.3.5. More recently, another protein called MamK was identified with 
similarity to actin and MreB (Komeili et al. 2006). MamK is apparently a specialised
protein only found in magnetotactic organisms.

MreB, ParM, and MamK are thought to have important roles in cell shape 
determination, plasmid segregation, and the assembly of specialist cytoskeletal 
elements. These proteins are described in detail in the sections after a brief description
of actin.

2.3.1 Eukaryotic Actin

Actin is a highly abundant protein, found in almost all eukaryotic cells. It forms a 
dynamic network that various motor proteins (which transport molecules, vesicles, 
and organelles) use to track around the cell. In some cell types, actin is largely respon-
sible for determining the shape of the cell and enabling cell locomotion. For example, 
actin filaments are directly involved in the formation of pseudopodia, central to the 
mechanism enabling the locomotion of amoeba. Actin, together with myosin, forms 
a core part of the machinery that enables contraction in muscle cells.

The two domains, named I and II, that comprise actin can be divided into two 
subdomains: A and B. The larger two of these, designated IA and IIA, comprise a 
five-strand β-sheet enclosed by three α-helices. IB and IIB, the two smaller sub-
domains, show variation in both size and structure across the actin family and 
impart some of the distinct properties of each protein. Between the two domains 
lies a highly conserved ATP-binding pocket containing essential aspartate residues 
that, together with either Mg2+ or Ca2+, bind and hydrolyse ATP, which is central to 
disassembly of F-actin filaments.

Actin shows cooperative assembly kinetics, with a slow nucleation step requiring
nucleation factors in vivo to stimulate and control actin filament assembly. The 
actin subunits themselves assemble in a head-to-tail arrangement, forming a dynamic
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helical polymer known as F-actin (similar to the linear filaments depicted in 
Fig. 2.1). After polymerisation, each actin subunit undergoes structural changes 
(Holmes et al. 1990), facilitated in part by rotation of domains I and II with respect 
to each other. Because of the head-to-tail arrangement of the monomers within the 
filament, actin has a distinct asymmetry, and the ends of the filaments have differ-
ent biochemical qualities. Actin displays treadmilling behaviour that occurs 
because the asymmetrical ends of the actin filament have different affinities for 
polymerisation. Actin subunits preferentially assemble at one end (called the 
barbed end), and, after ATP hydrolysis and phosphate release, subunits dissociate 
from the nonpreferred end, called the “pointed end” (Korn et al. 1987). This leads 
to a net movement of subunits through the filament. Filaments maintain constant 
length only when assembly and disassembly rates are equivalent. Thus, the fila-
ment length (growth and shrinkage) and the rate that actin subunits pass along the 
filament while treadmilling are controlled by the rates of monomer addition and 
dissociation. Many accessory proteins that affect the assembly, disassembly, and 
rearrangement of actin filaments in vivo have been identified in eukaryotes 
(Schmidt and Hall 1998).

2.3.2 MreB

For a long time, a cluster of genes (known as mre for murein cluster e) was known 
to be important for determining the cell shape in many of the more complex-shaped 
bacteria, including the rod-shaped Bacillus subtilis and E. coli, as well as the dif-
ferentiating C. crescentus. These genes are also present in some mollicutes and 
archaea, but are largely absent from coccoid bacteria, and are also absent from 
some rod-shaped bacteria (Daniel and Errington 2003). The mre cluster contains 
the mreB, mreC, and mreD genes. Some organisms have several mreB-related
genes, such as B. subtilis, which also has mrebl (mreB-like) and mrebh (mreB 
homologue). mreB seems to be essential because mutation or depletion of MreB 
and MreB-like proteins results in severe defects in normal cell morphology, nor-
mally resulting in cell death (Varley and Stewart 1992; Figge et al. 2004; Kruse 
et al. 2005). A common feature of mreB mutants and strains depleted of MreB is 
abnormalities in cell size, particularly cell width (Jones et al. 2001). mbl mutant 
strains of B. subtilis display distorted twisted and bent morphologies 
(Abhayawardhane and Stewart 1995). These phenotypes are strongly suggestive of 
the disruption of key cytoskeletal structures.

Supportive of a cytoskeletal role, in vivo, MreB and the other MreB-like pro-
teins form a helical filament close to the cytoplasmic face of the cell membrane 
(Jones et al. 2001). It is now thought from a number of experiments that the MreB 
family of proteins play essential roles in localising cell wall synthesis machinery 
along the length of the lateral cell wall. Initial experiments performed in B. subtilis
using a fluorescent derivative of vancomycin that binds to newly synthesised pepti-
doglycan revealed that new peptidoglycan is inserted in a helical pattern along the 
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length of the cell. This pattern of vancomycin localisation was dependent on the 
MreB-like protein, Mbl (Daniel and Errington 2003), although these results have 
been questioned (Tiyanont et al. 2006). Experiments testing the localisation 
dependencies of a component of the peptidoglycan synthesis machinery (penicillin-
binding proteins [PBP]-2) in C. crescentus demonstrated that localisation was 
dependent on MreB (Figge et al. 2004) and that the cell wall hydrolase enzyme, 
LytE, in B. subtilis has a localisation pattern dependent on MreBH (Carballido-
Lopez et al. 2006).

Data suggesting that MreB has roles in the segregation of DNA (Kruse et al. 
2003; Soufo and Graumann 2003) has caused great controversy and currently 
remains a point of contention (Hu et al.; Gitai et al. 2004; Formstone and Errington 
2005; Gitai et al. 2005; Kruse et al. 2006; Defeu Soufo and Graumann 2006).

The three-dimensional atomic structure of MreB, solved by X-ray crystallography, 
revealed that MreB shares the same fold with actin (van den Ent et al. 2001). 
Fortunately, MreB crystallised in a polymerised form, providing insight into the 
likely arrangement of MreB self-association within protofilaments. Both MreB and 
actin show very similar protein–protein contacts with similar subunit repeats being 
51 Å and 55 Å in MreB and F-actin, respectively. They also show similar orienta-
tions, with both proteins forming two-stranded filaments (van den Ent et al. 2001). 
One notable difference is in the amount of rotation occurring within these double 
filaments; MreB shows very little twist (or axial rotation) in comparison with 
F-actin, where the filaments twist around one another.

In vivo, MreB and MreB-like filaments are highly dynamic. Time-lapse imaging 
of fluorescently labelled MreB in E. coli and C. crescentus and of MreB, Mbl, and 
MreBH in B. subtilis have revealed a variety of helical localisation patterns, with 
different filament pitches adopted within a population of cells. This most likely 
relates to the observation that the localisation of these proteins changes dynami-
cally throughout the cell cycle. For example, in synchronised C. crescentus cells, 
MreB has been observed to localise as a helical structure along the length of the cell 
that collapses into a single band at mid-cell at a time coinciding with Z-ring forma-
tion (this was shown to be dependent on Z-ring assembly). During the progression 
of cell division, the MreB “band” then expands out again until it stretches along the 
length of both daughter cells (Gitai et al. 2004). FRAP experiments with Mbl in B.
subtilis have shown that the Mbl filaments are continuously remodelled, with a 
half-life of approximately 8 min. Surprisingly, this technique also revealed that, 
unlike F-actin, there is no apparent polarity in Mbl filaments with Mbl turnover 
occuring along the length of the filaments (Carballido-Lopez and Errington 2003). 
The number of Mbl molecules in the cell is approximately 10-fold higher than what 
would be required to assemble a single helical protofilament, assuming the Mbl fil-
aments were similar to MreB filaments (Jones et al. 2001), and it has been sug-
gested that Mbl might assemble into short protofilaments that are able to bundle 
together without a uniform polarity into a multistranded “cable” (Carballido-Lopez 
and Errington 2003). The dynamic nature of such a cable might then arise from the 
continuous replacement with the cytoplasmic supply of Mbl subunits dissociating 
from the ends of each short protofilament within the bundle (Carballido-Lopez and 
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Errington 2003). An important piece of the puzzle finally came together when it 
was revealed that single MreB molecules within the MreB cable exhibit treadmill-
ing behaviour in vivo in C. crescentus, whereas the overall cable shows no polarity 
(Kim et al. 2006). Thus, it seems that the MreB family of proteins assemble into 
short protofilaments, each of which is capable of treadmilling while assembled into 
a bundled cable that shows no overall polarity.

In vitro studies of MreB filaments have identified straight and curved protofilaments
as well as small ring-like structures (with circumferences too small to span the 
diameter of the cell), and bundles of filaments. As in the case for the filament mor-
phologies observed for FtsZ, the biological relevance of such structures has not 
been determined and some of them are probably artefactual. It is interesting to note 
that bundled filaments of MreB show significant increases in rigidity, which might 
be very important if the MreB cables in vivo carry out a mechanical role. It is also 
possible that auxiliary proteins regulate the assembly of MreB in vivo, either by 
mediating MreB–MreB interactions, or MreB–membrane interactions.

Although MreB filament formation is nucleotide dependent (as is the case for 
F-actin), with ATP and GTP inducing filament formation (van den Ent et al. 2001), 
the assembly dynamics for MreB are much faster than those observed for F-actin 
(Esue et al. 2005). MreB has a critical concentration for assembly (~3 nM), 
100-fold lower than actin, and, unlike actin, MreB does not have a pronounced 
nucleation step (Esue et al. 2005).

In eukaryotes, actin filaments serve as “tracks” for use by motor proteins. In 
addition, a large number of proteins are known to interact with actin in a regulatory 
context. It was anticipated that similar factors would be identified for MreB. 
However, despite much searching, no candidate motor proteins that interact with 
MreB have yet been identified in prokaryotes.

2.3.3 ParM

ParM (also called StbA) is a specialist cytoskeletal element, because it is only 
required for the correct partition of the R1 low-copy number plasmids in E. coli,
and, as such, is not essential for normal cell function.

R1 plasmids are actively partitioned by the par system, comprised of three com-
ponents that are sufficient to move plasmids to opposite ends of the cell rapidly 
after replication (Jensen and Gerdes 1999). The par system is comprised of ParM 
and two other components (ParR and parC). In vivo, ParM assembles into dynamic 
filaments that orient along the length of the cell (Møller-Jensen et al. 2002). Dual-
labelling immunofluorescence microscopy experiments demonstrated that the R1 
plasmids localise to opposite ends of the ParM filament structures (Møller-Jensen 
et al. 2003). The association of the ParM filament with R1 plasmids requires ParR. 
The ParR protein cooperatively binds to the cis-acting centromere-like parC DNA 
sequence encoded on the R1 plasmid (Jensen and Gerdes 1997). Thus, ParM was 
suggested (Møller-Jensen et al. 2002), and recently shown in vitro (Garner et al. 
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2007), to function like a rudimentary mitotic spindle, moving the newly replicated 
plasmids toward opposite poles of the cell.

ParM was known to have similarities to the actin family from early sequence 
analysis (Bork et al. 1992). When the structure was determined in 2002, it was 
obvious that the core ATPase domains of actin were conserved, but differences 
arise in the domains IA, IB, and IIB in the form of strand insertions, absent helices, 
and extended loops (van den Ent et al. 2002). Although ParM filaments are struc-
turally similar to those of actin, being two-stranded, and winding helically around 
each other, differences arise in the helical repeats of the filaments, with a full turn 
occurring every 300 Å in ParM filaments, whereas the actin repeat occurs 
every 360 Å (van den Ent et al. 2002). Further comparison of ParM with actin 
reveals that the largest regions of difference correlate with the interaction faces of 
actin for protofilament contacts, suggesting that ParM might exhibit differences in 
assembly.

Indeed, ParM has three biochemical properties distinguishing it significantly 
from actin. First, ParM shows rapid self-assembly, with a nucleation rate 300 times 
faster than actin, and does not require special nucleation factors to assemble in vivo 
like actin does (Garner et al. 2004). Second, whereas actin assembles unidirection-
ally, ParM filaments assemble bidirectionally in a symmetrical fashion, but disas-
semble unidirectionally (Garner et al. 2004). The filaments themselves are able to 
self-assemble with a dependence on Mg2+ and either ATP, ADP, or either of the 
nonhydrolysable ATP analogues ATP-γ-S or AMPPNP, although the ADP form is 
extremely unstable (Møller-Jensen et al. 2002; Garner et al. 2004). Third, ParM fil-
aments exhibit dynamic instability and are able to switch between periods of rapid 
growth and catastrophic disassembly, whereas actin exhibits a more steady-state 
tread-milling behaviour (Garner et al. 2004).

Although the molecular arrangement of the ParM filament in vivo is not pre-
cisely known, ParM is highly expressed (~15000–18000 molecules per cell), 
suggesting that either the functional in vivo ParM filament is likely to be com-
prised of more than one subunit in thickness (Møller-Jensen et al. 2002), or that 
the high concentration of protein is required to promote filament nucleation and 
polymerisation. In vitro, the three components of the Par system are able to self-
assemble into a machine capable of providing mechanical force suitable for plas-
mid partition (Garner et al. 2007). ParM filaments were observed to self-assemble 
into filaments, nucleating at ParR/parC complexes. The ParM filaments exhib-
ited dynamic instability, growing and shrinking rapidly but only from free-ends 
not bound to ParR/parC complexes, suggesting that the ParR/parC complex 
functions to stabilise ParM filaments. When ParM filaments were bivalently 
bound to ParR/parC complexes at each end, a stable “spindle” was formed, pro-
tected from catastrophic disassembly. This “spindle” was able to push apart 
ParR/parC complexes by the addition of new ParM subunits into the ParM fila-
ment. Surprisingly, the addition of ParM monomers occurred at the ends of the 
filaments and not in the middle of the filaments, leaving an unresolved question 
regarding the mechanism by which ParM extends the ends of the filaments while 
the ParR/parC complex is attached.
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Although ParM is restricted to some low-copy plasmids in E. coli, another 
actin-like protein, called AlfA, has recently been shown to be required for the 
segregation of a low-copy number plasmid in B. subtilis. AlfA assembles in vivo 
into long filaments with no apparent polarity and its ATPase activity is linked to 
plasmid partitioning (Becker et al. 2006). Sequence analysis revealed that AlfA 
lies between MreB and ParM on a phylogenetic tree, suggesting that variations of 
polymerising actin-like proteins might be a common theme for low-copy plasmid 
segregation across bacteria.

2.3.4 MamK

Magnetotactic bacteria are a diverse group of aquatic bacteria that are able to orient 
themselves within (geo)magnetic fields. It is thought that this ability helps in the 
search for favourable habitats. To perform this, these bacteria have special 
organelles called magnetosomes that are aligned within the cell by a customised 
cytoskeletal element to form a structure that has a function akin to a compass nee-
dle. The magnetosomes are formed by the invagination of the inner cell membrane 
(Komeili et al. 2006) around particles of magnetite (Fe

3
O

4
) or greigite (Fe

3
S

4
)

(Bazylinski and Frankel 2004), and the mechanisms that orchestrate their formation 
are still being elucidated. Of relevance to this chapter, however, are the proteins 
that arrange the magnetosomes into a linear structure. Gene mutation studies have 
identified two proteins, MamK and MamJ, that are essential for the correct assem-
bly of the magnetosomes into a linear structure (Komeili et al. 2006). Our current 
understanding of these proteins suggests that MamK is the filament-forming 
cytoskeletal protein, whereas MamJ is probably an adapter protein that tethers the 
magnetosomes to the MamK filament (Scheffel et al. 2006). MamK shares sequence 
homology with both MreB and ParM, and all the known MamK proteins cluster 
into a distinct family of bacterial actin-related proteins that probably have phyloge-
netic and functional properties differing significantly from both ParM and MreB.

Using cryo-electron tomography, Komeili et al. (2006) observed filaments 
with a thickness of 6 nm running parallel to and closely associated with the mag-
netosomes. In a strain in which the mamK gene was deleted the magnetosomes 
lost their linear organisation and no comparable filaments were observed. 
Supplementing this strain with GFP–MamK restored magnetosome localisation 
and caused the reappearance of filaments in some cells, suggesting that MamK 
may be the cytoskeletal protein responsible for aligning the magnetosomes. 
Immunogold labelling experiments by Pradel et al. (2006) revealed that MamK is 
indeed a part of the filament, but, most importantly, they demonstrated that 
GFP–MamK from Magnetospirillum magneticum self-assembles into filaments 
spontaneously in E. coli in the absence of any other gene from M. magneticum.
This finding suggests that MamK could exist as an independent self-assembling 
cytoskeletal element (Pradel et al. 2006). Coexpression in E. coli of fluorescently 
labelled MreB from E. coli and MamK from M. magneticum revealed that both 
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proteins have independent localisation patterns and coexist as independent struc-
tures. Little is known regarding the biochemistry of MamK, and experiments 
directed at investigating MamK assembly have not yet clearly resolved how 
MamK filaments might nucleate, or whether ATP binding and hydrolysis are 
required for assembly (Pradel et al. 2006).

2.3.5 Other Actin-Like Proteins: Ta0583 and FtsA

Archaeal actin-like genes are highly divergent and scattered sporadically across the 
different orders, suggesting that they do not form fundamental functions in these 
organisms, but have more specialised roles, and have probably been acquired by 
lateral gene transfer. One such protein of unknown function, Ta0583, is encoded 
by Thermoplasma acidophilum. Sequence analysis of Ta0583 places it approxi-
mately equidistant from all members of the actin family, although it has a slightly 
higher similarity to ParM than either MreB or actin. As predicted from its primary 
sequence, the crystal structure of Ta0583 revealed an actin-like fold with conservation
of all subdomains (Roeben et al. 2006). Although biochemical analysis revealed 
that Ta0583 is an active ATPase, polymerisation assays failed to observe Ta0583 
self-assembly. Interestingly, addition of 5% glycerol to a solution of recombinant 
Ta0583 resulted in the formation of crystalline sheets of protein with a longitudinal 
repeat of 51 Å (Roeben et al. 2006), which is the same as the repeat reported for 
MreB (van den Ent et al. 2001). However, the similarities in repeat distance are 
only circumstantial evidence of a cytoskeletal function and the protein sheets might 
not be biologically relevant, because there is no in vivo data supporting filament 
formation. Also, the levels of Ta0583 in vivo were found to be low—less than 
0.04% of total cellular protein (Roeben et al. 2006), unlike the high expression lev-
els of other actin-like proteins that form filaments in vivo.

The actin-like protein FtsA, which interacts directly with FtsZ, linking the Z ring 
to the membrane, might also be debated to be a cytoskeletal protein. Although 
attempts to induce FtsA self-assembly in vitro have largely failed, FtsA from 
Streptococcus pneumoniae self-assembles in the absence of nucleotide into very 
stable corkscrew-like filaments (Lara et al. 2005). In a strain of E. coli carrying a 
mutation in the ftsA gene that causes a deletion of the membrane targeting sequence, 
long cytoplasmic filaments have been observed (Gayda et al. 1992). These fila-
ments were suggested to have formed from aberrant FtsA. Further fluorescent 
labelling of similar ftsA mutants revealed localisation in the shape of a rod along 
the length of the cell, consistent with the cytoplasmic filaments being comprised, 
at least in part, of mutant FtsA (Pichoff and Lutkenhaus 2005). The composition 
and biological relevance of these filaments has yet to be shown, and FtsA is gener-
ally considered as an accessory protein with important regulatory roles in cell divi-
sion. It is possible, however, that in vivo FtsA undergoes some form of 
polymerisation that may be surface assisted (similar to the WACA proteins 
discussed in section 5) by the membrane or by a protein such as FtsZ.
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2.4 Proteins from the IF Family

2.4.1 IFs in Eukaryotes

Intermediate filaments, so named because they form filaments with a diameter 
between that of F-actin and microtubules, are abundant, very stable filaments that 
have roles in providing mechanical support in a wide range of eukaryotic cell types. 
They have no roles in cell motility, they are unable to undergo treadmilling, and 
there are no known motor proteins that use IFs for tracking. Instead, IFs tend to take 
on structural roles that are more permanent, such as mediating cell–cell and cell–
matrix contacts, but they do exhibit some dynamic features (Helfand et al. 2004).

IFs are comprised of proteins that are extremely α-helical. The proteins in this 
generic family have conserved structural features, being comprised of a central 
coiled–coil motif with varied N and C termini. IF proteins are highly divergent in 
sequence and vary considerably in molecular weight. In addition, no characteristic 
conserved sequence motifs that have facilitated the identification of tubulin and 
actin homologues have been identified in IF proteins. Instead, IF proteins are com-
prised of large regions of coiled coil, which is common in many other proteins.

Why might bacteria possess IF proteins? Both eubacteria and archaea are capable
of assuming a wide range of shapes (for a review on bacterial cell shape, see Young 
2006). Precisely how they do this is unknown, and filaments formed by IF proteins 
might provide the cell with structural restraints suitable for establishing cell mor-
phology, as happens in eukaryotic cells. To date, there has only been one bacterial 
protein ascribed to the IF family, crescentin.

2.4.2 Crescentin

A clue to how cell shape is controlled has been obtained from C. crescentus during a 
screen for insertion mutants that affect cell morphology. C. crescentus is a vibrioid-
shaped bacterium that was found to form rod-shaped cells on the disruption of 
the creS gene (Ausmees et al. 2003). The gene product of creS is crescentin, 
which is thought to be at least a functional homologue of IFs in eukaryotes (Ausmees 
et al. 2003).

Crescentin has an amino acid sequence comprised of heptad repeats (a heptad 
repeat is a structural motif of seven amino-acids with hydrophobic residues occur-
ing every one and four amino acids and polar residues at all other positions)—
consistent with coiled–coil structures and the IF family of proteins. However, as 
discussed, the coiled–coil repeat is a poor criterion to judge homology, and the IF 
proteins do not have any known enzymatic or nucleotide-binding capability clearly 
marking their role.

However, there are several reasons why crescentin is thought to be related to IFs. 
Firstly, crescentin is able to assemble in vitro into filaments under conditions very 
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similar to those required for IF assembly. These filaments are stable and do not 
require nucleotide or cofactors. Furthermore, the crescentin filaments have physical 
dimensions very similar to IF filaments (Ausmees et al. 2003).

More support comes from in vivo data, in which crescentin is observed to form 
a filament with a long helical turn that localises to the concave side of the cell. 
Interestingly, C. crescentus cells, when left for a long time in stationary culture, 
exhibit a helical twist morphology with a similar pitch to the twist observed in the 
crescentin filaments formed in vitro. Unfortunately, the molecular three-dimen-
sional structures of IF proteins have proven remarkably hard to solve and currently 
there is no atomic–structural data known for crescentin or for IF proteins, making 
it difficult to resolve whether these proteins share similar protein folds.

2.5  A Fourth Cytoskeletal Family: The Walker 
A Cytoskeletal ATPases

Bacteria express proteins belonging to a family of deviant Walker A ATPases that 
can be described as a fourth family of cytoskeletal elements that have no known 
counterpart of eukaryotic cytoskeletal proteins. These proteins (the Walker A
cytoskeletal ATPases [WACA] proteins) are widely distributed, and most bacteria 
encode one or more members of the family, which includes ParA, MinD, Soj, SopA 
ParF, IncC, and probably MipZ. The WACA family is characterised by a high con-
servation of primary sequence (including a deviant Walker A motif), a conserved 
three-dimensional structure, and ATP-dependent dimer formation. A conserved 
characteristic of this family is their mutual ATPase stimulation brought about by a 
companion “activation” protein. WACA proteins exhibit increased ATPAse activity 
when their activation proteins are present. For example, MinD is modulated by 
MinE, ParB activates both ParA (Radnedge et al. 1998) and MipZ (Thanbichler and 
Shapiro 2006a), and the short N-terminal tail of SpoOJ activates Soj (Radnedge 
et al. 1996; Leonard et al. 2005). Although these proteins share overall sequence 
and structural homology, their biological roles differ, being involved in DNA seg-
regation, plasmid partitioning, and the positioning and timing of Z ring assembly. 
It has been proposed that they may be molecular switches (Leonard et al. 2005), yet 
the molecular mechanisms by which they function remain largely unknown.

Of the WACA members that have been examined, all have the ability to polymerise
in vitro, suggesting that these proteins might form cytoskeletal elements. However, 
the nature of the polymers formed by these proteins is unusual, with the proteins 
apparently binding to the entire surface of their substrate by some form of surface-
assisted polymerisation. For example, MinD in vitro binds phospholipids vesicles 
with high density (Hu et al. 2002), and Soj completely coats DNA (Leonard et al. 
2004; Leonard et al. 2005). Further evidence for the cytoskeletal nature of these 
proteins comes from in vivo localisation patterns, which are varied across the group 
but include helices, gradients, and discrete patches (Hu and Lutkenhaus 1999; 
Marston and Errington 1999; Raskin and de Boer 1999; Shih et al. 2003). 
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Interestingly, these localisation patterns show dynamic and time-dependent behaviour, 
in which the pattern changes over time. As examples, Soj localisation alternates 
erratically as discrete patches between nucleoids and around the same nucleoid 
(Marston and Errington 1999). MinD oscillates between the cell poles, moving 
from one end of the cell to the other in E. coli (Hu and Lutkenhaus 1999; Raskin 
and de Boer 1999), but, in B. subtilis, MinD forms a fixed gradient, with the highest 
concentration spreading from the poles (Marston et al. 1998). The periodicities of 
altered localisation patterns also vary significantly. The time between Soj move-
ments ranges from minutes to up to 1 hour (Marston and Errington 1999), whereas 
MinD oscillations occur rapidly and rhythmically, taking approximately a minute 
to move over the entire length of the cell (Hu and Lutkenhaus 1999; Raskin and de 
Boer 1999).

In general, the precise roles of this class of proteins and the molecular 
mechanisms behind these roles are poorly understood. Many questions remain 
unanswered, such as how these proteins are able to dynamically change their 
localisation patterns. Nor is it clear in many cases why their localisation pat-
terns change.

2.6 Other Cytoskeletal Elements

Over the years, many obscure filamentous structures have been observed in bacte-
ria and archaea (Hixon and Searcy 1993; Izard et al. 1999). For example, the highly 
expressed elongation factor GTPase EF-Tu protein (Beck et al. 1978; Schilstra, 1984)
has been reported to form a “cytoskeletal web” within the cell (Mayer 2006). This 
idea is controversial, and further characterisation is required to determine the role, 
if any, of EF-Tu as a cytoskeletal protein (Vollmer 2006; Nanninga 1998; Löwe 
et al. 2004).

Although some of the obscure filaments previously observed may represent 
specialist cytoskeletal systems unique to a specific organism (such as MamK), and 
others that have been reported may be observations of structures we are already 
familiar with, i.e., FtsZ, MreB and related helices, and crescentin, it is also possible 
that there are further cytoskeletal elements that are ubiquitous and have yet to be 
identified.

Recent information suggests that a dynamin homologue (called bacterial
dynamin-like protein [BDLP]) is present in many bacteria (Low and Löwe 2006). 
Although dynamin is not considered a cytoskeletal element in eukaryotes, dynamin 
(and BDLP) self-assembles into regular structures in the presence of lipid (it tubu-
lates membranes) in vitro. The role of BDLP in bacteria is unknown, however, 
dynamin-like proteins present in mitochondria and chloroplasts of many eukaryotes 
have essential roles in organelle division. Dynamin division rings similar to Z rings 
assemble at the division plane during organelle division. Because chloroplasts and 
mitochondria have endosymbiotic bacterial origins and the division of these 
organelles bears some resemblance to prokaryotic cell division, it is tempting to 
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speculate that BDLP might assemble into a cytoskeletal element to assist with 
division in bacteria.

2.7 Conclusions—The Future

The discovery of cytoskeletal elements in bacteria has changed the way biologists 
think about bacteria. The old paradigm of the “bag of enzymes” bacterial cell is 
being left to rest, while the new era of microbiology is revealing highly ordered and 
complex structures that regulate essential biological processes in prokaryotes.

Many of the cytoskeletal proteins have overlapping roles with those of eukaryotes 
based on ancient phylogenetic relationships. However, it is fascinating that, across the 
domains of life, some of these cytoskeletal proteins seem to have switched biological 
functions during evolution. For example, the tubulin homologue FtsZ has a central 
role in bacterial cell division, whereas actin contributes a similar role in eukaryotes. 
Likewise, tubulin provides the scaffold for mitosis in eukaryotes, whereas actin 
homologues mediate plasmid segregation mechanisms in prokaryotes.

The conserved properties of cytoskeletal proteins reveal the basic characteristics 
for minimal self-assembling mechanical systems. Understanding how the minimal 
system works is important if we plan to make practical use of such systems. For 
instance, the development of complex engineered systems that require structural 
order might be successful if we understand the fundamental properties of the 
self-ordering and self-assembling cytoskeletal systems. From a medical perspec-
tive, the specific design of antibacterial drugs targeting cytoskeletal proteins will 
rely on a detailed knowledge of the important similarities and differences between 
the cytoskeletal proteins of the bacterial pathogen and eukaryotic host.

An increasing amount of research is focused on identifying agents that disrupt 
the normal function of the bacterial cytoskeleton. Such agents would be useful not 
only as tools to facilitate our understanding of cytoskeletal systems, but also as 
potential therapeutic antimicrobial agents, and, with the increased incidence of 
antibiotic-resistant bacteria, the need to develop novel antibacterial agents is 
becoming more pressing.

Existing antimicrobial agents target a relatively narrow range of cellular 
functions—largely being those involved in cell wall, protein, and DNA synthesis. 
The bacterial cytoskeletal elements provide more targets that might be exploited for 
antimicrobial development because the cytoskeletal components are essential 
for cell viability and the proteins within these systems are often highly conserved 
across bacteria while remaining significantly different to eukaryotic systems, 
allowing for the development of selective and specific agents.

Because the discovery of the prokaryotic cytoskeleton has been relatively 
recent, the development of agents inhibiting cytoskeletal function is still in its 
infancy, however there are already promising leads. Currently, FtsZ has been the 
most intensively targeted protein, with a range of methods used to identify lead 
compounds (Paradis-Bleau et al. 2004; Margalit et al. 2004; White et al. 2002; 
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Stokes et al. 2005). To a lesser extent, MreB, ZipA, and FtsA have also been 
targeted (Gitai et al. 2005; Iwai et al. 2002; Kenny et al. 2003; Paradis-Bleau et al. 
2005; Sutherland et al. 2003) and it is likely that many more of the proteins 
involved in the prokaryotic cytoskeleton will eventually provide useful avenues for 
developing antimicrobial agents.

Currently, we still know very little regarding the in vivo nature of the macromo-
lecular arrangement of the cytoskeletal filaments. The molecular mechanisms that 
regulate these cytoskeletal structures are also not yet discernible and, thus, much 
basic research into the bacterial cytoskeleton is required. With advances in electron 
tomography of filaments within bacterial cells, and further cell biology experi-
ments, most of the cytoskeletal proteins will eventually be characterised at the 
molecular and macromolecular level.
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Mechanosensitive Channels: Their 
Mechanisms and Roles in Preserving Bacterial 
Ultrastructure During Adaptation 
to Environmental Changes
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Abstract The integrity of bacterial cells has long been identified with the posses-
sion of the peptidoglycan cell wall. However, the presence of “natural” disruptive 
forces has been recognized for almost 60 years. Mitchell determined that bacte-
ria possess an outwardly directed turgor pressure of greater than 4 atmospheres. 
Other early experiments indicated that the substantial pools of amino acids that 
are retained by bacteria could be released very rapidly by hypoosmotic shock. 
More recently, two new elements have been added to the equation, one of which 
is universal and the other may have more limited distribution. The first is the 
discovery of mechanosensitive channels that open rapidly, producing large holes 
in the cytoplasmic membrane, in response to increases in membrane tension. The 
second is that the cell wall is a dynamic structure, in which changes are required 
during adaptation to stress. The interplay between the two phenomena is examined 
in this chapter, with much emphasis being placed on the structure and function of 
mechanosensitive channels.
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3.1 Introduction

Bacterial cells derive their shape from the peptidoglycan (PTG) that forms a major 
component of the cell wall. This has been known for longer than 50 years and is 
amply supported by electron microscope images of isolated cell walls. The profile 
of a bacillary organism is still retained when the cytoplasm and membranes have 
been digested away using enzymes and detergents (Holtje 1998). Holtje has 
described PTG as “a spectacular three-dimensional structure, a hollow body that 
completely surrounds the bacterial cell.” In essence, the shape of the bacterial cell 
is defined by the bonding patterns laid down in the PTG, which is simultaneously 
the shape-defining “molecule” and the stress-bearing polymer. Bacterial cells 
maintain an outwardly directed turgor pressure from the cytoplasm that is greater 
than 10 times the force that would be needed to rupture a lipid bilayer, such as the 
cytoplasmic membrane. For Escherichia coli, the turgor pressure is approximately 
4 atm, but only approximately 0.2 atm is required for rupture of the lipid bilayer 
(Strop et al. 2003). Yet, this force of the turgor pressure is exerted against the cyto-
plasmic membrane of the cell, and the survival of cell integrity is dependent prima-
rily on the PTG (Tomasz 1979; Holtje 1998). One of the best manifestations of this 
fact is that the most successful group of antibiotics, the penicillins and cepha-
losporins, target the cross-linking of the bacterial PTG (Denome et al. 1999). The 
unique contribution of PTG to bacterial cell walls is what makes these antibiotics 
so specifically antibacterial.

Despite all of the foregoing, the molecular structure of PTG is still controversial, 
the structural elements that result in cell integrity are still poorly defined, and the 
actual “in-cell” dynamics that allow the cell to survive large changes in the environ-
ment are still to be elucidated (Holtje 1998). Much of the enzymology of the bacte-
rial PTG synthesis has been elucidated, but there are considerable questions 
remaining. In particular, the mechanisms that control the deployment of enzymes 
to specific locations and the systems that control their activities are poorly under-
stood. A significant new opportunity for beginning to understand cell wall synthe-
sis and dynamics arose with the discovery of mechanosensitive (MS) channels and 
their role in cell physiology (Martinac et al. 1987; Levina et al. 1999). Application 
to bacterial protoplasts of patch clamping, an electrophysiological technique devel-
oped for understanding the properties of ion channels in mammalian cells, led to 
the discovery of several classes of MS channels in E. coli (Martinac et al. 1987). 
Subsequent extensions of this technique demonstrated similar channels in Gram-
positive bacteria and in the archaea (Pivetti et al. 2003). During the last few years, 
the properties and significance of MS channels have become clearer. The critical 
discovery was that mutant cells lacking the channels often lyse when exposed to an 
extreme decrease in external osmolarity (hypoosmotic shock) (Levina et al. 1999). 
In such experiments (equivalent in the natural world to a bacterium in a “dry” spot 
suddenly encountering rainwater), the turgor pressure increases threefold to four-
fold greater than the normal levels in a few seconds. This means that the pressure 
is now approximately 30 times that needed to lyse the cytoplasmic membrane. The 
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cell wall can provide some resistance, but alone is not sufficient to withstand such 
forces. MS channels gate in response to the increase in tension in the membrane 
consequent upon the increase in cell turgor, and transiently create large pores in the 
membrane that release hydrated solutes from the cytoplasm (Levina et al. 1999; 
Sukharev et al. 1999; Sukharev 2002). This lowers the osmotic gradient and dimin-
ishes the increase in cell turgor. Mutants that lack MS channels lyse when subjected 
to large increases in turgor during hypoosmotic shock. MS channel activation is, 
thus, a requirement for some bacterial cells for the maintenance of their structural 
integrity.

The best-characterized examples of MS channels are MscL and MscS from 
E. coli (Booth et al. 2007c; Steinbacher et al. 2007). The availability of crystal 
structures, electrophysiological techniques, and substantial biochemical and genetic 
protocols has led to models for structural rearrangements that occur during MS 
channel gating. The functions and mechanisms elucidated to date for these channels 
are discussed below.

3.2 The Bacterial Cell Wall

Bacterial cell wall structures fall into one of two distinct forms: Gram positive and 
Gram negative. The major difference between these two forms is the possession by 
Gram-negative cells of a thin layer of PTG surmounted by an outer membrane 
containing a high density of lipopolysaccharide (LPS) molecules. The outer 
membrane is held against the PTG by lipoproteins that are covalently attached to 
peptides within the PTG (Fig. 3.1a). Many functions for the LPS layer have been 
documented or proposed, of which, two major functions are (1) limiting the access 
of hydrophobic molecules and enzymes to the cytoplasmic membrane and (2) 
providing significant structural strength to the wall (Nikaido 1996). At the base of 
the LPS chains are phosphate groups that are linked by Ca2+ and Mg2+ ions. It has 
been shown that mutations affecting LPS structure render cells somewhat osmoti-
cally fragile during normal growth, but also permeable to a range of hydrophobic 
molecules. Similarly, chelating the Ca2+ and Mg2+ ions with EDTA has the effect of 
weakening the wall and increasing its permeability to hydrophobic molecules.

The basic structure of PTG is well known (Holtje 1998). The backbone consists 
of aminosugars; alternating molecules of N-acetylglucosamine (NAG) and 
N-acetylmuramic acid (NAM) linked together by β1–4 linkages. Each NAM has a 
peptide attached via the lactyl group. The cross-linking of the peptides gives the 
PTG the characteristic of mesh containing pores of different sizes (see below). The 
cross-links between peptides are a major contributor to the strength of the PTG. 
They are also the major source of species-specific diversity in PTG because, 
although the sugars are largely invariant in their structure, the amino acid composi-
tion of the peptides can vary significantly. One of the most significant features is 
the presence of a dibasic amino acid, meso-diaminopimelic acid (m-A

2
pm), which 

is essential for the peptide bond to be formed. Cross-bridges are formed between 
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m-A
2
pm of one peptide and the penultimate D-ala residue of a peptide attached to 

NAM in an adjacent PTG chain. This reaction takes place in the periplasm, whereas 
synthesis of the NAG–NAM peptides takes place in the cytoplasm, followed by 
translocation across the membrane into the periplasm. Each successive sugar resi-
due is orientated 90° to the previous residue, such that the peptides project above 
and below (axial) and to each side of the sugar chain (planar) (Fig. 3.1b). Planar 
peptides from adjacent PTG strands are cross-linked to form a net-like structure, 
whereas the m-A

2
pm residues of axial peptides above the plane of the PTG serve to 

anchor lipoproteins that are inserted into the outer membrane.
The PTG is under pressure exerted from the cytoplasm and, therefore, exists in 

a stretched conformation that has the potential to create a grid of pores (Isaac and 
Ware 1974). Detailed biochemical analysis of the PTG from E. coli has revealed 
that such a regular structure is unlikely to exist except under conditions of extensive 
cross-link formation, which most often takes place in stationary phase (Holtje 
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Fig. 3.1 Schematic depicting the cell envelope structure of Gram-negative bacterial cells. 
a A cross-sectional view of the layers surrounding the cell of a Gram-negative bacterium and their 
related pressure orientations. The inner membrane (IM) experiences the force of the turgor pres-
sure from the cytoplasm and, thus, presses outward. This is counterbalanced by the strength of the 
PTG matrix and the outer membrane (OM)/LPS layer. See text for more details. b PTG chains. 
The PTG backbone consists of a repeating pattern of two aminosugars, NAG (black bars) and 
NAM (light gray bars). Cross-links are formed between peptides that are attached to each NAM 
unit. Each NAM molecule is rotated 90° to the previous NAM and, therefore, the peptides point 
in the plane of the PTG chains but also upward and downward (as indicated by the small mid-gray 
arrows). The planar peptides may be cross-linked between adjacent chains, but not all will form 
bridges and, thus, although strong, an irregular mesh is created. This structure can withstand some 
stretch in the longitudinal direction of the bacterial cell (as indicated by large dark gray arrows)
but not circumferentially. Inset shows the orientation of PTG chains around a bacterium



1998). Growing cells have a much more dynamic cell wall and exhibit a much 
lower level of cross-linking. From these studies, we know that rather than a single 
continuous chain of alternating NAG and NAM residues, the PTG is created from 
many short sugar strands, the majority of which have only 5 to 10 NAG–NAM 
pairs, but with some larger strands of approximately 60 to 100 sugar pairs. The 
average for E. coli is approximately 29 disaccharide units. Considering a cell of 
approximately 1,000-nm diameter (circumference 3142 nm) and given that a 
NAG–NAM pair is approximately 1 nm in length, it is clear that to span the whole 
circumference of the cell at a specific point requires approximately 3,000 disac-
charide units. If the average length is approximately 29 NAG–NAM, then approxi-
mately 100 chain fragments are needed per circumference. We know that the 
majority of strands are composed of 5 to 10 disaccharide units and, therefore, the 
actual number probably increases threefold to sixfold. Because the cylindrical por-
tion of the cell may be up to 3,000 nm in length and the peptide bridging two chains 
is approximately 4 nm in length, then approximately 750 rings of NAG–NAM poly-
mers are required to make a single cell. Taken together, the cylindrical section of 
the cell requires between 75,000 and 450,000 independent PTG units! Cross-link-
ing is clearly of critical importance in the structural integrity of the wall. Analysis 
has revealed that, of the potential peptide cross-links, the actual number varies with 
the phase of growth and possibly other factors (Vollmer and Holtje 2001; Vollmer 
and Holtje 2004). If there are only approximately 30% cross-links, then the 
structure is extremely loose and will contain a significant diversity of “pore 
sizes.” The degree of cross-linking increases as cells enter stationary phase, in 
which cells become smaller and are more rounded (Glauner et al. 1988; Santos 
et al. 1999). However, there may be significant inter-cell heterogeneity in a 
growing population.

PTG is a dynamic molecule. Approximately half of the wall is recycled every 
generation because of hydrolysis and recycling of the molecules that comprise the 
NAG–NAM peptides (Goodell 1985). A sophisticated network of enzymes and 
transporters ensures the recovery of the material released by cell wall lytic enzymes. 
Recycling is an active component of the process of growing the cell wall (Templin 
et al. 1999). Moreover, there is a complex maturation process that includes changes 
in the nature of the cross-links and a progressive lowering of the average glycan 
chain length. These observations serve to reinforce the impression that the cell wall 
is not concrete, but, rather, a dynamic network that is continuously being broken, 
expanded, reshaped, and ligated to create a strong structural entity that if ruptured, 
leads to bursting of the cytoplasmic membrane.

3.3 Osmoregulation in Bacterial Cells

Virtually all bacterial and archaeal cells have evolved a common strategy for 
dealing with variations in external osmolarity (Booth et al. 1988; Poolman et al. 
2004). The specific details vary from one organism to another, particularly in the 
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nature of the solutes accumulated in response to high osmolarity (Imhoff 1986). All 
bacterial cells maintain an outwardly directed turgor pressure that arises from water 
entry into the cell down the osmotic gradient (Mitchell and Moyle 1956). The 
osmotic gradient arises from the cell’s accumulation of certain solutes to very high 
concentrations relative to the environment. To some extent, this reflects the need to 
accumulate metabolic intermediates in the cytoplasm to concentrations compatible 
with enzyme function at high rates. Estimates have suggested that E. coli accumu-
lates osmotically active anions to approximately 200 mM even when growing at a 
moderately low osmolarity (approximately 220 mOsm) (Roe et al. 1998). Anions 
cannot be accumulated in the cytoplasm without replacement of their accompany-
ing proton by another cation, usually K+. The uncompensated accumulation of 
200 mM protons would cause protein denaturation and DNA damage because of the 
severe acidification of the cytoplasm (Booth 1985). However, metabolic anions 
cannot alone account for the high cytoplasmic ion concentrations.

Cell growth requires the expansion of the volume of the cell. Biosynthesis of 
new proteins requires some expansion of the cell and this is achieved by coordi-
nated synthesis of phospholipid to increase the surface area of the membrane. 
Driving this expansion is the entry of water down the osmotic gradient. Bacteria 
have evolved highly regulated K+ transporters to achieve the controlled accumula-
tion of this cation (Epstein 1986). In general, E. coli cells are relatively impermeant 
to K+ ions. This is indicated by the observation that mutants lacking the major K+

transport systems (Kdp, Trk, and Kup) require 40 mM concentrations of K+ in the 
environment to sustain growth (Epstein and Davies 1970; Buurman et al. 2004). In 
contrast, strains that possess all three transport systems can grow rapidly at even 
10µM K+. Cells also exhibit an amazing capacity to retain K+; when cells are trans-
ferred to K+-free media, the cytoplasmic pool is maintained at approximately 
300 mM for many hours, indicating that the cell membrane is relatively impermea-
ble to this cation (Bakker et al. 1987). In fact, the cell membrane can sustain gradi-
ents of K+ close to 106-fold.

Water is much more freely permeable across the membrane than are ions (see 
discussion in Steinbacher et al. 2007). The response to an increase in external osmo-
larity is an initial loss of water from the cytoplasm caused by the change in the 
osmotic gradient (Booth et al. 1988). E. coli cells respond by taking up K+, either by 
activating their constitutive Trk K+ transporter or by inducing their highly regulated 
K+-scavenging K+-specific ATPase system, Kdp (Epstein 1986). It should be noted 
that the Kdp system is a high-affinity transport system that is only induced/dere-
pressed when the external K+ is low (Rhoads and Epstein 1978). The accumulation 
of K+ is well-controlled such that the increase in cytoplasmic K+ concentration paral-
lels the change in the external osmolarity. The accumulation of K+ is accompanied by 
some net proton extrusion, raising the cytoplasmic pH, but the principal balancing of 
the cation is achieved by the synthesis (or transport) of glutamate (Mclaggan et al. 
1994). At very high external osmolarities, the accumulation of K+ and glutamate in 
the cytoplasm can reach close to molar levels and this causes impaired functioning of 
enzymes. Consequently, cells have evolved a second strategy that enables rapid growth 
at high osmolarity without sacrificing the cell turgor that is needed for cell expansion.
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Compatible solutes were first defined as those compounds that restored enzyme 
activity when added to enzymes incubated in high salt (Imhoff 1986). These solutes 
have the capacity to change the hydration state of proteins. In E. coli, a two-stage 
adaptation to high external osmolarity is observed. First, cells accumulate K+ gluta-
mate but then progressively they exchange these ions for compatible solutes. The 
most effective compatible solutes for E. coli, and many other bacteria, are betaine, 
proline (and its close relatives), and ectoines. However, in addition, E. coli and 
some other bacteria have the ability to synthesize the disaccharide trehalose and to 
use it as a compatible solute (Strom and Kaasen 1993). Compatible solute accumu-
lation is highly regulated both at the level of the transport systems and through reg-
ulation of the expression of the transport systems. Betaine, proline, and ectoine 
accumulate in the cell in response to osmotic stress, and their cytoplasmic concen-
trations reflect the external osmolarity, increasing proportionately to the elevation 
of external osmolarity (Koo and Booth 1994). The accumulation of compatible 
solutes is achieved at relatively constant cell turgor, because these solutes displace 
K+ glutamate from the cell. Thus, growth stimulation by compatible solutes is 
achieved by a combination of the beneficial effects of these solutes on protein 
folding and the lowering of the pools of the inhibitory ions.

3.4 Mechanosensitive Channels

First indications that cells might possess mechanisms to release solutes nondis-
criminately arose from the observed rapid loss of amino acid pools on hypoosmotic 
shock (Britten and McClure 1962). As described above, bacteria that have been 
grown, or incubated, at high osmolarity accumulate high concentrations of solutes 
in the cytoplasm as a mechanism of generating turgor. The cell membrane is selec-
tively permeable—a low passive permeability to solutes and a high permeability to 
water. Consequently, when cells adapted to high osmolarity encounter a lower 
osmolarity, water moves rapidly across the membrane into the cell, faster than any 
initial movement of solute, simply because of the relative permeabilities. A cell 
passing into a medium that is 300 mOsm (approximately 0.15 M NaCl) lower in 
osmolarity experiences an immediate increase in cell turgor of approximately 7 atm 
(Kung 2005). The immediate inrush of water should be followed by expansion of 
the cell, but this is resisted by the membrane, which has limited expansive capacity. 
What little stretching takes place is immediately transferred to the cell wall, increas-
ing the expansion of the wall (approximately 20–30%) (Holtje 1998). Activation of 
MS channels provides the much sought-after relief for the cell (Fig. 3.2).

MS channels create transient large pores (8–35 Å effective diameter) in the 
cytoplasmic membrane (Sukharev et al. 2001; Bass 2002). The large diameter and 
the generally hydrophilic nature of the lining of the open channels essentially pre-
clude selectivity between different solutes except on the basis of size. Thus, any 
cytoplasmic molecule less than 300 to 400 Da will readily pass through most MS 
channels that have been studied, although it is possible that the smaller channels 
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may impose some greater restriction on the solutes that are released. This means 
that amino acids, organic acids that are intermediates in metabolism, cofactors, 
disaccharides, and nucleotides can be rapidly lost from the cell in a hydrated state 
(Berrier et al. 1992; Schleyer et al. 1993). Removal of structured water that is 
hydrogen bonded to organic molecules and ions is a slow process and, consequently, 

Fig. 3.2 The effects of hypoosmotic stress and acid in the absence and presence of MS channels. 
Bacterial cells growing in low osmolarity medium will accumulate 300- to 400-mM ions in the 
cytoplasm, e.g., potassium (gray dots) and glutamate (black dots) (a). Transfer from medium of low 
osmolarity (a) to one of high osmolarity initially causes efflux of water and cell shrinkage (b). To 
prevent loss of the turgor pressure necessary for growth and maintaining cell shape, cells accumulate 
more potassium (gray dots) and glutamate (black dots) as well as compatible solutes (white dots) (c). 
After transfer of cells from high to low osmolarity, MS channels in the cytoplasmic membrane are 
activated by the rapid increase in membrane tension caused by the entry of water. These large-diameter 
nonspecific channels mediate the immediate release of ions and compatible solutes, saving cells 
from lysis (d). If cells lack MS channels or the channels fail to gate, cell integrity will be lost and 
lysis may occur (e). However, if the hypoosmotic medium is acidic, when functional MS channels 
gate to release ions and solutes, protons will enter down their concentration gradient, acidifying the 
cytoplasm, denaturing proteins and DNA, and compromising cell viability (f)
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to achieve rapid release of solutes, the passage of hydrated solutes through the 
channel pore is essential. In contrast, there are also ion-specific MS channels in 
many higher organisms (Kung 2005). In these channels, atomic groups within the 
pore replace the water around the ions (Mackinnon 2000) and it is possible 
that these channels are more associated with cell signaling than with relief of 
osmotic stress.

Rapid release of solutes, on a millisecond time scale, eliminates the osmotic 
gradient that is driving water influx and, thereby, relieves the stress on the cell wall. 
Of course, opening these channels immediately creates different stresses, namely 
loss of nutrients, cofactors, and intermediates; loss of cytoplasmic homeostasis 
(cation and anion balance and pH); and alteration of membrane potential (Levina 
et al. 1999). The former is countered by enzymes in the periplasm that breakdown 
compounds into their component parts, which are then substrates for transport 
systems, thus, ensuring their recapture by the cell. Homeostasis is restored by 
pumping K+ back into the cell, expelling ions that are not required, and reestablish-
ing control over cytoplasmic pH. The cell can cope with pH transients in the neutral 
to mildly acidic nature, but will lose viability if the environmental pH is too acidic 
(Fig. 3.2) (Levina et al. 1999). Thus, opening MS channels is a highly risky strategy 
undertaken only to cope with an extreme form of stress that, if not relieved, compromises
the structural integrity of the cell.

3.4.1 Structures and Gating of Mechanosensitive Channels

MS channels have been characterized by electrophysiology in various bacterial 
species (Martinac et al. 1987; Berrier et al. 1992; Szabo et al. 1992; Szabo et al. 
1993; Kloda and Martinac 2001). Frequently, these channels exhibit large 
conductance values greater than 0.1 nanosiemens. From calculations based on 
these conductance measurements, we know that the potential pores created by 
open MS channels can be several angstroms in diameter. To place this in context, 
the porins in the outer membrane of E. coli, such as OmpF and OmpC, have a 
fixed pore that is approximately 6 Å diameter (Nikaido and Vaara 1985). The 
geometry of porin pores is often significantly asymmetric, such that they can 
operate both with a degree of selectivity and at reduced ion conductance relative 
to that expected from the diameter observed in crystal structures. However, small 
molecules, such as antibiotics and sugars, can block the pore transiently during 
transfer across the membrane (Nestorovich et al. 2002). The MS channels must 
be significantly larger than this to avoid any restriction arising in the passage of 
solutes through the pore.

The most highly characterized MS channels are MscL and MscS from E. coli
(Steinbacher et al. 2007). The understanding of their properties arises from extensive 
electrophysiological analysis, matched by molecular genetics, biochemistry, and 
biophysics (Sukharev et al. 1994b; Blount et al. 1996; Blount et al. 1997; Ou et al. 
1998; Levina et al. 1999; Sukharev et al. 1999; Moe et al. 2000; Li et al. 2002; 
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McLaggan et al. 2002; Perozo et al. 2002a; Perozo et al. 2002b; Sukharev 2002; 
Powl et al. 2005). Crystal structures for MscL and MscS were obtained from 
Mycobacterium tuberculosis and E. coli, respectively (Chang et al. 1998; Bass 
et al. 2002). The two proteins differ in size, complexity, and mechanism, despite 
both having the function of creating large transient pores. Initially, there was some 
doubt regarding the precise location of the MS channel proteins, but it is now clear 
that they are components of the cytoplasmic membrane. However, one class of MS 
channel protein, the MscK family, has the potential to interact with either periplasmic
proteins or those in the outer membrane through its extended amino terminal 
peripheral domain, which has a periplasmic location (Levina et al. 1999; Li et al. 
2002; McLaggan et al. 2002). As far as it is known, no ancillary proteins are 
required for MS channel activity and, thus, the transmission of the tension signal 
that gates these channels is transmitted wholly through the lipid bilayer (Sukharev 
et al. 1994a; Sukharev et al. 1999; Sukharev 2002).

3.4.1.1 MscL—Mechanosensitive Channel of Large Conductance

MscL channels are widely distributed among bacteria. MscL is a homopentamer of 
approximately 17- to 20-kDa subunits, each of which generally contains between 
120 and 156 amino acid residues (Chang et al. 1998; Pivetti et al. 2003). Some 
higher organisms have been found to possess proteins that contain sequences 
highly similar to the transmembrane (TM) helices of MscL, but no detailed analysis 
of these proteins has been reported. At this time, archaea have not been reported to 
possess MscL homologs in their genomes. The open MscL channel exhibits the 
largest conductance of known channels, approximately 3 nanosiemens. In E. coli
membrane patches, the opening of this channel takes place at pressures greater than 
150 mmHg (1 atm = 760 mmHg), and this pressure range lies close to the lytic pres-
sure of the membrane patch. The opening takes place within 3 µs of the pressure 
change, and each channel opening is of short duration, approximately 10 ms 
(Sukharev et al. 1999; Shapovalov and Lester 2004). The channel transitions 
between closed and open states as long as the pressure remains above the threshold 
for gating. As far as it is known, bacterial cells possess just a few of these channels 
in their cytoplasmic membrane, possibly as few as three to five channels per cell. 
Again, the abundance of these channels has not been analyzed systematically, 
although it is known that the expression of the genes is controlled both by osmolar-
ity and by growth phase, allowing some adaptive range to the abundance of 
channels (Stokes et al. 2003).

Each MscL subunit consists of two TM domains, designated TM1 and TM2, 
separated by a variable length periplasmic loop and flanked by amino-terminal and 
carboxy-terminal α-helices (Chang et al. 1998). The proteins are relatively con-
servative with respect to length, with the most significant variations taking place in 
the periplasmic loop. Recent revisions of the MscL structure have suggested that 
this sequence forms a β-sheet hairpin that has the potential to line the rim of the 
open channel (Steinbacher et al. 2007). Each TM α-helix is approximately 30 
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residues in length, with approximately 80% embedded in the membrane bilayer. 
Five TM1 helices form an “inverted teepee” with the splayed ends toward the peri-
plasm and the cytoplasmic ends meeting to form the pore seal at the cytoplasmic 
side of the membrane (Fig. 3.3). In the recently revised crystal structure of the 
Mycobacterium channel, these helices are tilted at an angle of approximately 28° to 
the pore axis, which is perpendicular to the membrane plane (Chang et al. 1998). 
The TM2 helices adopt a peripheral location in the closed channel, display a pro-
nounced kink at the cytoplasmic side of the bilayer, and interact predominantly 
with amino termini of adjacent TM1 helices (which project outward from the pore) 
and with the lipid bilayer (Fig. 3.3) (Steinbacher et al. 2007). The transition from 
the closed to the open state involves rotation of the TM1 helices (and, to a lesser 
extent, the TM2 helices) and tilting of the helices so that they cross the membrane 
at a more acute angle than in the closed state. The carboxy-terminal α-helices form 
a bundle below the plane of the membrane on the cytoplasmic side and are largely 
dispensable to the structure and function of the channel because deletion mutants 
lacking this region remain functional (Blount et al. 1996). The newly revised struc-
ture of MscL indicates that each amino-terminal α-helix lies in the plane of the 
membrane and makes contact with the TM2 helix of the next but one subunit—
thus, potentially forming a resistance to the transition from closed to open. This 
proposal is supported by previous findings that indicated that only short deletions 
of the amino-terminal α-helix were tolerated (Blount et al. 1996).

TM1

TM2

Fig. 3.3 The three-dimensional structure of MscL. The MscL protein from Mycobacterium tuber-
culosis was crystallized to a resolution of 3.5 Å in 1998 (Chang et al.). MscL is a homopentamer 
and the figure shows the ribbon representation of a single subunit alongside the full pentameric 
structure, with one subunit defined in black. TM1, which line the channel pore, and TM2, which 
interact with the TM1s and the membrane lipids, are indicated. The figures were created using 
RasTop (http://sourceforge.net/projects/rastop/)



84 I.R. Booth et al.

Crystal structures provide clear and testable models for the structure and the 
gating of channels, but are less informative regarding any alternative conformations 
that are adopted during the gating transition. The MscL crystal structure was pro-
posed to be the closed state, although it has also been suggested that it represents a 
structure that is in transition to the open state and is imperfectly closed (Bartlett 
et al. 2004). Less clear is the structure of the open state. What is known has been 
informed by electron paramagnetic resonance (EPR) studies using the E. coli pro-
tein, into which single cysteine (Cys) residues have been introduced (Perozo et al. 
2001; Perozo et al. 2002a; Perozo et al. 2002b; Perozo and Rees 2003; Bartlett 
et al. 2004). The native protein has no Cys residues, and studies have suggested that 
the protein is tolerant of Cys residues at almost all positions throughout its sequence 
(this contrasts with MscS, in which the stability of Cys-substituted proteins is 
dependent on the position of the inserted residue). After purification of the Cys-
containing protein, it is reacted with a spin-label that attaches covalently to the 
Cys residue, and the modified protein is then used for EPR analysis (Perozo et al. 
2001). EPR makes use of the phenomenon that the signal emitted by an unpaired 
electron is dependent on the environment. The EPR signal has a characteristic 
shape that is perturbed by the environment in which the spin label is located and its 
location can be further probed by examining its accessibility by reagents that are 
either lipophilic or hydrophilic. Purified protein can be reconstituted into lipo-
somes, which are closed vesicles created by dissolving specific lipids in buffer and 
allowing them to form bilayers (Sukharev et al. 1993). The gating of the MS chan-
nels can be caused either by application of a pressure differential across a patch of 
the liposome in a patch-clamp electrode, or by adding a lipophilic reagent to entire 
liposomes in an EPR tube. Both of these treatments create a change in tension in 
the bilayer, which is responsible for gating the channel. Lysophosphatidyl choline 
(LPC) is the preferred agent used to gate MS channels in liposomes (Perozo et al. 
2002a). LPC is a derivative of a phospholipid that has a single fatty acid attached 
to the phosphocholine. It is unable to form bilayers, but can insert into a liposome. 
The rate at which the LPC can translocate from the outer exposed leaflet to the 
inner leaflet is slow and, therefore, insertion of LPC generates a membrane area 
asymmetry between the outer and inner leaflet that distorts the membrane, increas-
ing tension that gates the channel (see also Martinac et al. 1990). Using this tech-
nique, Perozo and colleagues were able to study the conformation of the MscL 
protein in the closed, intermediate, and open states. Analysis of the EPR signals of 
Cys residues at different positions led to a predicted structure for the open state 
(Perozo et al. 2002a).

Genetic studies have been important to identify residues that are critical to the 
closed state. Blount and colleagues defined selection regimes that allowed them to 
characterize mutant channels as gain-of-function (GOF), i.e., having lost the ability 
to maintain the closed conformation when the cell is under nonstressful conditions 
(Blount et al. 1996; Blount et al. 1997; Ou et al. 1998). As described above, MS 
channels are in the cytoplasmic membrane and must be maintained closed for most 
of the growth and division cycle of the organism. The large diameter of the pores 
combined with their lack of discrimination in the solutes that they pass means that 
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an open channel seriously perturbs cellular homeostasis (Levina et al. 1999). The 
cytoplasmic pools of K+ and amino acids will tend to decline, other ions that are 
normally excluded may enter the cells down their concentration gradient, cytoplas-
mic pH will change toward that of the environment, and cofactors for enzyme reac-
tions may be lost to the environment (Schleyer et al. 1993). For any MS channel, 
there is a specific relationship between bilayer tension and the open probability 
(Sukharev 2000). In the cell, the net pressure across the membrane (resultant of 
turgor and resistance by the cell wall) is translated into tension in the bilayer that is 
maintained at a value just below that required to activate the MS channel with the 
lowest threshold, so that the dominant state of the MS channels is the closed form. 
Blount and colleagues reasoned that a mutant channel that had lost the ability to 
maintain the closed state under the normal growth conditions of the cell would 
inhibit cell growth (Blount et al. 1996; Blount et al. 1997). Indeed, when they 
screened a large population of MscL GOF mutants, they observed that a number of 
mutant proteins were inhibitory to cell growth. Subsequent electrophysiological 
analysis showed that these mutant channels generally exhibited a shifted pressure 
threshold to lower values.

The discovery of the structural gene for the MscS channel by Booth and 
colleagues defined a physiological assay for channel function (Levina et al. 1999). 
In E. coli cells, MscL and MscS are redundant—to observe a phenotype associated 
with loss of function in the channel protein, one must create a mutant strain that 
lacks both MscL and MscS. Such cells fail to survive hypoosmotic shock and are 
observed to lyse in response to severe shock (Fig. 3.2). Cells expressing both chan-
nels, or either MscL or MscS, survive and do not exhibit significant lysis. This has 
provided the basis for a number of assays based on the phenotype of the double 
mutant that lacks MscL and MscS, for example, demonstrations of channel activa-
tion in vivo (Batiza et al. 2002). Channels that have lost function because of a 
mutation are less effective than the parent channel in protecting against hypoos-
motic shock. Using this method, a number of MscL mutants were characterized and 
were shown not to gate when subjected to high imposed TM pressure induced by 
hypoosmotic stress (Yoshimura et al. 2004). In patch-clamp experiments, it is gen-
erally difficult to show that such mutant channels gate at higher pressure because 
the MscL channel gates at pressures that are close to the lytic limit of the membrane 
bilayer. In contrast, channels bearing a mutation that causes a GOF phenotype in 
growing cells usually gate at lower pressure than the wild-type channels and can be 
more easily assayed in patch-clamp experiments (Blount et al. 1997).

Physiological assays are useful for showing channel function in the cellular 
context, because all other assays are dependent on either isolated membrane 
patches from cells treated with an antibiotic or use purified proteins reconstituted 
into artificial lipid bilayers. The cell-based assays have generally confirmed the 
properties observed in the more refined subcellular preparations. However, it must 
be appreciated that the outcome of the assay is dependent on the level of expression 
of the channel protein (Booth et al. 2007a). In E. coli cells, the mscL and mscS
genes are subjected to transcriptional regulation by osmotic pressure and growth 
phase (Stokes et al. 2003). At least one of the mechanisms regulating expression is 
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the osmotic stress-dependent shift from the σ70-driven RNA polymerase to the 
σS-driven enzyme. The rpoS gene encodes sigma factor S (σS) that associates with 
the core RNA polymerase to recognize and transcribe genes involved in stress 
adaptation during the stationary phase and other adverse conditions. Expression of 
σS protein is highly regulated at both transcriptional and translational levels by vari-
ous conditions, particularly osmolarity, growth phase, pH, and temperature 
(Hengge-Aronis 2002a; Hengge-Aronis 2002b) (see Chap. 11 in this book for fur-
ther information). When bound to RNA polymerase, σS transcribes a large number 
of gene products that are associated with stress resistance. MscL and MscS are two 
of these gene products and they undergo twofold to threefold elevation during early 
stationary phase and during growth at high osmolarity. This change in channel 
abundance is on the same scale as that observed for the expression of the cloned 
mscS gene to convert a MscL−MscS− mutant cell from being sensitive to hypoos-
motic shock to being resistant (Stokes et al. 2003). The precise phenotype of a cell 
expressing a channel that has acquired one or more mutations is entirely dependent 
on the stability of the channel protein in the membrane. A channel protein that is 
very unstable will not accumulate in the membrane and, consequently, the worst 
effects of the gating change will be ameliorated by the presence of only a few chan-
nels in the membrane. Similarly, a mild loss of function in a channel caused by a 
mutation may be compensated by high levels of expression. What one observes is 
strongly dependent on the expression level!

Mutagenesis studies have identified amino acids that affect the packing of the 
seal region of the channel, whereby the closed state is maintained. In E. coli MscL, 
this is defined by the region close to valine (Val) 21, with glycine (Gly) residues 
being critical in maintaining packing between the TM1 helices. The introduction of 
hydrophilic residues in this region causes the channel to open at low pressures 
(i.e., to become GOF) (Ou et al. 1998). In contrast, mutagenesis of the regions of 
the TM1 and TM2 helices that interact with the headgroups of the phospholipids at 
the periplasmic side of the membrane can cause loss of function (Yoshimura et al. 
2004). Here, it is the replacement of hydrophobic residues with hydrophilic ones 
(Leu/Val to Asn) that leads to an increase in the pressure required to gate the 
channels and decreased function in hypoosmotic shock assays.

Overall, MscL is a well-understood channel and provides a clear structural 
transition from the closed to the open state.

3.4.1.2 MscS—Mechanosensitive Channel of Small Conductance

The MscS class of MS channels is very large and diverse with respect to size and 
properties (Levina et al. 1999; Li et al. 2002; Pivetti et al. 2003; Yoshimura et al. 
2004; Li et al. 2007). The conductance values that have been reported are approxi-
mately 0.7 to 1.25 nanosiemens, and the channels usually show relatively extended 
open dwell times, lasting 10 to 50 times that of MscL, with approximately 200 ms 
being the mean open dwell time for E. coli MscS (Edwards et al. 2005). MscS chan-
nels also exhibit unusual selectivity in the solutes that are translocated, in contrast 
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to MscL, which is truly nonspecific. MscS from E. coli is slightly anion selective 
(Martinac et al. 1987), MscK from E. coli is nonselective (Li et al. 2002), whereas 
MscS from Methanococcus janaschii has a slight preference for cations (Kloda and 
Martinac 2001). The structural basis for the ion selectivity is not understood, but 
recent work from the authors’ laboratory indicates a probable role for portals in the 
cytoplasmic domain, because, in E. coli MscS, the inner surface of the portals has 
several basic residues that would repel cations. As discussed below, ions must flow 
through the portals from the cytoplasm to reach the pore. E. coli MscS is the only 
member of this class for which the structure has been demonstrated. The channel 
was shown to be a homoheptamer by both crystallography and by cross-linking 
studies (Bass et al. 2002; Miller et al. 2003b). Each subunit is 286 residues, and the 
crystal structure resolves the organization for amino acids 27 to 280 (Fig. 3.4). 
A highly complex organization was revealed, which has at its center the observation
that each subunit is twisted around the axis of the pore (Fig. 3.4). The crystal 
structure probably does not reflect the “in-membrane” organization of the first two 
TM helices (TM1 and TM2)—it is more likely that they pack tightly against the 
pore generated from the TM3 helices. However, the whole structure can be seen to 
be organized so that the extreme carboxy terminus is located approximately 180° 
relative to the first defined residue of TM1 (Tyr27) (Fig. 3.4). This structural 
organization must be an important component of the gating mechanism and we 
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Fig. 3.4 The three-dimensional MscS structure. The E. coli MscS protein structure was determined
by X-ray crystallography to a resolution of 3.9 Å in 2002 (Bass et al.). MscS is a homoheptamer 
with each subunit consisting of three TM spans: TM1 and TM2 spans forming a peripheral pad-
dle-like structure and TM3 spans creating the central pore; followed by a large carboxy-terminal 
domain (CTD) terminating in a β-barrel structure (as indicated in a single subunit and the full 
heptameric molecule). TM3 spans have two specific parts: TM3A that lines the pore and TM3B, 
which connects the pore domain to the cytoplasmic domain after a distinct bend in the helix at 
Gly113. This kink causes TM3B to run tangential to the pore (inset shows amino acids 91–128 
for each subunit, highlighting TM3A and TM3B). The figures were created using RasTop 
(http://sourceforge.net/projects/rastop/)
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discuss below that its role is to provide resistance to the gating transition, closed to 
open, to ensure closure when operation is not required.

MscS subunits are multidomain, creating distinctive substructures—a tension 
sensor, a pore, and a carboxy-terminal vestibule through which solutes must pass 
en route to the external medium (Fig. 3.4). The amino terminus, residues 1 to 26, 
is located in the periplasm and is not highly conserved. Small deletions can be tol-
erated without perturbing the expression or assembly of the channel (Miller et al. 
2003a). This region was not resolved in the crystal structure. The first visualized 
element of the protein consists of the initial two TM helices (TM1–TM2) that are 
organized in an antiparallel fashion as a mobile “paddle,” attached to the pore-
forming domain (TM3) by a short linker. This linker is not an inanimate connection 
and probably forms the periplasmic rim of the pore. The third TM helix, TM3, lines 
the pore and also connects the membrane domains to the cytoplasmic domain. TM3 
comprises two elements. The amino-terminal half of TM3, TM3A, extends across 
the membrane, starting approximately at the junction between the two leaflets of 
the lipid bilayer. Seven TM3A helices create the pore, which is sealed by two rings 
of leucine residues (Leu105 and Leu109)—Leu109 lies very close to the cytoplas-
mic surface of the pore (Bass et al. 2002). Amino acid substitutions at these posi-
tions can render the channel easier to gate and confer on cells a GOF phenotype 
(Miller et al. 2003a). TM3B helices lie parallel to the membrane and tangential to 
the axis of the pore (Fig. 3.4). The path followed by this helix makes it possible for 
the TM3B helix to interact with the TM1–2 domain of another subunit, which may 
be the next or the next-but-one subunit, depending on the packing of the TM1–2 
domain against the TM3A-generated pore domain in the closed and open structures.
Such an arrangement may either increase the stability of the complex or create a 
mechanism for resetting the channel after gating.

The heptameric assembly of the carboxy-terminal domains creates a large hollow 
elongated “chamber” perforated by seven lateral portals that lie at the subunit inter-
faces. An axial portal is created by the carboxy termini of the seven subunits coming 
together into a β barrel. Both the external (cytoplasmic) and internal (continuous with 
the channel) surfaces of the vestibule are strongly hydrophilic, which is consistent 
with the role in containing solutes. Proteins will be excluded from the vestibule by 
the small size of the portals, which means that the composition of this compartment 
will reflect simply the ions of the cell cytoplasm. One can estimate the volume of the 
vestibule for a single channel is approximately 10−15 µl and that, given an intracellular 
concentration of ions in cells adapted to high osmolarity is approximately 1 M 
(600 mM K+, 400 mM glutamate), one can guess that there are approximately 7 to 10 
ions/vestibule, compared with approximately 1012 ions/cell. To lower the cytoplasmic 
osmolarity by 90% would require the movement of approximately 1011 ions/cell. 
Clearly, even with multiple channels, simply releasing the ions trapped in the vesti-
bule will have a limited impact on cytoplasmic osmolarity. Consequently, ions must 
flow through the lateral portals and do so rapidly. The lateral portals are approxi-
mately 14 Å in diameter, which means that many solutes can potentially pass through 
with their water shell intact. The portal rim is constructed from parts of the upper-
vestibule domain (the β or SM domain), the αβ domain that forms the lower half of 
the vestibule, and a short linker, which connects the SM domain to the αβ domain. 
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The effect of this organization is to create a “Chinese lantern” in which it is possible 
that structural changes could open and close the lateral portals (Edwards et al. 2004). 
The inner lining of the portal entry is strongly basic (Arg185 and Arg238), whereas 
the vestibule itself has rings of acidic residues that might bind cations. These features 
may attract anions into the vestibule and slightly restrict cation mobility, but this has 
not been tested experimentally.

MscS family members differ in their size and it is not known how closely the 
crystal structure of E. coli MscS relates to those of the larger proteins. Many of the 
proteins have extra amino-terminal membrane domains that must be packed around 
the core pore-forming TM1–3 membrane domains (Levina et al. 1999). The role of 
these extra domains is poorly understood, but, recently, GOF mutants have been 
described in these domains of MscK, which is the most extreme member of this 
family, in terms of size (Li et al. 2007). Extensions at the carboxy-terminal domains 
are also found in homologs in the genome databases. It is probable that these 
domains do not significantly affect the heptameric structure, because alkaline phos-
phatase (approximately 45 kDa) (Miller et al. 2003a) and green fluorescent protein 
(GFP) (approximately 27 kDa) have been fused to the E. coli MscS carboxy termi-
nus without altering the structure.

The physical state of the crystallized E. coli MscS channel remains the subject 
of controversy—is it open or closed? The crystal structure shows a clear pore of 
8-Å diameter, although simulations have suggested an even narrower pore (Bass 
et al. 2002). At first sight, the pore seemed to be open and this was the original view 
shared among the field. However, the lining of the exposed pore surface is 
extremely hydrophobic and thus, it has been proposed that the crystal structure 
represents the most closed form of the channel because of the formation of a vapor 
lock that prevents solute flow until the channel pore expands to create the conduct-
ing state (Anishkin and Sukharev 2004). Modeling of the packing of the TM3A 
helices indicates that their heptameric assembly brings them as close together as is 
feasible with retention of symmetry (Kim et al. 2004). Thus, further movement of 
the helices to provide a more “closed” state would have only a limited effect on the 
observed pore diameter. Consequently, there is an emerging consensus that the crystal
structure represents a nonconducting state.

Rotation and tilting of the TM3A helices is associated with the transition to the 
open state (Edwards et al. 2005). The TM3A helices pack very tightly by virtue of 
a conserved surface created from alternating Ala and Gly residues (Bass et al. 
2002). Our gating model proposes that the Ala residues form “knobs” that slide 
over the smooth “Gly” surface. Experiments with amino acid substitutions for these 
crucial residues have shown two phenomena consistent with the model. First, 
increasing the size of the “knobs” (Ala to Val substitution) or removing the Gly 
surface (Gly to Ala mutation) creates channels that gate at higher pressure, giving 
them a loss-of-function phenotype. Conversely, removing the “knob” (Ala to Gly 
mutation) creates a channel that gates more easily; GOF activity. Second, the severity 
of these classes of mutations, particularly those increasing the size of the “knob,” 
is diminished if the change is made distant to the seal residues (Edwards et al. 
2005). The data are consistent with the helices rotating and leaning away from the 
axis of the pore during the transition from the closed to the open state.
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3.4.2 Sensing Osmotic Stress as a Mechanical Signal

There is no doubt that the major stresses that activate MS channels in bacterial 
cells are osmotic in origin (Mitchell and Moyle 1956; Britten and McClure 1962). 
Hypoosmotic stress provides the simplest example. When cells are transferred 
from a high to low osmolarity environment, an inrush of water presses the mem-
brane against the wall. A limited expansion of the wall takes place, but it is likely 
that distortions in the membrane curvature occur and these result in activation of 
the channels. Patch-clamp studies on isolated membrane patches and on lipo-
somes reconstituted solely with purified MS channel protein show that these 
channels gate in response to pressure applied across the lipid bilayer; detailed 
analysis has shown that the channels sense the tension in the bilayer (Sukharev 
et al. 1999; Sukharev 2002). There are also transient changes in the physiology 
of the organism that may trigger MS channels. Although these changes are less 
obviously similar to hypoosmotic shock, they may in fact be equivalent. Thus, 
during osmotic balancing, when cells exchange K+ glutamate for compatible sol-
utes, the release of the ions may take place through MS channels (Booth et al. 
1988). On a simple level, one can consider that the channel proteins exist in a 
compressed state in the membrane and that the distortions introduced into mem-
brane structure during hypoosmotic shock trigger the protein conformational 
changes. No specific sensors of membrane tension have been identified; to date, 
the evidence supports the idea that for MS channels to be effective transducers of 
hypoosmotic stress, the protein subunits must have only limited interaction with 
the phospholipid headgroups of the membrane (Booth et al. 2007b). Introduction 
of Asn residues into the ends of the TM1 helices in place of hydrophobic residues 
inhibits mechanotransduction, creating channels that require greater pressure to 
open in membrane patches, and, in cells, causes loss of function (Yoshimura 
et al. 2004; Nomura et al. 2006).

3.4.3 Biotechnological Applications of MS Channels

MS channels possess two characteristics that make them potential targets for novel 
antibacterial therapies. First, they open to form large holes in the membrane. 
Different classes of MS channels produce pores of different magnitudes, but early 
experiments suggested that MscL could allow passage of proteins (Ajouz et al. 1998; 
Berrier et al. 2000). Although the original evidence is often disputed, the data have 
inspired experiments to develop MscL as a delivery system for small proteins and 
peptides (Smisterova et al. 2005; van den Bogaart et al. 2006). The pharmaceutical 
industry has been interested for a long time in methods to attain slow or controlled 
release of drugs. This is particularly important for small protein therapeutics, where 
it is important to focus the activity of the protein at particular tissues. By using an 
MS channel to release the drug from a liposome, one may ultimately be able to 
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 maximize control over drug delivery. Second, MS channel pores allow the passage 
of a wide range of ions. Gating of MS channels could be used to perturb intracellular 
homeostasis by the introduction of ions or small molecules detrimental to cell sur-
vival (Jordan et al. 1999; Levina et al. 1999; McLaggan et al. 2002). One example of 
this would be induced uptake of H+ if the cells were exposed to acidic conditions and 
the channels promoted to open, as seen in Fig. 3.2. In this scenario, the slightly alka-
line physiological pH of the cytoplasm would be rapidly lowered by the influx of H+

down their concentration gradient, leading to denaturation of proteins and resulting 
consequences. Depending on the application, strong acidic conditions could be used 
where feasible, for example to sterilize materials, to cause cell death, whereas mild 
acidic conditions could be used, for example, in foods, in which inhibition of bacte-
rial growth is the biotechnical aim. Development of chemical or biochemical meth-
ods to activate channels could be used alone to reduce viability of contaminating 
bacteria by perturbing homeostasis or combined with acid pH or uptake of small 
toxic compounds, to kill pathogenic species. Molecules such as LPC and parabens 
have been shown to activate MS channels under certain conditions (Martinac et al. 
1990; Nguyen et al. 2005), and recent studies describe a photocontrolled technique 
for activating MS channels in a regulated manner (Folgering et al. 2004). Additionally, 
using similar technology, MS channels could be used for targeted release of small 
therapeutic molecules placed in a liposome-like vehicle to achieve specific delivery 
of compounds in the body.

3.5 Concluding Remarks and Future Prospects

MS channels are major contributors to the maintenance of cellular integrity. Important 
insights have been gained into their structures, mechanisms of sensing membrane 
tension, and importance for cell physiology. In fact, the E. coli MscL and MscS chan-
nels are fairly well understood, although specific details are still required. In addition, 
major questions remain regarding other members of these families of channels. 
Clearly, we need to advance in-depth investigations into the gating systems of MS 
channels and explore chemical methods of activation to be able to create novel 
antibacterial strategies. However, we already possess the fundamental information 
and a great deal of critical knowledge to make this prospect successful.
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4
Structural and Functional Flexibility 
of Bacterial Respiromes

David J. Richardson

Abstract Respiration is fundamental to the life of many bacterial species. It generally
involves the transfer of electrons from low redox potential donors, such as NADH 
and succinate, through a range of integral membrane or membrane-associated 
electron transfer proteins, to higher potential electron acceptors. Free energy is 
released during this process that is used to drive the translocation of protons across 
the cytoplasmic membrane to generate a protonmotive force that can drive energy-
consuming processes such as the synthesis of ATP, solute transport, and motility. 
There are a large number of different kinds of respiratory electron acceptors 
available in terrestrial and aquatic environments that bacteria can use as different 
electron acceptors. Some bacteria may be able to use one type of electron acceptor, 
but many species present an armory of respiratory enzymes that enable them to use 
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many chemically different kinds of electron acceptors. These include oxygen, 
elemental sulfur and sulfur oxyanions, organic sulfoxides, nitrogen oxyanions, 
nitrogen oxides, transition metal ions, radionuclides, and halogenated hydrocarbons. 
This respiratory diversity contributes to the ability of bacteria to colonize many of 
Earth’s oxic, micro-oxic, and anoxic environments and underlies their contribution 
to the planet’s key biogeochemical cycles, such as the carbon, nitrogen, and sulfur 
cycles. The emergence of the sequences of many hundreds of bacterial genomes 
during the last 10 years has provided much insight into the organization of 
respiratory systems in a range of bacteria, and reveals that many species display the 
capacity for a highly flexible respiratory system that enables them to use a range of 
different electron donors and acceptors in response to different environmental 
pressures. The proteins that make up a bacterium’s respiratory system, and confer 
respiratory flexibility, define its “respirome.” The organization and bioenergetics 
of a respirome can be illustrated through consideration of some well-studied 
paradigm Gram-negative organisms, such as the enteric bacterium Escherichia 
coli, the soil-denitrifying bacterium Paracoccus denitrificans, and insoluble metal 
oxide-reducing Shewanella species. These organisms can be used to describe the 
principles of electron transfer associated with the inner membrane, periplasmic 
compartment, and outer membrane, and to illustrate the different mechanisms by 
which bacteria can convert redox energy into protonmotive force. Their study 
provides paradigm models for understanding the respiratory systems of other 
organisms, for which genome sequences are available, but biochemical studies are 
less well advanced.

4.1 Introduction

Respiration is a catabolic process that is fundamental to all of the kingdoms of life 
(Nichols and Ferguson 2002). In human mitochondria, the ATP factories of our 
cells, electrons are extracted from organic carbon as it is catabolized through 
metabolic pathways, such as glycolysis and the tricarboxylic acid cycle. The elec-
trons are then passed via freely diffusible carriers, such as NADH, or protein-bound 
carriers, such as FADH

2
, into a multiprotein electron transfer pathway associated 

with the inner mitochondrial membrane (Fig. 4.1). Here the electrons migrate 
through a range of electron transferring redox cofactors, such as flavins, iron sulfur 
clusters, hemes, and copper centers, that are bound to integral membrane or membrane-
associated protein complexes, and, ultimately, reduce oxygen to water (Fig. 4.1a).
The electrons that enter the electron transport pathway have a low electrochemical 
potential, for example, the midpoint redox potential (at pH 7.0 this is termed E0¢)
of the NAD+/NADH redox couple is approximately −320 mV. This makes NADH a 
strong reductant. By contrast, the E0¢ of the O

2
/H

2
O couple is approximately 

+820 mV, making it strongly oxidizing. Electrons, thus, flow “downhill” in energy 
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terms from NADH to oxygen and the free energy (∆G) released during this electron-
transfer process is used to drive the translocation of protons across the inner 
mitochondrial membrane to generate a transmembrane proton electrochemical gradient
or protonmotive force (∆p). This ∆p has both a chemical (∆pH) and electrical (∆ψ)
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component. Because ∆p has a value of approximately 150 to 200 mV, then a poten-
tial change (∆E) of approximately this magnitude during transfer from donor to 
acceptor is required if that step is to be coupled to ∆p generation (Fig. 4.1b). 
Overall, the transfer of two electrons from NADH to oxygen results in 10 positive 
charges being translocated across the membrane, and there are three key protonmo-
tive steps that contribute to this: the NADH dehydrogenase (NADH:uniquinone 
oxidoreductase) that is a proton pump; the cytochrome bc

1
 complex (ubiquinone:

cytochrome c oxidoreductase) that moves positive charge across the membrane via 
a so-called Q-cycle that will be discussed later (see Sect. 4.3.1); and the 
cytochrome aa

3
 oxidase that is a proton pump (Fig. 4.1).

This basic description of respiration is also fundamental to the Bacterial king-
dom of life, with one key difference. The respiratory flexibility of the human 
mitochondrion is rather poor, because oxygen is the only significant electron 
acceptor and cytochrome aa

3
 oxidase provides the only means of reducing this in 

an energy-conserving manner. However, in bacteria, a diverse range of electron 
acceptors can be used, including nitrogen oxides and oxyanions, sulfur oxyanions,
elemental sulfur, organic sulfoxides, organic N-oxides, transition metal-containing 
minerals, radionuclides, and halogenated hydrocarbons (Richardson 2000). This 
respiratory diversity contributes to the ability of bacteria to colonize many of 
Earth’s oxic, micro-oxic, and anoxic environments, and underlies their important 
contribution to the Earth’s key biogeochemical cycles, such as the carbon, nitro-
gen, and sulfur cycles. The emergence of the sequences of many hundreds of 
bacterial genomes during the last 10 years has provided much insight into the 
organization of respiratory systems in a range of bacteria, and many species dis-
play the capacity for a highly flexible respiratory system that enables them to use 
a range of different electron donors and acceptors in response to different envi-
ronmental pressures, so-called respiratory flexibility (Richardson 2000). Among 
some of the best-studied respiratory systems biochemically are those from as 
Escherichia coli, Paracoccus denitrificans, and Shewanella species, in which a 
number of the key respiratory proteins have been purified and for which a number 
of important molecular structures are emerging. The respiratory systems of these 
organisms have been studied for a number of years in the author’s laboratory and 
will be used in this chapter to illustrate the different principles of respirome 
organization and energy conservation through which bacteria can convert redox 
energy into ∆p. They, thus, provide paradigm systems for developing models for 
the respiratory systems of other organisms, including globally important pathogens,
for which genome sequences are available but for which biochemical studies are 
less well advanced.

4.2 The Respirome of E. coli

E. coli is a facultative anaerobe that can switch between aerobic and anaerobic 
respiration in response to signals from the external environment, such as the oxygen 
tension. Many E. coli strains and a number of close relatives of E. coli, such as 



members of the Salmonella genus, are pathogens, and this respiratory flexibility 
underpins the ability of these enteric pathogens to survive at a wide range of oxygen
tensions within and outside of the host. A simple respiratory network for E. coli is 
shown in Fig. 4.2. The shaded proteins indicate those for which molecular structures
have been resolved and illustrates that, although progress is being made toward a 
structural resolution of this respirome, there is much work still to be performed. 
The network is illustrated in two key sections; on the right-hand side of the figure, 
electron input into the respiratory systems is illustrated, whereas electron output is 
illustrated on the left-hand side. This diagram is not exhaustive of all of the electron 
input and output systems, but it shows some of the major systems that have been 
studied and it is immediately apparent that this network of electron transport pro-
teins provides the organism with extensive respiratory flexibility with regard to 
exploiting a wide range of organic and inorganic electron donors to reduce a 
number of chemically distinct electron acceptors, including oxygen, nitrate, nitrite, 
dimethylsulfoxide (DMSO), trimethylamine N-oxide (TMAO), and fumarate. The 
regulation of the genes encoding the different respiratory enzymes is complex, and 
a description is beyond the scope of this chapter. However, the key point is that the 
whole respirome is not “on” at the same time, with the expression of the genes 
encoding the different complexes being regulated in response to many different 
environmental factors that include, for example, availability of respiratory substrates,
such as oxygen, nitrate, and nitrite (Potter et al. 2001).

The link between the electron donating enzymes and the electron-accepting 
enzymes in both mitochondria (Fig. 4.1) and E. coli (Fig. 4.2) is the quinone pool. 
Quinones are small freely diffusible, lipophilic, membrane-entrapped organic mol-
ecules that can carry two electrons and two protons when fully reduced (when they 
are then called quinols). Many of the quinones and quinols in a respiratory system are 
present as part of a pool in which the molecules of quinones and quinols exchange 
between free and bound species as they accept electrons from, or donate electrons 

NarA NapCGH NrfCD

FdhN

TorC

Frd

DmsA

NapA
NrfA

NrfB
Hyd1

NarK1 NarU NirCFocA

TorA

Cyt

bo
Cyt

bd

Gdh

Asd

Sdh

FdhO

Hyd2

NarZ

NapB

el
ec

tr
on

 in
pu

t
electron output

substrate 
input / output

Ccp

Ndh1

Ndh2

Pox

Ld
h

E
tf

Gpd

TorZ

Cyt
b562

NO
3-

NO
3- NO / NO

2-

O2

Cyt

bd

TM
AO

fu
m

arate
D

M
S

O

H2O2

formate

H 2

succinate

glucose

aldose
sugars

pyr
uva

te

lac
tat

e
Fa

tty
 a

ci
ds

NADH

α-glycero-

phosphate

NO3-/ NO2-
formate NO2-

Gpd

Fig. 4.2 The partial respirome of E. coli

4 Structural and Functional Flexibility of Bacterial Respiromes 101



102 D.J. Richardson

to, the different electron transport proteins with which they interact. Different kinds 
of quinones have different electrochemical potentials. E. coli can synthesize more 
than one type of quinone. Ubiquinone (E0¢ UQ/UQH

2
~+40 mV) predominates under 

aerobic conditions, and menaquinone (E0¢ MQ/MQH
2
~−80 mV) predominates 

under anaerobic conditions, in which the cellular state is more reduced. Thus, under 
aerobic conditions, ubiquinol could be mediating electron transfer from the proton-
pumping NADH dehydrogenase (Ndh1) to the proton-pumping cytochrome bo
oxidase (cyt bo), whereas, under anaerobic conditions, menaquinol might be mediating
electron transfer from formate dehydrogenase (Fdh-N) to nitrate (Nar, Nap) or 
nitrite (Nrf) (Fig. 4.2).

The importance of having both MQ and UQ can be illustrated when the succinate/
fumarate redox couple is considered. The interconversion between fumarate and 
succinate is a reversible two-electron/two-proton process. The E0¢ of this redox 
couple is approximately 0 mV and it serves two functions in E. coli. Under aerobic 
conditions, succinate can act as an electron donor to the respiratory electron trans-
port chain, being oxidized to fumarate in a reaction that relies on succinate dehy-
drogenase (Sdh) (Fig. 4.2) using the more oxidizing UQ as electron acceptor to pull 
the redox reaction in the oxidative direction. However, under anaerobic conditions, 
the reaction can go in the other direction, with fumarate now serving as a respira-
tory electron acceptor and being reduced to succinate. This requires a separate 
enzyme called fumarate reductase (Frd) (Fig. 4.2) that uses the more reducing 
menaquinol as electron donor to push the redox reaction in the reductive direction. 
The molecular structures of E. coli Frd and Sdh have both been resolved, and their 
comparison reveals considerable structural similarity, but the operating potentials 
of the redox centers have been “tuned” to these different physiological functions 
and also to reduce the release of reactive oxygen species in the aerobically active 
Sdh (Yankovskaya et al. 2003).

The consideration of the Sdh and Frd illustrate two biochemically distinct 
enzymes interacting with the same redox couple (i.e., the succinate/fumarate cou-
ple), but performing very different physiological functions. Analysis of the 
respirome reveals that there are a number of cases in which biochemically distinct 
enzymes apparently interface with the same redox couple and drive it in the same 
direction. One example is the oxygen/water couple. The cytochrome bd oxidase 
(cyt bd) and cyt bo both reduce oxygen to water. However, the former has a high 
affinity for oxygen and is expressed under micro-oxic conditions. In other cases, 
there are biochemically similar isozymes that catalyze the same reaction, for exam-
ple, there are two isozymes of the membrane-bound nitrate reductase system, one 
constitutive (NarZ) and one expressed in anoxic environments when nitrate is 
present at high levels (NarA), and, likewise, of the membrane-bound formate dehy-
drogenase system (Fdh-N and Fdh-O), in which, again, one (Fdh-N) is highly 
induced by nitrate during anaerobic growth and the other can be found at low levels 
in aerobically grown cells (Potter et al. 2001; Richardson and Sawers 2002). 
Respiratory flexibility can also be provided by a single enzyme, as illustrated by the 
aldose sugar dehydrogenase that can extract electrons from a large number of 
 monosaccharide, disaccharide, and polysaccharide aldose sugars by virtue of having 
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an active site cofactor, pyrroloquinoline quinone (PQQ), in a highly solvent exposed 
cavity on the surface of the protein (Southall et al. 2006)

4.2.1  Protonmotive Coupling Mechanisms 
in the E. coli Respirome

Inspection of Fig. 4.2 reveals that the active site of the respiratory enzymes can be 
located in either the cytoplasm or the periplasm. This introduces the need for trans-
porters to move substrates and products across the membrane (a few are indicated 
in the figure, but there are many more). The location of complex enzymes that bind 
redox cofactors in the periplasmic compartment also introduces the need to export 
these enzymes, and a system for exported folded proteins that can have redox 
cofactors preassembled in the cytoplasm called the TAT system has been described; 
this system plays an important role in many bacteria (Sargent 2007). However, in 
this chapter, we are focusing on the bioenergetics of respiratory systems and, in this 
respect, the location of the active sites of respiratory enzymes in different cellular 
compartments introduces some interesting considerations for mechanisms by 
which electron transfer from donor to acceptor can be coupled to the generation of 
∆p. Perhaps the most widely known protonmotive mechanism is the proton pump, 
in which the free energy in the redox reactions catalyzed by the enzyme is used to 
directly drive the translocation of protons across the cytoplasmic membrane. 
Examples in the E. coli respirome include the protonmotive NADH dehydrogenase 
(Ndh1) and the structurally defined cyt bo, the latter being an enzyme for which the 
proton channels have received a great deal of research attention, and key residues 
involved in proton movement can be resolved in the crystal structure (Abramson 
et al. 2000). This proton-pumping protonmotive mechanism is generally well 
described in biochemistry textbooks because it is present in the mitochondrial 
electron transport chain (see Sect. 4.1). When considering bacterial respiration, 
however, there are coupling mechanisms that can not be found in human mitochondria,
and these will be considered in the following sections.

4.2.1.1 Protonmotive Oxidation of the Quinol Pool

First, we will consider the protonmotive redox loop and describe this with reference 
to two enzyme complexes, the membrane-bound nitrate reductase A (NarA) and the 
formate dehydrogenase (Fdh-N). NarA consists of three structural components: a 
catalytic NarG that binds a molybdenum ion as part of a complex Mo-bis-molybdopterin
guanine dinucleotide cofactor (Mo-bis-MGD) and an iron sulfur cluster; NarH that 
binds four iron sulfur clusters and mediates electron transfer to NarG; and NarI, an 
integral membrane protein that binds two hemes and transfers electrons from 
the quinol pool to NarH (Fig 4.3). NarG and NarH are located in the cytoplasm at the 
membrane potential negative face of the cytoplasmic membrane (Fig 4.3). In NarI, 
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one of the two hemes is located at the periplasmic side of the protein and the other 
is at the cytoplasmic side. NarI receives electrons from quinol at the periplasmic 
side of the membrane and electrons move down an approximately 9-nm nanowire 
of eight redox centers and, ultimately, reduce nitrate at the membrane potential 
negative face of the cytoplasmic membrane (Fig. 4.3). This structurally defined 
nanowire comprises two hemes, five iron sulfur clusters, and the Mo-bis-MGD
(Bertero et al. 2003). Because oxidation of quinol occurs at the periplasmic side of 
NarI, the protons are released into the periplasm (membrane potential positive side 
of the membrane) and the two electrons are moved from the heme on the periplas-
mic side to a heme on the cytoplasmic side (which has a higher E0¢). This trans-
membrane charge separation makes the Nar enzyme electrogenic (or protonmotive) 
in that a net of two positive charges is translocated across the membrane during 
transfer of two electrons to nitrate (2 q+/2 e−).

4.2.1.2 Protonmotive Reduction of the Quinone Pool

The process of electron transfer from quinol to nitrate via NarA presented a mechanism
by which the free energy in the QH

2
/nitrate couple (~400 mV) is conserved as ∆p

via an electrogenic redox loop mechanism. What about electron transfer into the 
quinone pool? E. coli produces formate under anaerobic conditions when organic 
carbon substrates are catabolized via pyruvate and the enzyme pyruvate formate-lyase.
When nitrate reduction by NarA is coupled to electron input from formate via the 
nitrate inducible formate dehydrogenase (Fdh-N), two redox loops are brought 
together and the Fdh-N–NarA respiratory chain of E. coli emerges as a paradigm 
for a full protonmotive redox loop (Richardson and Sawers 2002) (Fig. 4.3). 
In Fdh-N, in contrast to NarGHI, the catalytic site is in the periplasm. However, 
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similar to NarA, the electrons generated pass down an approximately 9-nm 
nanowire of redox centers that, in this case, connect the Mo-bis-MGD cofactor of 
Fdh-N, located in the periplasm, to a menaquinone reductase site at the cytoplasmic 
(membrane potential negative) face of the inner membrane. Similar to NarGHI, the 
wire comprises five iron sulfur clusters and two hemes. A large, approximately 
350 mV, potential drop from formate to menaquinone allows efficient electron 
transfer against the ∆p of approximately 200 mV, and the whole process serves, 
similar to NarA, to effectively translocate two positive charges across the membrane
for every two electrons extracted from formate. Together then, the electron-carrying 
arms of the Fdh-N and NarA form a protonmotive redox loop that spans an elec-
tron-transfer distance of some 15 nm (Fig. 4.3), has a ∆E0¢ of greater than 800 mV 
(−420 mV to + 420 mV), and has a coupling stoichiometry of 4H+/2 e−. When 
the whole electron transfer ladder from the Fdh-N Mo-bis-MGD via the quinone 
pool to the Nar Mo-bis-MGD is considered, it should be noted that the inter-
mediary heme and iron sulfur cluster electron carriers are one-electron transfer 
centers. However, formate oxidation, quinone reduction, quinol oxidation, and 
nitrate reduction are two-electron reactions. Thus, the Mo-bis-MGD cofactors 
and Q reduction/QH

2
 oxidation sites site at either end of the two coupled nanowires 

are crucial for coupling the one-electron/two-electron oxidoreductions.
In discussing the protonmotive redox loop coupling mechanisms, we will 

diverge transiently to examine the properties of an iron sulfur cluster electron 
nanowire. In the case of NarA and Fdh-N, iron sulfur clusters play a key role in the 
wire. Iron sulfur clusters are inorganic cofactors of iron and acid-labile sulfide that 
are normally bound to the proteins via cysteine or histidine residues, and they usu-
ally carry one electron at a time (Nichols and Ferguson 2001). Generally, if two 
redox cofactors are positioned within approximately 1.4 nm (or less) of each other, 
rapid electron transfer will take place, provided there is a sufficiently strong overall 
thermodynamic driving force (Moser et al. 1992) (Fig. 4.4). In the case of the formate/

Fig. 4.4 Electron wires in E. coli. a The iron sulfur cluster wire of NarA. b The heme wire of NrfAB 
(taken from the model described in Clarke et al. 2007, figure courtesy of Dr T. Clarke)
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menaquinol and menaquinol/nitrate redox couples, there is such a driving force 
and, thus, electrons will move rapidly through the wire, being “pushed” by formate 
and “pulled” by nitrate. The “wire”-like arrangement of the iron sulfur clusters 
(Fig. 4.4) can be seen in a number of different kinds of respiratory enzymes in 
E. coli that include hydrogenase, which is predicted to operate a redox loop mecha-
nism similar to Fdh-N (Richardson and Sawers 2002), DMSO reductase (Cheng et al. 
2005), and the seven iron sulfur cluster approximately 8-nm electron input arm of 
NADH dehydrogenase, for which a structure has recently been resolved from 
Thermus thermophilus (Sazanov and Hinchliffe 2006).

4.2.1.3 Nonprotonmotive Quinol Oxidation

Not all respiratory systems in E. coli are directly coupled to ∆p generation. In 
addition to NarA, E. coli can synthesize a second type of respiratory nitrate 
reductase, called NapA. Unlike the NarA system, NapA is located in the peri-
plasm (recall that, in NarA, the active site is in the cytoplasm). The periplasmic 
nitrate reductases are, similar to NarA, linked to quinol oxidation in respiratory 
electron transport chains, but they do not conserve the free energy in the QH

2
/

nitrate couple. This is because the electron delivery system, the quinol oxidizing 
proteins of the Nap system, is not electrogenic (Fig. 4.3). However, nitrate reduc-
tion via Nap can be coupled to energy conservation if the quinone reductase at 
the electron input side of the respiratory system generates a proton electrochemi-
cal gradient. This could, for example, be by a proton-pumping NADH dehydro-
genase or the protonmotive formate dehydrogenase (Fig. 4.3). In fact, Nap forms 
part of a periplasmic enzymic system that can serve to reduce nitrate through to 
ammonium and which involves a second enzyme called NrfA (Figs. 4.2 and 4.3) 
(Potter et al. 2001). Quinol oxidation by the Nrf system is also not coupled to 
proton translocation and, therefore, the whole periplasmic nitrate reduction to 
ammonium respiratory systems relies on ∆p generation at the level of electron 
input into the Q-pool, rather than at the level of electron output. The role of the 
Nap and Nrf systems is then to serve to turnover the QH

2
 pool to ensure a contin-

ued supply of oxidized quinone for the quinone-reducing electron input compo-
nents. In the case of nitrate reduction, however, why does E. coli make different 
types of enzymes that catalyze the same reaction with different coupling efficien-
cies? A clue comes from expression studies of nap in E. coli that show that the 
nap operon is induced at low nitrate concentrations, but repressed at higher 
nitrate concentrations that induce the narA operon (Potter et al. 2001). This sug-
gests that Nap is a nitrate-scavenging system. Accordingly, in competition experi-
ments in continuous cultures under nitrate-limited conditions, an E. coli strain 
expressing only napA out-competes a strain expressing only narA. This situation 
is reversed under carbon-limited conditions, in which the strain expressing nap is 
out-competed by a strain expressing narA. This reflects a higher affinity for intact 
cells for nitrate when the Nap system is expressed (Potter et al. 1999). In this 
context, it becomes significant that many of the pathogenic bacteria that may 
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have to scavenge nitrate from the low levels present in many bodily fluids have 
the genetic information for Nap. Indeed, in some of these (e.g., Hemophilus 
influenzae and Campylobacter jejuni), Nap is the only nitrate reductase present 
(Potter et al. 2001).

In closing the discussion of the Nap and Nrf systems, it is notable that they are 
rich in proteins that bind multiple hemes covalently to the polypeptide chain, for 
example, the NrfA

2
B

2
 complex that reduces nitrite to ammonium can bind 20 such 

hemes (Clarke et al. 2007). From a structural and electron transfer perspective, the 
Nrf system then provides an illustration of a redox system in which electrons are 
transferred long distances through multiheme nanowires (Fig 4.4) that be compared 
with the use of chains of iron sulphur clusters to move electrons long distances 
discussed in Sect. 4.2.1.2. Multiheme electron wires are discussed further in Sect. 4.4 
in the context of the respiration of metal oxides by Shewanella species.

4.2.1.4 Nonprotonmotive Quinone Reduction

In addition to protonmotive reduction of the Q-pool, there are also a number of 
examples in E. coli of nonprotonmotive reduction of the Q-pool, e.g., the Sdh, 
discussed earlier (page 102), where there is insufficient ∆E between the succinate/
fumarate couple and the UQ/UQH

2
 couple to drive an electrogenic reaction. 

A situation that is likewise true of electron input enzymes such as the electron 
transfer flavoprotein (ETF) quinone oxidoreductases that couple the β-oxidation 
of fatty acids to the respiratory chain (Fig. 4.2), and for which a structure of a 
homolog from porcine mitochondria has recently emerged (Zhang et al. 2006). 
A second NADH dehydrogenase (Ndh2) is also present in the respirome that is 
not protonmotive and, unlike Ndh1, dissipates the free energy in the NADH–UQ 
redox couple. In all of these cases, the generation of ∆p is dependent on the elec-
tron output side of the respiratory chain. Nonprotonmotive electron input and output 
systems present opportunities for energy spillage during conditions of energy 
excess, when cellular reducing power needs to be dissipated (Calhoun et al. 
1993). This redox-poising phenomenon will be discussed further with reference to 
P. denitrificans in Sect. 4.3.3.

4.3 The Modular Respiratory Network of P. denitrificans

A good example of respiratory flexibility can be found in P. denitrificans, a soil 
bacterium that is a member of the α-Proteobacteria and thought to be a close rela-
tive of the original progenitor of the mitochondrion. It is a denitrifying bacterium 
that can use nitrate as a respiratory electron acceptor and reduce it via nitrite, nitric 
oxide, and nitrous oxide to nitrogen gas (Fig. 4.5), with each intermediate also 
being a substrate for an energy-conserving electron transport system. This denitri-
fication process is important and beneficial in water treatment processes for removal 
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of nitrate and nitrite from wastewaters, but is detrimental in agriculture where it can 
lead to costly losses of fertilizers added to soil. Critically, however, another very 
important environmental impact of denitrifying bacteria is the emission of the gas 
nitrous oxide (N

2
O). The most infamous greenhouse gases in the public eye are 

perhaps currently carbon dioxide and methane, and there is much international 
focus on reducing emissions of these by countries signed up to the Kyoto Protocol. 
However, nitrous oxide now ranks alongside carbon dioxide and methane as a cause 
for great concern. At present, nitrous oxide is perhaps best known to the public as 
laughing gas. However, throughout the 20th century, and continuing into the 21st 
century, nitrous oxide in the environment has increased by 50 parts per billion, and 
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this atmospheric loading is increasing further by 0.25% each year. Although it only 
accounts for approximately 9% of total greenhouse gas emissions, it has a 300-fold 
greater global warming potential than carbon dioxide during the next 100 years, and 
an atmospheric lifetime of 150 years. This is most definitely not a laughing matter, 
and it is recognized in the Kyoto Protocol that is important to begin to predict the 
impact of environmental change and N

2
O production and to mitigate these releases. 

Denitrifying bacteria are key global generators and consumers of nitrous oxide 
(Fig. 4.5). Much of the increase in production of nitrous oxide correlates to the 
increased application of nitrogenous fertilizers onto soils that began in the early 
1900s. It is important that this does not remain the case. Thus, efforts to improve the 
prediction and management of nitrous oxide emissions will benefit from 
the better understanding of the factors that influence the net production of nitrous 
oxide by bacteria and this, in turn, requires an understanding of the structure and 
regulation of the respirome of a paradigm denitrifying bacterium.

Inspection of the P. denitrificans respirome (Figs. 4.5 and 4.6) reveals that a 
number of respiratory subnetworks with overlapping protein and quinol compo-
nents can share the same energy-conserving membrane. These respiratory systems 
enable the organism to use oxygen, nitrogen oxyanions, and nitrogen oxides as 
electron acceptors depending on the physicochemical environment (Fig. 4.5). The 
genome sequence of this bacterium was completed in 2006 (http://genome.jgi-psf.
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org/draft_microbes/parde/parde.home.html). The bacterium is equipped with genes 
that encode a number of biochemically distinct oxidases (Fig. 4.5). One of these, 
the cytochrome aa

3
 oxidase, operates at high oxygen tensions and terminates a 

highly coupled electron transfer pathway that can be very similar to that described 
for the mitochondrion in Sect. 4.1. However, at lower oxygen tensions, a high affin-
ity cytochrome cbb

3
 oxidase becomes more important, and a cytochrome c peroxi-

dase is also expressed to enable the energy-conserving detoxification of the partially 
reduced toxic oxygen species, hydrogen peroxide (H

2
O

2
). Under anoxic conditions, 

the denitrification enzymes that are capable of reducing nitrogen oxyanions and 
nitrogen oxides are synthesized. These can be coupled to the core electron-transport 
pathway at the level of the ubiquinol pool or the cytochrome bc

1
 complex and ena-

ble growth and metabolism of the organism in anoxic environments. Thus, by 
modulating expression of different terminal oxidoreductases, which “lock” onto a 
core electron-transfer system, it is possible for P. denitrificans to survive and pro-
liferate at a range of oxygen tensions and adapt quickly in a rapidly changing envi-
ronment (Richardson 2000). Understanding the factors that control the choice of 
electron route through the respiratory networks of bacteria is topical challenge for 
systems-based approaches to metabolic modeling. This is particularly true in peri-
ods of transition between aerobiosis and anaerobiosis or in rapidly fluctuating 
environments, when subnetworks will often be simultaneously expressed. There 
has been structural resolution of many of the key enzymes of the P. denitrificans
respirome (Ferguson and Richardson 2004), and there is a good understanding of 
the transcription factors involved in regulating expression of the genes encoding the 
respirome (van Spanning et al. 2006).

One of the features of the denitrification network is the branching electron 
distribution at the level of the Q/QH

2
 pool to either the nitrate reductases or to 

the cytochrome bc
1
 complex, from where they flow via dedicated cytochromes 

c (heme proteins) or pseudoazurin (copper proteins) to the nitrite, nitric oxide, 
and nitrous oxide reductases (Fig. 4.6). It is then possible to envisage the 
organization of the P. denitrificans electron transport pathway as a modular one, 
with each module connecting with each other and having one or more electron 
input and output pathways. For example, modules would include: (1) the Q-pool 
that has electron input through a number of primary dehydrogenases and 
electron output via a number of quinol dehydrogenases and oxidases, including 
the membrane-bound nitrate reductase system, the periplasmic nitrate reductase 
system, the quinol oxidase, and the cytochrome bc

1
 complex; (2) the cyto-

chrome bc
1
 complex that has a QH

2
 electron input route and a number of elec-

tron output routes that include cytochrome c
550

 and the copper protein 
pseudoazurin; and (3) the cytochrome c

550
 pool that has electron input at the 

level of the cytochrome bc
1
 complex and electron output to the nitrite, nitric 

oxide and nitrous oxide reductases, and the cytochrome oxidases (Fig. 4.3). 
This definition of modules provides for an experimental and modeling frame-
work for from which to localize and quantify the effects of changes in pH, tem-
perature, oxygen, and in the nature of the carbon and free energy source on 
respiratory fluxes electron transfer. For example, the redox state of the Q/QH

2
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pool or the cytochrome c
550

 pool could influence electron flux to redox enzymes 
that lie downstream of these modules (Otten et al. 2001; van Spanning et al. 
2006).

4.3.1  Protonmotive Mechanisms in P. denitrificans: Q-Cycle 
Dependent Denitrification

In P. denitrificans, the process of denitrification under anaerobic conditions begins 
with reduction of nitrate to nitrite in the cytoplasm by a quinol-dependent Nar-type 
enzyme similar to that described for E. coli and which generates ∆p via an electro-
genic Q-loop mechanism (see Sect. 2.1.1). This is where the similarity with E. coli
ends, because, thereafter, the reduction of nitrite proceeds via: (1) a periplasmic 
nitrite reductase containing two different kinds of heme cofactor (c heme and d

1

heme; cd
1
Nir) that is distinct from the E. coli Nrf nitrite reductase system described 

in Sect. 4.2.1.3; (2) an integral membrane nitric oxide reductase is not found 
in E. coli; and (3) a periplasmic copper-containing nitrous oxide reductase also not 
found in E. coli. In some denitrifying bacteria, the cd

1
Nir nitrite reductase is substi-

tuted for by a copper enzyme (Zumft 1997). These three enzymes all couple into the 
Q/QH

2
 pool of respiratory network at the level of the cytochrome bc

1
 complex mod-

ule. This complex is also not present in E. coli, and consideration of the mechanism 
of coupling in denitrification allows for the introduction of the protonmotive Q-cycle 
associated with the cytochrome bc

1
 complex (Figs. 4.1 and 4.5). In this cycle, a total 

of four electrons are extracted from two quinol molecules at the periplasmic face 
of the cytoplasmic membrane. Two of these electrons move out of the cytochrome 
bc

1
 complex module into the cytochrome c

550
 (or pseudoazurin) module. The remain-

ing two electrons move back across the membrane through two stacked hemes of the 
cytochrome b subunit of the complex to the cytoplasmic face of the membrane, 
where they reduce a molecule of Q to QH

2
. The consequence of this is that there is 

a net oxidation of one molecule of quinol and a net movement of two positive 
charges across the membrane to give a 2q+/2 e− ratio that is identical to that of the 
protonmotive Q-loop described for Nar (see Sect. 2.1.1). In the context of denitrifi-
cation, this means that reductions of nitrite, nitric oxide, and nitrous oxide are 
bioenergetically equivalent to the reduction of nitrate by the Nar membrane-
bound nitrate reductase system. Piecing the bioenergetics of the entire denitrification 
process together, it can then be seen that reduction of 2NO

3
− to N

2
 requires 10 elec-

trons and results in the movement of 30 positive charges across the membrane when 
these originate from NADH via the protonmotive NADH dehydrogenase (van 
Spanning et al. 2006) (Fig 4.5b). In oxygen respiration, however, 10 electrons flow-
ing from NADH to oxygen via the cytochrome bc

1
 complex and cytochrome aa

3

oxidase can be coupled to the movement of 50 positive charges across the membrane 
(Fig 4.5a), and this illustrates why oxygen is usually the preferred electron acceptor 
if it is available. Critically, however, because turnover of the cytochrome bc

1
 com-

plex is dependent on the availability of both Q and QH
2
 (Fig. 4.1), it is highly 
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dependent on the redox state of the Q/QH
2
 pool. Thus, turnover can be compromised 

when the Q-pool is either over reduced or over oxidized. This can lead to a process 
called aerobic nitrate respiration, which will be discussed in Sect. 4.3.3.

4.3.2  Comparison of Protonmotive and Nonprotonmotive 
Quinol-Dependent Nitrite Reduction in P. denitrificans 
and E. coli

In considering the P. denitrificans cytochrome cd
1
 nitrite reductase and the Q-cycle, 

it is informative to return to the E. coli NrfA nitrite reductase (see Sect. 4.2.2.3). NrfA 
is an ammonium-genic respiratory nitrite reductase, whereas cytochrome cd

1
 nitrite 

reductase is nitric oxide-genic. Why does this cytochrome cd
1
 nitrite reductase release 

nitric oxide when NrfA does not? Nitrite reduction to ammonium is thought to pro-
ceed via bound NO and NH

2
OH intermediates (Einsle et al. 2002). Both cd

1
Nir and 

NrfA are competent NH
2
OH reductases, but only NrfA is an NO reductase (Angove 

et al. 2002; Richter et al. 2002). The reason lies in the operating potential window of 
the enzymes. Although the E0¢ of the nitrite/nitric oxide and NH

2
OH/ammonium 

couples are of high potential and, therefore, accessible by both enzymes, the E0¢ NO/
NH

2
OH couple is approximately −100 mV. The cytochrome cd

1
 enzyme operates at 

some 300 mV higher than this and, therefore, cannot access this couple. However, 
NrfA needs to be able to access this couple and, therefore, is tuned to operate in this 
low potential domain. This also has the bioenergetic consequence that NrfA loses a 
coupling site compared with cytochrome cd

1
 because it is never found as a cyto-

chrome bc
1
 complex-dependent enzyme in any bacterium, presumably because it is 

thermodynamically unable to operate at sufficiently high potentials to be able to 
couple to this protonmotive Q-cycle complex.

Why might NrfA “sacrifice” a coupling site? Nitric oxide is a potent cytotoxin 
and, therefore, to prevent autocytotoxicity, it makes some biochemical sense to 
tightly bind nitric oxide when it forms as part of nitrite reduction and further 
reduce it to ammonium rather than release it. In some cases, there is also evidence 
to suggest this respiratory system may serve a role in detoxifying exogenous 
nitric oxide. Cytotoxic nitric oxide is part of the innate response of hosts to the 
infective invasion of pathogens, for example, through production from arginine 
by the inducible nitric oxide synthase. In addition to enzymatic routes for nitric 
oxide synthesis, there are also chemical routes, for example, nitrite in swallowed 
saliva is reduced to nitric oxide by the intragastric acidity, and this has been sug-
gested to be important for the intragastric clearance of ingested microorganisms. 
To balance the usefulness and toxicity of this ubiquitous molecule, many micro-
organisms have mechanisms for both its metabolism and detoxification. Enteric 
food-borne pathogens, such as E. coli, will encounter nitric oxide in a wide range 
of the oxic, micro-oxic, and anoxic environments that they encounter both within 
and outside of their animal hosts, and have a number of enzymes implicated in its 
removal, which include the cytoplasmic NADH-dependent enzymes flavohemo-
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globin and flavorubredoxin and, notably in the context of this chapter, the 
cytochrome c nitrite reductase, NrfA (Fig. 4.2). The role of NrfA in nitric oxide 
detoxification emerged with the observation that an E. coli nrf strain has much 
greater sensitivity to nitric oxide than the parent strain (Poock et al. 2002). The 
nrf genes encode a multiprotein complex, for which a role in coupling quinol 
oxidation to nitrite reduction during anoxic or micro-oxic growth in the presence 
of nitrate and nitrite is well established. In E. coli, quinol oxidation by NrfD is 
followed by electron transfer, via NrfC and NrfB, to NrfA, a pentaheme-contain-
ing cytochrome c nitrite reductase. NrfA homologs are present in a wide range of 
bacteria, and in vitro studies have shown that their substrates include nitric oxide 
and hydroxylamine in addition to nitrite. This led to the proposal that direct nitric 
oxide reduction by NrfA, rather than nonspecific reduction by another Nrf 
component, is responsible for providing E. coli with resistance toward nitric 
oxide under anaerobic conditions. The nonprotonmotive nature of the MQH

2
–NrfA 

electron transport system means that this will not be subject to thermodynamic 
backpressure of the protonmotive force, and this may be beneficial for a detoxi-
fication system.

In contrast to NrfA, the consequence of the P. denitrificans cytochrome cd
1
 nitrite 

reductase releasing nitric oxide is that the denitrification process then produces the 
potent nitric oxide cytotoxin as a free intermediate (Fig 4.5). Therefore, it has to have 
a “built-in” detoxification system, the nitric oxide reductase (Nor), that catalyzes the 
reaction 2NO + 2e− + 2H+ → N

2
O + H

2
O (Watmough et al. 1999). It is an integral 

membrane protein, and analysis of its primary structure has established that it is a 
relative, and perhaps progenitor, of the cytochrome aa

3
 oxidase that is widespread in 

bacteria and also present in human mitochondria (Figs. 4.1 and 4.5). There are multi-
ple Nor branches. In one group, which includes the enzyme of P. denitrificans, the 
catalytic subunit, NorB, is predicted to comprise 12 transmembrane helices and form 
a complex with a membrane-anchored monoheme c-type cytochrome (NorC). This 
cytochrome mediates electron transfer between the protonmotive cytochrome bc

1

complex and NorB, and these types of Nor are known as cNOR (Fig. 4.6). In a second 
class of Nor, the NorC protein is not present and the NorB protein has a C-terminal 
extension which folds to give two extra transmembrane helices. This class of Nor is 
a quinol-oxidizing enzyme and is known as the qNOR class and is often found in 
pathogenic bacteria, for example, in Neisseria meningitides (Rock et al. 2007). Thus, 
similar to oxidases (e.g., Fig. 4.5), there are cytochrome c-dependent and quinol-
dependent Nor systems. This would lead to a cytochrome bc

1
 complex-independent 

route for electron transport and, thus, the cNORs and qNORs would have different 
coupling efficiencies, resembling the situation described earlier for the membrane-
bound and periplasmic nitrate reductases (section 4.2.1). There will then be a small 
price to pay in energy coupling during denitrification, with the q+/10 e ratio being 28 
and 8 with NADH and succinate as electron donor, compared with 30 and 10 when 
the cyt bc

1
-linked NorC-dependent system operates in P. denitrificans (van Spanning 

et al. 2006). Crucially, the main function of a Nor systems is probably to ensure detoxi-
fication of nitric oxide. Thus, Nor mutants of P. denitrificans fail to grow anaerobically 
because the nitric oxide that accumulates kills the culture (Butland et al. 2001). In the 
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light of this, it is pertinent to note that Nor enzymes are present in many important 
pathogens, including those that do not denitrify, where it may play an important role 
in the detoxification of nitric oxide produced by the hosts’ innate immune systems 
(Rock et al. 2007) and also in many soil bacteria and phototrophs, for example, 
Rhodobacter capsulatus (Richardson 2000), in which it may equip the bacterium 
with a detoxification system to protect against nitric oxide produced by other organ-
isms in the environment.

4.3.3 Aerobic Nitrate Respiration

P. denitrificans, similar to E. coli, can synthesize both the membrane bound 
(Nar) and periplasmic (Nap) types of nitrate reductase (Berks et al. 1995; 
Richardson 2000). The Nar system is predominantly expressed under anaerobic 
denitrifying growth conditions, whereas the Nap system is predominantly 
expressed under aerobic growth conditions. Consideration of the bioenergetic 
properties of each system offers a physiological rationale. In the case of Nar, 
we have already seen that when quinol is oxidized at the periplasmic face of the 
cytoplasmic membrane by the NarI subunit, protons are ejected into the peri-
plasm whereas the electrons flow back across the membrane, such that the 
enzyme is electrogenic (see Sect. 4.2.2.1). We have also seen that ,in the case 
of Nap, quinol is also oxidized at the periplasmic face of the cytoplasmic mem-
brane by NapC, but the electrons also flow into the periplasm and, thus, the free 
energy in the QH

2
/NO

3
− redox couple is not conserved as ∆p and is, therefore, 

dissipated. In E. coli Nap, we have seen that Nap is expressed anaerobically and 
operates in nitrate-limited anaerobic respiration. Similarly, there are denitrify-
ing bacteria, for example, Bradyrhizobium japonicum (van Spanning et al. 
2006), in which Nap catalyzes the first step in denitrification. When considered 
in isolation, the energy coupling of Nar and Nap seem markedly different: 
q+/2e− = 6 (Nar) and 4 (Nap) with NADH as the electron donor and 2 (Nar) and 
0 (Nap) with succinate as the electron donor. When considered in the context 
of the entire denitrification pathway, we have already seen that the total number 
of positive charges translocated for denitrification of 2NO

3
− to N

2
 with NADH 

as the reductant is 30 for a total of 10 electrons transferred when Nar catalyzes 
the first step (see Sect. 4.3.2). This falls to 26 when Nap catalyzes the first step 
and, thus, the energetic loss of using Nap rather than Nar is only 13%. The dif-
ference is, however, much more acute when succinate is the electron donor. We 
have seen already that the succinate to UQ electron transfer is nonprotonmotive 
in contrast to the protonmotive reduction by the proton-pumping NADH dehy-
drogenase. Thus, the reduction 2NO

3
− to N

2
 with succinate as the reductant 

results in 10 positive charges translocated across the membrane, for a total of 
10 electrons transferred when Nar catalyzes the first step and only 6 positive 
charges translocated when Nap catalyzes the first step, representing an ener-
getic loss of 40% (van Spanning et al. 2007).
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However, because, in P. denitrificans, nap is expressed aerobically and not 
anaerobically, then, unlike in E. coli and B. japonicum, it must have a role in aero-
bic rather than anaerobic respiratory metabolism. Under aerobic conditions, two 
electrons proceeding from the quinol pool, via the cytochrome bc

1
 complex, to the 

cytochrome aa
3
 oxidase can be coupled to the translocation of six positive charges 

across the membrane (Fig. 4.5b), whereas there will be no charge translocation 
when two electrons proceed to Nap. Therefore, any diversion of electrons from 
oxygen to nitrate results in energy dissipation. What then is the role for an aerobi-
cally active, non-oxygen consuming, respiratory electron transport chain that dissi-
pates, rather than conserves, the free energy potentially available between UQH

2

and the terminal electron acceptor?
Nap is synthesized at the highest levels during aerobic chemoheterotrophic 

growth on highly reduced carbon substrates. If oxidation of this substrate to 
the level at which it can be assimilated results in the release of more reductant 
than is needed for the generation of the ATP required for the metabolism of 
the carbon, then a means of disposing of the excess reductant must be availa-
ble (Richardson 2000). In principle, excess reductant can be removed via res-
piratory electron-transport pathways, but efficiently coupled pathways, such 
as the cytochrome bc

1
 complex and cytochrome aa

3
 oxidase-dependent path-

ways (Fig. 4.5) will not turn over at high rates in the presence of a large ∆p. 
Furthermore, we saw earlier that the turnover of this complex is dependent on 
the redox state of the Q/QH

2
 pool (section 4.3.1). Cellular over reduction will 

ultimately result in over reduction of the Q/QH
2
 pool as a consequence of the 

high NADH/NAD+ ratio driving turnover of the Q-dependent NADH dehydro-
genase. The resulting increase in the QH

2
/Q ratio will then limit turnover of 

the cytochrome bc
1
 complex because of restricted availability of Q as a sub-

strate for the cytoplasmic Q-reductase (Fig. 4.5). Consequently, the maximum 
rate of growth substrate use is only possible if electrons are disposed of by 
relatively uncoupled cytochrome bc

1
 complex-independent pathways, such as 

those provided by Nap.
The redox components that comprise the Nap electron-transport system have 

rather low redox potentials and the system depends only on QH
2
. Thus, electron 

flow through the Nap system may be slow when the QH
2
/Q ratio is low and pro-

tonmotive cytochrome bc
1
-dependent electron transport to the proton pumping 

oxidase is favored, with six positive charges being moved across the membrane 
per two electrons flowing through this route. However, at high QH

2
/Q ratios, 

turnover of the cytochrome bc
1
 complex module becomes limited by Q availabil-

ity, and there is a stronger thermodynamic driving force for electron transport 
through the poorly coupled Nap system, in which no positive charges pass across the 
membrane when the two electrons are used for this “aerobic” nitrate respiration. 
Re-oxidation of QH

2
 via Nap will serve to repoise the Q pool, lowering the QH

2
/Q

ratio so that electron flux switches back to the more highly coupled cytochrome 
bc

1
-dependent oxidase systems. Consequently, only a small fraction of the total 

electron flux through the respiratory chain need actually pass through the Nap 
pathway to maintain the poise of the electron transport network and maximize
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flux through the more highly coupled pathways. This has been illustrated in con-
tinuous cultures studies of P. denitrificans in malate- or butyrate-limited chemo-
stat cultures. Butyrate is a highly reduced carbon substrate, the anabolism of 
which generates excess reductant. Expression of nap is at its highest during 
butyrate metabolism (Ellington et al. 2002), and the rate of aerobic nitrate respi-
ration by Nap in aerobic butyrate-limited chemostat cultures is some 20% of the 
rate anaerobic nitrate respiration by Nar in aerobic butyrate-limited cultures 
(Sears et. al. 1997). In contrast, during metabolism of substrates that are more 
oxidized, such as malate of succinate, nap expression is very low (Ellington et al. 
2002), and, accordingly, in aerobic malate-limited cultures, that rate of aerobic 
nitrate respiration is only approximately 1% compared with that of anaerobic 
malate-limited cultures (Sears et al. 1997).

4.3.4 C-1 Metabolism and Reverse Electron Transport

In addition to catabolising complex organic compounds, P. denitrificans is able 
to grow on the C-1 compounds methanol and methylamine (Baker et al. 1998). 
These substrates are oxidized, by the PQQ and tryptophan tryptophyl quinone 
enzymes methanol dehydrogenase and methylamine dehydrogenase, to formal-
dehyde. Electrons from the oxidation reaction are donated to the electron transport 
chain, via copper containing proteins, at the level of the periplasmic cytochrome 
c pool (Fig. 6) and then move to the respiratory electron acceptors e.g. via the 
cytochrome aa

3
 oxidase or cbb

3
 oxidase. These are proton-translocating and so 

generate the protonmotive force needed for growth. The formaldehyde generated 
is subsequently oxidized, via formate, to carbon dioxide. This reaction directly 
yields cytoplasmic NADH that can be used in the reductive reactions of CO

2

fixation into organic carbon. In principle NADH can also be generated by bacte-
ria by a process known as reverse electron transport. Here there is electron 
bifurcation from an electron donor either in the periplasmic cytochrome c mod-
ule or quinol pool module such that, in addition to proceeding to terminal oxi-
dases via proton motive electron transfer complexes, some electrons move back 
through a cytochrome bc

1
 complex – Q pool - NADH dehydrogenase network in 

an ‘uphill’ fashion in which electron transfer is driven by, and so consumes, the 
protonmotive force. This is important in respiratory autotrophic metabolism in 
which some bacteria can fix carbon dioxide into organic carbon using NADH 
generated from such reverse electron transfer from simple inorganic electron 
donors. These include the globally important nitrifying bacteria that oxidize 
ammonia to nitrite at the periplasmic side of the membrane, via a quinol depend-
ent ammonium mono-oxygenase and a cytochrome c dependent hydroxylamine 
oxidoreductase. Some of the electrons from this process are used to reduce oxygen 
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to water via the protonmotive cytochrome bc
1
 complex and cytochrome aa

3
 oxi-

dase (Ferguson et al. 2006). Some are used in the ammonia monoxygenase reac-
tion, but around 5% of the electrons extracted are driven uphill to reduce NAD+

using the protonmotive force generated from the electrons that were transferred 
to oxygen. In the case of P. denitrificans examples of reverse electron transfer 
occur when hydrogen or thiosulfate are used as electron donors (energy sources) 
for autotrophic growth (Baker et al. 1998), providing further examples of its 
respiratory flexibility. 

4.4  Respiratory Electron Transport Across Two 
Membranes in Shewanella

Some of the most abundant respiratory substrates in many of Earth’s anoxic 
environments are insoluble minerals, particularly those of Fe(III), such as 
hematite and goethite. Fe(III) mineral oxide reduction is one of the most 
widespread respiratory processes in anoxic zones and has wide environmental 
significance, influencing several biogeochemical cycles (Lovley 1997; Lovley 
and Coates 1997). Unlike the other terminal electron acceptors discussed thus 
far in this chapter (e.g., oxygen and nitrate), mineral oxides cannot freely dif-
fuse into cells. If a Gram-negative bacterium is to be able to use Fe(III) or 
Mn(IV) minerals as respiratory electron acceptors, it faces the problem of 
moving electrons generated from cellular metabolism across two cell mem-
branes and the intervening periplasm to the site of reduction of the insoluble 
extracellular species. The free energy released in this process must also be 
conserved as a proton-electrochemical gradient across the inner membrane if 
the process is to be competent in supporting growth and maintenance of the 
organism. In the case of the members of the Fe(III)-respiring genus 
Shewanella, it is emerging that this problem may be solved by using a number 
of tetraheme and decaheme c-type cytochromes to form a multiheme electron 
“nanowire” between the inner and the outer membranes (Fig. 4.7).

4.4.1 The Shewanella Cytochrome C “ome”

Shewanella species are renowned for their incredible respiratory versatility and are 
able to use more than 20 terminal electron acceptors for respiration. The Shewanella 
oneidensis MR-1 genome encodes up to 42 putative c-type cytochromes (Heidelberg 
et al. 2002), many of which are predicted to be multiheme cytochromes because of 
the presence of multiple CXXCH motifs within their primary sequences. Heme 
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groups are covalently attached to the cysteines in the mature protein, and the histi-
dine becomes a ligand to the heme iron. These 42 multiheme c-type cytochromes 
form a cytochrome c “ome” that has attracted a great deal of interest recently, and 
the functions and structures of the number of the cytochromes have emerged. These 
include the tetraheme quinol dehydrogenase CymA (Myers and Myers 1992; 
Schwalb et al. 2003); the “metal respiration” system OmcA–MtrCAB, which 
includes two outer membrane decaheme cytochromes (OmcA and MtrC), a periplas-
mic decaheme cytochrome (MtrA), and a putative outer membrane β-barrel protein 
(MtrB) (Pitts et al. 2003; Myers and Myers 2001; Beliaev et al. 2001; Richardson 
2000; Beliaev and Saffarini 1998); tetraheme cytochrome domains of the structur-
ally defined flavocytochrome c Frds (Fcc) (Bamford et al. 1999; Leys et al. 1999; 
Taylor et al. 1999); structurally defined octaheme tetrathionate reductases (Mowat 
et al. 2004); multiheme-dependent TMAO reductases (Tor) (Czjzek et al. 1998); 
multiheme nitrite reductases of the Nrf type described above (section 4.2.1.3) for 
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E. coli; and a number of small periplasmic cytochromes, such as the structurally 
defined small tetraheme cytochrome c (Stc) (Leys et al. 2002; Gordon et al. 2000) 
(Fig. 4.7). All of these multiheme cytochromes have in common that, when charac-
terized, they operate in a rather low potential domain (0 to −350 mV). The large 
number of c-type cytochromes produced by Shewanella species and their extensive 
respiratory flexibility has led to the genome sequence of approximately 10 different 
species emerging.

It is notable that, in many Shewanella species, the respirome is distributed on 
both the inner and outer membranes. The outer membrane cytochromes OmcA 
and MtrC are thought to be the terminal contact point of the “multiheme electron 
conducting wire” connecting the bacterial inner membrane to the insoluble termi-
nal electron-accepting minerals of Fe(III) and Mn(IV). This view is supported by 
the experimental observation that mutation of OmcA or MtrC has no effect on the 
ability of S. oneidensis MR-1 to reduce soluble respiratory substrates such as 
nitrate, nitrite, or anthraquinone-2,6-disulfonate, however, a ∆mtrC strain of 
S. oneidensis MR-1 had a decreased ability to reduce insoluble Fe(III)-oxides 
(Belieav et al. 2001).

When we discussed the E. coli respiratory system, we paused to consider 
electron wires made up of iron sulfur clusters (see Sect. 4.2.1.2). The Shewanella
respiratory chains provide examples of electrons being moved long distance 
through electron wires made up of hemes. At present, the structure of the outer 
membrane decaheme cytochromes is not known; however, primary structure analy-
sis suggests that it, and periplasmic decaheme MtrA, comprise two approximately 
150-amino acid pentaheme modules. These modules may be structurally organized 
in a similar way to the E. coli pentaheme NrfB protein that is involved in electron 
transfer to the nitrite reductase NrfA, and for which a structure-based model for a 
20-heme NrfAB complex has been proposed (Fig. 4.4) (Clarke et al. 2007; Bamford 
et al. 2002). The NrfB protein is essentially a small electron wire with a 4-nm chain 
of five hemes (Fig 4.4b). A heme group is covalently attached to an approximately 
150-amino acid polypeptide chain approximately every 20 to 25 amino acids via 
thiol ester linkages to the cysteines of five classical CXXCH attachment sites (Fig. 
4.4b), so that all five of the minimum heme distances between neighboring hemes 
is greater than 0.6 nm. All of the hemes are sufficiently solvent exposed to intro-
duce the possibility of electron exchange between each heme and an external elec-
tron acceptor/donor (Clarke et al. 2007). Packing many similar such multiheme 
nanowires together in the periplasm or on the cell surface could, in principle, pro-
vide for rapid electron transport across the periplasm and multiple sites of electron 
transfer to an amorphous substrate, such as mineral iron.

From a physiological and thermodynamic view, the contribution from indi-
vidual hemes of the multiheme cytochromes to the redox activity is perhaps less 
important to consider than the observation that the multiheme chain as a whole 
operates in a low redox potential domain. However, the low redox potentials of 
the Fe(III) respiration system has bioenergetic consequences that limit the 
number of protonmotive coupling sites that can be associated with it. Depending 
on growth conditions, electrons could enter the MQH

2
 pool via the activity of 
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primary dehydrogenases, such as the proton-pumping NADH dehydrogenase, or 
electrogenic formate dehydrogenase or hydrogenase. The redox potential of the 
NAD+/NADH, CO

2
/HCOO−, or 2H+/H

2
 couples in the cell will lie in the 

−300 mV to −400 mV domain and that of MQ/MQH
2
 will be approximately 

−50 mV to −100 mV. This thermodynamic energy gap (~300 mV) is sufficient to 
allow for generation of ∆p (~200 mV) through coupling electron transport from 
donor to acceptor to either proton translocation or an electrogenic redox loop, 
as already described for Fdh-N in Sect. 4.2.1.1 (Fig. 4.3). However, there is not 
such strong thermodynamic force of free energy change available for driving 
electron transfer from the quinol pool through the periplasmic and outer mem-
brane low redox potential heme pool of CymA, Stc, MtrA, OmcA, and MtrC in 
a protonmotive manner. Mechanistically, electrons need to be drawn through 
this system by a strong oxidant; for example, a Fe(III) mineral oxide. There is 
no ∆p coupling site in this part of the electron transport process, thus, no matter 
how oxidizing the Fe(III) species that terminates the electron transport chain at 
the outside of the cell, the free energy in the MQH

2
/Fe(III) couple will be dissi-

pated. Thus, Fe(III) respiration is constrained to only be coupled to ∆p genera-
tion at the level of electron input into the MQ-pool (Fig. 4.7). This makes it 
bioenergetically equivalent to the bacterial periplasmic nitrate reductase and 
nitrite systems of E. coli described in Sect. 4.2, that are also present in many 
Shewanella species (Fig. 4.7). It is notable that the MtrC outer membrane deca-
heme cytochrome may provide for a range of extracellular respiratory proc-
esses; in addition to Fe(III) oxide and Mn(IV) oxide respiration, it has also been 
implicated in the respiration-linked extracellular formation of uranium (IV) 
oxide species when using soluble uranium (VI) as a respiratory substrate. This 
process may have applications in removal of the radionuclide from contaminated 
waters (Marshall et al. 2006).

The respiratory flexibility of Shewanella species also includes the ability to 
use DMSO as a respiratory electron acceptor. In E. coli, the active site of the 
DMSO reductase, a Mo-bis-MGD enzyme, is located in the periplasmic compartment 
(Fig. 4.2). There is no coupling site between the quinol pool and the terminal 
reductase site, and, therefore, the DMSO respiring system can only be coupled at 
the level of electron input into the Q-pool, similar to the periplasmic nitrate and 
nitrite reductase systems (Fig. 4.2). In Shewanella species, genes encoding hom-
ologs of the DMSO reductase catalytic subunit cluster with genes that encode homologs 
of the decaheme cytochromes associated with mineral iron oxide respiration. 
Rather surprisingly, the catalytic subunit has been localized to the outside of the 
cell and, therefore, it seems that Shewanellae are configured to respire insoluble 
forms of DMSO that are abundant in oceans and they must use similar electron 
transfer proteins to get electrons to the outside of the cell as those used for Fe(III) 
and Mn(IV) respiration (Gralnick et al. 2006). Despite the different location of 
the active sites, the energy conservation associated with electron transfer to peri-
plasmic DMSO reductase and extracellular DMSO reductases is predicted to be 
the same, with protonmotive steps being at the level of electron input into the Q-pool 
in both cases.
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4.4.2  Bioinformatics on Bacterial Respiromes—“XX” 
a Cautionary Tale

In the multiheme c-type cytochromes involved in Fe(III) respiration (Fig. 4.1), the 
heme cofactor is covalently attached via two cysteine residues organized in a heme 
c binding motif. Bioinformatics with such c-type cytochromes, including those of 
Shewanella species, relies on the conventional wisdom that if you count the number 
of CXXCH motifs you can determine the number of bound hemes without having 
to purify the protein. However, many Shewanella species have a gene that encodes 
novel multiheme cytochrome, MccA, that contains seven conventional heme c
binding motifs (CXXCH), but additionally has several single cysteine residues and 
a conserved CH signature. Mass spectrometric analysis of purified MccA from 
Wolinella succinogenes suggests that two of the single cysteine residues are actu-
ally part of an unprecedented CX15CH sequence involved in heme c binding. Thus, 
the MccA binds eight not seven hemes. A heme lyase gene that encodes a protein 
involved in attaching heme to the polypeptide chain was found to be specifically 
required for the maturation of MccA in W. succinogenes. Heme lyase-encoding 
genes are also present in the vicinity of the mccA genes of Shewanella species, and 
are upregulated when thiosulphate is being used as an electron donor (Beliaev et al. 
2005), suggesting a dedicated cytochrome c maturation pathway for a multiheme 
system involved in some way in thiosulfate respiration. The results necessitate 
reconsideration of computer-based prediction of putative heme c binding motifs in 
bacterial proteomes, and highlights the need for careful biochemical analysis of the 
other Shewanella multiheme cytochromes of the sort described for MtrC that do 
have conserved Cys residues other than those of CXXCH motifs, to be certain of 
the cofactor content (Hartshorne et al. 2007).

4.5  Electron Transport Across One Membrane—
Gram-Positive Bacteria

Thus far, this chapter has focused on Gram-negative bacteria and we have consid-
ered electron transfer on the cytoplasmic and periplasmic faces of the inner mem-
brane, electron transfer across the periplasm, and electron transfer on the outer face 
of the outer membrane. In closing, we will turn briefly to consider Gram-positive 
bacteria. By definition, Gram-positive bacteria differ from Gram-negative bacteria 
in having a cytoplasmic membrane, but not an outer membrane or bi-membrane
-confined periplasmic compartment. Despite having a fundamentally different cel-
lular structure, Gram-positive respiratory systems follow the basic bioenergetic 
rules already described for the Gram-negative bacteria, and many of the respiratory 
systems described for Gram-negative bacteria have homologous counterparts in 
Gram-positive bacteria. Thus, for example, there are Gram-positive denitrifying 
bacteria, that, similar to P. denitrificans, reduce nitrate to dinitrogen, such as 
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Bacillus azotoformans (Suharti and DeVries 2005), in which the complete denitrification
electron transport system is tightly associated with the cytoplasmic membrane. 
Gram-positive bacteria are very important in many environments, and space does 
not permit an exhaustive review of them but we will briefly consider respiratory 
flexibility in actinomycetes that include soil streptomycetes and in pathogenic 
mycobacteria.

Dealing first with mycobacteria, the pathogen Mycobacterium tuberculosis can 
grow in its human host and also persist in a nongrowing latent state. In terms of 
respiration, M. tuberculosis will experience a range of different environments dur-
ing the infective process and must be equipped to adapt to these environments. We 
saw this also with enteric pathogens, such as E. coli (see Sect. 4.2). In many ways, 
however, the organization of the mycobacterial respiratory electron transport has 
modular properties that resemble those of P. denitrificans (see Sect. 4.3). It has a 
branched aerobic respiratory chain in which electrons can flow from either proton-
pumping NADH dehydrogenase (Ndh1), nonproton-pumping NADH dehydroge-
nase (Ndh2), or Sdh complexes into a MQ/MQH

2
 pool. From there, they can 

proceed directly to an MQH
2
-dependent cyt bd or, via a cytochrome bc

1
 complex, 

to a cytochrome aa
3
 oxidase. This branching at the level of the Q-pool to cyt bc

1

complex-dependent and quinol-dependent oxidases is reminiscent of that already 
described for P. denitrificans (see Sect. 4.3). Interestingly, however, there is a sug-
gestion that cytochrome bc

1
 and cytochrome aa

3
 oxidase form a supercomplex in 

mycobacteria that negates the need for an equivalent of a periplasmic water-soluble 
electron carrier, such as the cytochrome c

550
 or pseudoazurin present in P. denitrifi-

cans, and this may reflect the absence of a true periplasm in mycobacteria, so that 
electron transport is tightly associated with the membrane (Magehee et al. 2006). 
Respiratory super complexes may also emerge to be widespread in a number of 
species of Gram-positive bacteria.

Similar to E. coli, the respiratory branch of mycobacteria that terminates in the 
bd-type oxidase has been shown to be important for microaerobic respiration. 
Thus, mycobacteria are equipped with highly coupled low-affinity oxidase sys-
tems for life at high oxygen tensions and less well-coupled high-affinity oxidase 
systems for life in low oxygen-tension environments. In addition, mycobacteria 
also have a membrane-bound MQH

2
-dependent nitrate reductase with an active 

site in the cytoplasm, similar to the protonmotive Nar enzymes of both E. coli and 
P. denitrificans, which equips them for survival in the absence of oxygen 
(Matsoso et al. 2005; Wayne et al. 2001). Interestingly, Mycobacterium bovis
Bacille Calmette-Guèrin (BCG) mutants deficient in nitrate reductase activity are 
compromised for virulence in immunodeficient mice (Weber et al. 2000). Gene 
expression studies during mouse lung infection has provided evidence for the 
transition from highly coupled (almost mitochondrial-like; Fig. 4.1) respiratory 
electron transfer (Ndh1)-MQ–cytochrome bc

1
–cytochrome aa

3
; q+/2e− = 10) to 

poorly coupled aerobic (Ndh2–MQ–cyt bd; q+/2e− = 2) or anaerobic (Ndh2–MQ–
Nar; q+/2e− = 2) systems during transition from acute infection (associated with 
exponential bacterial growth) to chronic infection (associated with cessation of 
growth) (Shi et al. 2005).
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Turning to consider the streptomycetes, soil rhizosphere bacteria that can form 
dense mycelial structures, a similar respiratory flexibility to the closely related 
mycobacteria is apparent. For example, the important antibiotic-producing organ-
ism, Streptomyces coelicolor has the capacity for oxygen respiration, but addition-
ally has the genetic information for three isozymes of the protonmotive 
membrane-bound Nar type of nitrate reductase (van Keulen et al. 2005). Conditions 
have not yet been established whereby these nitrate reductases can sustain growth, 
but they may be important for sustaining metabolism in anoxic environments. 
Similar to the mycobacteria, S. coelicolor also has high- and low-affinity oxidase 
systems. Transition to the high-affinity cyt bd system is regulated in response to the 
metabolic state of the cell through a DNA binding protein called Rex that is a sen-
sor of the redox state of the NADH/NAD+ and that is widespread among Gram-
positive bacteria, including Bacillus, Staphylococcus, Listeria, and Streptococcus
pathogens that also exhibit various degrees of respiratory flexibility (Brekasis and 
Paget 2003).

Finally, one group of Gram-positive bacteria that were for a long time not 
thought to exhibit respiratory flexibility, or indeed any respiration at all, are the 
lactic acid bacteria (LAB). In this group of organisms, energy conservation was 
long thought to be confined to fermentation of sugars, and LAB were thought 
to be incapable of respiration, not least because they did not have the complete 
biosynthetic machinery to make heme that is central to aerobic respiration. 
However, some LAB, such as Lactococcus lactis, have a complete menaquinone 
biosynthetic machinery and the genes encoding a cyt bd respiratory oxidase 
(Wegmann et al. 2007). Thus, it seems that L. lactis can assemble a functional 
protonmotive aerobic respiratory system if heme is present in the growth 
medium (Duwat et al. 2001), and, in light of the genome sequences available, 
we can infer this to be most likely a NADH–MQ–cyt bd electron transfer chain. 
There is no evidence for a protonmotive NADH dehydrogenase in the L. lactis
genome sequence and, thus, the protonmotive step will most likely be at the 
level of electron output from the MQH

2
 pool through the protonmotive cyt bd,

which, by analogy to E. coli cyt bd, may have a q+/e− ratio of 1. Thus, this will 
not be a highly coupled pathway, but, nevertheless, its operation does seem to 
increase growth yield (Duwat et al. 2001). Although the LAB respiratory 
system can hardly be called flexible, it does illustrate that even in very well-
characterized industrially important bacteria, the genome sequences helped to 
uncover hitherto unexpected respiratory functions.

4.6 Future Perspectives

In this chapter, we have reviewed the topological and associated bioenergetic 
organization of a range of respiratory systems that illustrate principles of respira-
tory energy conservation and respiratory flexibility that are widespread among 
bacteria. This respiratory diversity has shaped many of Earth’s environments, and 
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its importance is reflected by a current interest in understanding the implications 
of respiratory flexibility for biotechnology and medical microbiology. Our mecha-
nistic understanding of key enzymes involved in bacterial respiration at a molecu-
lar level has increased exponentially during the last 10 years, and the complete 
structural definition of a model bacterial respirome, such as that of E. coli, can 
be seen as achievable target for the next 10 years. Mapping what we know regard-
ing the organization and regulation of bacterial respiromes from well-character-
ized organisms onto less well-characterized organisms using bioinformatics 
approaches is also proving informative, and a better understanding of the operation 
of well-characterized branched respiratory systems, such as that of P. denitrifi-
cans, through collaborations in systems biology projects between mathematicians 
and biochemists, should prove fruitful for a wider understanding among less well-
characterized organisms. The importance of studying respiratory flexibility is per-
haps nowhere better illustrated than in pathogens that cause globally important 
diseases. Almost all bacterial pathogens present a degree of respiratory flexibility. 
In many cases, this has not been studied biochemically, but is apparent from bio-
informatics analysis of genome sequences. However, from the limited studies 
available, it is clear that studying the nature, degree, and regulation of this respira-
tory flexibility in pathogens will make a significant contribution to understanding 
the survival of these bacteria both inside and outside of the host organism.
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5
Protein Secretion in Bacterial Cells

Christos Stathopoulos(*ü ), Yihfen T. Yen, Casey Tsang, and Todd Cameron

Abstract Approximately 20% of the proteins synthesized in a bacterial cell are 
transported outside of the cytoplasm. These proteins are localized either within the 
different compartments of the cell envelope or are released into the extracellular growth 
medium. Bacteria have evolved multiple pathways to secrete proteins across their cell 
envelopes. In this chapter, we examine similarities and differences among the several 
types of protein secretion pathways found in bacteria, as well as in archaea. Because the 
applied aspects of bacterial protein secretion play a vital role in biological and pharma-
ceutical industries, a more comprehensive understanding of the mechanisms underlying 
these secretion systems is essential to the advancement of present technologies.

5.1 Introduction

To survive and multiply, bacteria must be able to interact with their external 
environment. They need to obtain nutrients from their surroundings, communicate 
with other bacterial cells, and, in the case of pathogenic or symbiotic bacteria, 

5.1 Introduction .......................................................................................................................  129
5.2 Protein Secretion in Gram-Negative Bacteria ...................................................................  130
 5.2.1 Two-step Secretion Pathways ...............................................................................  130
 5.2.2 One-Step Secretion Pathways ...............................................................................  139
5.3 Protein Secretion in Gram-Positive Bacteria ....................................................................  143
 5.3.1 Sec, SRP, and Tat-Dependent Secretion ...............................................................  143
 5.3.2 ESX-1 (Snm) Pathway ..........................................................................................  145
 5.3.3 Pseudopilin-Export (Com) Pathway .....................................................................  145
5.4 Protein Secretion in Archaea.............................................................................................  145
5.5 Bacterial Protein Secretion and Biotechnological Applications .......................................  147
Highly Recommended Readings ..............................................................................................  149
References ................................................................................................................................  149

Christos Stathopoulos
Biological Sciences Department, California State 
Polytechnic University, USA
stathopoulos@csupomona.edu



130 C. Stathopoulos et al.

interact with host cells and tissues. Secretion of proteins into the external environment
is essential for all of these processes. To reach their final destinations, secreted 
proteins must pass through one or more membranes, and bacterial cells have 
evolved a variety of mechanisms for this purpose.

“Protein secretion” refers to the transport of a protein from the bacterial 
cytoplasm to the outside of the cell, whereas “protein export” indicates the trans-
port of a protein from the cytoplasm to the periplasm and the outer membrane (OM) 
in Gram-negative bacteria. In Gram-positive bacteria and archaea, a secreted protein
needs to be transported across only one membrane (known as the cytoplasmic 
membrane [CM]), whereas, in Gram-negative bacteria, both cytoplasmic and OMs 
and the periplasm have to be crossed. Because of the complexity of the Gram-negative 
cell envelope, multiple mechanisms of protein secretion (known as “secretion 
pathways” or “secretion systems”) have evolved (Table 5.1 and Fig. 5.1). Protein 
secretion in Gram-positive bacteria is less understood, with fewer pathways being 
identified in these organisms compared with their Gram-negative counterparts. 
Protein secretion in archaea represents an entirely new area of research, which, with 
the help of molecular tools, attracts growing attention. This chapter will discuss 
protein secretion in Gram-negative and Gram-positive bacteria, as well as archaea. 
Studies of protein secretion in bacteria, such as the cyanobacteria, the green sulfur 
bacteria, and the spirochetes, are in their infancy and will not be covered here.

5.2 Protein Secretion in Gram-Negative Bacteria

5.2.1 Two-step Secretion Pathways

In Gram-negative bacteria, secretion involving the Sec translocase or the twin-arginine
translocase (Tat) takes place in two discrete steps: first, one of these translocases 
(or translocons) moves a protein from the cytoplasm to the periplasm; next, a separate 
complex translocates the protein across the OM. Whereas the Tat translocon 
specializes in transporting proteins that have been already folded within the cytoplasm,
Sec translocates unfolded or partially folded polypeptides that fold into functional 
proteins only after reaching the periplasm or extracellular space. Additionally, the 
signal-recognition particle (SRP), using parts of the Sec translocon, is mainly for 
insertion of proteins into the CM.

5.2.1.1 Export Across the CM

5.2.1.1.1 Sec Translocase

The Sec translocase, the most thoroughly studied of the CM translocons, is a large 
CM protein complex comprised of a channel and associated accessory proteins. 
Several key components of the translocase are universally conserved throughout 
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evolution (Tam et al. 2005). In Gram-negative bacteria, the majority of the proteins 
transported across the CM are routed through the Sec translocase (de Keyzer et al. 
2003). Among the Sec-dependent proteins are virulence factors such as extracellular
toxins, pilus and nonpilus adhesins, invasins, and proteases, all of which make 
research on the Sec translocase particularly relevant in the field of medical micro-
biology (Stathopoulos et al. 2000).

In Escherichia coli, the pathway through Sec begins as a cytoplasmic chaperone, 
SecB, recognizes a presecretory polypeptide with the correct N-terminal signal 
sequence. A typical Sec-recognizable signal sequence is 18 to 30 amino acids in 
length, and is composed of three distinct domains: a positively charged N domain, 
a hydrophobic H domain, and a C domain containing the cleavage site. The role of 
SecB as a chaperone is to maintain the presecretory polypeptide in a conformation 
loose enough for secretion and to deliver the protein to SecA, an ATPase bound at 
the SecYEG membrane pore (Stathopoulos et al. 2000). Translocation is initiated 
with the binding of ATP to SecA. This causes a significant conformational change 
in SecA that releases SecB and leads to the insertion of approximately 2.5 kDa of 
the signal sequence and mature protein sequence into the translocation channel of 
SecYEG (Driessen et al. 1998; Stathopoulos et al. 2000). Accessory proteins 
SecDF, YajC, and YidC that bind to the SecYEG pore play various roles in the 
regulation of translocation (de Keyzer et al. 2003) or CM protein insertions (Dalbey 
and Chen 2004).

Once the presecretory protein is inserted into the translocation channel, the 
conformational change previously induced in SecA is reversed on ATP hydrolysis 
(Stathopoulos et al. 2000). This frees SecA to rebind and translocate another 
approximately 2.5-kDa section. Thus, to transport a full length of polypeptide 
through the Sec translocon, repeated ATP hydrolysis by SecA is required, at least 
during the initial stages. During the later stages, movement of the polypeptide 
through the translocation channel seems to be driven mainly by the protonmotive 
force (PMF) (Vrontou and Economou 2004) (see Chap. 4 for more details on PMF). 
Once fully translocated across the CM, the polypeptide remains in the periplasm, 
anchored to the CM by the signal sequence (Stathopoulos et al. 2000). Translocation 
by Sec is generally characterized as a posttranslational process; but this might 
actually occur before the protein is fully synthesized, especially with larger proteins 
(Newman and Stathopoulos 2004).

After translocation, the signal sequence of a presecretory protein is cleaved 
by one of the three known types of integral membrane peptidases (Stathopoulos 
et al. 2000). The majority of proteins secreted in E. coli via this pathway are 
processed by signal peptidase I. In contrast, the signal sequences of precursor 
lipoproteins are cleaved by signal peptidase II, whereas the N termini of the 
type IV pilus substrates are processed by prepilin peptidase (Stathopoulos et al. 
2000; Newman and Stathopoulos 2004). Once the signal sequence has been 
cleaved, the mature polypeptide is released into the periplasm and en route for 
its final destination, whereas the signal peptide is further degraded by protease 
IV (Stathopoulos et al. 2000).
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5.2.1.1.2 Signal-Recognition Particle

The E. coli SRP is composed of a 4.5 S RNA segment and a protein named Ffh (for 
fifty-four homolog). Similar to the SecB chaperone, the SRP acts to target presecretory 
polypeptides to the Sec translocon (de Keyzer et al. 2003). However, SecB and SRP 
are functionally distinct, in that SRP-mediated targeting is a co-translational rather 
than a posttranslational process (Newman and Stathopoulos 2004). Furthermore, the 
SRP route is specialized for CM proteins (Luirink and Sinning 2004).

The 4.5 S RNA segment and the Ffh protein of an E. coli SRP are homologous 
to the eukaryotic 7 S RNA segment and SRP 54-kDa subunit, respectively (Dalbey 
and Chen 2004). The E. coli SRP receptor, FtsY, is also homologous to the eukaryo-
tic SRα (Dalbey and Chen 2004). Despite the homology, the E. coli SRP has not 
shown signs of being capable of arresting translation like its eukaryotic counterpart 
(Dalbey and Chen 2004). SRP-mediated CM translocation begins as Ffh and the 
4.5 S RNA segment bind to a nascent polypeptide while it is being translated by the 
ribosome (Luirink and Sinning 2004). The signal sequence is immediately targeted 
to the membrane-bound FtsY in a GTP-dependent manner (Dalbey and Chen 2004; 
Luirink and Sinning 2004). Once in association with FtsY, GTP is hydrolyzed, 
resulting in the release of the SRP. It is unknown exactly how the nascent polypeptide
is then transferred to the SecYEG complex, but, once this occurs, the hydrophobic 
domains are incorporated into the membrane using both SecY and YidC. ATPase 
SecA and the PMF are both required for translocation of hydrophilic domains. The 
PMF serves mainly as the driving force for smaller hydrophilic regions of less than 
40 residues, with SecA acting only on domains greater than 60 residues in length 
(Dalbey and Chen 2004). After translocation, signal sequences may be cleaved 
from CM proteins, or simply be incorporated into the membrane protein structure. 
Any misfolded or misassembled membrane proteins are removed from the mem-
brane and degraded in the cytoplasm by the ATP-dependent protease FtsH (Dalbey 
and Chen 2004).

The SRP-recognizable signal sequence is very similar to the tripartite signal 
sequence recognized by SecB. However, the central hydrophobic section of an 
SRP-recognizable signal sequence contains additional hydrophobic residues, 
which play an important distinguishing role in determining a protein’s routing 
through the SRP pathway. Additional features of a signal sequence, such as 
being able to form a helical structure and possessing more than usually basic 
N-terminal regions, also contribute to SRP pathway usage (Luirink and Sinning 
2004).

5.2.1.1.3 Twin-Arginine Translocase

The Tat export system is named after the two consecutive arginine residues 
located in the signal sequence of its substrate. The system is a CM protein chan-
nel complex comprised of four different components. What distinguishes this 
pathway from other CM export systems is its ability to transport proteins that 
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have completely folded within the cytoplasm (Berks et al. 2000). In E. coli, Tat 
is largely used for the export of redox cofactor-containing proteins that are 
involved in anaerobic respiration chains; however, a variety of proteins, including 
some virulence factors, have also been shown to be Tat dependent (Voulhoux et 
al. 2001). Interestingly, Tat is found to be responsible for the integration of a 
small number of proteins into the CM, a task mainly carried out by YidC 
(Hatzixanthis et al. 2003).

The Tat transport machinery in E. coli consists of the CM proteins TatA, TatB, 
TatC, and TatE (Berks et al. 2000). In other bacteria, the Tat exporter usually pos-
sesses only one homolog each of TatA, TatB, and TatC (Palmer and Berks 2007). 
TatE, a relatively ineffective substitute of TatA, seems to have arisen from a gene 
duplication event in E. coli. A signal sequence recognition complex is formed out 
of TatBC units, whereas the membrane pore is formed by a TatA homo-oligomer. 
Unlike Sec, the Tat export process has not been thoroughly studied; of what is 
known, once a Tat signal sequence has been released from its chaperones, it binds 
to the TatBC complex in an energy-independent process. The TatA complex then 
binds to the TatBC complex, and, using the PMF, transports the protein in an energy 
intensive process. After translocation, the signal sequence is cleaved by leader 
peptidase, and the protein is freed into the periplasm for further export (Palmer and 
Berks 2007).

The Tat system recognizes proteins with a signal sequence with the following 
characteristics: a longer positively charged N-terminal region than in Sec, a con-
served (S/T)-R-R-x-F-L-K motif, a less hydrophobic H region, and a positively 
charged C region (Berks et al. 2000; Voulhoux et al. 2001). Although the 
arginines in the conserved motif are vital for Tat export, the other residues are 
each found in more than 50% of Tat signal sequences. It is probable that the con-
served Tat motif of the translocated substrate is recognized by TatC, the most 
highly conserved element of the Tat translocon, during transmembrane transloca-
tion (Berks et al. 2000).

Identified Tat substrates have diameters ranging from 20 to 70 Å, and the 
majority of the substrates are folded proteins containing cofactors. This raises 
a question regarding how the Tat translocation channel can accommodate such 
large substrates but at the same time prevent the leakage of ions (Berks et al. 
2000). It turns out that the TatA homo-oligomer forms a ring-shaped complex 
with a capped channel. These TatA rings have been isolated with channel diam-
eters of up to 70 Å (Gohlke et al. 2005), which is wide enough to allow the pas-
sage of large-size substrates (Palmer and Berks 2007). Because of the inherent 
difficulty of translocating its substrates, Tat is understandably a slow export 
system. In the closely related plant thylakoid ∆pH-dependent system, a single 
transporter moves approximately one 150-residue protein in 1 min, whereas an 
E. coli Sec translocase can transport roughly 10,000 amino acids in the same 
time (Berks et al. 2000). For these reasons, it is not surprising that there are 
only approximately 35 known candidate proteins targeted to the Tat system in 
E. coli, whereas more than 450 secreted proteins go through the Sec system 
(Palmer and Berks 2007).
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5.2.1.2 Translocation Across the OM

5.2.1.2.1 Type V

The type V or autotransporter (AT) secretion system is uniquely compact, com-
prised of only one polypeptide that harbors both the substrate and secretion com-
ponents: an N-terminal Sec-dependent signal sequence, an internal passenger 
domain, and a C-terminal translocator domain. Whereas the N-terminal domain 
enables the AT precursor to be targeted to the Sec translocase for transport across 
the CM, the C-terminal translocator domain mediates translocation of the AT across the
OM. Together, the two terminal domains govern the secretion of the internal 
passenger domain across the cell envelope and to the cell surface or the extracellular
environment (Henderson et al. 2004; Newman and Stathopoulos 2004).

An AT’s N-terminal signal sequence is approximately 25 to 30 residues long. 
Several AT precursor proteins were found to have extra-long signal sequences. It 
has been proposed that such an N-terminal extension may have a function in pre-
venting premature folding of an AT protein (Szabady et al. 2005). After CM 
translocation, the C-terminal domain of an AT protein inserts into the OM and 
forms a β-barrel with a central hydrophilic channel. Some AT β-barrels seem to 
be monomeric, whereas others are trimeric (Oomen et al. 2004; Cotter et al. 2005; 
Meng et al. 2006). The β-barrel mediates the translocation of the passenger 
domain across the OM (Henderson et al. 2004; Newman and Stathopoulos 2004). 
It is still unclear whether the passenger goes through the β-barrel pore to reach 
the cell surface, or requires accessory proteins such as the Omp85 complex to 
mediate its OM translocation (Voulhoux et al. 2003; Kostakioti et al. 2005). After 
export to the cell surface, the passenger domain is thought to fold into its native 
conformation with the aid of an intramolecular chaperone located between the passen-
ger and the translocator of an AT (Oliver et al. 2003). After folding, some ATs 
remain attached to the β-barrel and are exposed on the bacterial cell surface, 
whereas some are released into the external environment by autoproteolysis or 
proteolysis facilitated by OM proteases (Jacob-Dubuisson et al. 2004; Newman 
and Stathopoulos 2004). Unlike many other secretion systems that use ATP or the 
PMF to power the process, secretion of an AT does not seem to require any external 
energy source (Thanassi et al. 2005).

The substrates of type V secretion are large proteins, approximately 100 kDa in size, 
with some exceptions. The majority of these are virulence proteins associated with bac-
terial pathogenicity (Henderson et al. 2004). The first identified members of the AT 
family were proteases from Neisseria gonorrhoeae, capable of cleaving human immu-
noglobulin (Ig) A1 (Pohlner et al. 1987). Other examples include the Tsh hemaggluti-
nin/protease of avian pathogenic E. coli, the VacA cytotoxin of Helicobacter pylori, and 
the Hap adhesin/protease of Haemophilus influenzae (Henderson et al. 2004). Rather 
than directly contributing to bacterial virulence, several AT proteins were recently found 
to have an indirect role, being responsible for processing and maturation of other viru-
lence proteins. These include NalP (van Ulsen et al. 2003) from Neisseria meningitidis,
and SphB1 from Bordetella pertussis (Coutte et al. 2001).
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5.2.1.2.2 Two-Partner Secretion

The two-partner secretion (TPS) system shares some similarities with the AT pathway. 
Both pathways mainly secrete proteins associated with bacterial virulence. Unlike 
the AT system, which packs the substrate and secretion components into one 
polypeptide, these two components are separated in two different polypeptides in 
the TPS system. In this system, the secreted substrate is termed TpsA, whereas the 
Omp85-like translocator named TpsB is capable of forming a channel in the OM, 
allowing TpsA to exit the cell. Both proteins are encoded by genes located on the 
same operon, and each component harbors its own N-terminal signal sequence 
(Jacob-Dubuisson et al. 2004; Newman and Stathopoulos 2004).

Translocation of both TpsA and TpsB into the periplasm uses the Sec translocase
(Jacob-Dubuisson et al. 2004); thereafter, TpsB inserts into the OM and adopts a 
β-barrel structure. The barrel is formed by the C terminus of the TpsB polypeptide 
(Meli et al. 2006), leaving the remaining one third of the polypeptide localized in 
the periplasm. Similarly to Omp85, the N-terminal domain of TpsB contains 
POTRA, or polypeptide transport-associated, repeats (Sanchez-Pulido et al. 2003; 
Gentle et al. 2005). Not only does the N terminus influence the TpsB channel activ-
ity, it also participates in the recognition of the TpsA substrate (Hodak et al. 2006; 
Meli et al. 2006). The interaction between TpsA and TpsB has been shown to occur 
between the N-terminal regions of TpsA and the N-terminal domain of TpsB 
(Hodak et al. 2006). Such interaction is also needed to open up the gated TpsB 
channel, allowing the secretion of TpsA into the extracellular environment in the 
order of N to C terminus. Because of the general large size of a TpsA protein, its 
translocation across the CM and OM is probably coupled. TpsA tends to stay in the 
periplasm briefly and is very likely to be transported across the OM in an unfolded 
manner. After it reaches the cell surface, TpsA is thought to fold gradually into its 
native conformation. Maturation of several TpsA proteins is attained only after fur-
ther proteolytic processing by extracellular proteases. Subsequently, part of TpsA 
remains attached to the cell surface, whereas the rest is released into the external 
medium (Jacob-Dubuisson et al. 2004).

Substrates of the TPS system are mostly large proteins of sizes greater than 
300 kDa (Jacob-Dubuisson et al. 2004). Most TpsA proteins are virulence factors. 
The most characterized members include the FHA adhesin of B. pertussis
(Lambert-Buisine et al. 1998), ShlA hemolysin (Hly) of Serratia marcescens
(Braun et al. 1992), and HMW1/HMW2 adhesins of non-typeable H. influenzae
(Grass and St Geme 2000).

5.2.1.2.3 Chaperone/Usher Pathway

The chaperone/usher (CU) pathway is another secretion system involved in the 
virulence of several Gram-negative bacterial pathogens. It is responsible for the 
secretion of pilus subunits and the assembly of these into rod-like organelles 
protruding on the bacterial surface (Thanassi and Hultgren 2000). The CU system 
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is comprised of two major components: the periplasmic chaperone and the OM 
usher. The chaperone acts to keep each substrate/subunit in a secretion competent 
state. Moreover, it targets the substrate to the usher pore, through which secretion 
to the surface takes place. A pilus is, thus, polymerized by repeatedly adding the 
substrates onto the growing organelle from its base (Sauer et al. 2004).

After being released into the periplasm from the Sec translocase, the pilus subunit 
is targeted to a periplasmic chaperone. Specific regions in both termini of a subunit 
are needed for chaperone recognition (Soto et al. 1998). Interaction between a chap-
erone and a pilus subunit is essential for the chaperone to block premature subunit–
subunit interactions in the periplasm and to facilitate correct folding of the subunit. 
Structural features of both the chaperone and the substrate play an important role in 
their interaction. The chaperone protein consists of two domains, each of which is 
formed by an Ig-like fold containing seven β-strands. In contrast, each pilus subunit 
harbors a domain that interacts with the chaperone, which contains an Ig fold that 
lacks a β-strand. The missing β-strand forms a groove in the domain of the subunit 
and exposes its hydrophobic core. During chaperon–subunit interaction, the chaper-
one donates one of the β-strands to the subunit. The strand goes into the groove of the 
subunit and completes its Ig fold, in a process called the donor strand complementa-
tion. Such a complementation covers the hydrophobic core of the subunit, which sta-
bilizes the structure and prevents premature pilus assembly (Sauer et al. 2004).

Once the chaperone–subunit complex is formed, the chaperone delivers the sub-
unit to the OM usher. The usher is a dimeric channel protein with an internal chan-
nel diameter of 2 to 3 nm (Li et al. 2004). Interaction between the chaperone–subunit 
complex and the usher dissociates the subunit from the complex and enables it to 
bind to a previously assembled subunit in the elongating pilus. The same structural 
complementation that occurred between the chaperone and the subunit is now used 
to join the two subunits together. At the usher, the dissociated chaperone leaves the 
groove in the previously bound subunit unoccupied and exposed. An N-terminal 
extension of a subunit at the end of the elongating pilus then fits into the groove of 
the newly arriving substrate, in a process called the donor strand exchange (Sauer 
et al. 2004). Such an assembly process is thought to take place at the periplasmic 
side of the usher before OM translocation. It is also suggested that the usher organ-
izes the order of subunit incorporation in a tip to base fashion, that is, the adhesin 
subunit is incorporated before the subunits that form the pilus rod. After assembly, 
the secreted pilus coils into its final conformation and remains bound to the cell 
surface (Thanassi and Hultgren 2000). There is no evidence that CU secretion 
requires external energy (Thanassi et al. 2005).

Two well-characterized CU systems are type 1 and P pili, which are commonly 
found in the Enterobacteriaceae. Each pilus is composed of several different 
proteins that form a main pilus rod with an adhesin subunit attached to its tip, which 
confers adhesive property on the pilus (Kuehn et al. 1992). This property enables 
bacteria possessing the type 1 and P pili to colonize in the urinary tract through cell 
adherence (Roberts et al. 1994). The CU system is also responsible for secreting 
subunits that form the hemagglutinating pilus in the respiratory pathogen, 
H. influenzae, and the capsular F1 antigen in the bubonic plague-causing bacte-
rium, Yersinia pestis (Sauer et al. 2004).



5 Protein Secretion in Bacterial Cells 139

5.2.1.2.4 Type II

The Type II secretion pathway is responsible for the secretion of various hydrolytic 
enzymes and toxins in Gram-negative bacteria. In most cases, the type II secretion 
apparatus involves 12 to 15 different protein components, designated by letters A 
through O and S. These proteins are the products of genes that tend to cluster in the 
same operon (Johnson et al. 2006). The substrates of type II secretion fold into their 
functional conformation in the periplasm, before reaching the secretion channel. 
The substrates are secreted across the OM through the only integral OM protein 
component in the apparatus, protein D, which belongs to the secretin family 
(Nouwen et al. 2000; Thanassi 2002). In many species, such secretion is pilus 
mediated (Sandkvist 2001; Johnson et al. 2006). The rest of the components in the 
apparatus are CM and periplasm localized, with the exception of lipoprotein S, 
which is a periplasmic protein associated with the OM (Sandkvist 2001).

Secretion of cholera toxin from Vibrio cholerae has become a model for the type 
II pathway. The toxin consists of six protein subunits. Individual subunits pass 
through the Sec translocase to reach the periplasm, where they fold into their native 
conformation aided by a disulfide isomerase DsbA (Sandkvist 2001). Folded subunits
are then assembled and targeted to the type II secretion apparatus for translocation 
across the OM, through the stable β-barrel formed by the C-terminal domain of OM 
protein D (Nouwen et al. 1999; Nouwen et al. 2000; Thanassi 2002). The N-terminal 
domain of protein D, in contrast, is thought to be essential for interacting with other 
secretion components, recognizing specific substrates, and gating the channel 
formed by the C-terminal domain (Nouwen et al. 1999). In addition to protein D, 
substrate secretion also requires a pilus-like structure formed by other components 
in the apparatus, named proteins G, H, I, J, and K. It has been proposed that the 
pilus may act as a piston that pushes the substrates through the pore by motions of 
extension and retraction, thereby facilitating the secretion of substrates across the 
OM. Secretion by the type II pathway is an energy dependent process requiring 
ATP and the PMF (Sandkvist 2001; Johnson et al. 2006).

The first characterized substrate of this pathway was the starch-hydrolyzing 
lipoprotein, pullulanase (PulA) of Klebsiella oxytoca (Pugsley et al. 1997). The 
best-studied virulence protein secreted by this system, however, is probably the 
cholera toxin of V. cholerae (Merritt and Hol 1995). Other substrates of the type II 
secretion pathway include proteases, cellulases, pectinases, phospholipases, lipases, 
and toxins (Sandkvist 2001; Johnson et al. 2006).

5.2.2 One-Step Secretion Pathways

5.2.2.1 Type I

The type I secretion system delivers protein substrates to the cell surface or external 
environment of Gram-negative bacteria. It uses a secretion apparatus comprised of 
merely three components: a CM-localized ATPase that powers secretion, an OM 
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channel that performs protein export, and a membrane-fusion protein that connects 
the ATPase and the OM channel while forming a conduit for the substrate’s 
periplasmic passage. Substrates for this system are mostly acidic proteins with  
isoelectric points (pIs) of approximately 4. These proteins harbor tandem repeats in 
their sequences that identify them as adhesins of various molecules or ions. 
Depending on the bacterial species, the substrates may have diverse sizes and 
functions (Holland et al. 2005).

The mechanism of type I secretion was largely elucidated through the study of 
the hemolysin (Hly) transporter in pathogenic E. coli. In this system, the newly 
synthesized 110-kDa substrate HlyA is maintained in an unfolded, secretion-
 competent state by a cytoplasmic chaperone. Unlike those secreted by Sec-depend-
ent secretion systems, a type I secretion substrate such as HlyA carries an 
uncleaveable secretion signal of approximately 50 residues in the C terminus. This 
signal allows HlyA to be recognized by the HlyB ATPase (Schindel et al. 2001). The 
cytoplasmic membrane-localized HlyB exists as a monomeric protein that belongs to 
the large ABC-binding cassette protein family (Holland et al. 2005). The binding 
between HlyA and HlyB promotes a conformational change in HlyB. The con-
formational change, in turn, promotes the binding of HlyB to ATP, thereby releas-
ing the HlyA substrate into the secretion pathway. HlyA also interacts with HlyD, 
the periplasmic conduit that bridges the CM HlyB and the OM channel, TolC. 
Interactions among HlyA, HlyB, and HlyD recruit TolC to the site (Koronakis et al. 
2004). TolC is a trimeric OM protein with long α-helical periplasmic extensions 
(Koronakis et al. 2000). It is proposed that HlyD exerts a force on these α helices, 
which subsequently forces the TolC channel in the OM to open up in an iris-like 
twisting fashion, thus, allowing the passage of HlyA (Koronakis et al. 2000; Koronakis 
et al. 2004). After translocation across the OM, the HlyA substrate reaches the cell 
surface and begins to fold into a functional protein. Secreted HlyA is capable of 
forming a pore that can insert itself into the plasma membrane of the eukaryotic 
host cell, resulting in cell lysis (Schindel et al. 2001).

Substrates of the type I system are secreted at a rapid rate and in an unfolded 
conformation (Holland et al. 2005). Although many substrates contribute to bacterial
virulence, as seen in HlyA, several are also involved in structural maintenance or 
cellular metabolism. Examples of type I substrates include surface-layer proteins 
(RsaA of Caulobacter crescentus and SapA of Campylobacter fetus), metal-binding 
proteases (PrtA, B, C, and G of Erwinia chrysanthemi), toxins (RtxA of V. cholerae
and Colicin V of E. coli), adhesins (LapA of Pseudomonas species), and lipases 
(LipA of S. marcescens and Pseudomonas fluorescens) (Thompson et al. 1998; 
Delepelaire 2004).

5.2.2.2 Type III

The type III secretion apparatus is called an injectisome. It is a large complex com-
prised of more than 20 different proteins and takes the shape of a syringe with a 
needle. The “syringe” portion spans the cell envelope and is composed of multiple-ring
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structures that stack on top of one another, forming a cylindrical channel. Protruding 
above the cell surface is a “needle,” through which, secreted substrates can be 
delivered directly into the eukaryotic host cell (Cornelis 2002; Galan and Wolf-
Watz 2006). Type III secretion is notorious for being the major virulence determinant
in several disease-causing bacteria, including mammalian pathogens (Yersinia and 
Salmonella species) and plant pathogens (Pseudomonas syringae and Erwinia
species) (He et al. 2004; Galan and Wolf-Watz 2006).

In addition to the secretion apparatus, the type III secretion system also includes 
numerous secretion substrates (effectors and translocators) and many other proteins 
that regulate secretion (regulators and chaperones). Genes encoding these various 
components of the type III system are usually clustered. The gene cluster can be 
chromosome localized in some bacteria, or plasmid localized in others. Several 
organisms are also found to possess more than one type III system. Expressing 
these numerous gene products, indeed, consumes much cellular energy. The system 
may, thus, not be fully expressed or secreting its substrates until the bacterium 
comes in contact with its eukaryotic host cell. Once in contact, the cues of when to 
release the substrates are then transduced from the environmental stimuli, through 
the regulatory proteins, to the secretion system. The secretion substrates are synthe-
sized in the cytoplasm with one or two noncleavable, Sec-independent signal 
sequences located in the N terminus. The substrates are kept in a secretion-competent
conformation by cytoplasmic chaperones, which may perhaps even assist in targeting
the proteins to the entrance/base of the secretion channel. It is not clear how 
substrates are recognized by or transported through the secretion channel. Because 
an ATPase is discovered in the cytoplasmic side of the CM of all type III apparatuses,
it is assumed that the substrates are pumped out of the channel using the energy 
from ATP hydrolysis (He et al. 2004).

Two types of secretion substrates are released from the cell through the type III 
secretion channel. The translocators have the ability to disrupt or form pores in the 
eukaryotic host cell membrane, allowing the “needle” to dock onto and penetrate 
the host cell (He et al. 2004; Galan and Wolf-Watz 2006). The effectors are then 
delivered through the needle complex into the host’s cytoplasmic compartment, 
where they can exert their functions (He et al. 2004). In Y. pestis, the effector 
proteins (Yops) are able to inhibit phagocytosis and host immune responses 
(Cornelis 2002). In enteric pathogen Salmonella, type III effectors (Sips and Sops) 
are responsible for bacterial invasion and survival within the macrophages or 
intestinal epithelial cells (Schlumberger and Hardt 2006). Interestingly, type III 
secretion can also be found in bacteria that form a symbiotic relationship with 
insects, nematodes, or plants. Here, the effectors allow the bacteria to interact 
with their hosts (He et al. 2004; Galan and Wolf-Watz 2006).

5.2.2.3 Type IV

The type IV secretion system is related to the bacterial conjugation system, designated 
for DNA transfer. However, in pathogenic bacteria such as B. pertussis and 
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H. pylori, this system is used for virulence protein secretion. In intracellular pathogens 
such as Legionella pneumophila and Bartonella henselae, the system is essential 
for bacterial replication within their eukaryotic host cells (Backert and Meyer 
2006). Similarly to the type III secretion apparatus, the type IV transporter is a 
large complex comprised of a surface-exposed pilus attached to a channel that 
spans the cell envelope. Furthermore, substrates are usually delivered directly 
into eukaryotic host cells via direct cell-to-cell contact.

Much of what is learned about the type IV pathway comes from the study of the 
VirB system in Agrobacterium tumefaciens. This plant pathogen delivers into its 
host cell a processed plasmid via a secretion channel complex formed by 11 pro-
teins. Genes encoding these proteins are located on the same operon. Two of the 
proteins, VirB4 and VirB11, are ATPases localized in the CM. Although the energy 
required to drive substrate secretion comes from ATP hydrolysis by VirB11 and an 
accessory protein, VirB4 plays a structural stabilization role. In fact, both ATP and 
the PMF are required to power substrate translocation. The DNA substrate to be 
transferred is processed in the bacterial cytoplasm and coupled to a protein, which 
carries a signal sequence in its C terminus. The secretion signal enables the protein–
DNA substrate to be targeted to VirB6, an integral protein located in the CM. The 
substrate is then transferred through the secretion channel. Thereafter, it can pass 
through an existing pilus attached to the secretion apparatus, as described in the 
“channel” model. Alternatively, it can be “pushed” forward by a growing pilus, as 
proposed in the “piston” model (Christie 2004). In addition to the DNA–protein 
substrate, several other effector proteins are also translocated. These protein sub-
strates seem to assist in the nuclear targeting and genome integration of the trans-
ferred DNA. Once integrated into the host genome, the bacterial DNA promotes
uninhibited plant cell division that eventually leads to the formation of a crown gall 
tumor (Garcia-Rodriguez et al. 2006).

The export of the pertussis toxin from B. pertussis, the organism that causes 
whooping cough, is an exception to the typical type IV secretion route. In fact, 
its secretion can be parallel to that of the cholera toxin by type II secretion. The 
pertussis toxin is composed of five different proteins, each of which carries a typical 
Sec-dependent cleavable signal sequence in the N terminus and is, thus, transported 
into the periplasmic compartment through the Sec complex. Assembly of these five 
substrates into an active toxin takes place in the periplasm. Thereafter, the toxin is 
secreted to the external environment via the type IV secretion channel. One of the 
subunits then mediates internalization of the toxin into the host cell. Within 
the cytoplasm, this protein interrupts the signaling system of the host cell and also 
interferes with its communication with other immune cells (Backert and Meyer 2006).

5.2.2.4 Type VI

This is the most recently described protein secretion pathway, whose function and 
secretion mechanism remain largely unknown. The system has been identified in 
Edwardsiella tarda (Rao et al. 2004), V. cholerae (Pukatzki et al. 2006), Pseudomonas
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aeruginosa (Mougous et al. 2006), and enteroaggregative E. coli (Dudley et al. 
2006) by genetic screening, microarrays, and proteomic analysis. Although the 
actual secretion apparatus or components have not yet been found, several protein 
substrates have already been characterized. It was experimentally demonstrated that 
several of these substrates could not be secreted by other known protein secretion 
systems (Rao et al. 2004; Pukatzki et al. 2006). The substrates from different bacte-
rial species are not homologous to one another at the protein sequence level. 
However, all of them seem to be small-sized proteins (less than 20 kDa) lacking an 
N-terminal signal sequence, and are secreted to the external environment (Dudley 
et al. 2006). More significantly, all of these proteins have been implicated in bacte-
rial virulence to their hosts (Dudley et al. 2006). Therefore, type VI secretion seems 
to be another pathway used by pathogenic bacteria for the delivery of virulence 
determinants.

5.3 Protein Secretion in Gram-Positive Bacteria

In Gram-positive bacteria, proteins can be sorted to at least four different final desti-
nations: the cytoplasm, the CM, the cell wall, and the extracellular growth medium. 
By far, the largest number of secreted proteins in Gram-positive bacteria is secreted 
via the Sec translocase. However, similar to the Gram-negative bacteria, most Gram-
positive bacteria also have SRP and Tat secretion pathways. In addition, at least two 
other secretion systems specific to Gram-positive bacteria have been evolved to 
secrete virulence factors or components of surface appendages.

5.3.1 Sec, SRP, and Tat-Dependent Secretion

The Sec translocase of Bacillus subtilis consists of SecA (motor), SecYEG complex 
(pore), SecDF, and, possibly, YrbF (a homolog of E. coli YajC), SpoIIIJ (a homolog 
of E. coli YidC), and YqjG (a homolog of mitochondrial Oxa1) (Yamane et al. 
2004). A SecB homolog has not been identified for B. subtilis, but it has been 
suggested that the general chaperone, CsaA, may play a similar role by targeting 
presecreted proteins to the Sec translocase. This view is supported by the finding 
that the B. subtilis CsaA has binding affinity for preproteins and SecA (Muller 
et al. 2000). However, a CsaA homolog has not been found in some other Gram-
positive species, e.g., Staphylococcus aureus. Unlike E. coli K12, which expresses 
SecD and SecF, B. subtilis expresses a single SecDF fusion protein, which compen-
sates for the functions of the two proteins in E. coli (Bolhuis et al. 1998).

The Sec-dependent signal peptides of B. subtilis are, on average, longer and 
more hydrophobic than those of E. coli. One of the most remarkable features of 
the B. subtilis Sec-dependent secretion is the presence of five type I signal pepti-
dases (SipS, SipT, SipU, SipV, and SipW). SipS and SipT seem to be responsible 
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for processing the majority of secreted preproteins, whereas the other three 
proteases play a minor role in protein secretion (Tjalsma et al. 2004). SipW is 
homologous to the signal peptidases found in sporulating Gram-positive bacteria, 
archaea, and the endoplasmic reticulum (ER) of the eukaryotic cell (ER-type of 
signal peptidases). Moreover, SipW has been reported to be required for the 
processing of only one secreted protein, the spore-associated protein, TasA. All 
other signal peptidases of B. subtilis are of prokaryotic type (P-type). Although 
possessing multiple type I signal peptidases, B. subtilis contains only one type II 
signal peptidase (LspA).

The SRP of Gram-positive bacteria is similar in composition to that of the 
Gram-negative bacteria. It consists of a small cytoplasmic RNA (scRNA), the Ffh 
protein, a histone-like protein (HBsu), and the receptor protein, FtsY (Yamane 
et al. 2004). The scRNA consists of approximately 270 nucleotides and its pre-
dicted structure is strikingly similar to that of the human SRP 7 S RNA, although it 
lacks domain III (Althoff et al. 1994). In contrast, the SRP 4.5 S RNA of E. coli is 
approximately 120 nucleotides long and is predicted to fold into a single hairpin 
corresponding to domain IV of the human counterpart. When E. coli 4.5 S RNA, a 
truncated form of scRNA of B. subtilis corresponding to domain IV or human 7 S 
RNA, is expressed in B. subtilis lacking scRNA, all three RNAs compensate func-
tionally for the absence of scRNA. These studies provided strong evidence that the 
hairpin structure of domain IV, which is evolutionarily well conserved in all three 
SRP RNAs, plays a key role in SRP-mediated protein secretion. Similarly to E. coli,
SRP is essential for viability and growth in B. subtilis. However, this is not the case 
for all Gram-positive bacteria. For example, the SRP is not essential in Streptococcus 
mutans. In this organism, the SRP is merely required for growth under stressful 
conditions, such as low pH or high salt. This finding suggests that SRP is more 
important in the secretion of some bacteria than in other bacteria, and that, in 
S. mutans, the role of SRP may be to secrete proteins that protect the cell against 
environmental insults (Sibbald et al. 2006).

Most Gram-positive bacterial species seem to contain at least one set of Tat 
genes in their genomes. For example, B. subtilis contains two tatC genes (tatCd and 
tatCy) and three tatA genes (tatAd, tatAy, and tatAc). These tat genes encode two 
distinct Tat translocases, each possessing its own substrates. In contrast, a few other 
species, such as S. epidermidis, S. aureus, and Mycoplasma species, do not have Tat 
genes and seem to lack a Tat pathway (Dilks et al. 2003). Streptomyces coelicolor
and Mycobacterium tuberculosis, with 145 and 31 predicted Tat substrates, respec-
tively, are the Gram-positive bacteria (both of the Actinobacteria phylum) that seem 
to secrete the largest number of proteins via the Tat system. Nonetheless, both 
species contain only one set of Tat genes, which indicates that the number of Tat 
systems does not usually correlate with the number of secretion substrates (Dilks 
et al. 2003; Digiuseppe Champion and Cox 2007). The Tat translocase of most 
Gram-positive bacteria is made of only TatA and TatC, and lacks TatB. It has been 
hypothesized that TatA may compensate for the absence of TatB in these organ-
isms. Studies in B. subtilis have indicated that not all precursor proteins with twin 
arginine residues in their predicted signal sequence require the Tat translocase for 
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secretion (Jongbloed et al. 2002). This finding implies that the Tat-dependent signal 
sequences in some Gram-positive organisms may be different from those identified 
in the E. coli Tat substrates.

5.3.2 ESX-1 (Snm) Pathway

The ESX-1 secretion pathway was first described for Mycobacterium tuberculosis
and is also referred to as the “secretion in mycobacteria” (Snm) or ESAT-6 path-
way (Berthet et al. 1998). At least two small virulence proteins, ESAT-6 and 
CFP-10, are known to be secreted via this pathway in the mycobacterial cell 
(Digiuseppe Champion and Cox 2007). Homologs of ESAT-6 have been identi-
fied in other Gram-positive bacteria, including B. subtilis, B. anthracis, and S. 
aureus (Pallen et al. 2003). In S. aureus, two proteins, EsxA and EsxB, have been 
found to be secreted via the ESAT-6 pathway, which seems to involve at least six 
other proteins, all part of the same gene cluster. At least four of these six proteins 
are predicted to be localized in the CM. Studies with the ESAT-6 protein have 
shown that it has a C-terminal signal sequence that promotes secretion via this 
pathway (Champion et al. 2006).

5.3.3 Pseudopilin-Export (Com) Pathway

Studies with B. subtilis have resulted in the identification of four proteins, ComGC, 
ComGD, ComGE, and ComGG, which contain N-terminal pseudopilin-like signal 
peptides and are thought to participate in the formation of a pilus-like structure on 
the cell wall (Sibbald et al. 2006). Secretion of these four proteins requires a 
pseudopilin-specific signal peptidase (ComC), an integral membrane protein 
(ComGB), and an ATPase (ComGA) that is located at the cytoplasmic side of 
the membrane. The mechanism of secretion of these proteins and the function of the 
Com pilus-like structure in B. subtilis remain unclear.

5.4 Protein Secretion in Archaea

Archaea constitute the third domain of life, with bacteria and eukarya forming the 
other two domains. These prokaryotic organisms are predominantly isolated from 
environments that are characterized by extreme conditions, such as high or low 
temperatures, high salinity, and high or low pH values. To withstand hostile envi-
ronmental conditions, these organisms have developed unique cell envelope and 
cell surface structures that have not been seen in prokaryotic or eukaryotic cells. 
Membranes of the archaea are composed of glycerol-ether lipids that contain 
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isoprenoid side chains, whereas the cell walls are formed by surface-layer proteins 
that are directly anchored to the CM. With the exception of Ignicoccus species, 
which have an OM and a periplasm (Rachel et al. 2002), all other known archaeal 
cells are surrounded by a single membrane (CM).

Annotation of more than 25 archaeal genomes has provided great insights into 
the presence and distribution of known secretion systems in this domain of life. 
Components of the Sec and SRP pathways were found to be present in all archaeal 
genomes, establishing the belief that these secretion systems are conserved in all 
three domains of life. Moreover, components of the Tat system were also identified 
in several archaeal genomes.

The archaeal Sec translocase shows similarities and differences to its counterparts
in bacterial and eukaryotic organisms. Structural analysis of the Sec61 protein-
conducting channel of Methanocaldococcus jannaschii has revealed that it is more 
similar to its eukaryotic counterparts than to the bacterial SecYEG complex (Van 
den Berg et al. 2004). Moreover, archaea possess a homolog of the eukaryotic 
oligosyltransferase that is absent in the bacterial Sec translocase. However, 
homologs of the eukaryotic pore-associated subunits (such as Sec62/63, Sec71/72, 
and TRAM) have not been identified in archaea, and many archaea possess 
homologs of the bacterial subunits YidC, SecD, and SecF, which are not found in 
eukarya, with the exception of organelles such as mitochondria and chloroplasts 
(Pohlschroder et al. 2005). Equally interesting is the observation that archaea lack 
SecA, the translocation ATPase of the bacterial Sec system. This finding raises 
questions regarding the energetics of the Sec-mediated secretion in archaea. It has 
been suggested that archaea may use an ATPase that is completely different from 
SecA to provide the energy for secretion, or, alternatively, the secretion process 
may entirely rely on the ion gradient that exists across the cytoplasm membrane.

To date, two signal peptidases have been identified in archaea. These are the type 
I signal peptidase (SPI), responsible for the cleavage of secretory signal peptides 
from the majority of secreted proteins, and the prepilin peptidase-like signal pepti-
dase (TFPP), which processes signal peptides from prepilin-like protein. Archaeal 
SPI more closely resembles its eukaryotic counterpart. In contrast, TFPP has a catalytic
mechanism that is similar to that of the corresponding bacterial enzymes, but with 
archaeal specificities. In addition, a peptidase needed for the degradation of signal 
peptides after their removal from the secreted proteins has also been found (Ng 
et al. 2007). However, a homolog of the bacterial signal peptidase II (SPII), responsible
for the removal of signal sequences from secreted lipoproteins, has not been identified
yet in any archaeal genomes. It is likely that, because of the unusual nature of 
archaeal lipids, an archaeal SPII equivalent may have unique properties and has 
escaped detection by the current bioinformatical methods.

The archaeal SRP consists of a 7 S RNA, proteins SRP54 and SRP19, and a 
protein receptor, FtsY. The archaeal SRP most resembles that of the eukaryotes, 
although the archaeal SRP receptor is more similar to its bacterial counterpart 
(Maeshima et al. 2001). It remains to be seen whether there are additional accessory 
proteins associated with the SRP, and whether translational arrest also takes place 
in archaea.
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Examination of the Tat translocase in archaea has revealed that Tat components 
and substrates are present in several Crenarchaeota and Euryarchaeota. However, 
all archaea lack a TatB homolog. Some archaea contain more than one copy of the 
Tat genes. Furthermore, although the number of predicted Tat substrates varies 
from one organism to another, most archaea seem to contain fewer genes that could 
encode Tat secreted proteins compared with E. coli K12 (Pohlschroder et al. 2005). 
Interestingly, some archaea, such as the extreme halophile Halobacterium salinarum
NRC-1 strain and the haloalkaliphile Natronomonas pharaonis, show strong prefer-
ence for the Tat pathway over the more universal Sec pathway to use as a major 
secretion route in the cell (Dilks et al. 2003; Pohlschroder et al. 2005). This unex-
pected shift in protein secretion routing, which has been seen only for halophilic 
archaea to date, may be an adaptation to the high-salt environment. Proteins 
adapted to high-salt conditions might fold faster in the cytoplasm, and, as a result, 
halophilic organisms might have chosen the Tat pathway to secrete these proteins 
that could not otherwise be exported by the Sec translocase. Future studies will be 
needed to determine the validity of this hypothesis (Dilks et al. 2003).

Archaeal genomes contain several putative homologs of the Gram-negative 
bacterial type I, II, and IV secretion system components, although complete 
secretion systems have not been found in these organisms. On the contrary, 
homologs of components of the type III and V secretion systems have not been 
reported. It is possible that archaeal cells may use adapted type I-, II-, or IV-like 
secretion systems to target subunits of their cell surface structures (surface layer, 
flagella, and pili) to the extracellular space. Currently, it is unclear how the subu-
nits of these structures are secreted or assembled in vivo. It is apparent that future 
research and a better understanding of the biogenesis of the archaeal surface 
structures may lead to the discovery of novel secretion pathways that have not 
been identified yet.

5.5  Bacterial Protein Secretion and Biotechnological 
Applications

During the last few decades, bacterial protein secretion systems have been exploited 
for various biotechnological applications, including vaccine development, drug 
design, bioremediation, and enzyme/drug production. These applications typically 
use bacterial hosts, most commonly, E. coli, for the expression of recombinant pro-
teins (Georgiou and Segatori 2005). Through the use of one of several bacterial 
protein secretion pathways, vaccine antigens can be delivered to the external envi-
ronment of microbes and be presented to immunize hosts. Currently, pathways type 
I, type II, type III, type V, and CU have all been used to display heterologous 
epitopes in the making of live recombinant vaccines (Georgiou et al. 1997; Chen et 
al. 2006; Zhu et al. 2006). Heterologous protein display is also a powerful tool in 
drug design. Combined with the tool of fluorescence-activated cell sorting (FACS), 
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the technology enables rapid selection of potential drug candidates by simultane-
ously screening a repertoire of microbes expressing various ligand-binding peptides 
on their surface (Georgiou et al. 1997). On the industrial front, recombinant bacte-
ria expressing enzymes or chelating peptides have been developed to serve as self-
regenerating cleaning agents for pollutant removal (Georgiou et al. 1997; 
Jacob-Dubuisson et al. 2004).

Overproduction of desired substrates through manipulation of bacterial protein 
secretion systems also has many uses in commercial and pharmaceutical industries.
Although the Gram-negative bacterium E. coli is the most popular host in laboratories 
(Georgiou and Segatori 2005), Gram-positive bacteria Bacillus species are more 
frequently used in large-scale production of industrial enzymes, because they 
lack lipopolysaccharides (LPS)-associated safety complications. Although native 
Bacillus proteins, such as detergent proteases and amylases, are common indus-
trial products, Bacillus has also been the host for human insulin and epidermal 
growth factor production in the pharmaceutical industry (Westers et al. 2004). In 
comparison to Gram-positive and Gram-negative bacteria, the technology of 
recombinant protein expression in archaea still lags behind, mainly because of 
inadequate understanding of these systems. Potentially, archaea can become the 
most practical hosts used for protein expression in the industrial setting, because 
many of these organisms can tolerate extreme temperature, pH, or pressure variation 
(Park et al. 2004).

Applications using protein display or expression require the host systems to 
deliver substantial levels of quality proteins. In E. coli, optimization of protein 
export levels usually involves tweaking the signal peptides (Economou 2002; Lee 
et al. 2006). Recently, there is evidence that phage display involving SRP-mediated 
translocation seems to be more effective than the SecB route (Steiner et al. 2006). 
Whether this applies for all substrates remains to be investigated. In addition to the 
Sec system, Tat translocation has been explored as a new method of exporting 
active, folded protein substrates (Lee et al. 2006). Although the translocation 
efficiency of the Tat system is not as high as Sec (Georgiou and Segatori 2005), Tat 
serves as a natural “quality control” checkpoint for correctly folded substrates. This 
property has been exploited in the development of a screening assay that can 
discriminate between correctly folded and aggregated β-peptides of Alzheimer’s 
amyloid (Fisher et al. 2006).

Despite recent advances, many applications involving protein expression and 
delivery still face significant challenges. Achieving the desired levels of display or 
yield of the functional target protein is still the primary struggle, but this is hindered 
by many factors, including protein misfolding and proteolytic degradation 
(Economou 2002; Lee et al. 2006). One way to circumvent such obstacles is by 
coexpressing protein substrates with the necessary chaperones that can assist in 
folding and targeting (Westers et al. 2004; Georgiou and Segatori 2005). Another 
way is to express protein substrates in protease-deficient mutant strains (Westers 
et al. 2004). There is no doubt that a better understanding of protein secretion 
mechanisms is needed to overcome present challenges.
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6
Regulation of Transcription in Bacteria 
by DNA Supercoiling

Charles J. Dorman

Abstract Understanding mechanisms of gene regulation is a major goal of modern 
molecular biology and much work has focused on the central roles of DNA binding
proteins in controlling the key events in gene expression. This chapter takes a 
different approach by considering the contribution of the genetic material itself 
to gene regulatory processes. DNA is often regarded as a passive partner in the 
gene regulatory relationship, a mere substrate on which the proteins act. Here, we 
will examine evidence that the conformation of DNA has a significant influence 
on the gene expression process, at least at the level of transcription. The focus of 
this review is on transcription regulation in bacteria by DNA supercoiling, with an 
emphasis on the Gram-negative organism, Escherichia coli, and its close relatives, 
not least because much of the relevant groundbreaking work has been conducted 
in these microbes.
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6.1 Negative Supercoiling

The double-stranded DNA in most cells is maintained in an underwound state. That 
is to say, it has a deficit of helical turns. This places the molecule under torsional 
stress, causing it to adopt a conformation that allows it to relieve this stress. The 
result is usually the plectonemic writhing that we associate with supercoiled DNA 
in bacteria such as Escherichia coli (Drlica 1992; Drlica et al. 1999; Sinden 1994). 
The pathway of the DNA within the writhed molecule has a negative sign, hence, 
the term negative supercoiling. It is important to note that DNA can also be over-
wound, resulting in the addition of helical turns (Fig 6.1). This also leads to a 
writhed structure, but one with a positive sign. DNA in this state is said to be posi-
tively supercoiled. Although negative supercoiling is the rule in bacteria such as 
E. coli, positive supercoils can arise as a result of certain DNA-based reactions, as 
we shall see below (Sect. 6.4). In some bacteria that inhabit extremely stressful 
environments, such as those at a constant high temperature in deep-sea locations, 
positive supercoiling, with its associated tightening of the genomic DNA, may be 
the normal situation, perhaps as a way of imposing stability on the DNA duplex in 
conditions that would otherwise be structurally disruptive (Hsieh and Plank 2006; 
Kikuchi 1990; Kikuchi and Asai 1984).

Topology is the branch of mathematics that deals with the shapes of objects, and 
the structure of DNA can be described conveniently in topological terms. Double-
stranded DNA has a linking number, L, which is a statement of the number of times 
one strand in the duplex crosses the path of the other. When the DNA is fully 

Fig. 6.1 Positive and negative writhing of DNA. The circular ribbon represents a covalently 
closed DNA molecule and this is shown in a relaxed conformation in the center. In this state, the 
DNA lies in the plane of the page. Overwinding the DNA duplex causes it to adopt a positively 
writhed conformation, equivalent to positive supercoiling, as shown on the left. Underwinding the 
DNA causes it to adopt negative writhe, as shown on the right. The positively supercoiled mole-
cule is a substrate for DNA gyrase that relaxes it using an identical enzymatic process to that used 
to introduce negative supercoils (as shown on the right). DNA topoisomerase I relaxes the nega-
tively supercoiled DNA molecule

DNA gyrase DNA gyrase

DNA topoisomerase I

RelaxedPositively supercoiled Negatively supercoiled



6 Regulation of Transcription in Bacteria by DNA Supercoiling 157

relaxed, it has a characteristic linking number, L
0
. Integer increases or decreases in 

L result in departures from L
0
 in a positive or negative direction, respectively. 

Linking number changes occur after breakage of one or both DNA strands followed 
by swiveling or rotation of the cut end or ends and then religation. The addition or 
subtraction of links has consequences for the other DNA topological parameters, 
twist (T) and writhe (W). Twist is a measurement of the number of turns of the 
DNA strands around the helical axis, whereas writhe describes the number of times 
the duplex axis winds around itself. Linking number, twist, and writhe are interde-
pendent, and their relationship is described by the equation: L = T + W.

This interrelationship means that changes in linking number are expressed as 
compensatory changes in the other parameters thus: ∆L = ∆T + ∆W.

The linking number change can be partitioned between changes in twist and 
writhe or it can become manifest exclusively in changes to one parameter or the 
other. Negative changes in L that result in untwisting of the duplex have the poten-
tial to break hydrogen bonds in the DNA and, thus, assist biological reactions, such 
as transcription initiation, that rely on the formation of single-stranded regions. 
This represents one of the main ways that DNA supercoiling can influence gene 
expression. However, transcription can be modulated at a number of levels by 
underwinding of the DNA template. The writhing that accompanies reductions in 
linking number can assist or impede long-range interactions along the DNA, and 
this can have consequences for the interaction of bound regulatory proteins with 
RNA polymerase. These interactions can influence the recruitment of polymerase 
to promoters and can, therefore, affect the formation of closed transcription 
complexes. The conversion of these to open complexes can be modulated, in turn, 
by the duplex unwinding reactions referred to above. DNA superhelicity also has 
the potential to influence transcript elongation and termination. Thus, every step in 
the transcription process can be affected by the superhelicity of the DNA.

6.2 DNA Topoisomerases

The negative superhelical state of the DNA arises, at least in part, because of the 
action of DNA gyrase (Wang 1996; Westerhoff et al. 1988). This is an ATP-dependent 
topoisomerase, an enzyme that changes the linking number of the DNA sub-
strate in steps of two (Table 6.1). Its ATP dependence links gyrase activity to the 
[ATP]/[ADP] ratio and, hence, to the energy charge of the cell (van Workum et al. 
1996). This is thought to provide a useful connection between DNA superhelicity 
and bacterial metabolism. The activity of gyrase is opposed by DNA topoisomerase 
I, a type I enzyme that alters the linking number of negatively supercoiled DNA 
molecules in steps of one (Table 6.1). The opposing activities of gyrase and topoi-
somerase I are thought to maintain negative superhelicity within physiologically 
tolerable limits (Fig. 6.1). The two enzymes regulate supercoiling homeostatically, 
and the expression of the genes that encode them reflects this balance. The 
promoter of the topA gene (topoisomerase I) is activated by DNA negative super-
helicity and becomes repressed as the DNA is relaxed (Tse-Dinh 1985; Tse-Dinh 
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and Beran 1988; Weinstein-Fischer et al. 2000; Weinstein-Fischer and Altuvia 
2007). In contrast, the promoters of the gyrA and gyrB genes (A and B gyrase subunits,
respectively) are activated by DNA relaxation and inhibited by negative supercoiling 
(Menzel and Gellert 1983, 1987). E. coli also expresses two other topoisomerases. 
These are topoisomerases III and IV. Topoisomerase III is a type I enzyme and is 
responsible for decatenation reactions through its ability to make single-stranded 
breaks in DNA. Topoisomerase IV is a type II enzyme related to gyrase but lacking 
the ability to introduce negative supercoiling (Kato et al. 1990; Drlica and Zhao 
1997) (Table 6.1). Its primary role is to decatenate daughter chromosomes at the 
end of each round of chromosome replication. Mutants with defects in the genes 
(parC and parE) that encode topoisomerase IV have an increased tendency to produce
anucleate daughter cells at cell division.

6.3 DNA Supercoiling and Nucleoid Organization

The negatively supercoiled state of bacterial DNA contributes to the organization 
of the genetic material in the nucleoid. This structure consists of the chromosome 
and its associated proteins. Left to its own devices, the E. coli chromosome would 

Table 6.1 The topoisomerases of E. coli

Protein name Type* Gene
Molecular mass 
(kDa)

Needs
ATP?

Needs
Mg2+? Remarks

Topoisomerase 
I

I topA 197 No Yes Binds to cleavage site 
via a 5′-phosphoty-
rosine bond; DNA 
swivelase making a 
transient cut in one 
strand of the DNA 
duplex, relaxes neg-
atively supercoiled 
DNA

Topoisomerase 
III

I topB 73.2 No Yes Relaxes negatively 
supercoiled DNA; 
decatenase activity; 
catenase activity 
(with RecQ)

DNA gyrase II gyrA
gyrB

105 (GyrA)
95 (GyrB)

Yes Yes Negative supercoiling 
relaxes negative or 
positively super-
coiled DNA

Topoisomerase 
IV

II parC
parE

175 (ParC)
170 (ParE)

Yes Yes Decatenase activity; 
relaxes negative 
supercoils; cannot 
introduce negative 
supercoils

*Type I enzymes alter the linking number of DNA in steps of one (∆ Lk =1); type II enzymes do 
this in steps of 2 (∆Lk=2).
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adopt a globular structure with a radius approximately five times too great to fit in 
the cell (Trun and Marko 1998). The organization of the chromosome into up to 400 
independent looped domains and the imposition on these domains of plectonemic 
writhing by negative supercoiling plays an important part in compacting the nucleoid 
(Deng et al. 2005; Postow et al. 2004; Stein et al. 2005). The heterologous family 
of nucleoid-associated proteins imparts further organization (Dorman and Deighan 
2003; Dorman 2004; Hardy and Cozzarelli 2005). The most important of these, 
from an organizational perspective, are H-NS, Fis, and HU, with H-NS and HU 
being leading candidates for the role of domain boundary elements, whereas Fis is 
thought to associate with the apices of the supercoiled looped domains. Frequently, 
these proteins cooperate with DNA supercoiling to modulate transcription (Dorman 
and Deighan 2003).

6.4 Supercoiling Alters Transcription and Vice Versa

The capacity for DNA supercoiling to influence transcription is perhaps intuitively 
obvious given the effect of underwinding of the DNA duplex on the stability of 
hydrogen bonds between its two strands. A great deal of work has established that 
transcription in bacteria is indeed responsive to changes in superhelicity of the 
DNA template. Much of this comes from investigations of individual promoters, 
and other evidence has come from whole genome studies using DNA microarray 
methods. In the latter studies, global transcription is monitored after inhibition of 
topoisomerases by mutation or treatment with inhibitors. When this procedure was 
carried out in E. coli, transcription of 106 genes increased after DNA relaxation 
whereas transcription of 200 genes decreased. The genes that were affected carried 
out a diverse range of functions in the cell and were located in all parts of the 
genome (Peter et al. 2004).

When discussing the well-established effects of DNA supercoiling on transcription,
it is important to keep in mind the fact that the transcription process can, in turn, 
influence DNA supercoiling (Fig. 6.2). Early work with the cloning vector pBR322 
suggested a link between transcription and DNA supercoiling in which the reading 
of the gene coding for the tetracycline resistance protein affected the topology of 
the plasmid (Pruss and Drlica 1986). It was subsequently suggested that the 
movement of RNA polymerase along the DNA template, with the associated strand 
separation, results in the creation of a domain of overwound (or positively super-
coiled) DNA ahead and an underwound (or negatively supercoiled) domain behind 
the moving transcription complex (Liu and Wang 1987) (Fig. 6.2). This leads 
quickly to a situation in which the polymerase will become jammed unless the 
associated topological complex is resolved. It is thought that the viscous drag in the 
cytoplasm, together with the coupling of transcription and translation in bacteria, 
creates a barrier to the rotation of the transcription complex around the DNA. The 
DNA may not be free to rotate either because of anchoring at looped domain barriers,
or the physical connection of the coupled transcription and translation complex to 
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the cell membrane in the case of genes coding for secreted or membrane-associated 
proteins. The resolution of this apparent impasse depends on the activities of the 
topoisomerases of the cell. DNA topoisomerase I can relax the negatively super-
coiled domain behind the transcription complex while DNA gyrase relaxes the 
positively supercoiled domain that lies ahead (Liu and Wang 1987; Massé and 
Drolet 1999a; Mielke et al. 2004). This “Twin-supercoiled domain” model has 
received experimental support and is generally accepted as a useful description of 
the impact of the process of transcription on DNA supercoiling (Chen and Wu 
2003; Chen et al. 1992; Leng and McMacken 2002; Leng et al. 2004; Pruss and 
Drlica 1989; Rhee et al. 1999; Wang and Dröge 1997; Wu et al. 1988).

In this way, the process of transcription generates positive supercoiling. The 
movement of DNA polymerase during DNA replication can also create positive 
supercoiling. This overwinding of the DNA duplex poses a problem for the cell 
because it can interfere with polymerase movement and because the associated 
tightening of the DNA can impede strand separation required for gene expression. 
The creation of local domains of negative supercoiling also has the potential to 
affect gene expression.

The phenomenon of promoter coupling is an interesting by-product of the ability 
of transcription to influence DNA superhelicity (Fig. 6.3). Here, supercoiling 
changes generated during the transcription of one gene may affect the performance 
of the promoter of another gene (Chen and Wu 2003; Wu et al. 1988). This can 
occur when the genes are organized divergently, convergently, or in tandem on the 
chromosome (or other replicon). These promoter–promoter interactions need not be 
confined to pairs of genes but can spread along the DNA to create promoter relays 
when the DNA supercoiling signal is telegraphed over several kilobases of the 
chromosome. The leuABCD–leuO–ilvIH region of the Salmonella chromosome 
represents one well-characterized example of such a relay (Chen et al. 1992; Fang 
and Wu 1998; Hanafi and Bossi 2000; Lilley and Higgins 1991; Opel and Hatfield 
2001; Opel et al. 2001). Observations of this type reveal previously hidden subtleties 

Fig. 6.2 The Twin-domain supercoil model. A segment of double-stranded DNA is tethered at 
each end to a nonrotatable support. RNA polymerase tracks along one strand within a single-
stranded bubble. The polymerase cannot rotate, and its forward movement creates a domain of 
overwound or positively supercoiled DNA ahead and a domain of underwound or negatively 
supercoiled DNA behind. The underwound DNA can be relaxed by DNA topoisomerase I, 
whereas the overwound DNA can be relaxed by DNA gyrase

RNA
polymerase

Overwound DNA

Underwound DNA

Direction of transcription

Non-rotatable barrier

Non-rotatable barrier
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in the relationships among bacterial genes that share a common DNA template and 
show how genes have the ability to modulate the expression of their neighbors 
through transient modification of the structure of the genetic material itself.

6.5 The Homeostatic Model of DNA Supercoiling

Evidence that changes in DNA supercoiling can affect the expression of genes in 
bacteria has come from a number of sources. The homeostatic model of DNA 
supercoiling management has at its heart a role for supercoiling in modulating the 
activities of the gyrA, gyrB, and topA genes in ways that allow linking number 
changes to feed back onto topoisomerase gene transcription. This was discovered 
in studies in which the topA gene was inactivated by mutation and a shift in global 
supercoiling levels to more negatively supercoiled values was detected. This 
results in a change in the expression of genes with DNA supercoiling-sensitive 
promoters. Mutants deficient in the topA locus grow poorly, but normal growth is 
restored if they acquire compensatory mutations that reduce the activity of DNA 

Fig. 6.3 Local DNA supercoiling and a promoter relay. The promoter of gene 1 is active, creating 
a microdomain of negatively supercoiled DNA that extends back to the promoter of divergently 
transcribed gene 2. The product of the second gene is a transcription factor that activates the pro-
moter of gene 3. The creation of a microdomain of negatively supercoiled DNA by the gene 3 
promoter activates the upstream and divergently oriented promoter of gene 4. This scenario is 
based on the promoter relay that operates in the leuABCD–ilvIH locus of the Salmonella enterica
chromosome

Gene 2 Gene 3 Gene 4

Gene 3 Gene 4

Gene 1
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gyrase (DiNardo et al. 1981; Pruss et al. 1982). Compensation can also arise 
because of amplification of the number of copies of the parC and parE genes on 
the chromosome (Kato et al. 1990) (Table 6.1). This phenomenon has been 
referred to in the past as involving toc, from the locus for topoisomerase one 
compensation (Dorman et al. 1989; Raji et al. 1985). The toc event permits com-
pensation by providing an increased level of topoisomerase IV, with its DNA 
relaxing activity, to replace that lost through topA inactivation (Free and Dorman 
1994; Kato et al. 1990; McNairn et al. 1995). Topoisomerase III can also suppress 
the effects associated with a topA mutation when the topB gene is expressed in 
multicopy (Brocolli et al. 2000).

R-loop formation is an important consequence of topA inactivation (Phoenix 
et al. 1997). These arise when transcripts base-pair with the coding DNA strand, 
causing the noncoding strand to be displaced as a single-stranded bubble. Their 
formation is promoted by negative supercoiling, and it has been proposed that a 
major in vivo role of topoisomerase I lies in the suppression of R-loop formation 
(Brocolli et al. 2000). R-loop generation in topA mutants can be suppressed by 
overexpression of topoisomerase III or RNase H. The former is thought to relax the 
DNA template and suppress R-loop creation, whereas RNase H degrades the RNA 
component of those loops that do occur (Brocolli et al. 2000; Massé and Drolet 
1999b; Drolet et al. 1995).

Investigators often use multicopy plasmids such as the cloning vectors pUC18, 
pBR322, or pACYC184 as reporters of global supercoiling trends (Kelly et al. 
2006; Ó Cróinín et al. 2006; Peter et al. 2004). Linking number changes in the 
plasmids can be measured electrophoretically in agarose gels containing chloro-
quine, a DNA intercalating agent that separates the different topological isomers (or 
topoisomers) of the plasmid. This technique allows one to compare a wild-type 
bacterium with a topA mutant. Similarly, wild-type bacteria that have been treated 
with a DNA gyrase-inhibiting antibiotic can be compared with an untreated control, 
allowing one to detect the effect of gyrase inhibition on plasmid linking number. 
More recently, the effect on the gene expression profile of the cell of altering global 
DNA supercoiling levels by treatments of this type has been examined using DNA 
microarray methods. As one might expect, alterations in DNA supercoiling result 
in widespread changes in the bacterial transcriptome (Cheung et al. 2003; Gmuender 
et al. 2001; Peter et al. 2004).

6.6 Environmental Modulation of DNA Supercoiling

Experiments with antibiotics or with mutants with deficiencies in topoisomerase 
expression established that changing the linking number of DNA had the potential 
to influence gene expression. Detailed investigations using reductionist molecular 
biology methods showed that these effects were usually caused by the influence of 
negative supercoiling on promoter function (Borowiec and Gralla 1985; Bowater 
et al. 1994; Free and Dorman 1994). However, for linking number changes to be 
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meaningful in a truly physiological setting, it was necessary to demonstrate that 
they could occur in response to signals encountered by bacteria in the normal 
course of their lives (Dorman and Ní Bhriain 1992).

Early work showed that environmental signals could result in a linking number 
difference in reporter plasmids isolated from bacteria undergoing stress. It was 
shown that bacterial DNA underwent a linking number change when the culture 
was shifted from an aerobic to an anaerobic environment (Dixon et al. 1988; 
Dorman et al. 1988; Ní Bhriain et al. 1989; Yamamoto and Droffner 1985). 
Similarly, osmotic upshift altered the linking number of reporter plasmids in 
Gram-negative (Higgins et al. 1988; McClellan et al. 1990) and Gram-positive 
bacteria (Sheehan et al. 1992). More recently, DNA microarray analysis has shown 
that osmotic stress alters the expression of very many genes around the E. coli
chromosome (Church et al. 2003). The increases in negative supercoiling that 
accompany the onset of osmotic upshift play a role in selecting for topA compensatory
mutations in topA mutants. If the topA mutants avoid osmotic stress, compensation 
is not required for the bacteria to have normal rates of growth (Dorman et al. 1989). 
Other environmental parameters that were found to affect DNA supercoiling levels 
include temperature (Dorman et al. 1990; Goldstein and Drlica 1984; Friedman 
et al. 1995) and pH (Karem and Foster 1993).

The link between the environmental stimuli and the linking number of the DNA 
consists of DNA gyrase and the [ATP]/[ADP] ratio of the cell (Hsieh et al. 1991a, 
1991b; van Workum et al. 1996). Gyrase activity requires ATP, is inhibited by ADP, 
and the ratio of these molecules is a measure of the metabolic flux of the cell. 
Metabolic activity is, in turn, responsive to the environment. One might predict that 
direct manipulation of metabolic pathways can alter the linking number of the DNA 
in the cell. Consistent with this view is the finding that DNA linking number is 
affected by the carbon source in the bacterial growth medium (Balke and Gralla 
1987) and that it varies throughout the growth of a bacterial batch culture (Dorman 
et al. 1988). This leads to a model in which the dynamic nature of the level of 
negative supercoiling of bacterial DNA has the potential to influence the gene 
expression program of the cell as the organism interacts with its environment in 
time and space (Dorman 1995).

How does this work? Every gene in the cell has the potential to respond to 
changes in DNA supercoiling. This is because the free energy imparted to the DNA 
by reductions in linking number can result in alterations in DNA twist or writhe or 
both that affect promoter function. Such a general influence offers the possibility of 
coordinating the responses of very large numbers of genes to changes in environ-
mental parameters. However, the control offered by DNA linking number change 
alone is very crude and can be regarded only as an underlying or background 
influence within the global gene expression program of the cell. Refinement of the 
transcriptional response to environmental changes involves other regulatory 
influences. One of these is provided by the nucleoid-associated proteins, discussed 
above as contributors to the organization of the bacterial nucleoid (see Sect. 6.3). It 
is abundantly clear that most nucleoid-associated proteins also play key roles in the 
regulation of transcription (Dorman and Deighan 2003). Further and more targeted 
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control is exerted by the conventional transcription factors of the cell. These are the 
many sequence-specific repressors and activators of transcription that control the 
activity of RNA polymerase. This leads to a hierarchical view of the control of 
bacterial transcription, in which DNA supercoiling is at the apex by virtue of its 
potential to influence most promoters, followed by the nucleoid-associated proteins 
and then the transcription factors. With its responsiveness to environmental stress, 
one can envisage DNA supercoiling as a candidate for an early and primitive tran-
scription regulator during the evolution of bacterial gene regulatory circuits 
(Dorman 2002). How is its contribution to gene regulation integrated with that of 
the nucleoid-associated proteins?

6.7 Nucleoid-Associated Proteins and DNA Supercoiling

By some estimates, E. coli and its close relatives have at least 12 distinct types of 
nucleoid-associated proteins (Azam and Ishihama 1999). These are roughly equiva-
lent in function to the histone proteins from eukaryotic chromatin, although they do 
not resemble these in amino acid sequence. One clue to their role, and to the existence
of a chromatin-like substance in bacteria, comes from measurements of the 
superhelical density of bacterial DNA. This parameter, known as σ, is equivalent to 
the average number of superhelical turns per helical turn of the DNA (Sinden 
1994). When it is measured for DNA in vivo, the value of −0.025 is found to be half 
that obtained when the measurement is made for purified DNA in vitro, −0.05 
(Bliska and Cozzarelli 1987). Why is this? The explanation is that the approxi-
mately half of the DNA in the cell is in complexes with protein, and the wrapping 
of the DNA around these proteins removes approximately half of the supercoils. 
When the DNA is purified, the purification process removes the proteins and the 
fully supercoiled nature of the DNA is revealed. Thus, one can consider the oper-
ational or effective level of supercoiling, one that has the power to influence 
biological activity, in contrast to the absolute value, which is only seen when the 
DNA is removed from the cells and bound protein (Blot et al. 2000). These proteins 
are the nucleoid-associated proteins. The most prominent members of the group are 
H-NS, Fis, HU, and integration host factor (IHF) (Dorman and Deighan, 2003). The 
negatively supercoiled looped domain structure of the bacterial chromosome has 
already been described, as has the possibility that H-NS and HU may be involved in 
forming domain boundaries. IHF resembles a more specific version of the HU protein 
(Swinger and Rice 2004). Both are composed of heterologous subunits and have an 
AB structure. Homomeric versions of each exist and these have biological activities 
that are different from those of the heteromers (Claret and Rouvière-Yaniv 1997; 
Mangan et al. 2006). Transcriptomic analysis using DNA microarrays have shown 
that IHF has widespread effects on transcription in E. coli and Salmonella (Arfin et al. 
2000; Mangan et al. 2006). It is also associated with the control of transcription 
through modulation of DNA supercoiling. This is achieved through its ability to bind 
and bend DNA within regions of the genome that are prone to the formation of 
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single-stranded regions when negatively supercoiled and then to transmit DNA twist 
to nearby transcription promoters. This mechanism is discussed in Sect. 6.9.

The Fis protein shares this twist-transmission property with IHF (see Sect. 6.9) 
and also makes a number of other contributions to the control of DNA super-
coiling and, hence, transcription. Similar to IHF, Fis has been shown by transcriptomic
analysis to affect the expression of a very large number of genes in E. coli and 
Salmonella, and some of these effects are known to involve a role for DNA super-
coiling (Blot et al. 2006; Kelly et al. 2004). The Fis protein was discovered 
originally as a cofactor in the site-specific recombination reactions that are catalyzed 
by the serine invertase family of site-specific recombinases in Gram-negative 
bacteria and their bacteriophage (Sanders and Johnson 2004). Subsequently, the Fis 
protein was shown to be a transcriptional regulator capable of acting as an activator 
or repressor, depending on the location of its binding site relative to the promoter. 
One of the promoters that it represses is that of its own gene, fis, allowing the pro-
tein to feed back negatively onto its own expression (Pratt et al. 1997). The role of 
Fis as a transcription activator has been studied intensively at the promoters of 
genes coding for stable RNA (transfer RNA [tRNA] and ribosomal RNA) in E. coli
(Schneider et al. 2003). The protein binds as a dimer to one or three sites 
located in an upstream activator sequence (UAS) (Fig. 6.4). Its role is partly to act as 
a conventional transcription factor that contacts RNA polymerase and partly as a 
buffering agent to maintain the local level of negative DNA supercoiling at values 
that are optimal for promoter function (McLeod et al. 2002; Rochman et al. 2002; 
2004; Travers et al. 2001) (Fig. 6.4). The occupation of the Fis binding sites is most 

Fig. 6.4 Activation of a stable RNA gene promoter by Fis and DNA supercoiling. A typical stable 
RNA gene promoter is shown in a linear conformation (top). The positions of the −35 and −10 
hexamers are shown, together with the three Fis binding sites that make up the UAS. The lower 
portion of the figure shows the promoter occupied by RNA polymerase and each of the Fis bind-
ing sites occupied by a Fis dimer. The Fis dimer at site I can interact with RNA polymerase, 
making the type of protein–protein contact that is characteristic of a conventional transcription 
activator. In addition, the three Fis dimers stabilize a writhed structure immediately upstream of 
the promoter, preserving a microdomain of negatively supercoiled DNA that can assist promoter 
function. Finally, the writhing of the DNA promotes an additional DNA contact over the back of 
the polymerase, stabilizing its interaction with the promoter
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likely at the early stages of exponential growth in E. coli cultures, a period when 
the intracellular concentration of the protein is highest (Appleman et al., 1998). It 
is attractive to interpret this as a mechanism to boost the supply of components for 
the translational machinery of the cell as the culture leaves lag phase and enters the 
physiologically demanding exponential phase of growth.

The proposal that Fis can preserve the topological state of negatively supercoiled 
DNA has received support from experiments in which the protein was shown to 
bind preferentially to DNA of particular superhelical density and to protect the 
DNA from further supercoiling by DNA gyrase or relaxation by topoisomerase I 
(Schneider et al. 1997). Fis can make a more general contribution to the control of 
DNA supercoiling in the cell through its role as a repressor of the genes (gyrA and 
gyrB) that code for DNA gyrase and its ability to regulate the gene (topA) that 
encodes topoisomerase I (Schneider et al. 1999; Keane and Dorman 2003; 
Weinstein-Fischer and Altuvia 2007; Weinstein-Fischer et al. 2000).

The fis gene is itself regulated by DNA topology because its promoter requires 
negative superhelicity to function (Schneider et al. 2000). This integrates its expres-
sion nicely into that part of the global regulatory circuitry of the cell that relies on 
changes in DNA negative superhelicity to affect gene expression.

6.8 DNA Supercoiling and the Stringent Response

The stringent response refers to the process by which a bacterium adjusts to a 
buildup of uncharged tRNA molecules that result from a depletion in the resources 
needed to sustain protein synthesis (Jain et al. 2006). When the stringent response 
is activated, those genes that code for ribosome components, other translation fac-
tors, and the Fis protein become repressed at the level of transcription. This is 
because stringently regulated genes have promoters that are difficult to use under 
nutrient-depleted growth conditions. The feature that distinguishes them from other 
promoters is a G+C-rich discriminator sequence that is usually located between the 
Pribnow (or −10) box and the transcription start site (position +1) (Pemberton et al., 
2000; Travers, 1980). This DNA element is characterized by its G+C content rather 
than any specific base sequence and it is not thought to bind a regulatory protein. 
Instead, its role is to raise the activation energy of the promoter by increasing the 
number of hydrogen bonds that must be broken for an open transcription complex 
to be created (Figueroa-Bossi et al. 1998). In fast-growing bacteria, the energy 
charge is sufficient to maintain DNA supercoiling through the action of gyrase at 
levels that are sufficient to overcome the discriminator. As DNA relaxes with the 
onset of starvation conditions, the transcription machinery can no longer open the 
G+C-rich promoters. Other regulatory signals also influence this process, notably 
the stringent response second messengers, guanosine tetraphosphate (ppGpp) and 
pentaphosphate (ppGppp) that modify RNA polymerase (Ohlsen and Gralla, 1992). 
In this way, DNA supercoiling plays a direct role in controlling the expression of 
the protein synthesis machinery of the cell (Travers and Muskhelishvili, 2005). Its 
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responsiveness to growth phase provides a useful link to cellular physiology and its 
control over the expression of the Fis protein forms a valuable subroutine in the 
program because Fis serves to sustain the activity of promoters involved in the 
expression of ribosome components and other translation factors (Schneider et al., 
2000). Fis also feeds back onto the supercoiling machinery through its transcrip-
tional regulation of topoisomerase genes (see Sect. 6.7). The result is an integrated 
and homeostatically regulated molecular machine in which the physiological state 
of the cell sets DNA superhelical density and this, in turn, modulates the gene 
expression program that sustains the cell.

6.9 Stress-Induced Duplex Destabilization

The ability of negative superhelicity to drive structural transitions in the DNA 
duplex is known as stress-induced duplex destabilization (SIDD) (Kowalski et al. 
1988; Hatfield and Benham 2002). The ability of supercoiling-induced destabiliza-
tion of the DNA duplex to influence transcription initiation has been discussed 
above (Sect. 6.4). The free energy of supercoiling can also drive other types of 
structural transition. These include the formation of Z DNA, with its ability to disturb 
the transcription of nearby genes (Benham 1990; Rahmouni and Wells 1989, 1992), 
and the triple-stranded form known as H-DNA (Htun and Dahlberg 1989) that has 
been proposed as a factor in driving phase variation in pathogenic bacteria (Belland 
1991). Negative supercoiling of DNA can also aid the extrusion of cruciform 
structures, in which inverted repeat sequences form a four-way junction with 
single-stranded loops at the ends of two opposing arms (Lilley 1980).

The discovery that the binding of a protein to a region of DNA that is prone to 
SIDD can displace the tendency toward the formation of a single-stranded bubble 
to another location represents an important advance. The probability that a portion 
of the DNA within a specific domain will become single stranded on the introduc-
tion of a given degree of negative superhelicity can be predicted in silico (Benham 
1990; Fye and Benham 1999; Sheridan et al. 2001; Sun et al. 1995). Analyses of 
topologically closed systems, such as plasmids, reveal a hierarchy of SIDD-prone 
sequences whose members can be ranked according to the probability that they will 
become single stranded in response to the torsional stress of negative supercoiling 
under a given set of environmental conditions. The insight that protein binding can 
suppress bubble formation at a SIDD-prone site raises the possibility that the free 
energy can be displaced to a second site that had previously been less preferred for 
bubble formation. If this second site is a transcription promoter, the result is a 
mechanism of transcription activation in which DNA twisting is transmitted from 
the suppressed SIDD-prone element to the promoter to facilitate open complex for-
mation. This has been examined experimentally for bacterial promoters and very 
clear examples have now been described. In one of these, the promoter of the 
ilvGMEDA operon is activated by the binding of IHF to an upstream sequence within 
a DNA element, with a high probability of forming a bubble in response to negative 
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supercoiling. The binding of IHF suppresses bubble formation within the SIDD site, 
and the resulting displacement of DNA twist activates the ilvGMEDA promoter 
(Parekh et al. 1996; Sheridan et al. 1998). This type of effect is not restricted to IHF. 
The Fis protein performs an analogous task in E. coli at the promoter of leuV, a gene 
that encodes a leucine tRNA (Opel et al. 2004). These examples show that the influ-
ence of DNA supercoiling can be moved from place to place along the chromosome 
through the binding of proteins capable of suppressing torsional stress-induced 
bubble formation. Taken together with the promoter coupling mechanism, this 
shows that the genetic material itself acts in a manner analogous to a telegraph, link-
ing regulatory events and shuttling regulatory signals between them. This suggests 
that a model of transcriptional regulation in bacteria that concentrates chiefly on the 
roles of conventional transcription factors that recruit and activate RNA polymerase by 
direct protein–protein interaction is incomplete. It is also necessary to appreciate the 
subtleties of the regulatory influence of the structure of DNA itself.

6.10 DNA Supercoiling and Bacterial Virulence

A natural corollary of the discovery that environmental stresses such as tempera-
ture, osmolarity, pH, and anaerobiosis influence DNA supercoiling is that genes 
involved in bacterial infection are likely to be supercoiling sensitive (Dorman 1991; 
1995). This is because these same environmental signals are known to modulate the 
expression of many bacterial virulence genes in a variety of pathogens (Dorman 
2004b; Hromockyj et al. 1992; Marceau 2005; Rhen and Dorman 2005; Rohde 
et al. 1999; Slamti et al. 2007; Sue et al. 2004). The sensitivity of virulence gene 
transcription to changes in DNA supercoiling has been demonstrated in several 
bacterial species using mutants with deficiencies in topoisomerase expression or 
treatments with topoisomerase-inhibiting antibiotics (Bang et al. 2002; Beltrametti 
et al. 1999; Dorman, 1991; Dorman et al. 1990; Falconi et al. 1998; Fournier and 
Klier 2004; Galán and Curtiss 1990; Graeff-Wohlleben et al. 1995; Marshall et al. 
2000; Ó Cróinín et al. 2006; Parsot and Mekalanos 1991; Rohde et al. 1994; 1999; 
Tobe et al. 1995).

The genes that encode the type III secretion system and its effector proteins 
in Shigella flexneri are regulated by temperature, osmolarity, and pH (Maurelli 
et al. 1984; Mitobe et al. 2005; Porter and Dorman 1994), all of which are 
known to affect the global level of negative DNA supercoiling. These virulence 
genes are organized in a complicated regulatory cascade in which an AraC-like 
transcription factor known as VirF activates the transcription of a second regu-
latory gene, called virB, whose product, in turn, displaces the H-NS repressor 
protein from the promoters in the cascade, resulting in transcription activation 
(Dorman 2004b; Turner and Dorman 2007) (Fig. 6.5). Activation of the virF
promoter also involves displacement of the H-NS repressor, but, here, protein 
removal is accomplished by a restructuring of the DNA in the regulatory region 
in response to temperature (Prosseda et al. 2004). DNA supercoiling is needed 
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for the H-NS-mediated repression of the virF promoter (Falconi et al. 1998). The 
sensitivity of the virB intermediate regulatory gene to DNA supercoiling has 
been demonstrated by exploiting insights gained from the Twin-domain super-
coiling model. It has been shown that this gene can be transcriptionally activated 
under normally nonpermissive growth conditions if an inducible promoter is 
placed upstream oriented away from virB. When this upstream promoter is 
activated, the resulting minidomain of negative supercoiling switches on the 
virB promoter (Tobe et al. 1995).

The virulence genes of S. flexneri that encode its type III secretion apparatus are 
located on a large virulence plasmid. Salmonella enterica serovar Typhimurium has 
two type III secretion systems that are involved in virulence, and each of these is 
encoded by a pathogenicity island located in the chromosome. These islands, SPI1 
and SPI2, have an A+T base content in their DNA that is significantly higher than 
that of the rest of the genome and it is thought that the islands have been acquired 
by lateral gene transfer from an unidentified source (Groisman and Ochman 1997; 
Ochman et al. 2000). SPI1 is required for invasion of mammalian epithelial cells 
(Hardt et al. 1998; Lostroh and Lee 2001; Mills et al. 1995; Wood et al. 1996), whereas
SPI2 is required for intracellular survival (Cirillo et al. 1998; Hensel 2000; Hensel
et al. 1998; Ochman et al. 1996; Waterman and Holden 2003). The promoters within 
the islands are sensitive to DNA supercoiling changes (Galán and Curtiss 1990;
Marshall et al. 2000; Ó Cróinín et al. 2006). Their activities are also influenced by 

Fig. 6.5 The regulatory cascade controlling the expression of virulence genes in Shigella flexneri.
The virulence genes are in a repressed state when the bacterium is growing at 30°C because of the 
presence of repression complexes in which the H-NS protein binds to each of the promoters. This 
binding is affected by the degree of supercoiling of the promoter DNA. When the temperature is 
increased to 37°C, the repression complex at the virF regulatory gene is disrupted because of a 
change in the local DNA curvature that causes displacement of H-NS. The VirF protein cooperates 
with the negatively supercoiled DNA at the virB promoter to activate transcription of this second 
regulatory gene. The VirB anti-repressor, in turn, remodels the DNA at the promoters of the struc-
tural genes to displace H-NS and upregulate their transcription
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several nucleoid-associated proteins, including H-NS and Fis, both of which are 
frequently found to affect the expression of genes that respond to changes in 
DNA superhelicity (Kelly et al. 2004; Lucchini et al. 2006; Navarre et al. 2006; 
Schechter et al. 2003; Wilson et al. 2001). Expression of SPI1 genes is required 
before invasion, and SPI2 gene expression is needed in the intracellular environ-
ment. SPI1 gene transcription is enhanced by growth conditions (a temperature 
of 37°C, anaerobiosis, and high osmolarity) that reduce the linking number of 
reporter plasmids, and these are conditions that are assumed to occur in the gut 
at the surface of the epithelium. In contrast, expression of SPI2 genes is optimal 
in conditions that favor the relaxation of supercoiled DNA. Experiments in which 
the superhelicity of a reporter plasmid was monitored in bacteria growing in epi-
thelial cells and macrophage showed relaxation of the plasmid topoisomers in the 
macrophage (Marshall et al. 2000; Ó Cróinín et al. 2006). This activation also 
required the Fis DNA binding protein, suggesting that it plays a role in the main-
tenance of an appropriate DNA topology at SPI2 gene promoters during intracel-
lular growth of Salmonella (Ó Cróinín et al. 2006). Thus, virulence genes, 
including those that have been acquired by horizontal transfer, use the same range 
of local and global regulatory devices as housekeeping genes in the ancestral 
component of the genome. This observation raises some interesting questions 
regarding the evolution of bacteria, and, in particular, the evolution of their gene 
regulatory circuits.

6.11  DNA Supercoiling and Gene Regulation 
from an Evolutionary Perspective

The dual role played by DNA supercoiling in imposing structure on the nucleoid 
and in influencing transcription has been discussed. Its ability to act both locally, 
as in the Twin-domain model, and globally makes it an ideal mechanism for exerting 
regulatory influences through the complement of genes in the cell. This proposal is 
made more compelling by the observation that negative supercoiling of bacterial 
DNA responds to environmental stimuli, including those encountered by pathogens 
during infection. Several authors have placed DNA supercoiling within a regulatory 
hierarchy in which its general effects on gene expression are tempered and refined 
by regulatory influences that are more specific (Dorman 1991, 1995, 2002; Hatfield 
and Benham 2002; Travers and Muskhelishvili 2005). This confers on DNA super-
helicity a background role in the regulatory affairs of the cell, an agent that sets the 
scene against which the more specific players act. It is still there today and it can 
influence genes acquired by horizontal transfer as soon as they are established in 
the cell, either as insertions in the chromosome or as autonomously replicating 
plasmids. This provides an immediate, although crude, means of influencing the 
transcription of the newcomers that can act in combination with nucleoid-associated 
proteins such as H-NS and Fis (Dorman 2007; Lucchini et al. 2006; Navarre et al. 
2006). These global regulators may serve to “tame” incoming sequences until 
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specific regulatory mechanisms have evolved that permit them to be expressed in 
ways that benefit the cell. Horizontal genetic transfer is a very important driver of 
bacterial evolution and has implications for symbiosis, pathogenesis, and the 
emergence and spread of resistance to antimicrobials, such as antibiotics. Because 
horizontal transfer with a minimal impact on recipient fitness is so important for the 
emergence of new forms of bacteria, this is an aspect of DNA topological control 
of transcription that is likely to receive much attention in the near future.
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Quorum Sensing
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Abstract Bacteria use small molecule signals to communicate with each other. 
Intercellular signalling at high population cell densities is termed quorum sensing and 
explains many aspects of bacterial physiology observed in single species cultures 
entering stationary phase in the laboratory. Quorum sensing is used by diverse 
species to control a multitude of phenotypic traits that often include virulence factors 
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(e.g., exoenzymes) and secondary metabolites (e.g., antibiotics and biosurfactants). 
In this review, diversity in the biochemistry and molecular biology of signal produc-
tion, signal sensing, and signal response are introduced. The elucidation of the roles 
of quorum sensing in bacterial virulence and in biofilm formation will be used to 
illustrate experimental approaches commonly used. The understanding of quorum 
sensing obtained in vitro will be considered in the light of studies describing the 
activities of bacteria in the real situations of infection and biofilm formation. 
The relevance of quorum sensing to the activities of bacteria in real situations is 
 discussed, taking into account the role of (1) other bacterial species; (2) the host; 
and (3) changes in other, nonsignalling, parameters within the environment.

7.1 Quorum Sensing, Bacterial Signals and Autoinducers

Bacteria are able to sense changes within the environment that they inhabit. On per-
ception of change, bacteria are able to respond by altering their phenotype to provide 
the activities best suited to success in the new environment. The expression of a 
modified phenotype often relies on new gene expression. In quorum sensing (QS), 
the environmental parameter being sensed is the number or density of other bacteria, 
particularly of the same species, also present. The study of QS in numerous species 
has led to the concept of the quorate population, which we can define as a population 
of bacteria that is above a threshold number or density, and that is able to coordinate 
gene expression and, thus, its phenotypic activities (Fuqua et al. 1994).

QS relies on the production and release of small molecule signals by the 
 bacterium into its environment. These signals have also been termed “autoinduc-
ers” and bacterial “pheromones.” Put simply, the population grows and more signal 
is produced until a threshold concentration is reached that the bacterium perceives, 
and responds to, by activating (or sometimes repressing) gene expression. The key 
properties of a QS system are, therefore:

1. The small molecule signal
2. The signal synthase
3. The signal receptor
4. The signal response regulator
5. The genes regulated (the QS regulon)

A good example is the control of bioluminescence in symbiotic populations of 
Vibrio fischeri within the light organ of the Hawaiian squid, where only above a 
 certain number of bacteria will be able to produce enough bioluminescence to be 
visible and assist the squid’s hunting (reviewed by Nyholm and McFall-Ngai 2004). 
The lux genes are contained within divergent transcripts. The luxR gene transcript 
encodes a protein housing the signal receptor and the signal response regulator. The 
transcript of the remaining lux genes luxICDABE of the lux operon is activated by 
LuxR in the presence of the signal, an acylated homoserine lactone N-3-oxohexanoyl-
l-homoserine lactone (3-oxo-C6-HSL) (Eberhard et al. 1981; Engebrecht et  al. 
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1983). The signal is produced by LuxI, encoded by the first gene of the lux operon. 
At low population density, the low level of transcription of the lux operon is insuffi-
cient to activate LuxR. As the population grows in the laboratory flask or within the 
light organ of the Hawaiian squid, the levels of signal reach a threshold level that 
activates LuxR. The LuxR/3-oxo-C6-HSL complex activates the transcription from 
the promoter of the lux operon resulting in the following:

1. The expression of more LuxI, so more signal is produced and, hence positive 
feedback occurs. The term “autoinducer” is used by some to describe QS signals 
because of this positive feedback, whereby the signal induces the production of 
more signal.

2. The expression of the luxAB genes that encode the luciferase, luxCDE genes that 
encode the enzymes that produce substrate for the luciferase and, hence, biolu-
minescence (light).

The lux system has been a paradigm for “autoinduction” (Nealson et al. 1970; 
Nealson 1977) and QS for many years and the system is now described in great 
detail. Recent studies have uncovered a greater complexity (Nyholm and McFall-
Ngai 2004; Milton 2006; Visick and Ruby 2006). One of the most exciting discov-
eries is that, in addition to the lux operon genes, the QS regulon also contains genes 
encoding activities involved in the initiation and maintenance of the symbiosis with 
the squid (Lupp et al. 2003; Lupp and Ruby 2005). Indeed, the ability of bacteria 
to be able to regulate many genes encoded at different sites on the chromosome 
with the same system to allow coordination of expression with high cell density is 
one of the most important features of QS. This is best illustrated in the examples of 
pathogenic bacteria, in which the regulation of virulence factors, e.g., by 
Pseudomonas aeruginosa (Wagner et al. 2007) or Staphylococcus aureus (Kong 
et al. 2006), occurs via QS. A population of significant size can produce sufficient 
toxins and exoenzymes to overcome a host, whereas lower numbers of bacteria 
would simply not do enough damage and only induce inflammatory responses that 
would contain the nascent infection.

The examples mentioned above are based initially on laboratory observations 
in the culture flask, and sometimes do not wholly reflect the situation in real life. 
In more detailed study, it has been demonstrated that the quorum response may be 
activated by small numbers of bacteria within a small, enclosed space, e.g., intrac-
ellular S. aureus in the endosome (Qazi et al. 2001), and that, in some cases, QS 
may act as a diffusion sensor rather than a sensor of population size (Redfield 
2002). Moreover, in considering QS in the wider environment, it has been demon-
strated that other organisms (both prokaryotic and eukaryotic) can perceive, 
respond, and even interfere with the QS activities of a given species in vivo (see 
Sect. 7.6.1).

For the purposes of this chapter, it will be assumed that the change in the popula-
tion parameter is perceived by the bacterium and that the response is a change in 
gene expression. The nature of signalling mechanisms will be examined first, and 
then the effect these have on the bacterial phenotype. Figure 7.1 summarises the 
processes and overall principles.
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Fig. 7.1 Quorum sensing. At low cell density, genes for the biosynthesis, perception, and response 
to the signal are expressed at a basal level (1). The signal (x) is made and exits the cell (2), but does 
not accumulate (3), and the quorum response is not activated (4). At high cell density, the genes for 
the biosynthesis, perception, and response to the signal are expressed (1). The signal is made and 
exits the cell (2), where it accumulates (3), and is perceived (4, 6). If perception is intracellular, 
there is direct activation of the response regulator (4), e.g., LuxR type, and the quorum response is 
activated (5). If perception is extracellular, there is activation of a sensor kinase (6), phosphotrans-
fer to activate the response regulator (7), and the quorum response is initiated (8)

7.2 Signals and Signal Production

The chemistry of QS signals classifies most Gram-negative bacteria as users of 
N-acyl homoserine lactones, whereas most Gram-positive bacteria use peptide-based
signals. The Autoinducer (AI) 2 signal family (derivatives of the LuxS product, 
4,5-dihydroxyl-pentanedione [DPD]) are proposed to be universal QS signals that 
act across a great number of bacterial species (Schauder et al. 2001). Moreover, the 
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discovery of the widespread nature of bacteria-to-bacteria signalling has stimulated 
research that has highlighted the presence of many other potential signal  chemistries, 
including unsaturated fatty acids (Wang et al. 2004), fatty acyl methyl esters 
(Flavier et al. 1997), quinolones (Pesci et al. 1999), cyclic dipeptides (Holden et al. 
1999), and indole (Wang et al. 2001). See Fig. 7.2 for some signal structures.

The small molecule signal defines QS; it is released from the bacterial cell and 
allows communication with other (bacterial) cells within the population. One signifi-
cant area for discussion regarding QS has focussed on what makes a small molecule 
found in spent culture supernatants a QS signal? The argument is most intensive 
around the area of signalling in Escherichia coli, because, despite numerous claims 
of QS roles for various components of culture supernatants, none really satisfy this 
requirement for QS: that the cellular response extends beyond the physiological 
changes required to metabolise or detoxify the molecule (Winzer et al. 2002a, b).

7.2.1 Acyl Homoserine Lactones

Signal generation for acyl homoserine lactones (acyl-HSLs) seems simply to be the 
coupling of amino acid and fatty acid biosynthesis. Proteins homologous to LuxI 
represent the major family of acyl-HSL synthases (see Lerat and Moran 2004). 
However, a second type of acyl-HSL synthase (LuxM family) has been found in 
Vibrio species (reviewed by Milton 2006). The primary molecular substrates for 
this reaction have been determined as S-adenosyl methionine (SAM) and acylated 
acyl carrier protein (ACP) in a number of independent studies for members of the 
LuxI family (reviewed in Fuqua and Eberhard 1999) and AinS, a LuxM type syn-
thase from V. fischeri (Hanzelka et al. 1999).

X-ray crystallography of LuxI type proteins from Pantoea (Erwinia) stewartii
(EsaI; 3-oxo-C6-HSL synthase) (Watson et al. 2002) and P. aeruginosa (LasI; N-[3-
oxododecanoyl]-l-homoserine lactone [3-oxo-C12-HSL] synthase) (Gould et al. 
2004) has been used to explain biochemical and mutational studies of LuxI-type 
 proteins (Hanzelka et al. 1997; Parsek et al. 1997). It is thought that acyl-ACP binds 
to the enzyme first, which is followed by a conformational rearrangement in the 
N-terminal region of the protein that precedes SAM binding within an N-terminal 
pocket containing the conserved residues arginine 23, phenylalanine 27, and 
 tryptophan 33. N-Acetylation of SAM then occurs, followed by lactonisation and the 
release of acyl-HSL, holo-ACP, and 5¢-methylthioadenosine. The core catalytic fold 
of EsaI and LasI shares features essential for phosphopantetheine binding and 
N-acylation that are found in the GNAT family of N-acetyltransferases and also in 
LuxM-type acyl-HSL synthases (Watson et al. 2002; Gould et al. 2004).

ACP binds to the acyl-HSL synthase at a surface-exposed binding site including 
residues lysine 150 and arginine 154. Acyl-ACP binding places the acyl group into 
a hydrophobic pocket (EsaI) or tunnel (LasI). The pocket in EsaI is much smaller 
than that in LasI, and favours short chain acyl-ACPs (Watson et al. 2002), whereas 
the tunnel in LasI can accommodate longer acyl-ACPs (Gould et al. 2004). Both 
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EsaI and LasI are LuxI-type proteins that produce 3-oxo-acyl-HSLs and possess 
either a serine or a threonine residue at position 140. Acyl-HSL synthases (e.g., 
AhyI, RhlI, SwrI) possessing either alanine or glycine residues at position 140 
 produce acyl-HSLs lacking C3-substitutions (Watson et al. 2002). The side-chain 
of the amino acid at position 140 protrudes into the acyl-chain pocket and mutation 
of EsaI to valine at 140 reduces enzyme activity, presumably by reducing access to 
the pocket. Mutation of EsaI to alanine at 140 shifts the preference of the enzyme 
to acyl-ACP substrates without a C3-substitution (Watson et al. 2002).

Advances in understanding the mechanisms of synthesis and acyl side chain 
specificity will be of benefit in designing novel antipathogenic drugs that may 
 prevent activation of virulence gene expression by inhibiting acyl-HSL synthesis 
(see Sect. 7.7).

7.2.2 Posttranslationally Modified Peptides

For peptide signals, the ribosomal synthesis of a precursor propeptide is followed 
by processing, which often introduces other chemical groups such as lipid moieties, 
as with the ComX pheromone of Bacillus subtilis (Okada et al. 2005) or intramo-
lecular bonds such as thiolactone, in the staphylococcal autoinducing peptide (AIP) 
(Ji et al. 1997; McDowell et al. 2001). Then, a cleavage of the processed precursor 
occurs to release the mature peptide.

7.2.3 AI-2: The LuxS Signal

To date, the only QS system shared by both Gram-positive and Gram-negative 
organisms involves the production of Al-2 via LuxS (Surette et al. 1999; Xavier and 
Bassler 2005). In Vibrio harveyi, the regulation of bioluminescence is under the 
control of parallel QS systems (reviewed by Milton 2006). System 1 involves an 
acyl-HSL synthesised by a LuxM synthase, and the LuxN receptor kinase sensor 
(Bassler et al. 1993). In System 2, the signal synthase is LuxS (Surette et al. 1999) 
and the signal (AI-2) is a furanosyl borate diester (3A-methyl-5,6-dihydro-furo 
[2,3-D][1,3,2] dioxaborole-2,2,6,6A-tetrol; abbreviated as S-THMF-borate) as 
identified from X-ray crystallography of the ligand-bound receptor, LuxP (Bassler 
et al. 1994; Chen et al. 2002). The luxS gene is conserved in many bacterial species, 
and molecules activating an AI-2 biosensor are found in spent supernatants from 
diverse bacterial species, including both Gram-positive and Gram-negative bacte-
ria, and leading to the suggestion that AI-2 may be a universal signal for interspe-
cies communication (Schauder et al. 2001).

AI-2 is formed as a metabolic byproduct of the activated methyl cycle (AMC). The 
AMC recycles SAM, which acts as the main methyl donor in eubacterial, 
 archaebacterial, and eukaryotic cells (reviewed by Vendeville et al. 2005). After 
methyl donation, SAM is converted to a toxic metabolite S-adenosyl-l-homocysteine 
(SAH). Detoxification of SAH in V. harveyi, E. coli, and many other  bacteria is a 
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two-step process, involving first Pfs enzyme (5¢-methylthioadenosine/S-adenosylho-
mocysteine nucleosidase) to generate S-ribosyl homocysteine (SRH), which acts as 
the substrate for LuxS. SRH is converted to adenine, homocysteine (which is 
 converted to methionine and then SAM), and DPD, the precursor for AI-2 (Vendeville 
et al. 2005; Winzer et al. 2002a). Some bacteria and eukaryotes are able to replace 
this two-step reaction with a single enzyme, SAH hydrolase, which converts SAH to 
homocysteine without producing AI-2 (Winzer et al. 2002b) (Fig. 7.3).

The DPD precursor is a highly unstable molecule that may spontaneously inter-
convert to a number of related structures depending on the environment (Waters and 
Bassler 2005), including the form that is stabilised by forming a complex with boron 
(Chen et al. 2002) in AI-2 signalling in V. harveyi system 2. The putative AI-2 signals 
of other bacteria, e.g., E. coli, may be formed via different routes depending on the 
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Fig. 7.3 LuxS, AI-2, and the AMC. The AMC fed by metabolic homocysteine (HCY) through 
methionine (MET), SAM, a methyl group (CH

3
) donor, SAH recycling to HCY via the one step 

process through SahH or in AI-2-producing bacteria via SRH and the Pfs and LuxS activities. 
LuxS also releases DPD, which spontaneously cyclises to R-2,4-dihydroxy-2-methyldihydro-3-
furanone (R-DHMF) or S-DHMF. R-DHMF hydration forms the LsrB ligand (2R,4S)-2-methyl-
2,3,3,4-tetrahydroxytetrahydrofuran (R-THMF). R-DHMF or S-DHMF hydrolysis forms the toxic 
metabolite 4-hydroxy-5-methyl-3(2H)-furanone (MHF). S-DHMF hydration forms S-THMF, 
which forms a diester with boric acid to form the LuxP ligand
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cyclisation product of DPD (Fig. 7.3). It is hypothesised that alternate forms of AI-2 
may be more active within a specific niche or may reflect the variation in the func-
tion of AI-2, such as QS versus metabolic roles (Vendeville et al. 2005).

7.2.4 Is Signal Generation a Regulatory Step?

In many cases, the expression of signal synthase forms part of the quorum response, 
providing positive feedback that allows a rapid induction of the high cell density 
phenotype (e.g., V. fischeri). For some signals, substrate availability may coordinate 
signal production with nutrition, although there is little evidence to suggest that this 
is a widespread strategy.

7.2.5 How Does the Signal Exit the Cell?

In the case of acyl-HSL molecules with short acyl chains, the freely diffusible nature 
of these molecules has been demonstrated (Kaplan and Greenberg 1985; Pearson 
et al. 1999). Acyl-HSLs with longer acyl chains do not seem to escape the cell 
membranes as easily, and 3-oxo-C12-HSL, for example, is actively pumped from 
the P. aeruginosa cell (Pearson et al. 1999). Peptide signals commonly undergo 
active export, with ATP-binding cassette (ABC) transporters commonly used (e.g., 
for CSP [competence-stimulating peptide, Streptococcus pneumoniae], CSF 
[competence- and sporulation-stimulating factor, also termed the Phr pheromones, 
which is Sec dependent; Simonen and Palva, 1993; B. subtilis], Nisin [Lactococcus
lactis], and possibly ComX [B. subtilis]) (see Kleerebezem et al. 1997; Lazazzera 
et al. 1999; Michiels et al. 2001 for reviews). Note the PhrA  signals controlling 
sporulation in Bacillus are thought to be part of an export–import circuit in which 
signals are exported from the bacterial cell, undergo processing, and are then 
reimported via the oligopeptide permease (Opp) system. It is thought that only the 
producer cell is affected and that these pheromones are not a population-wide signal 
(Perego 1997).

7.3 Signal Perception and Response Regulation

In QS, the environmental parameter the bacterium perceives is the level of signal 
external to the cell. Perception of the signal can be accomplished by surface-
exposed membrane receptors or intracellular receptors (see Fig. 7.1). For the major 
classes of signal acyl-HSLs, AI-2 and posttranslationally modified peptides, exam-
ples of both internal and external sensing are apparent.

The response to signal perception is intracellular, most commonly affecting 
activation or repression of gene expression. In the simplest case, the signal diffuses 
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into a cell and acts as a ligand for a protein influencing the initiation of  transcription. 
For extracellular perception, signal transduction via phosphotransfer to proteins 
affecting transcription occurs.

7.3.1 LuxR Receptors for Acyl-HSLs

Perception of acyl-HSLs by LuxR family response regulators is intracellular. The 
LuxR-type acyl-HSL receptors can be described as an N-terminal acyl-HSL bind-
ing domain and a C-terminal transcriptional regulatory domain that contains a 
helix-turn-helix (HTH) DNA binding motif. Interaction with DNA is as a dimer, 
recognising a sequence of dyad symmetry located within the regulatory region of 
target genes. The recognition sequence, a lux or lux-type box, is approximately 
20 bp in length (reviewed by Lerat and Moran 2004; Nasser and Reverchon 2007).

The majority of LuxR-type proteins studied in detail to date are transcriptional 
activators, when bound to their coactivating acyl-HSL ligand. TraR (Agrobacterium 
tumefaciens), LuxR (V. fischeri), and LasR and RhlR (both P. aeruginosa) bind to 
their recognition sequences as dimers, or higher-order multimers in the case of 
CarR (Erwinia carotovora subsp. carotovora [Ecc]) (Welch et al. 2000), and favour 
the recruitment of RNA polymerase at the target promoter (Lamb et al. 2003; 
Schuster et al. 2004; Urbanowski et al. 2004; Zhu and Winans 2001). The LuxR-
type proteins bind their acyl-HSL ligands in a 1:1 stoichiometric ratio (Schuster 
et al. 2004; Welch et al. 2000; Zhu and Winans 2001). In the case of A. tumefaciens,
TraR perceives the N-(3-oxooctanoyl)-l-homoserine lactone (3-oxo-C8-HSL) signal 
as a monomer on the inner face of the inner cytoplasmic membrane (Qin et al. 
2000). Holo-TraR dimerises and is cytoplasmic, where it acts as a transcriptional 
activator for the quorum response (Qin et al. 2000).

Not all LuxR-type proteins act as transcriptional activators. Genetic, in vitro 
DNA binding assays and phylogenetic studies have identified EsaR (Pantoea
[Erwinia] stewartii; Minogue et al. 2002), YpsR (Yersinia paratuberculosis;
Atkinson et al. 1999), SpnR (Serratia marcescens; Horng et al. 2002), ExpR 
(Erwinia chrysanthemi; Nasser et al. 1998), and VirR (Ecc; Burr et al. 2006) as a 
group of LuxR-type proteins that act as repressors in the absence of their derepress-
ing cognate acyl-HSL (Lerat and Moran 2004).

X-ray crystallography has revealed that LuxR-type proteins interact with their 
ligand at an acyl-HSL binding cavity (Vannini et al. 2002; Yao et al. 2006; Zhang 
et al. 2002). The highly conserved residues at position 57 (tryptophan) and 70 
(aspartate) are important in the stabilisation of acyl-HSL binding. Mutations in 
TraR in this region have identified the tyrosine at position 53 as being important in 
discriminating in favour of the 3-oxo substituted ligand (Chai and Winans 2004). 
Other mutations in the acyl-HSL cavity of LuxR-type proteins have affected chain 
length specificity (Chai and Winans 2004; Finney et al. 2002; Kiratisin et al. 2002; 
Lamb et al. 2003; Pappas and Winans 2003; White and Winans 2005). Studies with 
various analogues of the acyl-HSL signal have identified a number of agonistic and 
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antagonistic structures. The most important conserved feature of the signal that 
affects its activity as a ligand is chain length, but various alterations of the lactone 
ring head group have also been shown to have profound effects (reviewed by Nasser 
and Reverchon 2007).

Using studies of LuxR and TraR as evidence (Choi and Greenberg 1991; Luo 
and Farrand 1999; Sitnikov et al. 1996) it is thought that ligand binding induces a 
conformational change in the LuxR-type transcriptional activators that permits 
dimerisation and unmasks the DNA binding domain. After DNA binding, there is 
also evidence to suggest that interaction with the C-terminal domain of the alpha 
subunit of RNA polymerase contributes to the recruitment of RNA polymerase, and 
to the initiation of transcription (Finney et al. 2002; Johnson et al. 2002; Qin et al. 
2000; Stevens et al. 1994; Stevens et al. 1999). In studies of repressor LuxR-type 
proteins, it seems that the apo-protein binds DNA and blocks access to the pro-
moter. The presence of the appropriate ligand releases the repression, and it is 
hypothesised that ligand binding induces conformational changes that interfere 
with DNA binding (Castang et al. 2006; Frezza et al. 2006).

7.3.2 LuxN-Type Receptors for Acyl-HSLs

The investigation of the control of bioluminescence in V. harveyi and V. fischeri has 
identified not only a second acyl-HSL synthase family, but also a membrane receptor 
family. In V. harveyi, N-(3-hydroxybutanoyl)-l-homoserine lactone (3-hydroxy-C4-
HSL) is produced by LuxM (Bassler et al. 1993; Cao and Meighen 1989). In the 
absence of signal, the sensor kinase LuxN autophosphorylates and relays phosphates 
to LuxU (Freeman and Bassler 1999a; Henke and Bassler 2004), a regulator also 
phosphorylated by two other sensor kinases, LuxQ and CqsS (Henke and Bassler 
2004). LuxQ is the sensor kinase perceiving AI-2 (Bassler et al. 1994). Phospho-
LuxU phosphorylates LuxO, which activates the expression of a collection of small 
regulatory RNAs (sRNAs) at σ54-dependent promoters (Freeman and Bassler 1999b). 
In the presence of the RNA chaperone, Hfq, the sRNAs destabilise the mRNA encod-
ing LuxR (Lenz et al. 2004; Tu and Bassler 2007). LuxR here is a transcriptional 
activator for the luxCDABEGH operon and other genes involved in virulence, but not 
an acyl-HSL receptor and not homologous to V. fischeri LuxR (Swartzman et al. 
1992). In the absence of functional LuxR, there is no bioluminescence.

At high cell density, 3-hydroxy-C4-HSL is produced (and also the ligands acti-
vating LuxQ and CqsS), inducing LuxN, LuxQ, and CqsS phosphatase activities 
that dephosphorylate LuxU and lead to the inactivation of LuxO, allowing LuxR to 
be expressed and transcriptional activation to occur (Freeman and Bassler 1999b; 
Freeman et al. 2000; Henke and Bassler 2004).

Homologues of LuxM and N have been found in V. fischeri (AinS and R) and 
V. anguillarum (VanM and N), where they contribute to the regulation of gene 
 expression through a phosphotransfer pathway involving LuxU and LuxO-type  proteins 
(Croxatto et al. 2004; Gilson et al. 1995; Kuo et al. 1994; Milton et al. 2001).
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7.3.3 The Response to AI-2

In V. harveyi, AI-2 (S-THMF-borate) (Chen et al. 2002) is bound by the periplasmic 
protein LuxP (Neiditch et al. 2005), which then activates the dephosphorylase 
 activity of LuxQ, leading to inactivation of LuxO and the expression of LuxR. LuxP 
and Q homologues exist in other vibrio species, where they are involved in the con-
trol of virulence factor expression (V. cholerae, V. anguillarum, and V. vulnificus)
bioluminescence and symbiosis factors (V. fischeri) (see Milton 2006 for a review).

Molecules able to activate LuxQ are produced by many other bacteria via LuxS 
and are also termed AI-2. There is debate regarding whether these molecules are 
actually QS signals, or whether they are simply waste products of the AMC (Sun 
et al. 2004; Vendeville et al. 2005; Winzer et al. 2002a, b). Certainly, luxS mutations 
have profound phenotypic effects (DeLisa et al. 2001), but these may be caused by 
the toxic effects of disrupting the AMC. One question is whether these other bacteria 
possess AI-2 receptors and signal transduction mechanisms to affect gene expres-
sion. Although there are homologues of LuxP, Q, U, and O; they are only found 
together in Vibrio species (Sun et al. 2004). Unlike AI-2 signalling in these Vibrio
species where a phosphorylation cascade is initiated when extracellular threshold 
levels of AI-2 are reached, AI-2 signalling within E. coli, Salmonella, and other 
organisms depends on the active uptake of DPD. In Salmonella, the cyclic derivative 
of DPD, (2R,4 S)-2-methyl-2,3,3,4-tetrahydroxytetrhydrofuran (R-THMF), binds to 
a homologue of the periplasmic binding protein LsrB (Taga et al. 2001 2003). LsrB 
is part of an ABC transporter encoded by the lsrACDBFGE operon. The putative 
ATPase of the ABC transporter, a sugar binding protein, a membrane channel, and 
other proteins encoded by the lsr operon show similarity to proteins encoded by the 
b1513 operon in E. coli. The repressor LsrR regulates the lsr operon. Downstream 
of lsrR is a gene encoding an AI-2 kinase. Phosphorylation of AI-2 is proposed to 
occur after import to allow sequestration within the cytoplasm. Phosphorylation of 
AI-2 causes LsrR to relieve its repression of the lsr operon, allowing further AI-2 
import (Taga et al. 2003; Xavier et al. 2007) (see Fig. 7.3).

7.3.4 The Response to Modified Peptide Signals

Two-component signal transduction systems predominate in Gram-positive  bacteria. 
The majority of peptide signals are perceived by sensor kinase proteins, which gener-
ally activate transcriptional activators of the quorum response (see Kleerebezem et al. 
1997 for a review). The posttranslationally modified peptide (e.g., AIP in S. aureus,
ComX in B. subtilis) binds to the surface-exposed transmembrane receptor histidine 
kinase (e.g., AgrC in S. aureus; ComP in B. subtilis), promoting  autophosphorylation. 
Phosphotransfer to the response regulator (e.g., AgrA in S. aureus; ComA in B. subtilis)
initiates expression of the quorum response. In S. aureus, two promoters are activated 
in the QS regulon: the agr promoter P2  activates expression of RNAII, which encodes 
agrBDCA; and the agr promoter P3, which encodes the regulatory RNA, RNAIII 
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(Benito et al. 2000). Phospho-AgrA, and AgrA, to a lesser extent, bind to consensus 
DNA sequences for the LytR  family of response regulators (Koenig et al. 2004). 
Phospho-AgrA binds to the P2 site with approximately a 10-fold greater affinity than 
to the P3 site. In vitro  electrophoretic mobility shift assays with wild-type and mutant 
P2 and P3 sequences demonstrated that a deviation of two bases in P3 away from the 
consensus LytR sequence was responsible for the differential binding (Koenig et al. 
2004). It is proposed that AgrA first activates the P2 promoter, where autoinduction 
initiates positive feedback that increases AgrA concentrations to activate transcription 
at P3. AgrA activates transcription from P2 and P3 in concert with another global regu-
lator, SarA, that has been shown to bind agr promoter DNA (Dunman et al. 2001; 
Heinrichs et al. 1996). SarA and AgrA DNA binding footprints overlap on P2, and the 
details of how these two regulators interact to control expression are subject to specula-
tion (Koenig et al. 2004). Phospho-ComA directly activates transcription at a number 
of promoters, and a palindromic consensus binding site sequence has been identified 
(Lazazzera et al. 1999). In addition to the directly activated genes of the ComX quorum 
response in B. subtilis, there is  indirect activation of more than 100 genes through the 
activity of competence transcription factor, ComK (Berka et al. 2002; Turgay et al. 
1998), and the expression of an additional 89 genes is indirectly affected through 
ComK-independent mechanisms (Comella and Grossman 2005).

In Gram-positive bacteria, the exception to the two component signal  transduction 
system rule are the Phr pheromones of B. subtilis that enter the cell through the OPP 
(Perego et al. 1991; Rudner et al. 1991). Phr pheromones are perceived internally 
by Rap phosphatases (which they inhibit) and, thereby, influence the quorum 
response by affecting the level of phosphorylated transcriptional activators (see 
Perego 1998 for a review).

7.3.5 The Quorum Response and the QS Regulon

In the first studies of QS, the phenotypic traits under investigation were known, and 
it was their regulation that was under investigation (e.g., the control of biolumines-
cence in V. fischeri). In later studies, the signalling mechanism was identified first 
and then the extent of the regulon was determined. A strategy of mutation of the 
signalling genes and observation of high cell density phenotypic traits was devel-
oped to identify regulated genes and contributions to whole phenotypes, e.g., to 
biofilm formation or virulence (see Swift 2003 for a review). The analysis of signal-
ling mutants, using both proteomic and transcriptomic approaches, is now being 
applied to further describe the quorum response (e.g., Comella and Grossman 2005; 
Nouwens et al. 2003; Wagner et al. 2007).

It is now clear that the quorum response is comprised of directly controlled genes 
(the QS regulon) and indirectly controlled genes. Direct control of  transcription by 
QS activates, or, in some cases, derepresses, gene expression. The model is simple: 
signal accumulates, acts to stimulate DNA binding by a transcriptional activator 
(or reduces DNA binding by a repressor), and new gene expression occurs at genes 
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that are at least open for transcription (i.e., not being repressed by a second mecha-
nism). In Agrobacterium tumefaciens, a process of anti-activation can occur, in 
which TraM can form a stable complex with TraR/3-oxo-C8-HSL and which can 
even disrupt the TraR–DNA complex to ensure that activation of the quorum 
response occurs at the correct time (Hwang et al. 1999; Qin et al. 2007).

Regulatory proteins and sRNAs are also part of the QS regulon and these medi-
ate indirect QS effects on the quorum response. The contribution of these second-
ary regulators of the quorum response is especially apparent in DNA microarray 
studies analysing the bacterial transcriptome (e.g., Comella and Grossman 2005; 
Dunman et al. 2001; Wagner et al. 2007).

QS is not the only factor controlling gene expression, and other inputs are 
 essential in controlling what we define as the quorum response. Some genes will not 
be expressed unless cell density and another environmental parameter are satisfied. 
The clearest illustration of this came from a comparison of what happens when the 
cognate signal is added exogenously to V. fischeri, Erwinia carotovora, and P. aeru-
ginosa. In V. fischeri, the expression of bioluminescence is advanced, and expres-
sion may occur at low cell density (Nealson 1977). The same is true for carbapenem 
biosynthesis in E. carotovora (Chan et al. 1995), but it is not possible to advance, 
for example, exoenzyme production by P. aeruginosa (Jones et al. 1993), without 
first making mutations in additional regulators (Diggle et al. 2002).

7.4 Studying QS

The early studies of QS developed from investigations of particular phenotypic traits, 
i.e., bioluminescence of V. fischeri (Nealson et al. 1970), carbapenem biosynthesis by 
Erwinia carotovora (Bainton et al. 1992a, b), elastase production by P. aeruginosa
(Passador et al. 1993), and conjugation in Agrobacterium tumefaciens (Piper et al. 
1993), and their regulation. As the importance of this novel regulatory mechanism 
became apparent, similar systems were sought in other species (Swift et al. 1993) and 
there was renewed interest in other signalling systems including the regulation of 
conjugation in Enterococcus faecalis (Dunny et al. 1978) and the production of anti-
biotics by Streptomyces (Hara and Beppu 1982). Initially, this was particularly fruit-
ful, with reporter strains used to demonstrate signal production and screen for signal 
synthase clones or null mutants. More challenging has been the search for true QS 
signalling systems in bacteria such as E. coli, in which many molecules have been 
identified from culture supernatants that influence gene expression.

7.4.1 A Brief History of the Discovery of QS in Erwinia

In the early 1990s, the regulation of bioluminescence by the LuxR, LuxI, 3-oxo-
C6-HSL autoinducer system in V. fischeri had been well documented (see Meighen 
1991 for a review) and was regarded as being interesting, but somewhat esoteric, 
and not relevant to all bacteriology. An important event in changing this view and 
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developing the field of QS was the discovery of 3-oxo-C6-HSL-mediated gene 
regulation in a terrestrial bacterium, Ecc (Bainton et al. 1992a, b). Reflection on the 
process of discovery will highlight important aspects of QS and will also allow 
comparison with how we study QS today.

Carbapenem antibiotics are beta-lactams that act by inhibiting bacterial cell wall 
synthesis by inactivating penicillin-binding proteins (PBPs). Carbapenems are 
important broad-spectrum antibiotics because they are stable to most clinically rel-
evant beta-lactamases. Production of carbapenems for clinical use is by total syn-
thesis and is associated with high costs. The discovery that some species of bacteria 
produced simple carbapenems opened the possibility of a fermentative route for the 
production of cheaper intermediates for the synthesis of carbapenem antibiotics 
(Bonfiglio et al. 2002; Bycroft et al. 1988; Sleeman et al. 2004).

One approach to study carbapenem biosynthesis in Ecc was to identify the 
intermediates that accumulated when the biosynthetic pathway was disrupted by 
mutations. A simple strategy involved transposon mutagenesis of Ecc strain 
ATCC39048, screening for mutants that did not produce carbapenem (using a car-
bapenem-sensitive reporter strain) and then cross-feeding to look for those mutants 
that could restore antibiotic biosynthesis (Bainton et al. 1992a, b). Two classes of 
mutant were obtained: class 1 were thought to be blocked early in the carbapenem 
biosynthetic pathway, and class 2 were presumably blocked later, and assumed to 
accumulate an intermediate that could be used by class 1 to complete the synthesis. 
The “intermediate” was purified using high-performance liquid chromatography 
(HPLC) of organic solvent extracts of culture supernatants from class 2 mutants 
and identified using nuclear magnetic resonance (NMR) and mass spectrometry 
(MS) to be 3-oxo-C6-HSL (Bainton et al. 1992a, b).

3-oxo-C6-HSL is the V. fischeri autoinducer, not an intermediate in carbapenem 
biosynthesis, which suggested that it might be involved in the regulation of carbap-
enem synthesis. A biosensor plasmid for 3-oxo-C6-HSL was constructed that contained 
luxR and the divergent luxICDABE promoter from V. fischeri, but no luxI. Instead, 
the promoter was fused to the luxCDABE genes of Photorhabdus luminescens, which 
gave a good bioluminescence signal at 37°C in the presence of 3-oxo-C6-HSL and 
other acyl-HSLs of similar structure (Swift et al. 1993; Winson et al. 1998). E. coli
does not produce acyl-HSLs, and E. coli transformed with the biosensor plasmid will 
only bioluminesce in the presence of exogenous acyl-HSLs or complementing luxI
homologues (Bainton et al. 1992a, b; Swift et al. 1993).

The QS signal synthase gene from Ecc, termed carI, was cloned (Swift et al. 
1993). The inability to produce 3-oxo-C6-HSL by class 1 mutants was complemented 
by transformation with the carI gene, spent Ecc supernatants, and also synthetic 
3-oxo-C6-HSL (Bainton et al. 1992b; Jones et al. 1993; McGowan et al. 1995). The 
disruption of carI (and a homologous gene, expI, in a second, noncarbapenem-
producing Ecc strain, SCC3193) had additional effects on the phenotype of Ecc, also 
known as a plant pathogen causing soft rot; a substantial reduction in the synthesis of 
exoenzymes, and a concomitant reduction in virulence (Jones et al. 1993; Pirhonen et al. 
1993). Hence, QS controls the expression numerous genes at different locations 
within the genome, a regulon. A convergently transcribed (to carI/expI) luxR homo-
logue was discovered and termed expR and, later, eccR (Andersson et al. 2000; Bell 
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et al. 2004). In addition, the cloning and sequencing of the carbapenem biosynthetic 
pathway identified a second luxR homologue, carR (McGowan et al. 1995). 
Disruption of carR resulted in the loss of carbapenem biosynthesis (McGowan et al. 
1995, 1996, 1997), but did not affect exoenzyme production. Disruption of eccR also 
did not affect exoenzyme production (Andersson et al. 2000). Publication of the 
genome sequence of a closely related plant pathogen Erwinia carotovora subsp. 
atroseptica (Eca) strain SCRI1043 (Bell et al. 2004) revealed the presence of a novel 
luxR homologue that proved to be the missing QS regulator of exoenzymes, termed 
VirR (Burr et al. 2006). Disruption of virR in Eca gave no obvious phenotype, how-
ever, a double mutant of virR and expI (the carI homologue of Eca) restored wild-type 
levels of exoenzyme production, suggesting that VirR negatively regulates gene 
expression in the presence of 3-oxo-C6-HSL. The virR gene was found in other spe-
cies of Erwinia, including Ecc strain ATCC 39048, in which virR and virR/carI muta-
tions had similar phenotypes to their Eca counterparts (Burr et al. 2006).

To understand the mechanism of VirR action, it is necessary to understand some 
of the non-QS regulators of virulence in Erwinia species. RsmA was identified in 
phytopathogenic Ecc strain 71 (which does not possess the car operon) (Chatterjee 
et al. 1995; Cui et al. 1995). By analogy with CsrA in E. coli, it is thought that 
RsmA acts by binding to specific messenger RNAs (mRNAs) and targeting them 
for degradation (reviewed by Majdalani et al. 2005). Mutants of rsmA are hypervir-
ulent and overexpress exoenzymes (Chatterjee et al. 1995; Cui et al. 1995). In the 
absence of QS signal, the VirA homologue in Ecc71 activates rsmA expression, 
thus, negatively regulating the level of exoenzyme mRNAs. In the presence of QS 
signal, affinity for the rsmA promoter, and presumably transcription, is substan-
tially reduced (Cui et al. 2006).

In summary, the dissection of QS in Erwinia species began with the finding that 
3-oxo-C6-HSL production was required for the activation of carbapenem antibiotic 
production. The mutant unable to produce the QS signal was also deficient in 
exoenzyme production and substantially less virulent. The role of QS in the control 
of phytopathogenicity led to the study of QS in numerous strains of Ecc and other 
Erwinia species. QS controls virulence determinants in these closely related strains, 
but not always through identical mechanisms. Nevertheless, it is now clear (after 15 
years of research) that, in Ecc strain ATCC39048, there are three LuxR-type pro-
teins that respond to signal production via one LuxI-type protein to control the 
expression of dedicated QS regulons in concert with numerous other regulatory 
mechanisms that allow integration of a range of environmental parameters to 
control gene expression (reviewed by Barnard and Salmond 2007).

7.4.2 A Brief History of the Study of QS in Aeromonas

The revelation that acyl-HSL-mediated QS existed beyond the genus Vibrio stimulated 
a period of discovery in which biosensor complementation was used as a first step in 
elucidation of QS-controlled phenotype in numerous Gram-negative bacteria, 
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 including species of Erwinia, Vibrio, Serratia, Burkholderia, Pseudomonas, Rhizobium,
Rhodobacter, Yersinia, Chromobacterium, and Aeromonas (see Swift et al. 2001 for a 
review). The research in this area was enabled by the development of numerous bio-
sensors for acyl-HSLs with different chain lengths based on the preferences of differ-
ent LuxR-type proteins (reviewed by Steindler and Venturi 2007). Reporters were 
either constructed on plasmids for transformation into E. coli (e.g., Shaw et al. 1997; 
Winson et al. 1998) or by mutation of luxI type genes in bacteria with an easily 
measurable QS-controlled phenotype, such as pigment production (McClean et al. 
1997). The identification of specific acyl-HSL signals was further facilitated by the 
development of a low-technology thin-layer chromatography method (Shaw et al. 
1997) and improvements in other separation, molecular identification, and chemical 
synthesis methodologies (Fekete et al. 2007; Ortori et al. 2007).

Aeromonas hydrophila presents itself as a case in which the discovery process 
went according to plan (Swift et al. 1997, 1999). The bacteria produced a positive 
T-streak on agar with the Chromobacterium violaceum CV026 biosensor, and 
 concentrated extracts were shown by thin layer chromatography to contain 
N-butanoyl-l-homoserine lactone (C4-HSL) and N-hexanoyl-l-homoserine lac-
tone (C6-HSL). MS of the HPLC-purified material confirmed this. The luxI homo-
logue, ahyI, was cloned by complementation in E. coli. Chromosomal inactivation 
of ahyI gene resulted in a substantial reduction in extracellular protease activity, 
which was recovered by the addition of exogenous signal. Protease was originally 
hypothesised as a regulated characteristic because of its known stationary phase 
induction. This effect on the protease activity was observable on agar plates, in 
quantitative assays of supernatant proteins and by polyacrylamide gel electro-
phoresis analysis of secreted proteins. Importantly, antagonism of the QS response 
with long-chain acyl-HSLs inhibited protease production, providing early evi-
dence that essential virulence factors could be inhibited by interfering with QS 
(Swift et al. 1999). Nevertheless, these strains were not significantly impaired in 
virulence using a gnotobiotic Artemia franciscana (brine shrimp) model (Defoirdt 
et al. 2005).

The choice of strain can be important in virulence studies, and laboratory 
adapted strains, e.g., AH-1N used in the above studies can give nonrepresentative 
results (see Fux et al. 2005). An ahyR mutation in a different strain of A. hydrophila,
J1, is severely attenuated in fish (Xiphophophorus helleri Hecke) infection, with the 
LD50 increasing from 1.8 × 105 to more than 109 bacteria. The main virulent deter-
minants, including proteases, amylase, DNase, haemolysin, and S layer, could not 
be detected in the ahyR mutant in vitro (Bi et al. 2007). AhyR acts as both a nega-
tive and a positive regulator of ahyI and, hence, C4-HSL production, in a growth 
phase-dependent manner (Kirke et al. 2004). As such, AhyR seems to be involved 
in the timing of C4-HSL production, and it is not known whether the control of 
virulence factor expression is direct or indirect.

Subsequently, mutations in ahyI were shown to be deficient in producing the 
characteristic mushroom-like stacks seen in normal A. hydrophila biofilms grown 
in a flow-through model (Lynch et al. 2002), and ahyR mutations were shown to 
form biofilms with a significant increase in surface coverage (Lynch et al. 2002). 
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The individual genes from within the biofilm QS regulon responsible for these 
effects have not yet been identified.

7.4.3 QS in E. coli

Salmonella and E. coli do not have a luxI gene or any acyl-HSL synthase and, therefore, 
do not synthesise acyl-HSLs. E. coli and Salmonella do possess a LuxR-type protein, 
SdiA, which is acyl-HSL responsive and regulates genes contributing to the adhesion 
to host tissues and the resistance to complement killing (Ahmer 2004; Michael et al. 
2001; Smith and Ahmer 2003). The biological role of SdiA, and the detection of 
acyl-HSLs presumably produced by other bacterial species, is yet to be defined.

E. coli and Salmonella are paradigm species of bacterial life (Neidhardt et al. 1996), 
and it is hypothesised that they must surely produce a QS signal. For this reason, the 
culture supernatants of E. coli and Salmonella have been extensively interrogated for 
the presence of potential QS signals, and many candidates have been proposed 
(reviewed by Ahmer 2004; Walters and Sperandio 2006; Winzer et  al. 2002a).

The role of AI-2 as a QS molecule in E. coli and Salmonella is controversial. In 
the true sense of the word, a cell-to-cell signalling molecule is a small diffusible 
molecule that has a function in cell-to-cell communication (Winzer et al. 2002a). 
Within conditioned media, a large number of bacterial products can be found and 
may have the potential to serve as cell-to-cell signals within a QS system. The pres-
ence of bacterial products, e.g., fermentation metabolites and medium degradation 
products all provide a milieu that, when added to culture of low cell density, will 
trigger a variety of responses unrelated to cell-to-cell signalling (Winzer et al. 
2002a). Conversely, a true signalling molecule is produced during specific stages of 
growth, under certain physiological conditions or in response to environmental 
change. The molecule accumulates extracellularly and is recognised by a specific 
receptor. Threshold concentrations of the molecule generate a concerted response 
in which the cellular response extends beyond physiological changes required to 
metabolise or detoxify the signalling molecule (Winzer et al. 2002a).

7.4.3.1 Is AI-2 an E. coli or Salmonella QS Signal?

Studies comparing luxS mutants (unable to produce AI-2) with wild-type E. coli
found that, based on DNA microarray analysis, greater than 400 genes were either 
upregulated or downregulated in the luxS mutant when compared with the parent 
strain (Sperandio et al. 2001), concluding that AI-2 signalling was a global regula-
tory system in E. coli. This study neglected the fact that LuxS was vital for the AMC 
and the production of a feedback mechanism within the cycle (via SAH). The luxS
and pfs genes are located adjacent to other genes involved in metabolic  reactions 
linked to the AMC, further suggesting a role in metabolism rather than QS 
(Vendeville et al. 2005). There is strong argument for the LuxS protein as a  metabolic 
enzyme involved primarily in the detoxification of SAH, and AI-2 is a byproduct of 
this process (Sperandio et al. 2003; Vendeville et al. 2005; Winzer et al. 2002b).
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The regulation of type III secreted virulence determinants, flagella, and motility 
genes has been linked to AI-2 signalling in enterohaemorrhagic E. coli (EHEC) 
(Sperandio et al. 2002a, b). Careful study of this regulation has demonstrated a regu-
latory role for another extracellular product, AI-3, that is not produced by a luxS
mutant. AI-3 is the activating signal for virulence gene transcription and is not 
dependent on LuxS for synthesis. It is proposed that the pleiotropic effects of a luxS
mutation on AMC and amino acid metabolism affects the availability of synthesis 
precursors for AI-3 (Walters et al. 2006). AI-3 is a chemically distinct molecule 
from AI-2 in that it binds C-18 HPLC columns and can only be eluted with 
methanol.

AI-2 and AI-3 activity may be differentiated by two assays. AI-2 produces biolumi-
nescence in V. harveyi, whereas AI-3 shows no activity and AI-3 is able to activate 
transcription of virulence genes in EHEC in which AI-2 has no effect (Surette et al. 
1999; Walters et al. 2006). The catecholamine neurotransmitters epinephrine and 
norepinephrine can replace AI-3 as a signal in the regulation of virulence genes in EHEC, 
where these effects may also be blocked by adrenergic receptor antagonists, suggesting 
that AI-3 may be structurally similar to epinephrine and norepinephrine (Clarke et al. 
2006) and have a role in host–bacteria communication (Lyte and Ernst 1992).

A membrane sensor kinase, QseC, is activated by AI-3, epinephrine, and nore-
pinephrine, suggesting a role in intraspecies, interspecies, and interkingdom sig-
nalling (Clarke et al. 2006). QseC is part of a two-component system as a sensor 
kinase activating response regulator QseB to activate transcription of the flagella 
regulon for swimming motility in EHEC (Clarke et al. 2006). Amino acid sequence 
analysis shows that QseC is conserved in other enteric bacteria that have also been 
shown to respond to catecholamines, e.g., Shigella, Salmonella, and Yersinia
(Freestone et al. 1999; Kendall and Sperandio 2007). AI-3-, epinephrine-, and 
norepinephrine-activated QseC also activates another response regulator, QseA, 
which is one of many activators of the expression of the genes encoded on the 
locus of enterocyte effacement (LEE) locus of enteropathogenic E. coli (EPEC) 
and EHEC, and, therefore, central to the regulation of enterovirulence in these 
pathogens (Sharp and Sperandio 2007).

In E. coli, it is clear that extracellular products can affect gene expression and, 
hence, bacterial phenotype. In the case of AI-2, and also other molecules such as 
indole (Wang et al. 2001), it is likely that the phenotypic changes observed were 
consequences of experiments that disrupted normal metabolism. The evidence sup-
porting a role for AI-3 as a signal molecule is stronger, although whether that is as 
a true QS signal or possibly as an amplifier of host signals, e.g., catecholamines 
produced by damaged tissue, is an issue yet to be resolved.

7.5 Regulation of Microbial Physiology by QS

QS controls gene expression and defines a high cell density phenotype. Research 
studying the various components of the high cell density phenotype has identified 
some common traits, regulated by QS in its various evolutionary forms. That is to 
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say that whether bacteria use acyl-HSLs, modified peptides, activators, or  repressors 
to actuate their QS control, there are a number of traits that seem to be  commonly 
regulated by QS. To illustrate this, the example of the regulation of biosurfactant 
secondary metabolites will be discussed. In many cases, QS coordinates the 
activation (or repression) of transcription from numerous promoters at sites on the 
bacterial genome: the QS regulon. It is clear here that the coordinated combination 
of expressed gene products is necessary for the bacterial population to display 
phenotypes that are more complex. The roles of QS in the control of virulence and 
biofilm formation will be discussed as examples.

7.5.1 QS and Secondary Metabolism

A secondary metabolite is a compound that is not necessary for growth or 
maintenance of cellular functions but is synthesised, often for the protection of a 
cell, during the stationary phase of the growth.

Microbial biosurfactants are surface-active molecules produced by a wide 
variety of microorganisms, including bacteria, yeasts, and filamentous fungi. The 
surfactant properties of these molecules may be attributed to their amphipathic 
nature in that they are composed of both hydrophobic and hydrophilic moieties. 
This enables them to effectively reduce surface and interfacial tensions, dissolve 
hydrophobic  compounds, and alter the hydrophobicity of the microbial cell sur-
face. The  phylogenetic diversity of organisms that produce biosurfactants is 
reflected in their varied chemical structures and surface properties. All known 
microbial  biosurfactants are classified as low molecular weight, high molecular 
weight, or particulate biosurfactants (Desai and Banat 1997). The hydrophilic 
component is usually an amino acid, polypeptide, monosaccharide, disaccharide, 
or polysaccharide, and the  hydrophobic component is usually a saturated or 
unsaturated fatty acid. Low molecular weight biosurfactants are glycolipids; 
lipopeptides or lipoproteins; and fatty acids, phospholipids and neutral lipids 
(Rosenberg and Ron 1999).

The synthesis and regulation of biosurfactant production is directed by specific 
environmental signals and is often a cell density-dependent phenomenon. The diversity 
of chemical structures and physicochemical properties of biosurfactants indicates that 
they are synthesised by microorganism for a variety of purposes. These include:

1. Enhancing the bioavailability of hydrophobic substrates by forming 
micelles/emulsions.

2. To facilitate the surface translocation of swarming bacteria by overcoming 
surface tension.

3. Attachment and detachment of bacteria from hydrophobic substrates by influ-
encing cell surface properties.

Growth of bacteria on hydrophobic substrates such as polyaromatic  hydrocarbons 
(PAHs) stimulates the bacterial synthesis of biosurfactants, so as to facilitate the 
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use of these compounds as a source of carbon. Because growth on such  substrates 
is limited to the interface between water and oil, the release of biosurfactants 
enhances bacterial growth by partitioning at the hydrophobic–hydrophilic inter-
face. This increases the surface area over which the bacteria can grow. It is mostly 
at this interface that bacteria can proceed to degrade the compound, with the help 
of their surface-associated oxygenase enzymes that oxidise the highly reduced 
ring  structures that characterise hydrophobic xenobiotics. The key, therefore, to 
more efficient, accelerated growth on hydrocarbons is increased contact between 
cells and hydrocarbon, and this is afforded by the biosurfactants. From a 
 bioremediation perspective, this is crucial because the initial ring cleavage is the 
rate-limiting step in biodegradation, and microbial biosurfactants can overcome 
this limitation.

A second environmental advantage of biosurfactant production is swarming 
migration in bacteria. Bacterial swarming is a flagella-driven movement accompa-
nied by the production of extracellular slime, including biosurfactants. Swarming 
may be considered as a means to colonise new niches that are more nutritionally 
endowed (reviewed by Daniels et al. 2003). It is cell density dependent, with spe-
cific nutritional and surface associated signals that lead to differentiation of cells 
into the swarmer state. Biosurfactants function as wetting agents by reducing the 
surface tension, thus, facilitating the smooth movement of these cells (Daniels et al. 
2003). Mutants deficient in biosurfactant production are unable to spread over a 
solid surface such as an agar plate (Daniels et al. 2003).

Biosurfactants are known to alter the surface properties of the secreting cell, 
which may, in turn, influence the interaction between the cell and the hydrocarbon. 
Cell surface properties arise from the unique chemical structure of the cell surface. 
For example, the Gram-negative bacterium, P. aeruginosa, has an outer membrane 
containing lipopolysaccharides (LPS). The variable O-Antigen of the LPS extends 
into the surrounding environment and consists of 15 to 20 repeating monomers of 
a three- to five-sugar subunit. The structure of this O-Antigen contributes to cell 
surface hydrophilicity. The interaction between the surfactant and the bacterial cell 
is thought to occur in two ways:

1. Formation of micelles that coat the hydrophobic compound and, thus, allow its 
uptake into the cell.

2. Altering the cell surface hydrophobicity by the release of LPS.

In the second instance, the biosurfactant may interact with the cell surface in two 
ways to cause changes to its hydrophobicity. The biosurfactant rhamnolipid 
(reviewed later in detail) directly removes the LPS through its solubilization or 
indirectly through the complexation of magnesium cations that are crucial for main-
taining strong LPS–LPS interactions in the outer membrane (Al-Tahhan et al. 
2000).

In either case, the loss of the LPS from the outer membrane results in high 
adherence to hydrocarbons and enhanced degradation of the hydrophobic com-
pound. Therefore, biosurfactants interact with the secreting cells to determine the 
outcome of the cells’ interaction with its environment.
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7.5.1.1 Rhamnolipid Production by P. aeruginosa

Rhamnolipids are classified as low molecular weight glycolipids, composed of 
 disaccharides acylated with long-chain fatty acids or hydroxy fatty acids. They are 
mainly produced during growth on hydrocarbons or carbohydrates. Their synthesis 
occurs at late exponential or stationary phase and is usually associated with  nitrogen 
limitation (Ochsner et al. 1994). Rhamnolipids consist of one or two molecules of 
the sugar rhamnose linked to one to two molecules of β-hydroxydecanoic acid. 
Various types of rhamnolipids have been identified depending on the combinations 
of rhamnose and decanoate. The rhamnolipids principally detected in culture 
 supernatants include rhamnolipid 1 (l-rhamnosyl-l-rhamnosyl-β-hydrocyde-
canoyl-β-hydroxydecanoate) and rhamnolipid 2 (l-rhamnosyl-β-hydrocydecanoyl-
β-hydroxydecanoate) (see Fig. 7.2).

Rhamnolipid is produced during the stationary phase of growth, and  biosynthesis 
occurs via a series of glycosyl transfer reactions catalysed at each step by specific 
rhamnosyltransferases (Ochsner and Reiser 1995). The nucleotide-linked sugar 
 thymidine diphosphate-rhamnose (TDP-rhamnose) is the donor and β-hydroxyde-
canoyl-β-hydroxydecanoate is the acceptor. Rhamnosyltransferase 1 (catalysing the 
first step in rhamnolipid synthesis) is encoded by the rhlAB operon (Ochsner et al. 
1994), which is able to restore rhamnolipid activity in mutant strains. The operon 
encodes two proteins, RhlA and RhlB, which encode the fully functional enzyme 
(Sullivan 1998). The amino acid sequence of RhlA has revealed a putative signal 
peptide at the N terminus, and there are at least two putative membrane-spanning 
domains in the RhlB protein (Ochsner et al. 1994). This suggests that RhlA is in the 
periplasm and RhlB is in the cytoplasmic membrane. In studies involving heterolo-
gous host expression (E. coli and other Pseudomonads) of rhamnosyltransferase 
(Ochsner et al. 1994), enzyme activity was observed when just the rhlB gene was 
induced, indicating that the RhlB protein is the functional enzyme. However, levels 
of rhamnolipids in the supernatant of induced Pseudomonas cultures was  significantly 
higher when both rhlA and rhlB genes were expressed, indicating the involvement 
of RhlA protein in the activity of RhlB. It has been suggested (Ochsner et al. 1994) 
that RhlA may be involved in the synthesis or transport of precursor substrates for 
rhamnosyltransferase or in stabilization of RhlB in the cytoplasmic membrane.

Biosurfactant production in P. aeruginosa is tightly regulated and under the 
control of a QS system (Sullivan 1998). The LasR (LuxR-type protein)/LasI 
(3-oxo-C12-HSL) synthase pair regulate the expression of a large regulon that includes
virulence factors such as the elastase gene, lasB, and a second signalling pair RhlR/
RhlI (C4-HSL synthase) (Pearson et al. 1997; Pesci et al. 1997). In the case of 
rhamnolipid synthesis, the transcription on rhlAB is under the control of RhlR and 
the signal molecule C4-HSL. rhlR and rhlI are located immediately downstream of 
the rhlAB (Winson et al. 1995; Pearson et al. 1997). The provision of RhlR and 
C4-HSL is not sufficient for RhlAB expression, because further levels of regulation 
exist to silence this part of the quorum response in P. aeruginosa (Medina et al. 
2003a). Experiments in P. aeruginosa and E. coli have shown that transcription 
from the rhlAB promoter does not occur in logarithmic growth, even when the 
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 presence of RhlR and C4-HSL is verified (Medina et al. 2003a). Additional levels 
of negative regulation are a common feature of genes encoding elements of the 
quorum response in P. aeruginosa (e.g., RpoS [Whiteley et al. 2000]; RsmA [Pessi 
et al. 2001]; DksA [Branny et al. 2001]; QscR [Chugani et al. 2001]; and MvaT 
[Diggle et al. 2002]). In the case of RhlAB expression, there is a requirement for 
the stationary phase sigma factor, RpoS, as well as RhlR and C4-HSL. In addition, 
RhlR also binds to the rhlAB promoter in the absence of C4-HSL as a repressor 
(Medina et al. 2003b).

P. aeruginosa is a bacterium that can adapt to relatively diverse environments 
and situations. The ability to produce rhamnolipid has been demonstrated to be an 
advantage to P. aeruginosa cells colonising various environments by promoting 
surface motility (Caiazza et al. 2005), maintaining biofilm channels (Davey et al. 
2003; Lequette and Greenberg 2005), and rapidly killing neutrophils attracted to 
sites of P. aeruginosa infection (Jensen et al. 2007).

7.5.1.2 Serrawettin Production by Serratia

Serratia species, including Serratia liquefaciens MG1, reclassified recently as 
S. marcescens (Rice et al. 2005), and S. marcescens produce the extracellular biosur-
factant serrawettin. Serratia are opportunistic pathogens capable of colonizing a wide 
variety of surfaces in water, soil, and the digestive tracts of humans and animals 
(Grimont and Grimont 1978). Serrawettin is a high molecular weight lipodepsipen-
tapeptide, and three types have been identified that include W1, W2, and W3 (Lindum 
et al. 1998; Li et al. 2005) (Fig.7.2). Serrawettins are synthesised nonribosomally, 
sharing a basic structure of five amino acids in a cyclic arrangement, with variation 
arising from the number (one or two) and composition of substituent acyl chains 
(Li et al. 2005; Lindum et al. 1998). W1, W2, and W3 are produced by S. marcescens
strains 274 (ATCC 1388), NS 25, and NS 45, respectively. Serrawettin W2 has also 
been reported as a wetting agent produced by S. marcescens (liquefaciens) strain 
MG1 (Lindum et al. 1998). One physiological role of serrawettin is to facilitate the 
 movement of cells over various surfaces, enhancing the flagellum-dependent 
(swarming motility) and flagellum-independent (sliding motility) expansion of 
bacterial colonies on the surface of agar media (Eberl et al. 1999; Henrichsen 1972; 
Matsuyama et al. 1992). The antibiotic properties of serrawettin have also been 
described (Wasserman et al. 1961).

Swarming behaviour in Serratia species is initiated by two genetic switches that 
control the differentiation into the swarmer phenotype (Daniels et al. 2003). The 
first is the flhDC master operon that regulates expression of the flagellar regulon 
(Eberl et al. 1996). The second switch encodes a QS system (Givskov et al. 1998). 
In S. marcescens (liquefaciens), this system is composed of two genes, swrR and 
swrI. swrR is a luxR homologue that is the transcriptional activator of the target 
genes (Daniels et al. 2003) and swrI, a luxI homologue, catalyses the formation of 
C4-HSL and C6-HSL in a molar ratio of 10:1 (Eberl et al. 1996). The swrA gene is 
part of the QS regulon in S. marcescens (liquefaciens), discovered as 1 of 19 
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 promoterless Tn5 luxAB inserts in the S. marcescens (liquefaciens) MG1 swrI
mutant that respond to the exogenous addition of C4-HSL (Lindum et al. 1998). 
Serrawettin biosynthesis requires the swrA gene product, SwrA, which is a multido-
main enzyme homologous to a number of other nonribosomal peptide synthetases 
and with general homology to the protein superfamily of nonribosomal peptide 
synthetases (NRPS) (Lindum et al. 1998). Serrawettin production is associated with 
the formation of swarmer colonies because it effectively reduces surface tension 
and facilitates the spreading of cells over a given surface, i.e., an agar plate. The 
swarming activity of S. marcescens (liquefaciens) strains with mutations in swrI
and swrA is recovered by the addition of exogenous surfactants, including serrawettin
W2 (Lindum et al. 1998).

S. marcescens (liquefaciens) MG1 has been reidentified as a nonpigmented (not 
producing the characteristic red pigment prodigiosin) S. marcescens. QS has been 
studied in three additional strains of S. marcescens. In ATCC 39006 (pigmented) 
and strain 12 (non-pigmented), homologues to SwrR and SwrI have been identi-
fied, and the main acyl-HSL is conserved as C4-HSL (Thomson et al. 2000; 
Coulthurst et al. 2006). In strain 12, the regulation of surfactant and swarming 
motility by QS is apparent, with SwrR or SmaR activating transcription of swrA in 
the presence of C4-HSL. For the nonflagellated strain SS-1, a different QS cassette 
is present; here the SpnR/SpnI (3-oxo-C6-HSL synthase) pair also control sur-
factant production, which allows for sliding motility, but by derepression of SpnR 
in the presence of acyl-HSL (Horng et al. 2002).

QS in the various strains of Serratia studied have identified overlapping QS 
regulons encoding various secondary metabolites (e.g., prodigiosin and carbap-
enem) and exoenzymes co-regulated by other regulators, such as RsmA in a situa-
tion reminiscent of Erwinia (reviewed by van Houdt et al. 2007). Strains of Serratia
have also been identified that neither produce acyl-HSLs nor carry a luxI homo-
logue, but do express these same phenotypes (van Houdt et al. 2005). In S. marces-
cens SS-1, the spnRI genes are located within a Tn3 family transposon termed 
TnTIR (Wei et al. 2006) that supports an important role for horizontal gene transfer 
in the spread of QS genes, as proposed by Lerat and Moran (2004). Indeed, phage-
mediated transfer of QS genes and QS-regulated genes between strains of Serratia
has been  demonstrated in the laboratory (Coulthurst et al. 2006). The evidence sup-
porting the probability of horizontal transfer of QS genes and QS-regulated genes, 
at least between members of the genus Serratia, is an unlooked-for outcome of 
research investigating secondary metabolism in Serratia.

7.5.1.3 Surfactin—The Biosurfactant of Bacillus

The biosurfactant surfactin is produced by a Gram-positive bacterium, Bacillus
subtilis. Surfactin is a low molecular weight cyclic lipopeptide composed of seven 
amino acids linked to a fatty acid moiety (Fig. 7.2) (Rosenberg and Ron 1999). The 
peptide moiety is synthesised by a nonribosomal peptide synthetase, which consists 
of a large multienzyme complex that links amino acids by ester and amide bonds 
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(Menkhaus et al. 1993). An acyl transferase is also required for the initial step 
involving the transfer of a hydroxy fatty acid to the first amino acid in the peptide 
(Menkhaus et al. 1993). Surfactin production is regulated by a cell density-responsive 
mechanism that is based on the accumulation of a posttranslationally modified 
peptide pheromone, ComX (Magnuson et al. 1994).

Biosynthesis of surfactin requires the products of the srf operon, which encodes 
the three subunits of the surfactin synthetase enzyme catalysing the nonribosomal 
peptide synthesis. The srf operon consists of four open reading frames (ORF) 
(Fabret et al. 1995), each of which specifies one domain within the peptide syn-
thetase itself. For example, the ORF designated SrfAA (SrfORF1) contains the 
amino acid-activating domains for the addition of glutamate, leucine and d-leucine,
the first three amino acids in the arrangement of surfactin. The second ORF, SrfAB 
(SrfORF2), contains the amino acid-activating domains for the addition of valine, 
aspartate, and d-leucine. The third ORF, SrfAC, contains the amino acid-activating 
domains for leucine (Galli et al. 1994) and also encodes a thioesterase responsible 
for peptide termination. The last ORF, SrfAD, is not required for surfactin synthesis 
and shows sequence homology to a thioesterase type II motif. Another gene found 
several kilobases downstream of the srf operon is also essential for surfactin syn-
thesis; it is designated sfp (Nakano et al. 1992). Sfp is a phosphopantetheinyl trans-
ferase required for the activation of the surfactin synthetase via posttranslational 
modifications (Lambalot et al. 1996; Quadri et al. 1998).

srf expression is also associated with the onset of the competent state in B. subti-
lis. Competence is the ability to uptake foreign DNA (e.g., from lysed cells) from 
the external environment. The gene comS encodes ComS, a competence regulatory 
protein, which is responsible for the development of competence in B. subtilis via 
prevention of the degradation of the competence transcription factor ComK (Berka 
et al. 2002; D’Souza et al. 1994; Turgay et al. 1998). comS is embedded, out of 
frame, within the srf operon, and its expression is dependent on the expression of the 
srf operon because comS and srf share a common promoter. It is suggested that a 
possible role for the co-regulation of these two genes is to coincide the onset of the 
competent state with the synthesis of a lytic agent (surfactin) (Cosby et al. 1998).

QS regulation uses the comQ, comX, comP, comA signalling cassette, which is 
similar to many signalling cassettes found in Gram-positive bacteria (Kleerebezem 
et al. 1997). ComX serves as the QS regulatory signal molecule, the equivalent of 
the acyl-HSL in Gram-negative bacteria. It is a farnesylated decapeptide produced 
from pre-ComX by the action of ComQ and secreted by B. subtilis to accumulate 
extracellularly (Ansaldi et al. 2002; Bacon-Schneider et al. 2002; Magnuson et al. 
1994; Tortosa et al. 2001). ComX interacts with a two-component signal transduc-
tion system on the cell membrane. On perception of ComX, the membrane-bound 
histidine kinase ComP donates a phosphate group to the response regulator ComA, 
which is, thus, activated and stimulates the transcription of the Com regulon, which 
has been defined using a DNA microarray approach (Comella and Grossman 2005) 
and which includes the srf operon (Solomon et al. 1996).

Another signal peptide, CSF or PhrC, also influences the expression of the srf
operon. It is an export–import regulatory peptide of the same family as the  sporulation 
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regulator, PhrA (Core and Perego 2003; Cosby et al. 1998). CSF  participates in the 
regulation of srf expression by inhibiting the activity of RapC, a known negative 
regulator of srf expression. RapC is a phosphatase that inhibits srf expression by 
dephosphorylating ComA and rendering it unable to bind to the srf promoter 
(Solomon et al. 1996). CSF is involved in maintaining ComA in the phosphorylated 
state and, thus, positively regulates srf transcription at low cell density.

From the above, it could be concluded that biosurfactant synthesis is under the 
control of QS in many Gram-negative and Gram-positive organisms. The synthesis 
of biosurfactants is associated with the onset of other phenotypes and is part of a 
coordinated high cell density response by bacteria that clearly transcends the 
molecular details of how that cell density dependent expression is achieved.

7.5.2 QS and Virulence

The roles of population size, evasion of host defences, and QS are entwined in the 
control of pathogenicity of at least two important pathogens, S. aureus and P. aeru-
ginosa. Both organisms are common in our environment and are responsible for a 
wide range of infections (see Lowy et al. 1998; Lyczak et al. 2000 for reviews). 
Often these infections are hospital acquired and are difficult to treat because of 
antibiotic resistance (Bonomo and Szabo 2006; Schito 2006). The pathogenesis of 
both species relies on the coordinated expression of multiple virulence factors, a 
process in which QS, via acyl-HSLs for P. aeruginosa and via modified peptides 
for S. aureus, has a central role. Allied with this is the capacity of both organisms 
to form infection-related biofilms (Kirisits and Parsek 2006; Kong et al. 2006). 
A biofilm is a persistent mode of growth at a surface within a polymeric matrix 
exhibiting a resistant physiology. The bacterial cells within a biofilm are at high 
cell densities, and cell-to-cell signalling has been shown to play a central regulatory 
role in the development of a mature, resistant biofilm (see Sect. 7.5.3 below).

7.5.2.1 QS Is Essential for the Full Virulence of P. aeruginosa

P. aeruginosa uses a multilayered hierarchical QS cascade that links Las signalling 
(LasR/LasI/3-oxo-C12-HSL), Rhl-signalling (RhlR/RhlI/C4-HSL), 4-quinolone sig-
nalling (PQS), and genetically unlinked LuxR-type regulators, QscR and VqsR, to 
integrate the regulation of virulence determinants and the development of persistent 
biofilms with survival under environmental stress (Diggle et al. 2007; Juhas et al. 2004; 
Lequette et al. 2006; Pearson et al. 1997; Pesci et al. 1997, 1999). The quorum response 
of P. aeruginosa is extensive (Lequette et al. 2006; Schuster et al. 2003; Wagner et al. 
2003 2004 2007) and provides for the coordinated activation of major virulence deter-
minants. The quorum response can be subdivided into genes (1) that are induced only 
by 3-oxo-C12-HSL, (2) that are induced only by C4-HSL, (3) that are induced either 
by C4-HSL or 3-oxo-C12-HSL, and (4) that are only induced by C4-HSL and 3-oxo-
C12-HSL (Whiteley et al. 1999), and the quorum response is summarised in Fig. 7.4.
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More importantly, it has been possible to show that acyl-HSL signalling is 
essential for the development of full virulence by P. aeruginosa during an infection. 
The effect of specific mutations in rhlI, lasR, and lasI has been investigated in 
murine models of acute pulmonary infections and burn wound infections (Pearson 
et al. 2000; Rumbaugh et al. 1999; Tang et al. 1996). In the burn wound model, 
lasR, lasI, and rhlI mutants are significantly less virulent than the parent P. aerugi-
nosa strain, PAO1 (Rumbaugh et al. 1999). After 48 hours, the wild-type strain 
shows an average mortality of 94% compared with mutants of lasR (28% mortal-
ity), lasI (47%), rhlI (47%), and lasI, rhlI double mutant (7%). The virulence of the 
mutants was restored by complementation with plasmids expressing LasI, RhlI, or 
LasI and RhlI.

The virulence of P. aeruginosa is linked to the production of exoproducts that 
degrade tissue and allow the spread of bacteria to deeper tissue. To assess the spread 
of P. aeruginosa within the burned skin, bacterial counts were made at the site of 

lasR lasI

LasR LasI

Las Regulon

rhlR rhlI

RhlR RhlI

Rhl Regulon

vqsR

VqsR

qscR

QscR

Qsc RegulonPqsR

pqsR

Pqs Regulon

pqsA-D,H

PqsA-D,H

Vqs Regulon

Fig. 7.4 QS in P. aeruginosa. A summary of the complex hierarchy of signalling in P. aeruginosa
showing the primary genes (italics) and proteins (boxed) involved. The LasI signal 3-oxo-C12-HSL
is shown as a filled circle. The RhlI signal C4-HSL is shown as an open circle. The Pseudomonas
quinolone signal (Pqs) is shown as a filled box. The pqsABCD operon encodes the enzymes 
responsible for the biosynthesis of 2-heptyl-4-quinolone (HHQ) from anthranilic acid. PqsH 
catalyses the conversion of HHQ to PQS (Diggle et al. 2006; not discussed in the main text). Gene 
regulation by activation is shown by a thick-lined arrow. Gene regulation via repression is shown 
by a thick line ending with a circle
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inoculation and at a site 15-mm distant. Single rhlI and lasI mutations had no 
 significant effect on the spread of the bacteria, mutants with defects in lasR or both 
rhlI and lasI showed no spread to the distant site until after 16 hours from inoculation. 
(Rumbaugh et al. 1999). These data suggest that although there is some redundancy 
in the control of the important virulence factors via las and rhl signalling, QS is nec-
essary for the optimal coordination of virulence factor expression for pathogenicity.

A similar situation is apparent in the pulmonary infection model. Of the mice 
inoculated with the parental strain, 55% developed confluent pneumonia through-
out the lungs, with a mortality rate of 21% of the inoculated animals. In contrast, 
only 10% of mice inoculated with a rhlI, lasI double mutant developed pneumonia, 
and this was much less severe than that seen with the parent strain. Full virulence 
could be restored to the double mutant by complementation of the rhlI, lasI muta-
tions with plasmid-borne copies of rhlI and lasI (75). In agreement with a role for 
signalling in pulmonary infection, Tang et al. (1996) demonstrated that, although a 
lasR mutant could colonise the murine lung, it was avirulent, being unable to 
achieve high cell densities, cause pneumonia, or penetrate into deeper tissues.

The various QS signals of P. aeruginosa coordinate the expression of many 
individual phenotypic traits to present a bacterial population best able to survive 
within the confines of an infection. The use of different signals and response regu-
lators provides for flexibility in the timing of the deployment of individual gene 
groupings and the integration of this transcriptional activation with other signals 
from the bacterial environment. Moreover, the signals of P. aeruginosa provide 
more than QS capabilities influencing immune responses, vasodilation, and other 
bacterial species (see Sect. 7.6).

7.5.2.2 QS Is Essential for the Full Virulence of S. aureus

S. aureus is an opportunistic pathogen deploying a range of adhesins, evasins, and 
aggressins (Lowy et al. 1998). The collection of genes expressed during an infec-
tion that is required for the establishment and progression of disease have been 
termed the “virulon.” The controlled expression of the virulon during an infection 
is central to the development of disease. The regulation of expression relies on the 
response to changing conditions resulting from penetration into host tissues and the 
resultant changes that occur because of bacterial and immune activities. The study 
of staphylococcal virulence has helped develop the concept of “antipathogenic” 
drugs (Williams 2002); these compounds do not kill the bacteria, but simply inhibit 
the expression of destructive virulence factors.

7.5.2.2.1 Agr, QS, and RNAIII

The virulon of S. aureus can be classified as surface factors (involved in adhesion 
and immune evasion, e.g., protein A) and secreted factors (toxins and enzymes 
involved in damaging the host, e.g., α haemolysin, toxic shock syndrome toxin 
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[TSST], and proteases). A pleiotropic transposon mutant that was downregulated 
for secreted factors and upregulated for surface factors was first described in 1986 
(Kong et al. 2006; Lyon and Novick 2004; Recsei et al. 1986) and has since been 
characterised in great detail. The mutation is in the accessory gene regulator region 
in agrA. The control of gene regulation through agr is in response to increasing 
bacterial cell density.

During the initial, low population-density stages of a staphylococcal infection, 
the expression of surface proteins binding extracellular matrix molecules, e.g., 
fibronectin, collagen, and fibrinogen, and to the Fc region of immunoglobulin, i.e., 
Protein A, is favoured. This is thought to promote evasion of host defences and the 
successful colonisation of host tissues. S. aureus challenges the host immune sys-
tem by eliciting a regional inflammation and subsequent abscess formation (Clarke 
and Foster 2006). Inside the effectively closed system of the abscess, bacterial 
 population density increases and secreted enzymes and toxins are induced that effi-
ciently destroy white blood cells and liberate nutrients from tissue.

The Agr locus consists of two divergent operons, P2 and P3 (Kong et al. 2006; 
Lyon and Novick 2004) (Fig. 7.5). The P2 operon comprises the agrBDCA signal-
ling cassette. P3 encodes the RNAIII molecule that acts as an intracellular signal 
controlling the transcription of genes within the Agr regulon. AgrD encodes a small 
peptide that is cleaved and processed in a process that involves AgrB, and which 
results in the secretion of a thiolactone peptide or AIP. AIP perception is by the 
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agrA agrC agrD agrB sarA
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TSST-1, Exfoliatin,
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Leukocidin, Protease
Lipase, Esterase
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Protein A, coagulase, 
fibronectin binding protein,
clumping factors

P2 P3
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Fig. 7.5 QS in S. aureus. The agr signalling cassette encodes AgrB, which participates in the 
export and processing of the AIP (grey circle) from the precursor encoded by agrD. AgrC per-
ceives the threshold concentration of AIP, which induces autophosphorylation on a histidine (H)
residue and phosphotransfer to an aspartate (E) residue on AgrA. Phospho-AgrA activates tran-
scription of the P2 (agrBDCA) and P3 (RNAIII) operons in concert with SarA. RNAIII mediates 
the quorum response
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sensor kinase, AgrC. Molecular events proceed after perception to induce AgrC 
autophosphorylation on a conserved histidine residue and the subsequent phospho-
transfer involving an aspartate residue on AgrA. A simple model in which AgrA-P 
activates transcription in concert with SarA is now proposed (Dunman et al. 2001; 
Heinrichs et al. 1996) to activate transcription of P2 (a positive feedback, autoin-
ducing loop) and P3 (producing RNAIII) operons.

The intracellular signal RNAIII then activates transcription of the exoenzyme and 
toxin genes while downregulating transcription of the surface-associated  factors. Unlike 
other pleiotropic regulators, AgrA does not seem to directly influence the initiation of 
transcription at other promoters. RNAIII is a regulatory RNA. The mechanisms 
of action are not wholly understood. It acts to increase or decrease the transcription of 
many genes, most likely by affecting the availability of other regulatory proteins. 
RNAIII is also able to increase translation of α-haemolysin by interaction with the hla
mRNA and blocking translation of protein A by interaction with the initiation codon of 
the spa mRNA (Johansson and Cossart 2003; Majdalani et al. 2005). The study of 
S. aureus in vitro has shown Agr to be the dominant regulator.

7.5.2.2.2 Antipathogenic Drugs

Different groups of staphylococci produce AIPs with different structure/activity 
profiles (Chan et al. 2004). AIP variants are recognised by group-specific AgrC 
 sensor kinases. The AIPs from different groups do not cross-activate each other and 
can inhibit the activation of the virulon in vitro. A consensus inhibitory sequence has 
been synthesised and shown to reduce the virulence of S. aureus infections (see 
Table 7.1). The antagonistic peptide inhibits the production of damage causing viru-
lence factors, and, thus, is antipathogenic. This illustrates the concept of QS block-
ade (Chan et al. 2004; Williams 2002), which is discussed further in Sect. 7.6.1.

7.5.2.2.3 Agr Is Not the Only Regulator of the S. aureus Virulon

Additional studies have identified mutations that affect the expression of the S. aureus
virulon. The genes involved may act in concert with agr or RNAIII to effect control 
and include the Sar family of regulators (Arvidson and Tegmark 2001), and the two 
component systems comprising SaeRS, SrrAB, and ArlSR (Liang et al. 2005; 
Novick and Jiang 2003; Yarwood et al. 2001).

The first member of the Sar family to be identified was SarA (Staphylococcal 
accessory regulator) (Cheung et al. 1992). SarA is required for the activation of the 
agr P3 promoter to produce RNAIII and, thus, activate the expression of secreted 
virulence factors (Dunman et al. 2001; Heinrichs et al. 1996). Members of the Sar 
family normally act as repressors. SarA also exerts control independently of Agr via 
repression of spa (protein A) and sarT (a repressor of hla) expression (Gao and 
Stewart 2004; Oscarsson et al. 2006). Rot (repressor of toxins) is a member of the 
Sar family that is repressed by RNAIII (Said-Salim et al. 2003). Changes in 



7 Quorum Sensing 209
Ta

bl
e 

7.
1

T
he

 s
tu

dy
 o

f 
S.

 a
ur

eu
s 

vi
ru

le
nc

e 
in

 v
iv

o
M

od
el

St
ud

y 
re

fe
re

nc
e

St
ra

in
s 

te
st

ed
C

on
cl

us
io

n
A

rt
hr

iti
s 

(m
ou

se
)

A
bd

el
no

ur
 e

t a
l. 

(1
99

3)
83

25
–4

 (
pa

re
nt

)
ag

rA
 m

ut
an

t i
s 

m
uc

h 
le

ss
 a

bl
e 

to
 c

au
se

 d
is

ea
se

W
A

25
0 

(a
gr

A
::T

n5
51

)
E

nd
oc

ar
di

tis
 (

ra
bb

it)
C

he
un

g 
et

 a
l. 

(1
99

4)
sa

r-
/a

gr
A

::T
n5

51
 m

ut
an

ts
 o

f 
st

ra
in

s 
R

N
63

90
 a

nd
 R

N
45

0
sa

rA
/a

gr
A

 m
ut

an
t r

ed
uc

ed
 in

fe
ct

iv
ity

 a
nd

 in
tr

av
eg

-
et

at
io

n 
ba

ct
er

ia
l n

um
be

rs
. C

om
pa

ra
bl

e 
ra

te
s 

of
 

ba
ct

er
ae

m
ia

. I
no

cu
lu

m
 s

iz
e 

im
po

rt
an

t—
hi

gh
er

 
in

oc
ul

a 
of

 s
ar

-,
 a

gr
-,

 a
nd

 s
ar

-/
ag

r-
 g

av
e 

di
se

as
e,

 b
ut

 
sh

ow
ed

 r
ed

uc
ed

 r
at

es
 o

f 
at

ta
ch

m
en

t t
o 

ao
rt

ic
 v

al
ve

 
ve

ge
ta

tio
ns

E
nd

op
ht

ha
lm

iti
s 

(r
ab

bi
t)

B
oo

th
 e

t a
l. 

(1
99

5)
IS

P4
79

 (
pa

re
nt

)
IS

P5
46

 (
ag

rA
::T

n5
51

)
M

ut
at

io
n 

in
 a

gr
A

 g
re

at
ly

 r
ed

uc
ed

 th
e 

se
ve

ri
ty

 o
f 

di
s-

ea
se

 b
ut

 d
id

 n
ot

 e
lim

in
at

e 
th

e 
ab

ili
ty

 to
 c

ol
on

is
e 

an
d 

gr
ow

 in
 v

itr
eo

us
. S

om
e 

di
se

as
e 

w
as

 a
pp

ar
en

t, 
bu

t m
uc

h 
re

du
ce

d 
in

 s
ev

er
ity

O
st

eo
m

ye
lit

is
 (

ra
bb

it)
G

ill
as

py
 e

t a
l. 

(1
99

5)
U

A
M

S-
1 

(o
st

eo
m

ye
lit

is
 is

ol
at

e)
U

A
M

S-
4 

(a
gr

A
::T

n5
51

 tr
an

sd
uc

ta
nt

)
M

ut
at

io
n 

in
 a

gr
A

 r
ed

uc
ed

 th
e 

in
ci

de
nc

e 
an

d 
se

ve
ri

ty
 

of
 d

is
ea

se
 b

ut
 d

id
 n

ot
 e

lim
in

at
e 

th
e 

ab
ili

ty
 to

 c
ol

o-
ni

se
 b

on
e 

an
d 

ca
us

e 
di

se
as

e
Sk

in
 a

bs
ce

ss
 (

m
ou

se
)

M
ay

vi
lle

 e
t a

l. 
(1

99
9)

ag
rA

::T
n5

51
 a

nd
 w

ild
 ty

pe
 ±

 Q
S 

in
hi

bi
to

r
M

ut
an

t i
s 

le
ss

 a
bl

e 
to

 c
au

se
 d

is
ea

se
. Q

S 
in

hi
bi

to
r 

re
du

ce
s 

si
gn

s 
of

 d
is

ea
se

E
nd

op
ht

ha
lm

iti
s 

(r
at

)
G

ie
se

 e
t a

l. 
(1

99
9)

R
N

63
90

 p
ar

en
t a

nd
 a

gr
A

/s
ar

A
 m

ut
an

t
B

ot
h 

st
ra

in
s 

in
du

ce
d 

cl
in

ic
al

 s
ig

ns
 o

f 
in

fl
am

m
at

io
n 

an
d 

in
fl

am
m

at
or

y 
ce

ll 
in

fi
ltr

at
io

n.
 T

he
 e

ff
ec

ts
 in

 
th

e 
ra

ts
 in

je
ct

ed
 w

ith
 th

e 
m

ut
an

t s
tr

ai
n 

w
er

e 
le

ss
 

se
ve

re
C

ys
tic

 f
ib

ro
si

s 
lu

ng
 in

fe
ct

io
n

G
oe

rk
e 

et
 a

l. 
(2

00
0)

Is
ol

at
es

 f
ro

m
 in

fe
ct

ed
 s

pu
ta

ag
r 

(R
N

A
II

I)
 n

ot
 e

xp
re

ss
ed

. O
th

er
 r

eg
ul

at
io

n 
of

 p
ro

-
te

in
 A

 (
al

so
 r

ep
re

ss
ed

) 
an

d 
ha

em
ol

ys
in

s 
(v

ar
ia

bl
e)

(c
on

tin
ue

d)



210 S. Swift et al.

D
ev

ic
e-

re
la

te
d 

in
fe

ct
io

n 
(g

ui
ne

a 
pi

g)
 e

xu
da

te
s

G
oe

rk
e 

et
 a

l. 
(2

00
1)

Is
ol

at
es

 f
ro

m
 in

fe
ct

ed
 s

pu
ta

 (
ag

r+
 a

nd
 

ag
r−

).
 N

ew
m

an
, R

N
63

90
, a

nd
 a

gr
A

,
sa

rA
, a

nd
 s

ae
 m

ut
an

ts

In
 v

itr
o,

 s
om

e 
co

rr
el

at
io

n 
be

tw
ee

n 
R

N
A

II
I 

an
d 

hl
a

ex
pr

es
si

on
. R

N
A

II
I 

ex
pr

es
si

on
 lo

w
 in

 v
iv

o;
 h

la
re

m
ai

ne
d 

hi
gh

. R
N

A
II

I 
no

t c
on

tr
ol

lin
g 

ex
pr

es
si

on
 

in
 v

iv
o.

 E
xp

re
ss

io
n 

in
 v

iv
o 

at
 lo

w
er

 c
el

l d
en

si
-

tie
s,

 a
s 

de
ns

ity
 in

cr
ea

se
s,

 b
ot

h 
R

N
A

II
I 

an
d 

hl
a

ex
pr

es
si

on
 d

ec
re

as
ed

. A
gr

, S
ar

, a
nd

 S
ae

 m
ut

an
ts

 
es

ta
bl

is
he

d 
in

fe
ct

io
n 

at
 s

im
ila

r 
le

ve
l t

o 
pa

re
nt

. H
la

 
ex

pr
es

si
on

 in
 v

itr
o 

m
uc

h 
re

du
ce

d 
fo

r 
al

l s
tr

ai
ns

. 
O

nl
y 

re
du

ce
d 

fo
r 

sa
e 

m
ut

an
ts

 in
 v

iv
o

Su
bc

ut
an

eo
us

 p
ol

ye
th

yl
en

e 
ch

am
be

rs
 (

ra
bb

it)
 a

nd
 in

 
ra

bb
it 

se
ru

m

Y
ar

w
oo

d 
et

 a
l. 

(2
00

2)
T

SS
T-

pr
od

uc
in

g 
st

ra
in

s,
 R

N
42

82
, a

nd
 

ag
rA

::T
n5

51
 d

er
iv

at
iv

e
R

N
A

II
 a

nd
 R

N
A

II
I 

re
pr

es
se

d 
in

 v
iv

o,
 a

nd
 d

id
 n

ot
 c

or
-

re
la

te
 w

ith
 in

 v
itr

o 
co

nt
ro

lle
d 

ge
ne

s,
 i.

e.
, t

ox
in

s 
ex

pr
es

se
d

A
rt

hr
iti

s 
an

d 
os

te
om

ye
lit

is
 

(m
ou

se
)

B
le

vi
ns

 e
t a

l. 
(2

00
3)

U
A

M
S-

1 
an

d 
ag

rA
,s

ar
A

, a
nd

 a
gr

A
/s

ar
A

m
ut

an
ts

T
he

 v
ir

ul
en

ce
 o

f 
si

ng
le

 m
ut

an
ts

 w
as

 a
tte

nu
at

ed
, a

nd
 

th
e 

do
ub

le
 m

ut
an

t m
or

e 
so

Sy
st

em
ic

 in
fe

ct
io

ns
 (

in
tr

a-
pe

ri
to

ne
al

 a
nd

 in
tr

av
en

ou
s 

ro
ut

es
),

 m
ou

se

B
en

to
n 

et
 a

l. 
(2

00
4)

T
n 

as
sa

y 
to

 id
en

tif
y 

m
ut

an
ts

 u
na

bl
e 

to
 

su
rv

iv
e

ag
r 

m
ut

an
ts

 n
ot

 id
en

tif
ie

d.
 s

ae
S,

 a
nd

 a
rl

S 
w

er
e 

id
en

ti-
fi

ed

Ta
bl

e 
7.

1
(c

on
tin

ue
d)

M
od

el
St

ud
y 

re
fe

re
nc

e
St

ra
in

s 
te

st
ed

C
on

cl
us

io
n



7 Quorum Sensing 211

 environmental conditions affect the expression of sar genes. A feature of many is the 
presence of three promoters that respond to different stimuli, e.g., PsarA3 is part of 
the alternative sigma factor σB regulon. σB responds to stress (Deora et al. 1997).

The SaeRS two-component system was discovered as a transposon mutant with 
a pleiotropic effect on secreted virulence factors, but without having any effect on 
RNAIII (Giraudo et al. 1994, 1997). The SrrAB two-component system 
 downregulates Agr induction in low-oxygen conditions (Pragman et al. 2004). The 
autolysin regulated locus (ArlSR) two-component system downregulates secreted 
and  surface-exposed virulence factors (Liang et al. 2005) (see Fig. 7.6).

7.5.2.2.4 The Study of S. aureus Virulence and QS In Vivo

The central role of agr has been demonstrated in vitro, but how important is it in 
vivo? The role of various regulatory loci has been studied or implied in a variety of 
disease models summarised in Table 7.1. The main conclusions are:

1. Parent S. aureus strains are more virulent than their isogenic agrA and sarA
mutants.

2. agrA mutants are still able to cause disease.
3. RNAIII expression is substantially repressed in the infecting bacteria while 

expression of the virulon remains.

Cell
density

agr
RNAIII

hlaspa

SarS SarT

Rot

SarA

SarR

σB

σB

SarU

StressStress

SaeRS

SrrAB

Low O2

ArlRS

Fig. 7.6 Other regulatory input influencing the staphylococcal quorum response. Members of the 
Sar family are in grey boxes. Additional regulators thought to have greater influence in vivo are 
shown as black boxes. The major regulatory pathways are shown as thick lines. Lines ending with 
arrows indicate activation. Lines ending with circles indicate repression



212 S. Swift et al.

4. saeRS and arlRS are expressed at elevated levels by infecting bacteria.
5. Tagged transposon mutagenesis studies have identified mutants with reduced in 

vivo survival in sae and arl (but not agr or sar).
6. SaeRS and ArlRS have roles that are more significant than agr and sar in the regu-

lation of the virulon in disease, and the evidence presented does not demonstrate 
a good correlation between the situation in vitro and the situation in disease.

In conclusion, it is clear that QS in S. aureus is part of the complex network that 
controls virulence, and that interfering with QS can upset the timing and extent of 
virulence gene expression that may, ultimately, lead to a less virulent infection. QS 
is not, however, absolutely essential for the expression of damage-causing virulence 
determinants in an infection.

7.5.3 Biofilms

A biofilm is a complex aggregation of microorganisms often characterised by sur-
face attachment, structural heterogeneity, and an extracellular matrix of polymeric 
substances. The development of cells in an organised manner within a biofilm can 
be enhanced by bacteria-to-bacteria communication. Roles for QS have been iden-
tified in early development and the final dispersal phases (Parsek and Greenberg 
2005; Stanley and Lazazzera 2004). Although biofilms commonly exist in nature 
as multispecies aggregations, most laboratory studies have used single-species 
biofilms. However, single-species biofilms may be found in clinical situations 
growing at surfaces within sterile sites of the body.

The role of QS in biofilm formation has been demonstrated for many bacterial 
species, with mutation and signal antagonism impairing biofilm formation by 
 bacteria using acyl-HSL, modified peptide, and AI-2 signalling systems. The first 
studies demonstrated a general role for QS in biofilm formation, maturation, or 
dispersal primarily using microscopy techniques to visualise the gross impact of 
mutations or signal antagonists on biofilm development through time. The 
 application of transcriptomics and mutations of QS controlled genes has begun to 
elucidate the roles of individual components of the quorum response to the biofilm 
phenotype, and their relative role in different environments.

In Streptococcus pneumoniae, signalling via the CSP promotes biofilm forma-
tion. Mutants lacking the CSP receptor are compromised in their ability to form 
biofilms and are less virulent in pneumonia models of infection, where biofilm 
growth in tissue is an advantage. Conversely, where planktonic growth is an advan-
tage in a sepsis model of infection, the CSP receptor mutants were more virulent 
(Oggioni et al. 2006).

Modified peptide signalling is also important in biofilm formation by S. aureus,
a major cause of nosocomial infections involving biofilms on implanted devices 
and in tissue (Eggiman et al. 2004; Lowy et al. 1998). Primary attachment of 
S. aureus involves MSCRAMM proteins (negatively regulated by QS) binding to 
 surfaces coated with host proteins (e.g., vitronectin, fibronectin) (Clarke and Foster 
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2006). The formation of microcolonies increases bacterial cell population density 
and agr-mediated QS within the microcolony activates new gene expression 
(Pratten et al. 2001; Yarwood et al. 2004). SarA also activates biofilm activities 
(Beenken et al. 2003; Pratten et al. 2001; Valle et al. 2003). Intercellular interac-
tions are promoted because of polysaccharide intercellular adhesion (PIA) (Beenken 
et al. 2004; Kristian et al. 2004) and alpha haemolysin (Caiazza and O’Toole 2003). 
Detachment of individual cells, small groups of cells, and larger emboli may 
involve agr–QS-activated enzyme activities because detaching cells express green 
fluorescent protein from a recombinant P3 promoter construct (Yarwood et al. 
2004). The process continues with regrowth of biofilm areas (Yarwood et al. 2004) 
and the continued detachment of biofilm biomass as increasingly larger clumps 
(Fux et al. 2004). QS-regulated activities that promote detachment have also been 
identified for S. marcescens (liquefaciens) MG1, but only when the biofilm is 
grown in low levels of nutrients (Rice et al. 2005). This emphasises the importance 
of other environmental parameters in addition to bacterial cell density in the control 
of biofilm phenotypes (reviewed by Horswill et al. 2007).

In B. subtilis, the architecture of the biofilm accommodates specialised 
endospore-containing fruiting bodies. QS-regulated surfactant mediates the forma-
tion of pillar structures here by reducing surface tension (Branda et al. 2001). The 
QS-regulated rhamnolipid surfactant has been shown to be involved in the mainte-
nance of water channels within P. aeruginosa biofilms and also the mushroom-like 
biofilm pillar structures (Davey et al. 2003; Lequette and Greenberg 2005). Las and 
Rhl QS signalling, possibly through VqsR, QscR, and PQS signalling, have all been 
implicated in the activation of genes required for the formation of a P. aeruginosa
biofilm, including both architectural features and the activation of genes involved 
in the detoxification of waste products within the biofilm (De Kievit et al. 2001; 
Hassett et al. 1999). The biofilm growth of P. aeruginosa is especially important in 
the development of chronic infections of the cystic fibrosis lung (Parsek and 
Greenberg 2005).

In Pseudomonas putida, QS controls the production of the putisolvin surfactants. 
The regulation of putisolvins is similar to the regulation of rhamnolipid production 
by P. aeruginosa; however, the effects are different. P. putida mutants unable to pro-
duce the putisolvin produce much thicker biofilms, leading to the suggestion that, in 
this case, the surfactant aids colonisation of the P. putida by breaking up existing 
biofilms, thus, making the space available for colonisation by P. putida (Dubern et al. 
2006). QS regulation of other traits enabling better competition within multispecies 
biofilms have been described. In S. marcescens (liquefaciens) MG1, acyl-HSL-
mediated QS activates resistance to protozoan grazing of biofilm cells, through a 
mechanism that involves bacterial cell filamentation (Queck et al. 2006).

Other extracellular bacterial products have been implicated in the control of 
biofilm formation. The role of AI-2- and LuxS-mediated signals have been pro-
posed for a number of bacteria, although, again, some of these effects may be 
caused by effects on central metabolism rather than through QS signalling (Doherty 
et al. 2006). In Vibrio cholerae, the unidentified CAI-1 activates the sensor kinase, 
CqsA, which acts via phosphorylation of LuxO to activate HapR, a transcriptional 
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activator of polysaccharide biosynthesis that promotes biofilm formation and 
favours colonisation (Liu et al. 2007).

In conclusion, biofilms are high cell density “cities of microbes” and the ideal 
environment for QS. Cell density-regulated determinants control biofilm formation, 
maturation, and maintenance of the structural architecture and the dispersal from 
biofilms to varying degrees for diverse species in different conditions. It is likely 
that QS allows spatial and temporal control of gene expression within the biofilm 
by regulating gene expression in response to the production, diffusion, degradation, 
and perception of QS signals within the biofilm matrix.

7.6 QS in the Real World

Most investigations of QS have involved laboratory cultures of a single species, but, 
in reality, other species of bacteria will be present. In QS, there is a clear model of 
the bacteria within a population releasing the signal that is sensed, and responded to, 
by other bacterial cells in the population. It is not necessary that these bacteria be of 
the same species. In same-species signalling, we view QS as a way of regulating the 
expression of phenotypic traits that are favourable at high cell density. Signalling 
between cells of different species may allow cells to work together (e.g., Burkholderia
and Pseudomonas in the cystic fibrosis lung) (McKenney et al. 1995), but also may 
be subject signal interference, signal interception, and signal destruction.

One striking example of the need to consider the real environment bacteria face 
when growing is the effect different ex vivo fluids have on the stability of acyl-
HSLs. The simple parameters of pH and temperature can affect acyl-HSL stability. 
Lactone ring opening and the loss of signal activity occurs at alkaline pH at a rate 
that increases with temperature and the signal’s stability is proportional to the 
length of the acyl side chain (Yates et al. 2002). For acyl-HSL-mediated signalling 
to be functional under physiological conditions in mammalian tissue fluids, signals 
require an N-acyl side chain of at least four carbons in length, and, for more alkaline 
conditions, e.g., as might be found in urine, significantly more signal would need 
to be produced to specify a quorate population.

7.6.1 The Effect of Other Species

In the real world, bacteria compete for resources in multispecies communities, 
from within there are produced many small molecule signals. Do bacteria only 
perceive the signals produced by members of the same species? Or are they able to 
intercept the signals from other bacteria to present a phenotype better suited to sur-
vival? Studies with two bacterial species (Burkholderia cepacia and P. aeruginosa)
that are often found together in serious infections of the cystic fibrosis lung gave 
perhaps the first indication that bacteria of different species could communicate with 
acyl-HSLs and possibly work together (McKenney et al. 1995). The production of 
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three virulence determinants of B. cepacia (siderophore, lipase, and protease) was 
increased in the presence of culture supernatants from P. aeruginosa in proportion 
to the level of QS signal they produced. Acyl-HSL signalling in the genus Burkholderia
has since been identified and recently reviewed (Eberl 2006).

Bacteria-to-bacteria signalling can also be competitive. Study of AIP-mediated 
signalling in the staphylococci has identified four classes of AIP in S. aureus and 
another variant in S. epidermidis (reviewed by Harraghy et al. 2007), with other vari-
ants from other species likely to be identified. AIP variants are recognised by group-
specific AgrC sensor kinases. The result is cross-activation of the agr-response for
bacteria of the same group, and inactivation (in the main) of the agr-response 
between staphylococci of different groups. The molecular details of the activating and 
antagonistic interactions of AIPs with AgrC have been explored using synthetic AIP 
analogues and now form the basis of novel therapies against staphylococci that may 
downregulate virulence determinants and allow for a larger window for treatment of 
infections by this destructive pathogen (Chan et al. 2004; Harraghy et al. 2007; 
Mayville et al. 1999). In addition, the long acyl chain QS signal of P. aeruginosa
3-oxo-C12-HSL also inhibits the expression of the agr-response, downregulating the 
production of toxins and exoenzymes. The molecular details are not fully appreciated 
as yet, but seem to involve binding to a saturable receptor in the S. aureus membrane 
and inhibiting the expression of both sarA and agr (Qazi et al. 2006).

Caution has been advised, because the agr-response is double-edged, and an 
inhibition of toxins and exoenzymes is accompanied by an increase in immune eva-
sion phenotypes that may have deleterious effects, promoting biofilm formation 
and antibiotic resistance (Harraghy et al. 2007).

It is not just other bacteria that can intercept the QS signal. The regulation of viru-
lence factors by QS in pathogens and the subsequent detection of QS signals in 
infected tissue (reviewed by Pritchard 2006; Rumbaugh et al. 2007) has raised the 
question “Do QS signals have an effect on the host?” The answer is an emphatic yes. 
The QS signals, 3-oxo-C12-HSL and PQS, produced by P. aeruginosa both have an 
immune modulatory effect. Provision of 3-oxo-C12-HSL to LPS-stimulated macro-
phages in vitro suppresses proinflammatory cytokine secretion. T-cell proliferation 
and antibacterial T-helper-1 responses are suppressed. The effects of 3-oxo-C12 -
HSL are thought to occur through interference with early T-cell signalling events. 
PQS seems to act at a later stage in T-cell signalling; being at least a 10-fold more 
potent inhibitor of T-cell proliferation, but not affecting the release of proinflamma-
tory cytokine, interleukin 2 (see Pritchard et al. 2006; Rumbaugh et al. 2007). In gen-
eral, immune modulation effects occur at concentrations of 3-oxo-C12-HSL below 
10µM. The proposed synergistic effect of PQS and 3-oxo-C12-HSL, e.g., in infec-
tions of the cystic fibrosis lung, in which levels of QS signals approximate those 
found to have immune modulatory effects in vitro, may allow bacteria to dampen ini-
tial immune responses, allowing survival and proliferation to reach population sizes 
sufficient to establish an infection and express damaging toxins and exoenzymes 
(Pritchard et al. 2006). In concert with effects on the strength of the immune response, 
3-oxo-C12-HSL also promotes vasodilation,  suggesting that bacteria may be able to 
stimulate blood flow and nutrients to an area of infection (Gardiner et al. 2001). 
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Higher levels of 3-oxo-C12-HSL (100 µM) have a further effect; they induce 
 apoptosis via a mechanism independent of the immune modulatory effects that 
involves the mobilisation of intracellular calcium (Rumbaugh et al. 2007).

Interception of signals by mammalian hosts of infection seems to favour the 
bacterium. Evidence also exists for the exploitation of bacterial acyl-HSL signals 
by eukaryotes. Bacterial biofilms release acyl-HSLs during their development. The 
release of acyl-HSLs attracts zoospores, motile reproductive stages of the green 
seaweed, Ulva, by reducing the zoospores rate of swimming and promoting set-
tling. The effect is apparent with wild-type V. anguillarum bacteria producing acyl-
HSLs, recombinant E. coli bacteria producing acyl-HSLs, but not V. anguillarum
mutants unable to produce acyl-HSLs, unmodified E. coli or V. anguillarum
expressing a recombinant Bacillus enzyme AiiA that is able to degrade acyl-HSLs. 
The final evidence came from the attraction of Ulva zoospores to agarose gel 
impregnated with synthetic acyl-HSLs and the disruption of attraction by including 
synthetic acyl-HSLs in the test water to mask QS signal gradients produced from 
bacterial biofilms (reviewed by Joint et al. 2007). The transduction of the acyl-HSL 
signal within the zoospore is through the influx of calcium ions (Joint et al. 2007), 
although the exact mechanism is unknown. The benefit for the Ulva to settle on a 
biofilm is not entirely clear, but there are numerous ecological considerations (dis-
cussed by Joint et al. 2007).

Another seaweed, the red alga, Delisea pulchra, produce halogenated furanones 
that are antagonistic to QS signals. The secretion of these substances prevents the 
colonisation of the plant by bacteria, by inhibiting the activation of LuxR-type pro-
teins, and, thus, the colonisation factors they activate (see McDougald et al. 2007 for 
a review). Halogenated furanones are potent anti-fouling agents in the marine envi-
ronment and have also been used to inhibit QS-regulon expression in pathogenic 
bacteria, attenuating their virulence in animal models (McDougald et al. 2007).

Finally, enzymes have been discovered in numerous bacteria and in eukaryotes 
that can inactivate QS signals. The first to be discovered, AiiA, is found in Bacillus
species and is an acyl-HSL lactonase that inactivates acyl-HSLs by opening the 
 lactone ring. Lactonases may contribute to the control of the quorum response, for 
example, in Agrobacterium tumefaciens, the AttM lactonase eliminates acyl-HSLs 
produced by TraI in the stationary phase of growth. Lactonases may exert a protec-
tive effect against bacteria using QS to regulate virulence factor expression, for 
example, the lactonases produced by human airway epithelia (reviewed by Dong and 
Zhang 2005). A second type of acyl-HSL-degrading enzyme is an acyl-HSL acylase, 
which acts by removing the acyl chain to leave HSL. The acylases have also been 
identified from bacterial and eukaryotic sources (Dong and Zhang 2005).

7.7 New Perspectives and Applications

The appreciation that cells within bacterial populations communicated and 
 regulated gene expression in response to density-dependent signals was a major 
event in bacteriology and has led to the discovery of a whole new world of signals 
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that affect bacterial activities. Some signals are not cell-density dependent and, 
 therefore, do not fall into the category of QS signals. Some signals allow 
 communication between different species of bacteria and between bacteria and 
 species of the plant and animal kingdoms. The appreciation that bacteria also use 
small  molecule signals to influence the behaviour of hosts for infection and symbi-
osis is another major event in bacteriology and may help to further elucidate the 
complexity of these interactions. The immune modulation activity of 3-oxo-C12-
HSL is a clear example of how we may be able to exploit host effects of QS signals 
for clinical applications. The suppression of autoimmune inflammation in non-
obese diabetic mice is one example that may translate to a pharmaceutical applica-
tion in humans (Pritchard et al. 2005).

The appreciation of QS and other bacterial signalling strategies has major impli-
cations for biotechnology. There are now many publications discussing the possi-
bility of using QS antagonists to block expression of the QS regulon and inhibit, 
e.g., virulence gene expression as part of an antibiotic strategy to control pathogens 
or as an anti-fouling strategy (Chan et al. 2004; McDougald et al. 2007; Williams 
2002). The use of QS antagonists may be as soluble drugs, but also as coating on 
implanted medical devices or surfaces in the environment subject to biofouling 
(McDougald et al. 2007). Halogenated furanones (see Fig. 7.2) act via inhibition of 
the signal receptor/response regulator. An alternative strategy may be to inhibit 
signal synthesis using compounds specifically designed to inhibit signal synthases 
(see Sect. 7.2). Quenching of the quorum response may also be achieved by the use of 
enzymes that degrade the signal, a strategy that may find use in the engineering 
of disease-resistant transgenic plants (Dong and Zhang 2005; Zhang 2003).
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Abstract Bacteria continually modulate gene expression in response to changing 
environmental conditions. Although many transcription regulatory pathways 
respond to internal signal molecules or intermediary metabolites, other systems 
have evolved to sense signals from the environment. For example, extracytoplasmic 
function (ECF) sigma (σ) factors are typically regulated by a transmembrane anti-σ
factor that is, in turn, regulated by changes in the environment. Here, we focus on 
the best-studied ECF σ factors from Escherichia coli and Bacillus subtilis. These 
are regulated by signals such as the presence of misfolded secretory proteins, iron 
chelate complexes, or antibiotics active on the membrane or cell wall. In the presence
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of an inducing stimulus, the σ factor is released and directs RNA polymerase to 
transcribe appropriate target genes. Recent results for both E. coli σE and B. subtilis
σW indicate that the cognate anti-σ factors are themselves inactivated by sequential 
proteolysis involving an initial cleavage event external to the membrane (site-1 
cleavage), regulated intramembrane proteolysis (RIP) (site-2 cleavage), and, finally, 
degradation of the residual anti-σ domain within the cytosol. Bacteria often con-
tain multiple ECF σ paralogs that respond to distinct sets of signals. Comparative 
genomic approaches and consideration of genome context indicate that many ECF 
σ factors belong to conserved functional groups, although many of these groups 
have yet to be investigated experimentally. Unraveling the functions of the multiple 
ECF σ factors present in many genomes provides an enormous challenge for future 
research.

8.1 Introduction

The regulation of gene expression in response to environmental signals is a univer-
sal feature of living systems and underlies the process of adaptation. In bacteria, the 
signaling pathways linking environmental signals to alterations in gene expression 
are often fairly simple, particularly when viewed in comparison to the complex 
mammalian signal transduction networks that have challenged cell biologists. For 
example, many bacterial genes are regulated by what have recently been termed 
“one-component” regulators, in which a single protein acts both to sense a change 
in the environment through a sensor domain and to effect a genetic response, often 
as a DNA-binding transcription factor (Ulrich et al. 2005). At the next level of 
complexity are the ubiquitous two-component regulatory systems (TCS) that con-
tain separate but interacting sensing and regulatory proteins (Mascher et al. 2006). 
Bacterial TCS sense signals with a sensor kinase protein, often located in the cell 
membrane, that phosphorylates the response regulator (RR). The phosphorylated 
RR may bind specific target sites in the DNA to either activate or repress gene 
expression. TCS allow the sensor protein to directly monitor the external environ-
ment and then relay this information across the membrane to regulate the activity 
of a soluble, DNA binding protein.

Although one-component regulatory systems and TCS suffice for much of the 
signal processing in bacteria, in several cases, the regulatory cascades are more elaborate 
than, and rival in complexity, those found in eukaryotes. One notable example 
is the regulation of the general stress response of Bacillus subtilis (Price 2000). In 
this system, an alternative σ subunit for RNA polymerase, σB, is regulated by an anti-
σ, which, in turn, is regulated by an anti-anti-σ. The activity of this anti-anti-σ is 
controlled by reversible phosphorylation. Activation of this stress response occurs 
when either of two phosphatases removes phosphate bound to the anti-anti-σ. These 
phosphatases are controlled by an entire series of other proteins that sense, by mechanisms 
that are still unclear, either energy stress or a variety of environmental stresses.



8 Role of Extracytoplasmic Function Sigma Factors 235

The stress responses controlled by the extracytoplasmic function (ECF) 
subfamily of σ factors are of intermediate complexity. In those systems in which 
the regulatory pathways are best understood, the activity of the ECF σ factors is 
controlled by an anti-σ factor (Helmann 2002). Anti-σ factors may themselves 
directly sense stress or they may be on the receiving end of a signaling cascade. 
Similar to TCS, regulation by ECF σ factors often serves to tie changes in gene 
expression to changes in the external environment. Alterations in the cell envelope 
(which includes the cytoplasmic membrane, cell wall, and Gram-negative outer 
membrane) may lead to the functional inactivation of a membrane-localized anti-σ
factor and the consequent activation of the ECF σ factor-dependent genes.

Historically, the realization that σ factor substitution could function as a regula-
tory mechanism resulted from studies of Bacillus phages in the mid-1970s by Jan 
Pero and colleagues (Fox et al. 1976). The presence of alternative σ factors in non-
phage systems also first came to light in B. subtilis from biochemical analyses of 
RNA polymerase (Losick and Pero 1981). It is now appreciated that many of the 
alternative σ factors in B. subtilis participate in the complex developmental pro-
gram associated with endospore formation and others control genes for flagellar-
based motility, the general stress response, and other stress responses (Helmann 
and Moran 2002).

The isolation of genes encoding various σ factors revealed the presence of 
two apparently unrelated protein families often referred to as the σ70 and σ54

families (Paget and Helmann 2003). In most bacteria, there is a single essential 
σ factor of the σ70 family and multiple alternative σ factors, most of which are 
also related to σ70. The σ70 family has been further divided into groups based on 
patterns of sequence conservation. In general, σ70 family proteins contain two 
highly conserved regions (designated regions 2 and 4) that are involved directly 
in promoter recognition, and larger members of this family also contain conserved 
regions 1 and 3. The primary σ factor (so-called because it is essential and is 
responsible for most transcription in the cell under most growth conditions) 
defines group 1 and closely related alternative σ factors define group 2. In 
Escherichia coli, RpoS (σS) (see Chap. 11) is considered a group 2 σ factor. 
More distantly related σ factors that, nevertheless, share sequence identity with the 
group 1 and 2 σ factors (particularly in conserved regions 2, 3, and 4) define 
group 3. This group includes the E. coli flagellar σ factor (σF) and the B. subtilis
sporulation and motility σ factors. The ECF σ factors define a still more diver-
gent group (group 4) in which there is conservation of regions 2 and 4, but no 
discernible region 3. As a result, ECF σ factors are typically smaller in size than 
those of groups 1 to 3. There are hints that there are still other, even more diver-
gent σ factors, and a group 5 has been proposed to accommodate the divergent 
regulators associated with toxin gene expression in Clostridia (Helmann 2002; 
Dupuy and Matamouros 2006).

The original description of the ECF σ subfamily resulted from two convergent 
lines of research. The E. coli σE protein was described biochemically as a factor 
enabling transcription of the heat shock σ factor (the group 3 σ32 protein) at 
temperatures greater than 42°C (Erickson and Gross 1989). Isolation and sequencing 
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of the corresponding gene, rpoE, led to the realization that this protein was a relatively
divergent member of the σ70 family (Raina et al. 1995; Rouviere et al. 1995). At 
approximately the same time, a related alternative σ factor, also named σE, was 
isolated from Streptomyces coelicolor. Sequence comparisons led Lonetto and 
coworkers to predict that these two proteins were founding members of a new and 
divergent group (now group 4) of alternative σ factors (Lonetto et al. 1994). 
Importantly, several other regulatory proteins, not previously recognized to function
as σ factors, were found to be clearly related in sequence. In nearly all cases in 
which a function could be ascribed, the evidence suggested that these diverse 
proteins controlled genes induced in response to stresses occurring in the cell 
envelope. Thus, Lonetto et al. (1994) proposed that these σ factors be named ECF 
(for extracytoplasmic function) σ factors.

In this chapter, we review in some detail the best-understood model systems for 
the ECF σ factors, including σE and the FecI protein of E. coli, and the multiple 
ECF σ factors of B. subtilis. Studies of other ECF σ factors are also briefly sum-
marized. Comparisons of these initial model systems have revealed a number of 
features that seem to be common to many members of the ECF subfamily. These 
conserved features include (1) highly similar −35 recognition elements, including 
a nearly invariant “AAC” motif, (2) positive autoregulation, (3) regulation by a 
transmembrane anti-σ factor (often encoded by the gene immediately downstream 
of the ECF σ factor gene), and (4) inactivation of the anti-σ factor by a proteolytic 
cascade. We conclude with a genomic perspective on both the distribution and 
 classification of ECF σ factors in the bacteria. This analysis makes clear that the 
 systems studied to date represent but a small and nonrepresentative fraction of 
the ECF subfamily; there are large clusters of related ECF σ factors that have yet 
to be investigated experimentally.

8.2 E. coli RpoE and its Regulators

E. coli σE has been extensively studied, and a detailed model for regulation of 
this ECF σ factor has been elucidated (Alba and Gross 2004) (Fig. 8.1). This σ
factor was purified from RNA polymerase and shown to be required for the 
expression at high temperatures of rpoH (encoding a group 3 alternative σ fac-
tor, σ32) and degP (htrA), which encodes a periplasmic protease essential for 
growth above 42°C (Erickson and Gross 1989). These early experiments led 
researchers to propose that σE functioned as a supplemental heat shock σ-factor 
that was involved in the maintenance of σ32 levels under conditions of severe 
stress. Expression of the σE gene, rpoE, is autoregulated, and strains lacking this 
gene have decreased viability at elevated temperatures (Raina et al. 1995; 
Rouviere et al. 1995). It is now appreciated that rpoE itself is essential for via-
bility (De Las Penas et al. 1997a), and that these strains apparently carried sup-
pressor mutations.
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8.2.1 Inducing Signals for s E Activity

A significant insight into the biological role of σE emerged from the observation that 
σE activity increases when outer membrane proteins (OMPs) are overproduced 
(Mecsas et al. 1993). Induction of σE activity by OMPs is increased in cells express-
ing an OmpC variant (OmpCtd) that is secreted through the cytoplasmic membrane 
but not efficiently incorporated into the outer membrane. Thus, the inducing signal 
was proposed to be an accumulation of unfolded or misfolded OMPs in the peri-
plasm (Mecsas et al. 1993). This hypothesis was strengthened by the observation 
that σE activity was induced in strains with defects in the folding of periplasmic pro-
teins (Raina et al. 1995; Missiakas et al. 1996; Rouviere and Gross 1996). Other 
conditions known to induce the σE regulon include hyperosmotic shock (Bianchi and 
Baneyx 1999) and alterations to the lipopolysaccharide (Tam and Missiakas 2005).

Fig. 8.1 This detailed model of σE regulation by proteolysis serves as the paradigm for activation 
of many ECF σ factors. (1) A membrane-spanning anti-σ factor (RseA) inhibits the activity of σE

factor by preventing interaction with RNA polymerase (RNAP). (2) In the presence of misfolded 
OMPs, the site-1 protease DegS is activated and cleaves the periplasmic region of RseA. (3) This, 
in turn, activates cleavage of RseA by the site-2 protease, RseP, resulting in release of the cyto-
plasmic region of the anti-σ bound to σE. This is an example of RIP. (4) The remaining portion of 
RseA is degraded by the cytoplasmic protease, ClpXP, releasing σE. (5) σE interacts with RNAP, 
driving expression of the σE regulon. OM, outer membrane; IM, inner membrane
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8.2.2 Regulators of s E Activity

The rpoE gene encoding σE is part of a four-gene operon that also includes the 
rseA, rseB, and rseC (regulator of sigma E) genes (De Las Penas et al. 1997b; 
Missiakas et al. 1997). RseA acts as an anti-σ factor because (1) disruption of rseA
results in high levels of σE expression independent of known inducing conditions; 
(2) overexpression of RseA in vivo and addition of RseA in vitro inhibits σE activity; 
and (3) RseA and σE form a tight complex (De Las Penas et al. 1997b; Missiakas 
et al. 1997). RseA is a cytoplasmic membrane protein with a single membrane-
spanning segment linking a cytoplasmic N-terminal domain, which interacts with 
and inhibits σE activity, and a periplasmic C-terminal domain (Campbell et al. 
2003). A crystal structure demonstrates that the N-terminal region of RseA inter-
acts with both regions 2 and 4 of σE (Campbell et al. 2003).

RseB is localized to the periplasm and interacts with the periplasmic domain of 
RseA, thereby, increasing its stability (De Las Penas et al. 1997b; Cezairliyan and 
Sauer 2007). The function of RseC is less clear. Deletions of this putative 
 membrane-bound protein result in a small reduction in σE activity, although RseC 
interacts with RseA and RseB in a yeast two-hybrid assay (Missiakas et al. 1997). 
However, RseC also seems to have other cellular functions; it is involved in  reducing
the  oxidized SoxR transcriptional regulator, which mediates the response to oxidative 
stress (Koo et al. 2003), and, in Salmonella typhimurium, rseC plays an unspecified 
a role in thiamine biosynthesis (Beck et al. 1997).

8.2.3 Role of Proteolysis in s E Activity

Ades and coworkers (1999) found that overexpression of OmpC leads to a decrease 
in RseA levels (because of a decrease in half-life), whereas σE levels gradually 
increase. This led to a model in which the RseA anti-σ is degraded in response to 
stress, thereby releasing σE into the cytoplasm (Ades et al. 1999). The current 
model for σE activation involves three sequential cleavage events (Fig. 8.1): a site-1 
cleavage in the periplasmic domain of RseA, a site-2 cleavage in the transmembrane
portion, and degradation of the remaining cytosolic fragment by ClpXP.

A survey of the known extracytoplasmic proteases revealed that DegS, a member
of the HtrA/DegP serine protease family, initiates the proteolysis cascade required 
for σE activation. Indeed, DegS is essential in E. coli because of its role in providing 
the cell with active σE, which is required for viability (Alba et al. 2001). DegS 
contains an N-terminal transmembrane domain, which anchors the protein in the 
cytoplasmic membrane and is required for activity, with the catalytic domain localized
on the periplasmic side of the membrane (Alba et al. 2001).

Cleavage of RseA by DegS is necessary, but not sufficient, for activation of the 
σE stress response because, even after DegS cleavage, the remaining portion of 
RseA is sufficient to inhibit σE (Alba et al. 2002). The truncated RseA protein is 
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next cleaved within the membrane by RseP (formerly YaeL) (Alba et al. 2002). 
RseP is a cytoplasmic membrane protease homologous to the site-2-protease (S2P) 
family of proteins. S2P proteins play regulatory roles in a variety of systems that 
involve regulated intramembrane proteolysis (RIP), a process in which regulated 
cleavages are introduced within the transmembrane segments of membrane-localized
proteins (Makinoshima and Glickman 2006). Site-2 cleavage of RseA results in 
release from the membrane of a complex containing the cytoplasmic region of the 
RseA anti-σ bound to σE. For the σE to be free to interact with RNA polymerase, 
the remaining portion of RseA needs to be degraded by ClpXP (Flynn et al. 2004; 
Chaba et al. 2007). ClpX is a hexameric-ring ATPase that binds to, denatures, and 
translocates substrate proteins into the degradation chamber of the ClpP peptidase. 
Kinetic analyses indicate that the initial DegS step is rate limiting for σE activation. 
The cytosolic proteases are also critical for this pathway because the rate of disso-
ciation of the released σE:RseA complex is extremely slow in the absence of further 
degradation (Chaba et al. 2007).

Clues to the process by which extracytoplasmic stress activates this proteolytic 
cascade emerged from the observation that both DegS and RseP contain PDZ 
domains. These domains generally recognize peptide sequences and are involved 
in protein–protein interactions. A deletion of the PDZ domain of DegS results in 
increased basal expression of σE, suggesting that the PDZ domain negatively 
regulates the signal transduction pathway (Walsh et al. 2003). A purified frag-
ment of DegS consisting of the PDZ domain and its flanking sequences was 
found to bind preferentially to peptides ending with YYF-COOH. Significantly, 
many OMPs end with YXF sequences, suggesting that OMP C termini may inter-
act with DegS. To test this idea, peptide sequences from the C terminus of OmpC, 
which ends with YQF, were fused to the soluble periplasmic protein cytochrome-
b

562
 and this hybrid protein increased expression from a σE-dependent promoter. 

This induction was not observed in a strain expressing a DegS protein lacking the 
PDZ domain. Thus, the PDZ domain in DegS inhibits protease activity and this 
inhibition is relieved when this domain binds to the C termini of unfolded OMPs 
(Walsh et al. 2003). Structural analyses suggest that free DegS is inactive because 
its catalytic triad is inappropriately positioned, and after peptide binding to the 
PDZ domain, there is a conformational change that activates the protease (Wilken 
et al. 2004).

The central periplasmic domain of RseP also contains a PDZ domain, and 
deletion of this domain results in unregulated cleavage of full-length RseA. This 
indicates that this domain is involved in preventing site-2 cleavage of RseA before 
site-1 cleavage by DegS has occurred (Kanehara et al. 2003; Bohn et al. 2004). 
A glutamine-rich region of RseA, also located within the periplasm, is required for 
avoidance of RseP cleavage (Kanehara et al. 2003). The role of the PDZ domain of 
RseP is unknown; it might interact with the glutamine-rich region of RseA or with 
an unidentified third protein. Although the protease cascade regulated σE activity is 
the best understood, it is likely that similar regulatory cascades control the activity 
of many different ECF σ factors.
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8.2.4 Defining the s E Regulon

To understand the function of ECF σ factors, it is critical to be able to define the 
complete set of genes (regulon) under their control. As noted above (Sect. 8.1), the 
first two σE activated genes to be identified were htrA (degP) and rpoH, encoding 
a periplasmic protease for the removal of misfolded proteins and the alternative σ
factor σ32 that controls the cytoplasmic heat shock response. σE also directs the 
expression of its own operon. However, these genes represent only a small fraction 
of the genes controlled by σE.

The σE regulon has been investigated using a variety of molecular approaches. 
A combination of proteomic (two-dimensional gel electrophoresis) and genetic 
approaches led to the prediction of approximately 43 σE-controlled proteins, includ-
ing factors that act directly on misfolded proteins in the periplasm or are involved 
in the synthesis of lipopolysaccharides (Dartigalongue et al. 2001). Analysis of a 
plasmid library for promoters activated on induction of σE identified 27 promoters, 
including several not previously observed in earlier studies (Rezuchova et al. 
2003). However, in several cases, it was unclear whether these target genes were 
direct targets for activation by σE or whether they might represent indirect effects.

The most comprehensive analysis of the σE regulon to date is that of Rhodius 
and colleagues (2006). First, σE-dependent genes were identified by transcriptome 
analysis of messenger RNA (mRNA) levels in a strain overexpressing σE. A total 
of 96 genes organized in 50 transcriptional units were identified, of which, 42 were 
induced and 8 were repressed. Many (28 of the 42) of the induced operons con-
tained σE-dependent promoters that could be confirmed by start-site mapping. 
Promoter sequence alignments were used to build a position weight matrix (PWM) 
to search the E. coli genome for additional σE promoters. This approach identified 
15 additional candidate promoters, 13 of which were confirmed by in vitro tran-
scription or in vivo promoter assays. Altogether, the σE regulon of E. coli is now 
thought to consist of at least 49 promoters. The optimized PWM provides a useful 
tool and successfully identifies 37 of the 49 verified target promoters in E. coli.

In an extension of their genomic analysis, Rhodius et al. (2006) applied the same 
PWM algorithm search to predict σE promoters from eight organisms closely 
related to E. coli. The resulting predictions define an “extended σE regulon” con-
sisting of 89 unique transcriptional units from across all nine genomes. Nineteen of 
these are highly conserved (i.e., found in six or more genomes) and are involved in 
the synthesis, assembly, or homeostasis of lipopolysaccharides and OMPs. The 
remaining genes are often only present in a subset of the genomes and may be 
involved in adaptation of the bacterium to the eukaryotic host or other aspects of 
pathogenesis (Rhodius et al. 2006).

Although these studies have revealed the core elements of the σE regulon in 
enteric bacteria, it is likely that there are still additional target genes to be discovered. 
Recent results suggest that σE also activates the synthesis of small, noncoding 
RNAs (sRNA) that act as antisense RNA for multiple OMP transcripts (Figueroa-
Bossi et al. 2006; Papenfort et al. 2006; Udekwu and Wagner 2007). At least two 
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distinct sRNA species are involved in this response, micA and rybB, and the result-
ing translational repression requires the RNA chaperone, Hfq. This sRNA-medi-
ated response leads to the degradation of numerous mRNAs, including those for 
ompX, ompF, ompA, lpp, and ompC (Guisbert et al. 2007). This additional layer of 
complexity allows the cell to rapidly shut off the translation of new OMPs under 
conditions that impede protein folding in the periplasm.

8.3 The FecI-Type ECF s  Factors

The second E. coli ECF σ factor, FecI, is the prototype for a subset of ECF σ fac-
tors that regulate the synthesis or uptake of iron-chelating compounds known as 
siderophores. Under conditions of iron limitation, E. coli will synthesize siderophores 
to chelate and, thereby, solubilize ferric iron salts. In addition, E. coli can use ferric 
citrate as an iron source. The ferric citrate transport operon (fecABCDE) is repressed 
by the iron-sensing repressor, Fur, and is, therefore, only expressed under iron-
starvation conditions. In addition to iron regulation, the ferric citrate uptake genes 
are subject to substrate induction; they are only transcribed to a high level in the 
presence of ferric citrate (Van Hove et al. 1990). The first clues to the unusual 
mode of substrate induction emerged from the findings that ferric citrate did not 
have to enter the cell to induce expression. Induction can be mediated by periplas-
mic ferric citrate, and this requires two genes (fecI and fecR) located immediately 
upstream of the ferric citrate transport operon. With the identification of the ECF σ
family of proteins, it was rapidly appreciated that FecI functions as a σ factor des-
ignated σFecI (Harle et al. 1995). FecR is a transmembrane protein and is required 
for transcriptional activation of the ferric citrate transport operon (Ochs et al. 1995). 
The fecIR operon is also regulated by the Fur repressor, and, therefore, only 
expressed under iron-limiting conditions (Angerer and Braun 1998).

Extensive genetic and biochemical analyses of the FecIR system, primarily by 
the Braun laboratory, have led to a novel model for transmembrane signaling 
(Fig. 8.2). The process of activating fecA operon transcription begins with the FecA 
protein itself. FecA is an outer membrane, beta-barrel protein that binds diferric 
citrate and transports this compound into the periplasm in response to a signal from 
TonB, an inner membrane protein that senses the energized state of the inner mem-
brane. FecA also communicates the presence of bound diferric citrate to FecR 
(Braun and Mahren 2005; Braun et al. 2006).

In the absence of FecR, σFecI is only poorly able to activate fecA operon 
transcription. This suggests that FecR somehow functions to “activate” σFecI. This 
is clearly distinct from the anti-σ role usually associated with the regulation of ECF 
σ factors. Activation of σFecI can also be achieved by expression of just the N-terminal
cytoplasmic domain of FecR (FecR

1–85
), which is apparently in an active form 

(Braun et al. 2006). The requirement for FecR to activate σFecI is not well 
understood in molecular terms. FecR may transiently associate with σFecI and facilitate
the binding of this σ factor to RNA polymerase core enzyme. Alternatively, it is 
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possible that FecR stably alters the conformation of σFecI or modifies the protein in 
some way. However, no covalent changes in σFecI have been identified. It is also 
possible that σFecI is simply unstable in cells lacking FecR and that binding with 
FecR protects σFecI against proteolytic degradation. According to this model, FecR 
might function like a classic anti-σ factor to inhibit σFecI activity and then release 
active σ on stimulation by signal (Braun et al. 2006).

The role of FecR-like proteins in regulating σFecI-like factors may differ 
between organisms. For example, the regulation of heme uptake in Bordetella

Fig. 8.2 Induction of the ferric-citrate uptake system in E. coli is regulated by σFecI. Under iron-
limiting conditions, Fur repression of fecIR and fecABCDE is lifted and low levels of these pro-
teins are synthesized. (1) In the absence of ferric citrate, FecR and FecI are colocalized to the 
membrane and FecI is inactive. (2) FecA transports ferric citrate across the outer membrane (OM)
and, in doing so, interacts with FecR, resulting in activation and release of σFecI. (3) σFecI binds to 
RNAP and drives expression of the fecABCDE operon. (4) The fecBCDE genes encode an ABC 
transporter that transports ferric-citrate across the inner membrane (IM). (5) As the intracellular 
iron needs are met, the Fur regulator will again repress expression of these genes.
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spp. is analogous to that observed for ferric citrate induction in E. coli; binding 
of heme to the outer membrane transporters signals to the cytoplasmic membrane 
FecR homolog, which, in turn, is required for activation of the cognate σ factor. 
The result is substrate induction of the heme uptake system (Kirby et al. 2004). 
Conversely, in Serratia marcescens, the FecR ortholog HasS functions as an 
anti-σ factor. In this organism, iron starvation leads to the production of HasA, 
a heme-binding protein. The heme-loaded HasA hemophore interacts with the 
outer membrane transport protein HasR. HasR apparently distinguishes between 
heme-loaded and free HasA and sends a signal to the cytoplasmic membrane 
protein, HasS, to trigger the release and activity of the σHasI protein (Biville et al. 
2004). Many other species also harbor one or more ECF σ factors that belong to 
the FecI family (see Sect. 8.6.5).

8.4 B. subtilis ECF s Factors and Their Regulons

The soil-dwelling spore-forming bacterium B. subtilis possesses at least 17 σ fac-
tors, including 7 members of the ECF σ family: σX, σW, σM, σY, σV, σZ, and σYlaC

(Helmann and Moran 2002). Several studies have addressed the roles and regula-
tion of σX, σW, and σM, but much less is known regarding the remaining ECF σ
factors (Helmann 2002). This section summarizes the current understanding of 
ECF σ factors found in this model Gram-positive bacterium.

8.4.1 s X and Cell Envelope Modifications

The seven ECF σ factors encoded by the model Gram-positive bacterium 
B. subtilis were unknown before the sequencing of the genome; none had been 
identified genetically or biochemically. The first ECF σ to be studied in B. subtilis
was σX. The sigX gene is co-transcribed with rsiX, which encodes its cognate 
anti-σ factor. The sigX operon is transcribed from both σA- and σX-dependent 
promoters during logarithmic and early stationary phase growth (Huang et al. 
1997). To identify other candidate σX-dependent promoters, saturation mutagenesis 
of the σX-dependent promoter (P

X
) was used to define bases important for 

activity, and the resulting consensus sequence was used to scan the B. subtilis
genome. Sites were identified preceding genes implicated in cell division 
(divIC), cell surface metabolism (csbB, lytR), and regulation (abh, rapD). 
A subsequent microarray- and consensus search-based study identified an addi-
tional four σX-dependent operons: dltABCDE, pssAybfMpsd, pbpX, and ywnJ
(Cao and Helmann 2004). Several of these genes encode proteins related to cell 
envelope composition or metabolism, including LytR (a negative regulator of 
autolysin activity), CsbB (a membrane-bound glucosyl transferase), and PbpX 
(a penicillin-binding protein).
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The identification of σX-regulated genes led to the specific hypothesis that σX

regulates modification of the cell envelope. The Gram-positive cell wall is charac-
terized by a thick cell wall consisting of peptidoglycan, wall teichoic acids (WTA), 
and lipoteichoic acids (LTA) and has an overall negative charge. The products of 
the dltABCDE operon are responsible for the d-alanylation of the WTA and LTA, 
and this introduces positively charged amino groups, thereby reducing the net nega-
tive charge of the wall. The teichoic acids of B. subtilis strain 168 consist of an 
alternating glycerol phosphate polymer, yet, in the closely related W23 strain, the 
glycerol is replaced with ribitol. Interestingly, the genes responsible for this ribitol-
based teichoic acid biosynthesis have been shown to be under the control of σX and 
σM (Minnig et al. 2003). The cytoplasmic membrane also displays a net negative 
charge because of the abundance of anionic phospholipids. However, in B. subtilis,
the neutral lipid phosphatidylethanolamine (PE) makes up as much as 30% of the 
membrane. PssA and Psd catalyze the synthesis of PE and, therefore, changes in 
the expression of these enzymes alter the composition and charge of the membrane. 
Changes in cell surface charge have been shown to affect both autolysis and resist-
ance to cationic antimicrobial peptides (CAMPs). B. subtilis sigX mutants have 
increased rates of autolysis and are more sensitive to the CAMP, nisin (Cao and 
Helmann 2004), as expected based on the altered charge of the cell envelope.

Many of the promoters regulated by σX in vivo are also recognized by σW and/or 
σM (Qiu and Helmann 2001). The significant overlap in the promoter specificity of 
ECF σ factors in B. subtilis complicates the determination of their regulons. The 
picture that has emerged is that each ECF σ factor may control distinct but overlap-
ping sets of genes that are activated in response to different signals sensed via the 
unique regulation mechanisms controlling each σ factor (Helmann 2002).

8.4.2 s W and Antibiotic Resistance

The best-characterized B. subtilis ECF σ factor is σW (Helmann 2006). Similar to 
sigX, sigW is transcribed together with its anti-σ, rsiW, from an autoregulated 
promoter (P

W
). To gain insights into the likely function of σW, the regulon was 

defined using a combination of approaches. For example, by searching for sequences 
similar to P

W
, a large number of candidate promoters were identified (Huang et al. 

1999). These were then tested for σW-dependent transcriptional activity both in vivo 
and in vitro. To complement this in silico approach, DNA microarray technology 
was used to provide a direct comparison of genes expressed in wild-type, sigW, and 
rsiW mutant strains (Cao et al. 2002a). Finally, a new technique was introduced in 
which total chromosomal DNA was transcribed with purified RNA polymerase in 
the presence and absence of σW. Activation of σW-dependent sites led to the synthe-
sis of labeled transcripts that were then used to identify the corresponding target 
genes by hybridization to a DNA microarray (Cao et al. 2002a). This approach, desig-
nated run-off transcription/microarray analysis (ROMA), has proven useful in defining 
the regulons of other σ factors and DNA activator proteins (Cao et al. 2003).
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Comparison of the data from these various approaches led to a final compilation 
of approximately 30 promoter sites (controlling ∼60 genes) activated by σW (Cao 
et al. 2002a). Many of these 60 genes encode membrane proteins, proteins involved 
in detoxification, transporters, or small peptides. This led to the hypothesis that σW

may function as part of an antibiosis stress response (the production of and protec-
tion against antibiotics). This hypothesis was strengthened by the finding that σW

and its regulon is induced by antibiotics that inhibit cell wall biosynthesis such as 
vancomycin and cephalosporin C (Cao et al. 2002b) as well as the mammalian cati-
onic peptides LL37 and PG-1 (Pietiainen et al. 2005). However, the disruption of 
sigW did not result in increased sensitivity to these antibiotics. The σW regulon is 
also induced by alkaline shock, but a sigW mutant is not impaired in growth or 
survival at alkaline pH (Wiegert et al. 2001). This lack of correlation between the 
identified inducing conditions and the phenotype of the sigW mutant frustrated 
initial attempts to confidently assign a role for σW.

The first confirmation of a role for σW in antibiotic resistance came from the 
characterization of the σW-dependent fosB gene, which provides resistance to fos-
fomycin, an antibiotic produced by Streptomyces species (Cao et al. 2001). To 
explore the hypothesis that σW provides resistance to antibiotics made by other soil 
bacteria, wild-type and sigW mutant strains were tested for growth inhibition by 
compounds produced by closely related Bacillus species. Remarkably, in all cases 
in which an inhibitory compound was produced by the competitor, the sigW mutant 
was more sensitive (Butcher and Helmann 2006). For example, growth of the sigW
mutant is inhibited by coculture in the presence of B. amyloliquefaciens FZB42, 
and the σW-controlled genes ybdST and fosB provide resistance to unknown com-
pounds produced by this organism. Similarly, the σW-dependent yqeZyqfAB operon 
provides resistance to sublancin (a lantibiotic encoded by the sunA gene located on 
the B. subtilis SPβ prophage).

σW also provides resistance to an antimicrobial protein (SdpC) produced by sporu-
lating B. subtilis cells. SdpC is expressed when nutrient limitation is first sensed and 
has been shown to kill sibling cells that have not yet sensed nutrient limitation 
(Claverys and Havarstein 2007). This peptide presumably functions to delay the onset 
of sporulation by providing a nutrient source for the surviving cells (Gonzalez-Pastor 
et al. 2003; Ellermeier et al. 2006). Immunity to SdpC is provided by SdpI, which is 
encoded by the convergently transcribed sdpRI operon. Indeed, disruption of this 
operon by transposon mutagenesis results in upregulation of σW expression (Turner 
and Helmann 2000). Deletion of sigW in strains lacking sdpI results in a greatly 
increased sensitivity to SdpC, indicating that the SpdI- and σW-dependent processes 
are partially redundant (Butcher and Helmann 2006). In fact, one of the σW-dependent 
proteins that provides resistance to SdpC is YfhL, a homolog of SdpI. In addition, the 
σW-dependent yknWXYZ operon (encoding an ATP-binding cassette [ABC] trans-
porter) also contributes to SdpC resistance. Taken together, these results demonstrate 
that the σW regulon provides resistance to antibiotics and, thereby, enables B. subtilis
to compete for and maintain its niche in the soil environment.

The pathway responsible for the regulation of σW activity bears similarity to the 
σE signal transduction cascade. The σW anti-σ, RsiW, contains a single membrane-spanning
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domain with an extracytoplasmic C terminus and cytoplasmic N terminus that 
interacts directly with σW (Schobel et al. 2004). RsiW is degraded on alkaline 
shock, suggesting that RsiW interacts with and inhibits the activity of σW and that 
this inhibition is relieved by proteolysis. A screen of known proteases in B. subtilis
revealed that RasP (a homolog of E. coli RseP) is responsible for site-2 cleavage 
(RIP) of RsiW (Schobel et al. 2004). Similar to σE, release of σW from the soluble 
N-terminal fragment of RsiW present after site-2 cleavage is dependent on the 
ClpXP cytoplasmic protease complex (Zellmeier et al. 2006).

Although the downstream proteases involved in RIP activation of σW are similar 
to those involved in the σE cascade, the protease performing site-1 proteolysis is 
unique. The protease responsible for site-1 cleavage of RsiW is PrsW (formerly 
YpdC), a recently identified protein unrelated to DegS (Ellermeier and Losick 2006; 
Heinrich and Wiegert 2006). PrsW contains five transmembrane helices with two 
large extracytoplasmic loops (Heinrich and Wiegert 2006). Mutations of conserved 
catalytic residues inactivated PrsW, thereby preventing activation of σW (Ellermeier 
and Losick 2006). PrsW was discovered independently by the Losick and Weigert 
laboratories. Ellermeier and Losick characterized suppressor mutations that occur 
when the SdpC immunity protein SdpI is absent. These mutations were found to map 
to rsiW, ysdB, and prsW and, in each case, enhanced expression of σW, which controls 
expression of SdpC resistance determinants (see Sect. 8.4.2). The isolated prsW sup-
pressor mutation was a gain-of-function (dominant) allele that resulted in constitutive 
activation of σW (Ellermeier and Losick 2006). PrsW was also discovered in a screen 
to identify genes that result in accumulation of RsiW; in a prsW mutant, RsiW is not 
degraded even under inducing conditions (Heinrich and Wiegert 2006).

The nature of the signal sensed during σW activation, and whether this is sensed 
via PrsW or another protein are still unknown. By analogy with the σE system, the 
likely candidate for the sensor of stress is the site-1 protease, PrsW. Interestingly, 
all constitutively active mutants of PrsW led to substitution of negatively charged 
residues in the extracytoplasmic loops with neutral or positively charged residues 
(Ellermeier and Losick 2006). Thus, these residues were hypothesized to act as a 
receptor patch for antimicrobial peptides.

8.4.3 Other B. subtilis ECF s  Factors

In addition to σX and σW, B. subtilis encodes five additional ECF σ factors, and the 
total number of ECF σ factors varies even among closely related Bacillus spp. The 
remaining five ECF σ factors of B. subtilis are not yet well understood. The sigM
gene is co-transcribed with yhdL and yhdK, which encode negative regulators of σM

activity (Horsburgh and Moir 1999). This operon is maximally expressed at early 
to mid-logarithmic growth from both a σA- and a σM-dependent promoter. The sigM
gene is essential for growth in high salt, and expression from the σM promoter is 
increased by salt stress. σM is also induced by low pH, heat, paraquat, ethanol, 
bacitracin, vancomycin, and fosfomycin (Thackray and Moir 2003). Deletion of the 
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yhdLK genes was not possible because overexpression of σM is detrimental to the 
cell. Overexpression of YhdL results in lower levels of sigM expression, consistent 
with its role as a negative regulator (Horsburgh and Moir 1999). YhdL is predicted 
to have one transmembrane spanning domain and an ATP/GTP binding motif, 
whereas YhdK is a small hydrophobic protein with at least one transmembrane 
domain. These proteins presumably function as an anti-σ complex to regulate 
σM activity.

Although a comprehensive study of the σM regulon has not been published, 
analysis of the published members indicates that their functions are diverse. 
σM contributes to the expression of a number of genes with likely roles in detoxifi-
cation (Thackray and Moir 2003). The bcrC bacitracin resistance gene is inducible 
by antibiotics, and this induction is dependent on σM (Cao and Helmann 2002). The 
sigM mutant is sensitive to oxidative stress caused by some superoxide-generating 
compounds such as paraquat. This σM-dependent paraquat resistance is primarily 
dependent on yqjL, which encodes a member of the α/β hydrolase family of 
proteins (Cao et al. 2005).

The sigY gene is co-transcribed with five other genes (yxlCDEFG), and this 
operon is positively autoregulated. Deletions of yxlC, yxlD, or yxlE all resulted in 
increased σY activity, indicating that all three genes play a role in negative regula-
tion of σY (Cao et al. 2003). Additionally, the N terminus of YxlC was shown by 
yeast two-hybrid assays to interact with σY, suggesting that this protein may func-
tion as an anti-σ factor or as part of an anti-σ complex (Yoshimura et al. 2004). The 
yxlCDE genes encode small proteins with predicted transmembrane domains, 
whereas yxlFG encodes an ABC transporter. Only one additional target for σY was 
identified by ROMA—ybgB. Interestingly, YbgB has homology to the SdpI immu-
nity protein (Butcher and Helmann 2006). The signals resulting in σY activity have 
not been identified, yet expression from the sigY promoter was found to be induced 
late in stationary phase during growth in nitrogen starvation medium (Tojo et al. 
2003). Although the function of the σY regulon is unknown, the fact that it controls 
expression of an ABC transporter and a possible bacteriocin immunity protein sug-
gests that σY plays a role in protection against an as yet unidentified antimicrobial 
peptide (Butcher and Helmann 2006).

Similar to most ECF σ factors, sigV and the gene encoding the cognate anti-σ
(rsiV, formerly yrhM) are co-transcribed and autoregulated (Zellmeier et al. 2005). 
No expression is observed under standard growth conditions, and removal of RsiV 
only resulted in low levels of σV (below detection levels of immunoblots) after 
many generations. Microarray analysis has been performed under three different 
conditions: (1) RNA was collected 40 generations after removal of RsiV (Zellmeier 
et al., 2005), (2) sigV was overexpressed under the control of a xylose-inducible 
promoter (Zellmeier et al. 2005), and (3) sigV was overexpressed under the control 
of the IPTG-inducible P

spac
 promoter (Asai et al. 2003). The putative σV regulons 

identified by these three methods were only partly overlapping. A list of 13 σV-con-
trolled genes that were found in at least two of the three methods was compiled. 
However, many of these genes are known to also be controlled by σW, σM, and/or 
σX (Zellmeier et al. 2005). Because the promoter sequences recognized by the 
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B. subtilis ECF σ factors are similar, artificial overexpression of these σ factors 
might relax specificity, resulting in detection of genes that would not normally be 
expressed by the specific σ factor being studied. Therefore, the in vivo relevance 
of the σV-controlled genes identified above is still uncertain.

The final two B. subtilis ECF σ factors are unusual. Little is known about σZ,
which is expressed from a monocistronic operon. No cognate anti-σ has been 
identified. σYlaC is encoded by the third gene in a four-gene operon (ylaABCD) and 
ylaD encodes the anti-σ. Expression of ylaABCD is induced via a σYlaC-dependent 
promoter, whereas a second internal Spx-dependent promoter results in ylaCD
expression under oxidative stress (Matsumoto et al. 2005). A recent study sug-
gested that σYlaC contributes to oxidative stress resistance (Ryu et al. 2006).

8.5 ECF s  Factors in Other Bacteria

Although, in this chapter, we have focused in detail on E. coli and B. subtilis as 
model systems, there is a wealth of information emerging regarding the roles of 
ECF σ factors in other bacteria. Among Gram-negative bacteria, ECF σ factors are 
well known for their role in iron uptake physiology in Pseudomonas spp., which 
often contain multiple ECF σ factors related to σFecI (Visca et al. 2002). However, 
the plant pathogen P. syringae also contains several ECF σ factors of a distinct 
class (Oguiza et al. 2005). In the opportunistic human pathogen P. aeruginosa,
expression of polysaccharide capsule (an important virulence factor) is controlled 
by the AlgT(AlgU) σ factor (Wood et al. 2006). Recently, the activity of σAlgT was 
found to be induced by antibiotics in a process requiring proteolytic inactivation of 
its cognate anti-σ in a cascade reminiscent of that documented for E. coli σE (Wood 
et al. 2006). ECF σ factors are notably abundant in the human gut symbiont, 
Bacteroides thetaiotamicron. This Gram-negative, obligate anaerobe contains at 
least 50 ECF σ factors hypothesized to help coordinate the uptake and metabolism 
of various dietary polysaccharides (Xu et al. 2004).

Among the Gram-positive bacteria, ECF σ factors have figured prominently in the 
postgenomic analyses of Mycobacterium spp. The roles of the 10 ECF σ factors 
encoded by M. tuberculosis have been recently reviewed (Manganelli et al. 2004; 
Rodrigue et al. 2007). It is notable that several are apparently involved in pathogene-
sis because mutant strains are attenuated in virulence. Recently, chromatin immuno-
precipitation was used to help define several ECF σ factor regulons (Rodrigue et al. 
2007). The results confirm that many ECF σ factors are positively autoregulated, but 
also suggest that some ECF σ factors control expression of other factors. Interestingly, 
differences in the expression of two immunodominant antigens under σK control 
likely accounts for some of the phenotypic differences between M. bovis (a cattle 
pathogen) and M. tuberculosis (a human pathogen) (Husson 2006; Said-Salim 
et al. 2006).
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The record for the most ECF σ factors encoded in a single bacterial genome is 
currently held by S. coelicolor, a Gram-positive soil organism with a large and 
complex genome. The roles of the greater than 60 ECF σ factors in this organism 
are largely unknown, although significant progress has been made in defining the 
roles of several. The σR regulon coordinates a disulfide stress response and is 
regulated by an unusual, cytosolic anti-σ factor, RsrA (Paget et al. 1998; Zdanowski 
et al. 2006). RsrA is the prototype for a subfamily of anti-σ factors containing a 
tightly associated zinc ion (the ZAS: zinc-binding anti-sigma family). The σE regulon 
functions in cell envelope homeostasis and is activated by cell envelope-active 
antibiotics (Paget et al. 1999). Unusually for ECF σ factors, transcription of the 
sigE operon is activated by a co-transcribed TCS: the CseBC system (cse, control
of sigma-E). Activity of the CseBC TCS is negatively regulated by CseA, a lipo-
protein localized to the external face of the cell membrane (Hutchings et al. 2006). 
Research into the roles of the many other ECF σ factors in this organism is still in 
the early stages.

These examples provide merely a few highlights representing the roles of ECF 
σ factors in diverse systems. The availability of an ever-increasing number of bac-
terial genome sequences, together with powerful methods for global analysis, 
promises to rapidly advance the scope of our understanding of ECF σ factors and 
their roles in bacterial physiology. Some hints regarding what might await can be 
gleaned from a genomic survey of the distributions of ECF σ factors in sequenced 
bacterial genomes.

8.6 Comparative Genomics of ECF s  Factors

Considering their abundance and overall importance, only a surprisingly small 
number of ECF σ factors have been addressed experimentally. Until very recently, 
comparative genomics analyses of ECF σ factors were limited to known types, 
i.e., the FecI- or RpoE-like, or restricted to a limited group of closely related bacteria,
such as the pseudomonades, or the E. coli/Salmonella Typhimurium group (Visca 
et al. 2002; Oguiza et al. 2005; Rhodius et al. 2006). In several cases, genomes have 
been analyzed for their repertoire of σ factors (Manganelli et al. 2004; Xu et al. 
2004; Waagmeester et al. 2005), and a census of σ factors from 240 finished bacte-
rial genomes was reported (Kill et al. 2005). However, these analyses have not 
provided insights into the likely role of the ECF σ family members beyond the 
assumption that they likely respond to some type of extracytoplasmic stress. To try 
to develop hypotheses regarding the possible roles of ECF σ factors, comparative 
genomic analyses have recently been applied to group ECF σ factors based both on 
sequence and genomic context.
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8.6.1 Total Numbers and Overall Distribution

Approximately 4,000 ECF σ factors can be found in the databases (as of December 
2006). The total numbers of ECF σ factors per genome varies greatly and is influ-
enced by both genome complexity and lifestyle. The first approximation is intui-
tive; larger genome size and habitat complexity result in a higher number of ECF 
σ factors. Bacteria especially rich in ECF σ factors, as well as some model organ-
isms addressed in this chapter, are listed in Table 8.1. Overall, the numbers of ECF 
σ factors per genome is typically lower than that for TCS, ranging from 0 to 
approximately 50. No ECF σ factors are found in the genera Borrelia, Campylobacter,
Chlamydia/Chlamydophila (the complete phylum Chlamydiae), Desulfovibrio, and 
some Firmicutes genera, i.e. Lactobacillus, Staphylococcus, and Streptococcus
(with the exception of S. agalactiae and its close relatives, which harbor one ECF 
σ factor). Most of these bacteria are characterized by a reduced genome size and a 
stable environment. E. coli encodes 23 TCS, but only 2 ECF σ factors (Table 8.1). 
An even larger discrepancy can be found in the cyanobacterium Anabaena variabi-
lis, which harbors approximately 100 TCS, but only 1 ECF σ factor. The phyla 
Bacteroidetes and Planctomycetes, on the other end, are particularly ECF rich (40–50 
per genome), and, here, their numbers equal those of the TCS (Table 8.1).

8.6.2 Sequence Similarity and Genomic Context Conservation

ECF σ factors can be grouped based on sequence similarity (multiple sequence 
alignments and cluster analysis), genomic context conservation, and sequence con-
servation/domain architecture of the corresponding anti-σ factors. Using this 
approach, it is possible to identify previously unrecognized members of known 
groups, and also define new subgroups of ECF σ factors (Staroń and Mascher, 
unpublished observations). Examples of the types of groupings that emerge from 
these analyses are illustrated in Fig. 8.3, and their distribution in selected organisms 
is listed in Table 8.1. Ultimately, it is anticipated that these various subgroups may 
correlate with function, yet this hypothesis remains to be verified. Significantly, 
many predicted ECF σ factors, including several in well-characterized organisms, 
do not belong to any of these groups, and understanding their functions will require 
direct experimental approaches.

8.6.3 s E (rpoE)-Like ECF s  Factors

These proteins are exemplified by the paradigm of E. coli σE (Fig. 8.3a). The σ
factors in this family studied to date have a diversity of functions, but may be united 
by a common regulatory mechanism, involving proteolytic destruction of the cognate,
membrane-bound anti-σ (Fig. 8.1). The crystal structure has been determined for 
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the complex of the cytoplasmic N terminus of RseA in complex with E. coli σE

(Campbell et al. 2003). Weak but significant sequence similarity shows that the 
RseA σ factor-binding region is a conserved domain found at the N terminus of 
a surprisingly large number of anti-σ factors (Heidi Sofia, personal communication).
This so-called anti-σ domain (ASD) sometimes harbors a zinc-binding motif, and 
the corresponding anti-σ factors, such as B. subtilis RsiW (Fig. 8.3a) or RsrA from 

Fig. 8.3 Genomic context and characteristic features of conserved groups of ECF σ factors. 
Genes are represented by arrows, with shadings to highlight similar functions. Gene names or the 
function of the corresponding gene products are given below. Black arrows, ECF σ factors; the 
localization of the conserved regions 2 and 4 is indicated within the arrows. Dark grey arrows,
(putative) anti-σ factors; conserved domains are labeled, putative transmembrane regions are 
represented by white boxes. White arrows, unrelated flanking genes. The genomic regions are 
drawn to scale, and the lines represent 4.6 kb, with the exception of the regions in (b), which cor-
respond to 9.6 kb each. a Genomic context of σE (RpoE)-like ECF σ factors. b Genomic context 
of σFecI-like ECF σ factors. c Genomic context of ECF σ factors from α-proteobacteria that are 
functionally linked to TCS. Note that the SigE-CseABC system from S. coelicolor is not a mem-
ber of this conserved group, in contrast to the ECF σ factors represented by CC3475 in the second 
line. d Genomic context of ECF σ factors linked to carboxymuconolactone decarboxylase or 
oxidoreductases, respectively. ASD, anti-σ domain; CMD, carboxymuconolactone decarboxylase; 
FecR, domain found in FecR-like anti-σ factors; GH, glycosyl hydrolase; HK, histidine kinase; IS,
insertion sequence; R2/4, Sigma70_region2 or Sigma70_region4, respectively; REC, receiver 
domain; RR, response regulator; ZAS, zinc-binding anti-σ domain
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S. coelicolor, are referred to as ZAS proteins (Zdanowski et al. 2006). Often, more 
than one putative (membrane-anchored) regulator of ECF σ factor activity is 
encoded within the operon, as is the case for E. coli rpoE (De Las Penas et al. 
1997b; Missiakas et al. 1997). The crystal structure of σE region 4 bound to a pro-
moter region fragment has also been determined, and provides insights into 
the high conservation of the “AAC” motif characteristic of many ECF σ factor-
regulated promoters (Lane and Darst 2006).

8.6.4 s FecI-Like ECF s  Factors

Genes for these related σ factors are also organized in an operon with, and normally
located upstream of, a gene encoding the cognate anti-σ factor or regulatory 
protein. The latter harbors an extracytoplasmic FecR-domain, named after 
the eponymous protein from E. coli (Van Hove et al. 1990). This domain is 
important for stimulus perception in the periplasm and interacts with an OMP 
(Enz et al. 2003). The operon encoding the σ:anti-σ pair is not autoregulated, but 
is located next to (usually upstream of) the corresponding target genes (Fig. 
8.3b). Two major groups of FecI-like ECF σ factors can be differentiated based 
on sequence similarity and genomic context. “Classic” FecI-like proteins, present 
in the genomes of proteobacteria (Table 8.1), are involved in the regulation of 
iron uptake and/or siderophore biosynthesis. Their downstream genes often 
encode transport systems for ferric citrate of ferri-siderophore complexes 
(Fig. 8.3b). A second subgroup of FecI-like σ factors is found in large numbers 
in the phylum Bacteroidetes. Typically, these σ factors are present in genetic 
modules that consist of two operons; the σ:anti-σ pair is encoded upstream of 
genes for homologs of the polysaccharide-binding OMPs SusC and SusD (Reeves 
et al. 1997), one or more glycosylhydrolases, and other enzymes involved in car-
bohydrate metabolism (Fig. 8.3b). This genetic system is thought to enable the 
inducible synthesis of enzymes involved in using complex polysaccharides 
present in the gut habitat (Xu et al. 2004).

8.6.5  Functional Connections between TCS and ECF 
s  Factors

Not all ECF σ factors are linked to membrane-anchored anti-σ factors. One 
well-investigated example is σE from S. coelicolor (Fig. 8.3c; Sect. 8.5), in 
which the activity of the σ factor is regulated by a TCS, CseBC, at the level of 
the transcription of its structural gene (Paget et al. 1999). Comparative genomics 
revealed the presence of a large and novel group of ECF σ factors, which is 
conserved in α-proteobacteria and characterized by the presence of an unusual 
type of RR replacing the anti-σ factor (Table 8.1; Fig. 8.3c). The receiver domain 
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characteristic of RR proteins is located in the C-terminal half of the proteins, in 
contrast to almost all other RRs (Fig. 8.3c). These lack a typical output, i.e., DNA 
binding domain, thereby excluding a transcriptional control mechanism of σ factor 
activity as described above (Sect. 8.6.3). Instead, the N-terminal half of the RR 
protein shows remarkable sequence similarity to its corresponding ECF σ factor 
(Staroń and Mascher, unpublished observations). Another distinguishing feature 
of these ECF σ factors is the presence of one to three genes encoding predicted 
sensor histidine kinases in vicinity to the σ factors and RR (Fig. 8.3c). These 
correlations suggest a model in which the ECF σ factor is kept inactive via direct 
interaction with a unique type of RR. In the presence of a stimulus, a sensor his-
tidine kinase activates its cognate RR by phosphotransfer, which subsequently 
releases the ECF σ factor, resulting in expression of its target genes. If this 
model is correct, it represents a new mode for regulation of ECF σ activity. 
However, the role of σ factors of this class, and the corresponding inducing 
signals, are still unknown.

8.6.6 ECF s  Factors Are Perhaps Related to Oxidative Stress

The genomic context of another novel group of ECF σ factors, conserved in five 
different phyla (Acidobacteria, Actinobacteria, Cyanobacteria, Firmicutes, and 
Proteobacteria) is depicted in Fig. 8.3d. ECF σ factors classified to this group 
share a conserved C-terminal extension of approximately 100 amino acids and 
often occur more than once in a genome (up to 11 in S. coelicolor). The genomic 
context of these ECF σ factors is conserved; a gene encoding a putative carboxy-
muconolactone decarboxylase (CMD protein) or an oxidoreductase is located 
adjacent to the σ factor (Fig. 8.3d). Carboxymuconolactone decarboxylases are 
normally involved in protocatechuate catabolism, but their roles in these ECF-
regulated systems are currently unknown. The only ECF σ factor in this group 
that has been experimentally investigated is SigJ of M. tuberculosis, which is 
involved in H

2
O

2
 resistance (Hu et al. 2004). Thus, this group of ECF σ factors 

may be involved in oxidative stress resistance, although the validity of this 
extrapolation awaits experimental confirmation.

8.7 Concluding Remarks

The ECF σ factors are a large and important family of regulatory proteins found in 
diverse bacterial species. Their roles encompass many aspects of bacterial physiology, 
with the only unifying feature being their general involvement in processes occurring 
in the cell envelope (i.e., ECF). Even here, however, there are exceptions; the S. coelicolor
σR regulon is primarily involved in cytoplasmic disulfide homeostasis.
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Ongoing work, in several laboratories, is currently focused on defining the roles 
and regulation of various ECF σ factors. Even for the best-characterized model 
systems, such as E. coli σE and B. subtilis σW, there are still many questions regard-
ing the precise nature of the inducing signals and how these are sensed by the first 
(rate-limiting) protease that ultimately leads to the release the ECF σ from its inac-
tive complex. Another area of focus is the potential overlap between the regulons 
controlled by multiple ECF σ factors present in a single organism. This has already 
created challenges in B. subtilis (with only seven ECF σ factors) and is likely to be 
an even greater obstacle in organisms such as S. coelicolor (> 60) and B. thetaio-
tamicron (> 50). Finally, comparative genomic analyses suggest that some groups 
of ECF σ factors may be controlled by as yet uncharacterized mechanisms involv-
ing novel types of regulatory interactions. Work in all of these areas will ultimately 
be required to better understand these important regulators. Interest in ECF σ fac-
tors is further stimulated by the observation that these proteins are often important 
in human pathogens (Bashyam and Hasnain, 2004), and genes under their control 
can contribute to antibiotic resistance (Helmann 2006).
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Abstract This chapter reviews how physical stresses and extracellular chemical 
stresses are sensed and how sensing triggers stress responses. Intracellular sen-
sors switch on many inducible systems, but, for many stress responses, detection 
of extracellular chemical stresses is by extracellular sensors (extracellular sensing 
components [ESCs]), and these ESCs are activated by stress, in the absence of 
organisms, to extracellular induction components (EICs). As well as inducing stress 
responses in the producing organisms, EICs can (because they are small molecules), 
act as alarmones, giving advanced warning to unstressed organisms of impending 
stress challenges and preparing them to resist such challenges. EICs bring about 
these effects by diffusing to regions not yet subjected to stress, and warning organ-
isms there of impending stress. Thus, they act pheromonally, and this intercellular 
communication (cross-talk) gives early warning of stress. The ESC–EIC pair for a 
specific response are of very similar sizes and properties, but ESCs cannot induce 
stress tolerance, unless activated. All ESCs examined to date occur in more than 
one structural form, the nature of this depends on conditions prevailing during 
synthesis; each form shows a distinct activation profile, leading to a second type 
of early warning against stress. Distinct ESCs sense physical stresses, e.g., thermal 
stress and UV stress. Such physical stresses activate ESCs to EICs, and the latter 
can give early warning to unstressed organisms of impending physical stresses and 
prepare these organisms to resist such stresses by inducing them to stress tolerance. 
It should be noted that at least five ESCs act as biological thermometers, detecting 
increasing temperature, with gradual increases leading to gradual ESC activation. 
Similarly, at least eight ESCs act as pH sensors, sensing pH changes and being 
gradually activated by increasing acidification, increasing alkalinization, or both.

9.1  Introduction: Potentially Lethal Stresses that Affect 
Enterobacteria

9.1.1  Enterobacteria Face Numerous Chemical and Biological 
Stressors and Many Physical Stressing Conditions

A wide range of potentially lethal chemical, physical, and biological inhibitory 
agents and conditions affect bacteria in foods and food preparation procedures; in 
domestic, commercial, and hospital environments; in the natural environment, 
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Table 9.1 Responses to stresses that affect enterobacteria in the environment; in foods or food 
preparation; in domestic, commercial, or hospital situations; or in the animal or human body

Stress Tolerance or sensitivity responses induced by mild stress

Chemical stresses
 Acidity Inducible acid tolerance, alkali sensitivity, salt tolerance, UV 

 tolerance, H
2
O

2
 tolerance, and thermotolerance

 Alkalinity Inducible alkali tolerance, UV tolerance, alkylhydroperoxide 
 tolerance, thermotolerance, and acid sensitivity

 Oxidizing agents Inducible tolerance to, e.g., H
2
O

2
 and O

2
−

 Toxic metal ions Inducible tolerance to metal ions, to acid, and to heat
 Electrophiles Inducible tolerance to electrophiles
 Alkylating agents Inducible tolerance to alkylating agents
 Mutagens Inducible tolerance to mutagens
 Nutritional stress
 Starvation for carbon Induced thermotolerance, osmotolerance, and tolerance to acid, 

alkali, salt, and H
2
O

2

 Physical stresses
 Osmotic stress Inducible tolerance to high osmolality, to oxidizing agents, 

and to heat
 Elevated temperature Inducible tolerance to heat, to acid, to alkali, and to UV irradiation
 Low temperature Resistance to low temperatures, reduced thermotolerance
 UV irradiation Inducible tolerance to UV irradiation, to heat, and to acid, 

alkali, and Cu2+

Biological stressing agents
 Antibiotics Induced tolerance to, e.g., tetracycline
 Bacteriophages Induced tolerance to, e.g., phage Me1

especially natural waters; and in the human and animal body (Russell 1984; Elliott 
and Colwell 1985). Many such agents and conditions play a major role in 
 determining whether organisms survive in these environments. The major stresses 
(Table 9.1) to which organisms can be exposed include pH extremes (Raja et al. 
1991; Rowbury et al. 1989, 1996), potentially lethal levels of oxidizing agents 
(Ananthaswamy and Eisenstark 1977; Kullick et al. 1995; Mongkolsuk et al. 1997) 
and osmotic pressure (Csonka 1989; Wood 1999), extremes of temperature 
(Mackey and Derrick 1982; Mackey 1984; van Bogelen and Neidhardt 1990; 
Wolffe 1995; Rowbury and Goodson 2001), high levels of irradiation, particularly 
UV (Walker 1984; Rowbury 2004b), and potentially lethal levels of certain metal 
ions (Khazaeli and Mitra 1981); biological agents such as bacteriophages and 
 colicins can also cause challenges. This chapter mainly describes and  discusses 
stress from lethal chemical agents and lethal physical conditions.

In natural waters, for organisms exposed to many of the above stressors, stressing 
agents build up gradually to potentially lethal levels and then fall in concentration as 
dilution occurs with unpolluted waters (Rowbury et al. 1989). Such gradual building 
up of stress agents from low levels to potentially noxious levels occurs in some other 
natural locations and in foods and in the animal and human body.

Survival of organisms after exposure to stressors depends on tolerance levels to 
the stressing agents or conditions. Organisms have inherent stress tolerances allow-
ing them to withstand low levels of noxious agents (Humphrey et al. 1995); high 
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levels of inherent tolerance seem linked to increased virulence (Humphrey et al. 
1996). As concentrations of stressors increase, however, inherent tolerance may be 
overwhelmed and organisms killed unless they are able to trigger inducible stress 
tolerances (Samson and Cairns 1977; Demple and Halbrook 1983; Mackey and 
Derrick 1986; Rowbury et al. 1989), as shown in Table 9.1. Inhibitor build up is 
often rapid, therefore, inducible responses must be triggered immediately when 
inhibitors appear and, in cases in which the inhibitor is particularly lethal and its 
build up rapid, organisms may need to anticipate the appearance of lethal levels of 
the agents. To ensure that induction is triggered immediately, it is probable that 
early stages of induction will have evolved to put in place rapidly acting processes, 
and processes that allow stressor build up to be anticipated.

9.2  Classic Views on How Stimuli Are Sensed, and Novel Ideas 
Regarding Sensing Chemical and Biological Stressors

Inducible processes in enterobacteria are thought to be switched on in the following 
general way (Neidhardt et al. 1990). The stimulus crosses the outer membrane 
(OM), enters the cell or cell compartment, and, on interacting with an intracellular 
sensor, activation occurs, which produces a signal generally leading to enhanced 
transcription (Fig. 9.1a). Most commonly in enterobacteria, such as Escherichia 
coli, the sensor is in the cytoplasmic membrane (CM) and is transmembrane, with 

OM                    Stimulus

Stimulus ⎯⎯→ ⏐ ⏐ ⎯⎯→ ⎯⏐ ⏐⎯ ⎯→    Signal   ⎯→ Regulator

crosses OM                           activates sensing      produced     activated

into periplasm                        protein in CM ↓

of organism one                                                                 . Interacts

with operon

___⏐___________⏐___

↓

RESPONSE ←⎯ Synthesis of induced proteins

induced in

organism one

Fig. 9.1 a The mechanism, proposed for most inducible responses, involving intracellular sensor 
and exclusively intracellular reactions and components. b Novel inducible stress response induc-
tion involving extracellular components (ESCs and EICs)
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Constitutively activated                                         Induced synthesis of

 regulator (organism one)                                     intracellular proteins  → RESPONSE in

↓ via↑ m-RNA             organism two

     interacts with                                     Signal activates tolerance operon(s)

     ESC operon                                                        __________

__⏐__________⏐___                                           CM  __________

m-RNA ↓  synthesis,                                                            ↑

then ESC ↓  formed ↑

      by translation                                                      _________

-------------↓-----------                                             OM  _________

↓ ↑

       Secretion of         EIC entry → organism two, at neutral or acidic pH, often via PhoE

 Extracellular sensing                                                              ↑

  component (ESC)    +    Stimulus ⎯→  Extracellular induction

      into medium         (e.g. acid, alkali,   component (EIC) in medium

                                   UV, heat or Cu2+)

Fig. 9.1 (continued)

a sensing group that extends into the periplasm (Igo and Silhavy 1988; Aiba et al. 
1990; Neidhardt et al. 1990). When the stimulus (e.g., response inducer) associates 
with this sensing group, another group (on the sensor protein) on the cytoplasmic 
side of the membrane is modified, and this leads to induction. Such a mechanism 
occurs, e.g., for many inducible catabolic processes (Chen and Amster-Choder 
1999), for nutrient uptake (Wanner 1987), and for the regulation of some amino 
acid biosynthetic pathways (Artz and Holzschu 1982; Somerville 1982). Some 
osmotic stress-induced processes involve intracellular sensors (Igo and Silhavy 
1988; Aiba et al. 1990; Neidhardt et al. 1990; Wood 1999) and, therefore, some 
have claimed that stress-induced responses involve intracellular sensors. This is 
probably true for some stressors that build up intracellularly, but the present chapter 
reports on numerous responses (Table 9.2) induced by extracellular stresses that are 
switched on by activation of extracellular sensors (extracellular sensing compo-
nents [ESCs]), which are secreted to the medium; these responses also use 
 extracellular induction components (EICs) for response induction (Fig. 9.1b). 
Similar ESCs sense physical stresses such as thermal stress and UV irradiation.
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Table 9.2 Stress responses that need ESCs and EICs, and the size, nature, and properties of 
these components

Inducible stress response
Size, properties, and chemical nature of ESCs 
and EICs

1. Acid tolerance induced at pH 5.0 ESC and EIC are fairly smalla, heat-stable 
proteins

2. Alkali sensitisation induced at pH 5.5 ESC and EIC are very smallb, very heat-stable 
proteins

3. Thermotolerance induction ESC and EIC are both fairly smalla proteins, 
the EIC is rather heat-sensitive, the ESC 
more resistant to heat

4. Induced tolerance to UV irradiation The ESC is a small proteinc, the EIC somewhat 
larger, both are rather heat labile; the EIC 
is more protease-sensitive than the ESC

5. Alkali tolerance induction Two ESC–EIC pairs, one pair proteins, one 
pair nonprotein components

6. Alkylhydroperoxide tolerance induction ESC and EIC are smallc, rather heat labile, 
nonprotein components

7. Acid sensitivity induced at pH 9.0 Two EICs involved; probably one protein, one 
nonprotein; ESC not tested

8. Acid tolerance induced at pH 7.0 by sugars 
and salts

ESCs and EICs needed; most EICs are pro-
teins, no information on the nature of ESCs

9. Acid tolerance induced at pH 7.0 by amino 
acids

ESCs and EICs needed; EICs often proteins, 
but that involved in l-proline induction of 
acid tolerance is not a protein

10. Acid sensitivity induced by salt EIC is involved in sensitisation
11. Induced sensitisation to acid by l-leucine EIC is involved in sensitisation
12. Induced tolerance to phage Me1 ESC and EIC involved
13. Induced tolerance to Cu2+ ESC and EIC needed, EIC is a heat-stable 

protein
aLess than 30,000 molecular weight but greater than 10,000 molecular weight.
bLess than 5,000 molecular weight.
cLess than 10,000 molecular weight.

9.2.1  Intracellular Sensors and Detection of Chemical Stressing 
Agents

Many stress responses involve the sensing of extracellular stress agents and  physical 
stressing conditions by ESCs, which are activated by the stress (Rowbury 2001a, b). 
In cases in which a chemical stressor arises intracellularly, however, detection may 
also be intracellular. Thus, the intracellular OxyR and SoxR components sense intra-
cellularly produced peroxides and superoxide (Kullick et al. 1995), and some studies 
have suggested that activation of the intracellular Fur by H+ (Foster and Moreno 
1999) leads to induction of some acid-tolerance processes (see Fig. 9.2). Similar sens-
ing mechanisms detect the levels of intracellular alkalinity and intracellular Na+, with 
the intracellular NhaA and NhaR involved in sensing in this case (Padan et al. 1999). 
Others have claimed that heat sensing occurs intracellularly, with ribosomes or DnaK 
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Increased intracellular proton levels

↓

Fur-COOH → Activated Fur-COOH                  Acid tolerance response proteins

       (intracellular)                    ↓                                     e.g. novel DNA repair enzymes

↓ m-RNA ↑  translation

↓ Increased transcription

Group 1 ASP ↓ Acid tolerance↑

Operons Operons↓ ↑

____⏐_______________⏐________________⏐______________⏐____________

↓ ↑

Increased transcription                  Activated regulator

↓ ↑

Group 1 ASPs                                   Signal

              _________________________________________________↑______________

CM  _________________________________________________↑______________

↑

 _________________________________________________↑______________

OM  _________________________________________________↑______________

EIC entry via PhoE at ↑ neutral or acidic pH

Acid tolerance ESC

Increased extracellular proton levels

→  EIC

↑

Fig. 9.2 Diagram showing how responses to acidity may be induced in enterobacteria. It is pro-
posed that intracellular acidity is first sensed by the intracellular Fur (the proton being sensed near 
the carboxyl terminus, and the sensor is, therefore, termed here Fur-COOH). Activated Fur is 
opined to interact with group 1 ASP operons, to induce group one ASPs. Extracellular acidity is 
sensed by the extracellular ESC and converts this ESC to EIC, which attaches to a receptor and 
then passes into the cell, via PhoE, leading to a signal that causes induction of, e.g., novel DNA 
repair enzymes. ASP, acid-shock protein
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being the sensor (van Bogelen and Neidhardt 1990; McCarty and Walker 1991); there 
is no clear evidence for this, however, and increasing temperature is undoubtedly 
sensed by an ESC (Rowbury and Goodson 2001), which acts as an extracellular ther-
mometer (Rowbury, 2003a, b; 2005a), with resulting stress responses being triggered 
by the specific EIC formed by thermal activation of the ESC.

9.3  Outside Is Better Than Inside: Extracellular Components 
Are Involved in the Switching On of Stress Responses, 
as Exemplified by the Acid-Tolerance Response

In 1997, the author of this chapter opined that E. coli might use external  components 
(ECs) in response induction, particularly in cases in which stimuli (e.g., stressors) 
were external. Initial tests examined triggering of acid tolerance by a low external pH 
stimulus. Enterobacteria shifted from neutral pH to mildly acidic pH values (4.5–6.0) 
become acid tolerant within 15 to 30 min at 37°C (Rowbury et al. 1989; Foster and 
Hall 1990; Raja et al. 1991; Rowbury 1997). The initial premise of the 1997 studies 
was that if an EC was formed at acidic pH and was responsible for tolerance induc-
tion, neutralised cell-free filtrates should contain this component and be able to 
induce acid tolerance in unstressed cells at neutral pH. In agreement with this, it was 
found that, associated with acid tolerance induction at pH 5.0, an  extracellular protein 
(Table 9.2) accumulated in media (Rowbury and Goodson 1998; Rowbury et al. 1998; 
Rowbury 1999a; Rowbury and Goodson 2001). Two main strands of evidence  established 
that acid tolerance induction is absolutely dependent on this extracellular component. 
First, during induction at pH 5.0, treatments that removed extracellular components 
(e.g., continuous filtration) (Rowbury 1999a) or destroyed such  components (e.g., 
protease treatment) stopped induction, suggesting that an extracellular component 
was involved (Rowbury 1999a); this component was termed an extracellular induc-
tion component (EIC). Second, neutralised filtrates from pH 5.0-grown cultures, 
when added to pH 7.0-grown cultures, induced them to acid tolerance at pH 7.0, and 
treatments (e.g., continuous filtration or protease addition) that removed extracellular 
molecules or destroyed extracellular proteins inactivated such filtrates (Rowbury and 
Goodson 1998; Rowbury et al. 1998; Rowbury 1999a). Thus, EICs (in cell-free fil-
trates from pH 5.0 cultures or from pH 7.0 cultures, activated at pH 5.0) induce acid 
tolerance even in unstressed cells (Table 9.3). Inactivation of  filtrates by protease sug-
gested that the EIC was a protein, and further studies showed it to be of relatively low 
molecular weight (Table 9.2). The finding that, if protease was added during pH 5.0 
induction of tolerance, this prevented the response, strongly suggested that EIC was 
essential for the original tolerance response and that it remained fully extracellular 
throughout induction.

Originally, it was assumed that the EIC was synthesised de novo at acidic pH, 
but, in 1999, the author of this chapter wondered whether there might be an EC 
needed for acid tolerance induction present in media at neutral pH, i.e., synthesised 
in nonstressing conditions. This proved to be so; cell-free medium filtrates from 
cultures grown at pH 7.0 were found to contain an EC that was activated at pH 5.0 
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Table 9.3 Acid tolerance induction; involvement of ESCs and EICsa

Filtrate
component

Pretreatment of 
 filtrate component 
before activation

Activation of 
 filtrate  component

Organisms incubated 
with or without 
 filtrate component

Acid tolerance, % 
survival ± SEM 
after challenge

None NA NA pH 7.0 grown 0.7 ± 0.1%
None NA NA pH 5.0 grown 46.0 ± 2.0%
ESC None None pH 7.0 grown 0.8 ± 0.1%
ESC None At pH 5.0 pH 7.0 grown 19.3 ± 1.8%
ESC With protease At pH 5.0 pH 7.0 grown 0.8 ± 0.1%
ESC At 75°C At pH 5.0 pH 7.0 grown 13.7 ± 1.7%
ESC At 100°C At pH 5.0 pH 7.0 grown 1.1 ± 0.21%
ESC None With UV, 90 s pH 7.0 grown 37.2 ± 6.4%
ESC None At 50°C pH 7.0 grown 34.2 ± 1.5%
ESC None At 55°C pH 7.0 grown 43.3 ± 2.35%
EIC None NA pH 7.0 grown 21.0 ± 2.5%
EIC With protease NA pH 7.0 grown 2.0 ± 0.9%
EIC At 75°C NA pH 7.0 grown 10.0 ± 0.6%
EIC At 100°C NA pH 7.0 grown 2.2 ± 0.71%
aStrain 1829 ColV, I-K94 was grown to mid-log phase at the stated pH, and cell-free filtrates were 
prepared by passage through Gelman syringe filters with 0.2-µm-pore membranes (filtrate from 
pH 7.0-grown culture contains ESC; pH 5.0-grown filtrate contains EIC). Filtrates (neutralised, if 
required) were treated as described and activated if required, followed, if necessary, by neutralisa-
tion. UV treatment was with a Philips 6 W TUV tube placed 15 cm from the filtrate. Filtrates were 
incubated (1:1 filtrate to culture) with pH 7.0-grown mid-log phase cultures of the same strain at 
pH 7.0 for 60 min, and washed organisms were challenged at pH 3.0 for 7 min. NA, not applicable; 
SEM, standard error of the mean.

(in the absence of organisms) to an EIC that would induce acid tolerance (Figs. 9.1 
and 9.2) in organisms at pH 7.0 (Rowbury and Goodson 1999a, b). This extracellu-
lar component in filtrates from pH 7.0 cultures was behaving as an extracellular 
sensor and was named an extracellular sensing component (ESC). Similar to the 
EIC, this ESC proved to be a small protein. Activation of the ESC to EIC occurs at 
pH 5.0 (Rowbury and Goodson 1999a), but mild heat treatment and UV irradiation 
(see Fig. 9.3 and Table 9.3) also activated the sensor, once again in the absence of 
organisms (Rowbury and Goodson 1999a, b). The ESC is a stress sensor in that (1) 
it is present in media from stressed and unstressed cells, i.e., stress is not needed 
for synthesis; (2) it detects stress and is activated by stress (several stresses can 
bring this about); (3) activation produces a component (EIC) that, on its own, can 
induce the acid-tolerance response (Figs 9.1 and 9.2).

9.3.1  Synthesis, Nature, and Properties of the Acid-Tolerance 
ESC and EIC

The acid-tolerance ESC has several properties that make it an amazing pH sensor. 
First, its synthesis, which occurs in unstressed organisms, is by a unique process, 
not needing normal protein synthesis, in which it resembles cold-shock protein 
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Culture pH for ESC synthesis Acid-tolerance ESCs with variable forms and

the conditions for their conversion to EICs

pH 4.5-6.0

1. pH 7.0 ⎯⎯⎯⎯→ EIC

EIC

ESC7.0

ESC7.0

EIC

EIC

ESC8.0

ESC9.0

←-------------

Reversal at alkaline pH

UV and 42-60°C

⎯⎯⎯⎯→

pH 4.5-7.5

2. pH 8.0 ⎯⎯⎯⎯→

pH 4.5-8.0

3. pH 9.0 ⎯⎯⎯⎯→

Fig. 9.3 Growth-modified forms of the acid-tolerance ESC and their activation to EIC. A series 
of distinct acid-tolerance ESCs (shown here as ESC

7.0
, ESC

8.0
, and ESC

9.0
) are formed at different 

pH values, as indicated here, and the conditions that activate them to EICs are also given. Only 
the ESC formed at pH 7.0 (shown here as ESC

7.0
) has been tested for activation by heat and UV 

irradiation. It is also indicated here that the EIC formed from the ESC
7.0

 can be converted back to 
the ESC by, e.g., exposure to alkali

synthesis (Rowbury and Goodson 1999a; Etchegaray and Inouye 1999). Thus, this 
important stress sensor forms under full protein synthesis inhibition. Second, this 
ESC is extracellular, and is immediately activated when higher levels of protons 
come into the environment, i.e., there is no delay (as occurs for intracellular sen-
sors) or membrane impediment while the stimulus penetrates to its sensor. Third, 
ESC responses to potentially lethal agents are such that it is exquisitely sensitive to 
activation by protons but very resistant to irreversible inactivation by other noxious 
agents (Rowbury 2001a). The former property means that the ESC is very readily 
activated in the medium, whereas its robustness in the presence of potentially lethal 
environmental agents means that it survives for long periods in the medium; the 
acid-tolerance EIC resembles its ESC in this latter respect. Additionally, this ESC 
(and its cognate EIC) is a small molecule, which can, accordingly, readily diffuse 
from the region of synthesis to other regions, including those that have not yet faced 
acidity. If this diffusion is to organisms that, for genetical or physiological reasons, 
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fail to produce ESCs, then there can be cross-feeding, provided that the ESC is later 
activated to an EIC. These ESCs, when cross-feeding nonproducers, in this way, are 
acting pheromonally. Also, as described below (Sect. 9.7), ESCs are variable, 
depending on the synthesis conditions, and the most suitable form (i.e., that best 
able to protect from acid killing) is produced under any particular set of conditions. 
Clearly, the acid-tolerance ESC is a pH sensor, but it can also act as a thermometer, 
detecting increasing temperature, and being activated by increasing temperature to 
an EIC (Rowbury 2003a, b; Rowbury 2005a, b).

It was initially demonstrated that the protease P4531 completely inactivated the 
acid-tolerance EIC, and also destroyed the ESC (Rowbury and Goodson 1998; 
Rowbury 1999a; Rowbury and Goodson 1999a). Subsequent studies have shown 
that other proteases also destroy these ECs. The effects of proteases were not 
caused by impurities in these enzymes because protease inhibitors reduced the 
extent of inactivation of the extracellular components. Additionally, RNase had no 
effect on the two ECs, whereas the small effect of DNase was probably caused by 
protease impurities in this enzyme.

The process of ESC activation seems to involve simply an interaction between 
the ESC and protons. Thus, no protein synthesis is needed for the ESC to EIC con-
version, and the easy reformation of ESC from EIC in purified preparations (Fig. 
9.3) suggests that no parts of the ESC molecule are removed during activation.

9.3.2  Effects of Genetic Lesions and Metabolites on Tolerance 
Induction Confirm the Obligate Involvement 
of ESCs and EICs in this Process

There is more evidence that acid tolerance cannot be triggered unless ESCs are 
produced and are activated to EICs. First, cysB mutants are defective in acid-tolerance
induction (Rowbury 1997), but studies of cross-feeding show that ESCs (provided 
that they are activated at pH 5.0) and EICs, diffusing from cysB+ strains into cysB
cultures (see below Sect. 9.3.4), can restore tolerance induction to the latter 
strains (Rowbury 1999a). Second, metabolites and nutrients that inhibit tolerance 
induction act via their inhibitory effects on ESC synthesis (this also blocks EIC 
formation, because EICs only form by ESC activation). First, phosphates inhibit 
acid habituation; we now know that phosphate stops formation of both the ESC and 
EIC (Rowbury 1999a; Rowbury and Goodson 1999a; Rowbury 2001a); this may 
not, however, be the only reason for its effects on habituation, because phosphate 
will also compete with the EIC for passage through the PhoE porin. Phosphate 
stops acid killing and, therefore, in the presence of phosphate, acid tolerance induc-
tion is not needed; presumably, the organism has evolved accordingly. Secondly, 3´, 
5´-cyclic AMP (cAMP) was earlier shown to stop tolerance induction (Rowbury 
and Goodson 1997); it acts by inhibiting ESC synthesis and, therefore, stops EIC 
formation. Levels of cAMP are high when amounts of fermentable sugars are low. 
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Less acid will be produced by fermentation in such situations, and this may have 
led to the organisms evolving to switch off tolerance induction by cAMP.

Regulatory effects of cAMP generally involve direct interaction with DNA. Both 
cAMP and bicarbonate (which also blocks ESC synthesis), however, show an indi-
rect effect on ESC formation (Rowbury 1999a, 2001a), their presence leading to 
production of an extracellular inhibitory agent that blocks ESC synthesis. The 
inhibitor produced from cAMP is proteinaceous.

Accordingly, it is now certain that the above extracellular sensor (ESC) and its 
EIC are absolutely essential for acid habituation, functioning as outlined diagram-
matically in Figs. 9.1 and 9.2.

9.3.3  Regarding the Role of the PhoE Porin in Acid Tolerance 
Induction by the Specific EIC

E. coli strain AB1157 is unusual in that acid tolerance induction (habituation) at 
37°C and pH 5.0 is unusually slow (75 min for full habituation compared with 
12–20 min in most strains). This abnormality seems to be dependent on the phoE
lesion of strain AB1157, because its phoE+ derivative shows normal habituation; 
 apparently, therefore, a lesion in phoE slows down induction of stress tolerance. 
Studies of synthesis of the acid-tolerance ESC and of its conversion to the EIC 
show that these processes occur at the same rate in the phoE mutant as in the phoE+

parent, i.e., synthesis and activation of ESC are normal in strain AB1157. In con-
trast, tolerance induction by added EIC is greatly reduced in this strain. PhoE is an 
OM pore and can take up protonated molecules; it, therefore, seems likely that the 
EIC (which is a protonated form of ESC) uses the PhoE pore for entry, which is 
followed by tolerance induction.

9.3.4  EICs Involved in Acid Tolerance Induction Are Diffusible 
and Can Cross-Feed

The acid-tolerance EICs can diffuse away from the site of synthesis, and EICs 
needed for other responses also do this. First, if a cysB+ culture is placed in one 
vessel, surrounding a cysB culture (unable to make EIC) in a second vessel, with 
the cultures separated from each other by a 0.2-µm-pore membrane, the cysB
 culture is cross-fed by diffusion of the EIC into it from the cysB+ culture, and 
becomes acid-tolerant (Rowbury 1999a). Second, EIC in a producing culture will 
diffuse away into a large volume of pure broth if separated from such broth by a 
0.2-µm-pore membrane. The dilution of the EIC that occurs because of the large 
volume of pure broth inhibits the response in the producing culture (Rowbury 
1999a). Third, with small EICs (molecular weight �10 kDa), diffusion away of the 
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EIC through dialysis membranes can inhibit EIC-induced responses (this applies to 
the EIC for alkali sensitisation and to the EIC that induces alkylhydroperoxide 
 tolerance). In addition, if a culture that has produced EIC at pH 5.0 is neutralised 
and separated by a 0.2-µm-pore membrane from the same volume of unstressed 
culture, the EIC diffuses from the first culture and induces acid tolerance in the 
unstressed culture. Similarly, the thermally produced thermotolerance EIC diffuses 
through membranes into unstressed cultures, leading to thermotolerance. With 
smaller EICs, e.g., the alkali sensitisation EIC, diffusion from a neutralised EIC-
containing culture can occur into an unstressed culture in dialysis tubing suspended 
in the first culture, leading to EIC induction of the appropriate stress response.

Accordingly, many EICs are diffusible and if, in the environment, they diffuse 
to nearby unstressed regions that face impending stress, they give early warning to 
organisms there, i.e., they act as extracellular signalling molecules and early warn-
ing alarmones as well as inducing stress tolerance (Rowbury 2001b). Again, the 
cross-talk between producing and responding organisms means that EICs in the 
former culture are acting pheromonally.

9.4  Extracellular Components; Further Regarding 
Properties and Significant Effects

9.4.1  The Major Significance of ESCs and EICs: They Enable 
Producing Organisms to Give Early Warning of Stress

Strikingly, and contrary to all previous ideas, a large class of extracellular sensor-
induced responses has recently been found (Table 9.2). Those responses studied 
are all stress responses, but it is possible that other inducible responses will be 
found that are switched on by extracellular sensors. The stress responses studied 
to date behave like the acid-tolerance response in that they have pairs of extracellular 
components (generally small proteins) essential for triggering the response. As 
with the acid-tolerance response, the first component for each response is an 
extracellular sensor, an ESC, that detects the stress in the medium and is acti-
vated by it to the EIC, which associates with (and enters) the cell, leading to 
response induction (Figs. 9.1 and 9.2). The ESC, accordingly, is both an extra-
cellular stress sensor and an EIC precursor (Rowbury and Goodson 1999a, b; 
Lazim and Rowbury 2000; Rowbury 2001a, b; Rowbury and Goodson 2001; 
Rowbury 2004b). Because some groups refer to sensors that are attached to the 
cell surface, to the OMs, or even to the outer surface of the CMs as extracellu-
lar, we emphasise here that the ESCs and EICs are components that are 
completely free in the growth medium, i.e., not attached in any way to the 
organisms.

Certain intracellularly produced stress-induced components have been referred 
to as alarmones (Bochner et al. 1984), although it is not clear how they can cross-feed



276 R.J. Rowbury

other cells. The extracellular sensors described here can, however, readily  diffuse, 
cross-feed, and lead to early warning of extracellular stress and very rapid response 
inductions (compared with response inductions switched on by intracellular sen-
sors) for several reasons:

1. The stressor (stimulus) does not need to enter the cell to activate the 
response, it can interact with the ESC in the medium; the ESC, accordingly, 
detects the stressor immediately as it appears, and EIC production begins 
immediately.

2. Activated (protonated) sensor (EIC) interacts with organisms either during stress 
or in the absence of stress. The latter situation is of particular significance, with 
respect to early warning, because activated sensor can induce the response in 
cells before they are exposed to the stress. This results from the small EIC mol-
ecules diffusing from the site of activation, i.e., diffusing from where the stimu-
lus is, and affecting cells in the region that the EIC diffuses to that are not yet 
facing acid challenge. There can, therefore, be “cross-talk” between organisms 
that have been exposed to stress and those that have not been exposed to stress 
(but for which stress is impending); the EICs acting as alarmones and intercel-
lular communicators, i.e., pheromonally, leading to response induction in a 
 location where there are unstressed organisms; by the time the stress has built-up 
to potentially lethal level in this latter location, the response (e.g., acid tolerance) 
will be in place (Rowbury 2001b).

3. For at least some ESCs, structure can be modified by cultural conditions (see 
below Sect. 9.7). For example, an acidity sensor formed at neutral pH is activated, 
triggering the acid-tolerance response, at low external pH. If the sensor is 
formed at pH 8.0 or 9.0, however, it is synthesised in a modified form (Fig. 9.3) 
that can be activated at slightly above neutrality (Rowbury and Goodson 1999a). 
Thus, for organisms growing at pH 9.0, if the medium rapidly becomes acidi-
fied, the response can be switched on at near neutrality, i.e., the response is very 
rapid rather than being delayed until pH 6.0 is reached.

9.4.2 Some ESCs Inactivate Chemical or Biological Stressors

It is now well established that because ESCs are formed in the absence of stress 
and interact directly with stressors, some of them confer a second form of stress 
tolerance by directly inactivating inhibitory stressors (i.e., interaction of ESC 
with stressor not only activates ESC to EIC but also converts the potentially lethal 
stressor to a harmless compound or agent). For example, ESC involved in the 
inducible bacteriophage Me1 tolerance response (Tables 9.1 and 9.2), after inter-
action with the phage, is not only converted to an EIC, but also inactivates the 
phage. The same may be true for other biological agents on interaction with their 
stress sensors, and ability of sensors to counteract chemical stress agents, which 
is the basis for the activity of the “protectants” of Nikolaev (1996, 1997), needs 
to be tested further.
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9.5  Responses, Other Than Acid Tolerance Induction, 
Switched On by Extracellular Sensors and EICs

Triggering of three classes of stress response have, at the present time, been shown 
to depend on extracellular components, namely: (1) responses to several chemical 
stresses, especially pH stresses, (2) responses to a few biological stresses (Table 
9.2), and (3) several responses to physical stresses; each involves ESCs and EICs.

9.5.1 Acid Sensitisation at Alkaline pH and the Role of an EIC

Organisms shifted from pH 7.0 to pH 9.0 rapidly become acid sensitive. Sensitisation 
seems to involve two stages; one is dependent on protein synthesis, the other inde-
pendent of protein synthesis. Sensitisation is only induced if EICs are formed at pH 
9.0 (Rowbury 1999a). Strikingly, the presence of protease at pH 9.0 reduces sensitisa-
tion and partially inactivates EIC-containing filtrates (Rowbury 1999a). Some sensi-
tisation occurs under these conditions, however, and some EIC remains after protease 
treatment, suggesting that there may be two EICs formed at pH 9.0, one a protein and 
the other a nonprotein component. It seems likely that the two stages of acid sensitisa-
tion depend on the respective functioning of these two EICs (Table 9.2).

9.5.2  Responses Affecting Tolerance to Potentially Lethal 
Alkalinisation

9.5.2.1 Alkali Sensitisation at Acidic pH

Cultures shifted from pH 7.0 to mild acidity (pH 5.5–6.0) rapidly become alkali 
sensitive. The induction process is very distinct from that leading to acid tolerance 
induction. Sensitisation at pH 5.5 needs an EIC because removal or destruction of 
ECs at pH 5.5 abolishes induction. The EIC in neutralised filtrates also induces 
alkali sensitivity in organisms at pH 7.0 (Rowbury and Hussain 1998). Although this 
EIC is a protein, it is very heat stable (survives heating in a boiling water bath for 
15 min), and fractionation shows a molecular weight of less than 5,000 Da (in accord 
with this EIC being dialysable). Synthesis of EIC shows dependence on the Hns, 
Him, and Fur gene products (Rowbury and Hussain 1998), which accords with the 
finding that these three gene products are needed for alkali sensitisation at pH 5.5.

The alkali sensitisation process is also dependent on a specific EIC precursor, 
which is present in media from pH 7.0-grown cultures; this precursor is an ESC on 
the basis that it has the properties of an acidity sensor, being converted by protons 
(in the absence of organisms) to EIC. This ESC resembles its cognate EIC in most 
respects (Table 9.4), but cannot induce sensitisation on addition to organisms at pH 
7.0. This ESC (and its corresponding EIC) is distinct in properties from the acid-
tolerance ESC, although both function as acidity sensors.
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9.5.2.2  Role of Extracellular Components in Alkali Tolerance Induced 
at pH 9.0

Organisms transferred to pH 9.0 from pH 7.0 become alkali tolerant within a short 
period; tolerant organisms surviving exposure to pH 10.5 to 11.0 (Rowbury et al. 
1989, 1996). Induction at pH 9.0 is associated with the presence of extracellular 
components, these being essential for response induction at this pH. These ECs can 
also induce alkali tolerance in organisms at pH 7.0. Accordingly, these components 
are alkali-tolerance EICs (Table 9.5), and because they induce alkali tolerance in 
unstressed cells, it is likely that, in the environment, they could diffuse to nearby 
regions not exposed to alkalinity and there act as alarmones, warning unstressed 
cells of the impending noxious stress and preparing them to resist it.

The above-mentioned EICs (Rowbury 1999a) arise from alkali-sensing compo-
nents, present in filtrates from organisms grown at pH 7.0; these are converted to 
EIC at pH 8.0 to 9.0, i.e., they behave as alkali-sensing ESCs (Table 9.5). Substantial 
evidence suggests that there are two pairs of ESCs and two pairs of EICs involved 
in alkali tolerance induction (Tables 9.2 and 9.5).

9.5.3 Role of ESCs and EICs in Thermotolerance Induction

Cultures of E. coli grown at 45°C are more thermotolerant than those grown at 
30°C (Table 9.6). If ESCs and EICs were involved in thermal induction of thermo-
tolerance, one would expect cell-free filtrates from 45°C-grown cultures to contain 
specific thermotolerance EICs and to be able to induce thermotolerance in 30°C-
grown cultures. This proved to be the case (Table 9.6); 30°C-grown cultures, 

Table 9.4 Nature and properties of the alkali sensitisation ESCa

Filtrate
component

Filtrate treatment 
before activation

Conditions for 
ESC activation

Organisms incubated 
with or without ESC

Percent survival ± SEM 
after alkali challenge

None NA NA pH 7.0 grown 23.2 ± 1.3%
None NA NA pH 5.5 grown 5.2 ± 0.6%
ESC None At pH 7.0 pH 7.0 grown 26.4 ± 1.5%
ESC None At pH 5.5 pH 7.0 grown 4.3 ± 1.3%
ESC With protease At pH 5.5 pH 7.0 grown 24.9 ± 1.2%
ESC With RNase At pH 5.5 pH 7.0 grown 4.8 ± 0.46%
ESC With DNase At pH 5.5 pH 7.0 grown 9.3 ± 0.27%
ESC At 75°C At pH 5.5 pH 7.0 grown 7.2 ± 0.53%
ESC At 100°C At pH 5.5 pH 7.0 grown 5.2 ± 1.7%
ESC By dialysis At pH 5.5 pH 7.0 grown 20.2 ± 0.6%
aOrganisms (strain 1829) were grown to mid-log phase at the stated pH and neutralised, if 
required. Cell-free filtrates were prepared from cultures grown at pH 7.0, as for Table 9.3. These 
filtrates were treated as indicated and activated as stated, followed by neutralisation. Mid-log 
phase organisms grown at the stated pH were incubated with filtrate (1:1 culture to filtrate) for 
60 min at pH 7.0. After washing, alkali challenge was at pH 10.5 for 8 min. NA, not applicable.
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Table 9.5 Extracellular components induce alkali tolerancea

Filtrate used for
alkali tolerance
induction

Filtrate treatment
before activation

Activation condi-
tions for filtrate

Cultures used for
tolerance induction

Percent survival 
after challenge 
for culture prein-
cubated with or 
without filtrate

None NA NA pH 7.0 grown 0.9 ± 0.12%
None NA NA pH 9.0 grown 20.4 ± 0.7%
pH 9.0 filtrate None None pH 7.0 grown 17.6 ± 0.5%
Filtered pH 9.0 

brothb

None None pH 7.0 grown 0.4 ± 0.2%

pH 7.0 filtrate None None pH 7.0 grown 0.6 ± 0.2%
pH 7.0 filtrate None At pH 9.0 pH 7.0 grown 15.5 ± 1.8%
pH 7.0 filtrate With protease At pH 9.0 pH 7.0 grown 12.0 ± 3.0%
pH 7.0 filtrate At 75°C At pH 9.0 pH 7.0 grown 12.1 ± 4.8%
pH 7.0 filtrate At 100°C At pH 9.0 pH 7.0 grown 7.3 ± 0.3%
pH 7.0 filtrate By dialysis At pH 9.0 pH 7.0 grown 12.8 ± 0.2%
aStrain 1829 was grown to mid-log phase at the stated pH, and filtrates prepared as for Table 9.3; 
filtrates were treated and activated as stated, with neutralisation if necessary. All filtrates were 
incubated (1:1 filtrate plus pH 7.0-grown mid-phase culture) at pH 7.0 for 60 min at 37°C, washed 
and challenged with pH 11.0 broth for 5 min. NA, not applicable.
bFiltrate from pure broth was also used.

Table 9.6 Induction of thermotolerance needs an EICa

Thermotolerance-
inducing filtrate

Filtrate treatment 
before incubation 
with culture

Culture incubated 
withor without filtrate

Survival % ± SEM 
after heat treatment 
(49°C, 5 min)

None NA 30°C grown 0.3 ± 0.06%
None NA 45°C grown 22.5 ± 1.5%
From 30°C-grown 

culture
None 30°C grown 0.27 ± 0.03%

From 45°C-grown 
culture

None 30°C grown 25.1 ± 2.0%

From 45°C-grown 
culture

With protease 30°C grown 0.7 ± 0.08%

From 45°C-grown 
culture

At 75°C 30°C grown 3.5 ± 0.3%

From 45°C-grown 
culture

By dialysis 30°C grown 17.2 ± 2.0%

aCell-free filtrates were prepared from strain 1829ColV, K-94 grown in pH 7.0 broth as for Table 9.3. 
After stated treatments, filtrates were incubated (1:1) for 60 min with mid-log phase 30°C-grown 
cultures of the same strain. Washed organisms from mixtures and control cultures were challenged 
at 49°C for 5 min (this low temperature was used because mid-log phase ColV+ strains are particu-
larly heat sensitive), with plating on nutrient agar to assess survival. NA, not applicable.



280 R.J. Rowbury

Table 9.7 An ESC, which is a protein, senses increased temperaturea

Thermotolerance-
inducing filtrate

Filtrate treatment 
before activation

Conditions for 
filtrate activation

Cultures incu-
bated with or 
without filtrate

Percent survival ± SEM 
after thermal stress

None NA NA 30°C grown 0.35 ± 0.06%
None NA NA 45°C grown 21.0 ± 0.2%
From 30°C-grown 

culture
None None 30°C grown 0.25 ± 0.3%

From 30°C-grown 
culture

None At 45°C 30°C grown 13.4 ± 1.5%

From 30°C-grown 
culture

With protease At 45°C 30°C grown 4.2 ± 1.4%

From 30°C-grown 
culture

At 75°C At 45°C 30°C grown 8.8 ± 0.3%

From 30°C-grown 
culture

By dialysis At 45°C 30°C grown 8.6 ± 0.26%

aStrain 1829 ColV, I-K94 was grown in pH 7.0 broth and filtrates prepared (see Table 9.3). After 
the stated treatments and activation (if necessary), filtrates were incubated with mid-log phase 
cultures (1:1 filtrate to culture) for 60 min at 30°C, before challenging washed suspensions as for 
Table 9.6 NA, applicable.

 preincubated with filtrate from a 45°C-grown culture, showed greatly increased 
survival after thermal challenge compared with the original 30°C-grown culture 
control. Trivial reasons for tolerance induction by the filtrates were excluded. First, 
filtrates were free of viable organisms, excluding tolerance in the filtrate plus cul-
ture mixture resulting from growth (during incubation) of thermotolerant organisms 
from the filtrate. Second, filtrates failed to alter growth rates of the cultures or their 
final pH values. Reduced growth rates or altered final pH values sometimes lead to 
increased thermotolerance.

Pretreatment of active filtrate with protease greatly reduced its ability to induce 
tolerance (Table 9.6), implicating a proteinaceous EIC as the tolerance inducer. 
Heat treatment at 75°C almost fully inactivated this EIC; this contrasts with results 
for the acid-tolerance EIC, which is rather resistant at this temperature. The ther-
motolerance EIC, however, resembled the acid-tolerance EIC in being relatively 
nondialysable (Table 9.6); filtrates lost approximately one third of their thermotol-
erance-inducing ability if dialysed before testing, indicating that the thermotoler-
ance EIC is likely to be of approximately 10,000 Da molecular weight.

Although filtrates from 30°C cultures failed to induce thermotolerance, they 
contain a thermotolerance ESC, because, if exposed to 45°C, in the absence of 
organisms, they gain the ability to induce thermotolerance (Table 9.7). The ESC 
resembles EIC in being relatively nondialysable, but it is more heat resistant and 
more resistant to protease than the EIC.

It should be noted that as temperature gradually increases, there is a gradual 
increase in conversion of ESC to EIC, with the ESC acting as an extracellular ther-
mometer (Rowbury 2003a, b; 2005a). Strikingly, however, the thermotolerance 
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ESC can also act as a pH sensor, detecting gradual changes in pH and being gradually
activated by them (Rowbury 2002). Activation can occur at both acidic and alkaline 
pH values, and also occurs after UV irradiation and exposure to Cu2+.

9.5.4  UV Tolerance Induction Processes Involving Extracellular 
Components

9.5.4.1 RecA and LexA in UV Tolerance Induction

There has been controversy for many years regarding how UV irradiation is sensed 
and how this leads to switching on of the SOS response. An early stage of tolerance 
induction is undoubtedly RecA activation. RecA, however, is not the UV sensor, 
rather it has been thought that RecA detects DNA damage and that such damage 
activates RecA and sets in train processes leading to response induction. Strikingly, 
activation of RecA involves its proteolytic cleavage, and such cleavage confers 
protease activity on the resulting RecA fragment. Activated RecA then cleaves a 
few proteins, most importantly, LexA—this protein is a repressor of many operons 
relating to the SOS response, and, accordingly, LexA cleavage by activated RecA 
switches on this response.

It is now well established that, for organisms to stand the best chance of resisting 
lethal stresses, they must have evolved processes to give early warning of such 
stresses, i.e., stimulus detection must not only lead to response induction, but to 
production of components that diffuse away to other regions to switch on tolerance 
in unstressed organisms. There is no evidence that components produced by DNA 
breakdown, after DNA damage, can act in this way, but we now know that UV-
induced EICs can do so.

9.5.4.2 Early Warning of UV Stress Involving EIC Functioning

It is now known that UV tolerance-related EICs occur in UV-irradiated cultures 
(Rowbury 2004b). Thus, cell-free filtrates from cultures exposed to low UV doses 
(such cultures rapidly become UV tolerant on incubation) can induce UV tolerance 
in unstressed cultures and this results from functioning of a proteinaceous EIC, 
because protease inactivates the filtrates (Table 9.8). The EIC in the original UV-
irradiated culture is essential for its UV tolerance, because protease added to this 
culture during incubation prevents it from becoming UV tolerant. Filtrates from 
unirradiated cultures do not contain a UV tolerance-related EIC, but they do contain 
the cognate ESC, because, if such filtrates are briefly irradiated and incubated, they 
become able to confer tolerance, i.e., an EIC appears in them (Table 9.8). Obviously, 
if organisms in the environment have been exposed to UV irradiation, then 
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 organisms in nearby regions that are, so far, unstressed, but face impending UV 
exposure, can be subjected to EICs diffusing from regions already facing UV irra-
diation; these EICs will give early warning and induce tolerance to the UV.

9.5.5 Inducible Tolerance to Alkylhydroperoxides

Cultures shifted from neutral pH to pH 9.0 become tolerant to alkylhydroperoxides 
(Rowbury 1997; Lazim and Rowbury 2000). A specific EIC forms at alkaline pH 
and is essential for induction, because continuous filtration or dialysis during incu-
bation at alkaline pH abolishes tolerance (Lazim and Rowbury 2000). The EICs 
present in the neutralised filtrates from pH 9.0 cultures allow them to induce alkyl-
hydroperoxide tolerance in pH 7.0 cultures. An EIC precursor (i.e., a specific 
alkali-sensing ESC) is present in pH 7.0 cultures. Thus the EIC is not synthesised 
de novo at pH 9.0, but arises by activation of the specific ESC (Table 9.2). Their 
susceptibility to removal by dialysis establishes that both the EIC and its cognate 
ESC are small molecules. Both are more heat labile (being readily destroyed at 
75°C) than the corresponding extracellular components involved in acid tolerance 
induction. Unusually, these alkylhydroperoxide tolerance-related ECs do not seem 
to be proteins because they are insensitive to proteases.

The alkali-sensing ESC seems to be larger than the EIC (Lazim and Rowbury 
2000), because the EIC readily passes through dialysis membranes, whereas the 
ESC is only partially removed by dialysis. Accordingly, the ESC may be an oli-
gomer of the EIC, depolymerising at alkaline pH, or activation of ESC at pH 9.0 
might involve cleavage to EIC and a second component.

Table 9.8 UV tolerance induction needs a specific ESC and a specific EICa

Culture filtrate from 
culture grown at 37°C 
and pH 7.0

Treatment of filtrate 
before activation

Treatment of filtrate 
after activation

Percent survival ± SEM 
after UV-treatment for 
37°C-grown organisms pre-
incubated ± filtrate

Not activated None None 0.06 ± 0.003%
30-s UV activated None None 0.2 ± 0.06%
60-s UV activated None None 7.9 ± 1.1%
90-s UV activated None None 8.3 ± 1.2%
90-s UV activated With protease None 5.2 ± 0.54%
90-s UV activated None With protease 0.13 ± 0.1%
90-s UV activated At 75°C None 0.6 ± 0.06%
90-s UV activated None At 75°C 0.5 ± 0.06%
90-s UV activated By dialysis None 1.5 ± 0.23%
90-s UV activated None By dialysis 6.9 ± 0.13%
aFiltrates, containing UV-tolerance ESCs, were from strain 1829 ColV, I-K94 grown to mid-log phase 
at 37°C and pH 7.0, and were activated with UV. Activated filtrates (treated as stated before or after 
activation) were incubated with the same culture (1:1 filtrate to culture) for 60 min at 37°C before UV 
challenge for 120 seconds. Survivor numbers were assessed on nutrient agar as for Table 9.3.
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9.5.6  Tolerance to Copper in Plasmid-Free Cultures 
Is Dependent on Extracellular Components

Usually, it has been assumed that copper tolerance is only encoded by plasmids in 
enterobacteria. We now know, however, that E. coli strains have a chromosomally 
encoded Cu2+ tolerance process that involves ECs. To establish this, E. coli ED1829, 
a plasmid-free strain, was grown with low levels of Cu2+ (88 µg/ml) or in copper-
free medium. Many organisms from the culture containing Cu2+ (~20% of these 
organisms) were able to grow on medium containing 275 µg/ml Cu2+, whereas none 
of those grown in copper-free medium formed colonies on this medium. Filtrate 
from the culture grown without copper did not confer copper tolerance (no organisms
incubated with this filtrate gained the ability to form colonies on 275 µg/ml 
Cu2+-containing media), but the filtrate from the copper-containing culture  (dialysed 
to remove Cu2+) conferred such tolerance (~16% of organisms preincubated with 
this filtrate gained the ability to grow on media containing 275 µg/ml Cu2+).
Accordingly, such a filtrate contained a copper tolerance-inducing EIC (Rowbury 
2001a). This EIC is apparently a heat-stable protein, because protease inactivated 
the filtrate, whereas heating or treating the filtrate with RNase or DNase had no 
effect. Filtrate from the culture grown without copper did not contain a copper-
 tolerance EIC, but it did contain a copper-tolerance ESC, because incubation of this 
filtrate with Cu2+ led to production of a copper-tolerance EIC (Fig. 9.1). The ESC 
for copper tolerance is similar to other ESCs in being synthesised in the absence of 
stressor and in being converted to EIC by the stress (Cu2+) in the absence of organ-
isms. The EIC for copper tolerance resembles others in being a heat-resistant 
protein. It is also nondialysable.

9.6 Stress Cross-Tolerance Responses

9.6.1  Cross-Tolerance Responses Exemplified by the Effects 
of UV Irradiation

The best-known stress responses are those that lead to increased tolerance to a 
 specific stress after exposure to the same stress. Stress cross-tolerance responses 
involve induced tolerance to a range of stresses after exposure to a different stress. 
Let us consider why cross-tolerance responses after UV irradiation may have 
evolved. Irradiation with UV causes thymine dimers to appear in DNA. On exposure 
to low doses of UV, inherent levels of DNA repair enzymes are sufficient to repair 
the dimers and virtually no killing occurs. At these low levels of UV, the irradiation 
activates the UV tolerance ESC (Table 9.8), and the resulting specific EIC induces 
further DNA repair mechanisms. Irradiation also activates ESCs for thermal stress 
tolerance induction and for acid and alkali tolerance induction (Table 9.9).
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As the dose of irradiation increases, the number of dimers introduced also 
increases, and inherent repair systems would soon be overwhelmed, but the 
induced UV tolerance enzymes will, for a while, cope with the dimer increase. 
Eventually, as greatly increased numbers of dimers are introduced, even the 
induced level of UV tolerance repair enzymes becomes inadequate. This is 
where the cross-tolerance responses come into their own. Because the main 
lethal effects of heat, acid, and alkali are on DNA, the UV-induced cross-tolerances 
to these stresses produce extra DNA repair enzymes. Accordingly, each cross-
tolerance process that is induced by UV helps to protect the organisms from 
high UV doses. Cross-tolerance responses to other stressors have evolved for 
similar reasons.

Table 9.9 UV irradiation activates a range of stress response ESCsa

Nature of ESC 
under test

Conditions
for activation

Percent survival ± SEM after challenge by

Acid Alkali Heat UV

Acid-tolerance
ESC

None 0.7 ± 0.06% NA NA NA

Acid-tolerance
ESC

UV, 15 s 7.5 ± 0.3% NA NA NA

Acid-tolerance
ESC

UV, 30 s 10.3 ± 0.1 NA NA NA

Acid-tolerance
ESC

UV, 60 s 34.1 ± 0.3% NA NA NA

Acid-tolerance
ESC

UV, 90 s 54.0 ± 1.9% NA NA NA

Thermotolerance
ESC

None NA NA 0.67 ± 0.07% NA

Thermotolerance
ESC

UV, 90 s NA NA 36.5 ± 1.1% NA

Alkali tolerance 
ESC

None NA 0.33 ± 0.09% NA NA

Alkali tolerance 
ESC

UV, 300 s NA 20.9 ± 0.7% NA NA

UV tolerance ESC None NA NA NA 0.07 ± 0.01%
UV tolerance ESC UV, 90 s NA NA NA 10.1 ± 0.9%
aESC-containing filtrates were prepared from strain 1829 ColV, I-K94 (acid-, heat-, or UV-toler-
ance studies) or strain 1829 (alkali-tolerance study) grown to mid-log phase in pH 7.0 broth at 
37°C (30°C for thermotolerance tests). After activation (if appropriate), filtrates were mixed (1:1 
filtrate to culture) with unstressed cultures of the same strains, followed by 60 min incubation at 
37°C (or 30°C for thermotolerance tests) and mixtures were stress challenged (for thermotoler-
ance, 5 min, 49°C; acid tolerance, 7 min, pH 3.0; alkali tolerance, 5 min, pH 11.0; UV tolerance, 
120-second exposure). Survival after challenge was assessed as for Table 9.3, with incubation at 
37°C (or 30°C for thermotolerance tests). All UV treatments used the same apparatus and condi-
tions as for Table 9.3. NA, not applicable
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Table 9.10 Modification of the pH responsiveness of the alkali tolerance sensor at pH 5.5a

pH for sensor synthesis pH for sensor activation

Percent survival ± SEM after challenge with 
alkali for pH 7.0 grown cells preincubated 
with activated sensor

7.0 7.0 0.8 ± 0.16%
7.0 7.5 3.4 ± 0.35%
7.0 8.0 11.3 ± 0.71%
7.0 9.0 16.9 ± 0.86%
5.5 6.5 3.8 ± 1.4%
5.5 7.0 8.1 ± 1.0%
5.5 7.5 15.8 ± 1.7%
5.5 8.0 21.9 ± 3.1%
aE. coli 1829 was grown to mid-log phase at the stated pH and cell-free filtrates prepared as for Table 9.3. 
Filtrates were, activated, in the absence of organisms, at the indicated pH. Filtrates were, after neu-
tralisation, if required, incubated with mid-log phase pH 7.0-grown organisms (1:1 culture to filtrate) 
at pH 7.0 for 60 min. After washing, mixtures were challenged at pH 11.0 for 5 min. 

9.7  Altered Structures of ESCs After Changes in Growth 
Conditions Leads to a Novel Early Warning System

Studies with filtrates from pH 7.0-grown cultures show that the acid tolerance-
related ESC is converted to EIC at pH values from 4.5 to 6.0, with no activation at 
above pH 6.0. When, however, this ESC is formed at higher pH values, e.g., pH 9.0, 
it can be activated to EIC at pH values as high as 7.5 to 8.0 (Rowbury and Goodson 
1999a; Rowbury 2001a). Three other responses dependent on ESCs and EICs show 
similar behaviours. Thus, ESC for the alkali sensitisation response shows altered 
responsiveness depending on synthesis pH, with ESC formed during growth at pH 
7.0 being converted to EIC at pH 5.5 to 6.0 (but not at more alkaline pH values), 
whereas, for ESC synthesised at pH 8.5, activation to EIC can occur at pH values 
as high as 7.5 to 8.0.

The ESCs involved in alkali tolerance induction also show modified pH respon-
siveness depending on culture pH. If synthesised at neutral pH, these ESCs show 
activation to their cognate EICs only at high pH values. In contrast, ESCs formed 
at acidic pH can be activated at neutrality (Table 9.10). Similar behaviour occurs 
for the alkylhydroperoxide tolerance response, i.e., ESC formed at acidic pH can be 
activated at lower pH than ESC formed at neutral pH (Lazim and Rowbury 2000).

ESC structure has obviously evolved so that the structural form produced 
depends on cultural conditions, with such structures ensuring that responsiveness 
for an ESC is such that early warning of the stress can be given. Thus, organisms 
growing at alkaline pH but facing rapid acidification would be overwhelmed by 
protons if acid tolerance were not induced until the pH reached 6.0. Sensor modifi-
cation at pH 9.0 allows ESC to EIC to occur at pH 7.5 to 8.0, with induction of tol-
erance beginning at this higher pH (Fig. 9.3).
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9.8  Death Is not the End: Protection of Enterobacteria 
from Chemical and Physical Stress by Dead Cultures

Many cases of disease are caused by ingestion of pathogenic bacteria that have sur-
vived and multiplied in food. It is worrying that many such organisms can tolerate 
chemical and physical stresses.

Although ESCs are exquisitely sensitive to activation by low doses of stress, both 
ESCs and EICs are resistant to irreversible inactivation by high doses of noxious 
agents or conditions (Rowbury and Goodson 1999b; Rowbury 2001a). Accordingly, 
the present author (Rowbury, 2000) considered it likely that killed cultures contain-
ing ESCs or EICs before death might protect living cultures from stress (i.e., ECs in 
these killed cultures, which had resisted the killing processes, might induce living cultures
to stress tolerance). Tests established this to be the case. First, pH 7.0-grown cultures 
of E. coli, killed by exposure to high pH,  protected living acid-sensitive organisms 
from lethal acidity provided that they were incubated at pH 5.0 (followed by 
neutralisation) after alkali killing. Similarly, pH 5.0-grown cultures, if neutralised 
and alkali killed, conferred acid tolerance on the same living cultures. Cultures killed 
by lethal acidity, UV-irradiation, or by lethal chemicals were (after removal of the 
lethal agent, where necessary) able to confer an acid-tolerance legacy on living acid-
sensitive organisms (Rowbury 2000).

Acid tolerance might have occurred in the living organisms because the killed 
cultures caused an acidic pH in the mixture or a reduced growth rate for the mix-
ture; pH changes during incubation of living cultures were, however, the same in 
the presence or absence of the killed culture, and killed cultures did not reduce 
growth rates. Additionally, use of genetically marked strains showed that the acid-
tolerant organisms, present after activation by killed cultures, derive from the living 
culture rather than being survivors of the killing process (Rowbury 2000).

Killed cultures also conferred both alkali tolerance and alkali sensitivity on living 
organisms (Rowbury 2000). First, 2.7 ± 0.6% of log-phase pH 7.0-grown strain 1829 
survived 5 min at pH 11.0, whereas, after preincubation of this culture for 60 min at pH 
7.0 with a UV irradiation-killed pH 7.0-grown culture, activated at pH 9.0 (i.e., con-
taining alkali-tolerance EICs), the percent survival on alkali challenge rose to 39.4 ± 
1.2%. Second, 19.3 ± 0.82% of log-phase pH 7.0-grown strain 1829 survived 8 min at 
pH 10.5, whereas the culture became more alkali sensitive after incubation with a heat-
killed pH 7.0-grown culture of the same strain, activated at pH 5.5 (i.e., containing 
alkali-sensitisation EICs); incubation of living plus killed culture for 60 min at pH 7.0 
produced a culture with only 5.2 ± 0.61% of organisms surviving pH 10.5 for 8 min.

9.9  Quorum-Sensed Processes: Are They Similar 
to ESC–EIC-Controlled Processes?

Another major group of responses that involve functioning of extracellular  components 
occur in Gram-negative bacteria. These are the quorum-sensing controlled group of 
responses, for which the extracellular components are N-acyl-l-homoserine lactones 
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(AHLs) or related compounds. A well-known system is that of Vibrio fischeri, in 
which, at high cell densities, luminescence is switched on by quorum sensing of 
AHLs accumulated in the organisms and the medium. At certain intracellular levels, 
AHLs trigger the response (Gray et al. 1994; Swift et al. 1996). The AHL-controlled 
systems and those switched on by ESC–EIC pairs show several major differences and 
no appreciable similarities. First, quorum-sensed responses involve internal sensors, 
e.g., in the Vibrio, when enough AHL has accumulated in the periplasm, the AHL 
activates the CM protein, LuxR, and activation switches on the response. This contrasts 
with the stress responses, which are switched on when extracellular stress activates an 
extracellular sensor, i.e., the ESC. Another major difference between the quorum-
sensed systems and ESC–EIC-controlled ones is that the signalling molecule, the 
AHL, for quorum-sensed systems, is synthesised, de novo, in response to growth con-
ditions that eventually trigger induction. In contrast, in the stress responses, the ESC is 
synthesised in the absence of the stimulus (the stress) and is converted to EIC by the 
stress in the absence of organisms. A final difference between the two types of system 
is that the quorum-sensed responses are triggered by an accumulating level of AHL, 
and large amounts, enough to trigger the response, are only synthesised at high culture 
density. In contrast, ESC–EIC-induced responses occur at very low cell densities.

9.10 Conclusions

9.10.1  ESC: EIC-Dependent Systems Are Distinct from Other 
Systems that Involve Accumulation of Extracellular 
Components

This chapter described a novel group of stimulus sensing and response induction 
processes, distinct from most other response inductions in needing ECs. Other 
inducible systems involve ECs, but those described here are distinct in that the 
stimulus sensor is extracellular (Rowbury and Goodson 1999a, b; Rowbury 1999b; 
Lazim and Rowbury 2000; Rowbury 2004a), a feature not found in quorum-sensing 
systems and related processes.

The systems described here are induced by extracellular stress and involve pairs 
of ECs; the ESC, which is produced by stressed and unstressed cells, detects the 
stress and is converted by it to the EIC; the EIC interacts with receptors on the cells, 
entering the cells and inducing the response; this EC can induce the response in 
unstressed or stressed organisms.

9.10.2  Features of the ESC–EIC-Dependent Systems that 
Trigger Pheromone-Regulated Stress Responses

1. A stressor sensing component (ESC) occurs that is extracellular, therefore, there 
is an immediate response to external stressor.
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 2. EICs are present in media during induction of responses and are absolutely 
required for induction.

 3. EICs can induce their response in unstressed organisms.
 4. EICs that are in cultures exposed to stress arise from ESCs that are present in 

unstressed cultures, and interact with the stress to produce the EIC. The EICs 
act as primary signalling molecules initiating response induction.

 5. ESCs are exquisitely sensitive to activation by stressors, but both ESCs and 
EICs are very resistant to most environmental inhibitors and inhibitory 
conditions.

 6. The ESC occurs in several forms (Rowbury and Goodson 1999a; Lazim and 
Rowbury 2000; Rowbury 2001a, b), the form synthesised being that which can 
most rapidly respond to stress and lead to tolerance (Fig. 9.3). In some cases, 
this property allows a response to a chemical agent (e.g., protons) before that 
agent becomes stressing (e.g., before pH becomes acidic), this characteristic 
provides an ideal early warning system against stress.

 7. At least five ESCs function as biological thermometers, detecting increasing 
temperature, and being gradually activated to EICs as temperature gradually 
increases (Rowbury 2003b).

 8. Many ESCs (at least eight) act as pH sensors, detecting changes in proton con-
centration, with some being gradually activated (to EIC) by gradually increasing 
acidification, others by gradual alkalinization, and a few by both.

 9. After attaching to specific receptors, all tested EICs cross into organisms to 
induce the response. For several EICs, the PhoE porin forms the route of 
entry.

10. Some responses seem to need two ESCs and two EICs for full induction.
11. Because ESCs and EICs are highly resistant to irreversible inactivation by most 

lethal chemical and physical agents and conditions, even killed cultures can 
confer stress tolerance onto living organisms that subsequently enter the envi-
ronment, i.e., EICs in cultures killed by several means induce stress responses 
in living unstressed cultures and both ESCs and EICs in killed cultures induce 
stress responses in cultures unable to produce the ESC–EIC pair.

12. The EICs are small molecules (Rowbury et al. 1998; Hussain et al. 1998; 
Rowbury 1999a; Lazim and Rowbury 2000; Rowbury 2004a) and can, there-
fore, diffuse away, even passing to areas not thus far exposed to stress.

13. The EIC induces tolerance in unstressed cells (Rowbury and Goodson 1998). 
This property, together with the diffusibility of the EIC, allows EICs to act as 
extracellular alarmones, i.e., they are intercellular communicating molecules, 
which allow cross-talk between stressed and unstressed populations, with the 
latter being induced to stress tolerance before being exposed to the stress.

14. EICs can cross-feed both unstressed EC producers and cultures unable to pro-
duce ESCs and EICs whereas ESCs can cross-feed the latter.

15.  Taken together, the above characteristics provide early warning systems against 
external stress, giving populations the best chance of detecting stresses and rap-
idly putting in place tolerance mechanisms that allow survival in the presence 
of lethal agents.
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Abstract Ribosome modulation factor (RMF) is a ribosome-associated protein in 
Escherichia coli that is synthesised under stringent control during stationary phase 
and during periods of slow growth. The binding of RMF seems to make ribosomes, 
and in particular ribosomal RNA (rRNA), more resistant to degradation. Comparison 
of RMF-deficient mutant strains and the parent strain suggest that RMF contributes 
to the survival of E. coli under environmental extremes, such as conditions of heat, 
cold, acid, and osmotic stress. RMF may bind to inactive ribosomes to produce a 
stable resting state. Because binding blocks the peptidyl transferase site, ribosomes 
with associated RMF are not capable of protein synthesis. It has, therefore, been 
further suggested that RMF binding serves to inactivate excess ribosomes to make 
protein synthesis more efficient under conditions of slow growth. RMF binding 
is associated with the formation of 100 S ribosome  dimers that are observed after 
sucrose density centrifugation of extracts of stationary-phase cultures. Dimer for-
mation is generally seen as an inherent feature of RMF function, but evidence that 
this may not be the case is discussed in this review. The exact function and mecha-
nism of action of RMF, therefore, remain to be fully elucidated.
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10.1 Introduction

From the earliest days of their studies, students of microbiology are made familiar 
with the growth phases of microbial batch cultures: lag, exponential, stationary, and 
death. However, the smooth and sequential transition between ordered growth 
phases observed under laboratory conditions is largely atypical of bacteria growing 
in the wider environment. In nature, many of the environments encountered by 
bacteria are nutrient limited and/or physically harsh, with potentially damaging 
extremes of pH, temperature, and osmotic stress. The convention of attributing 
bacterial cultures to discrete phases serves to highlight that bacteria can spend 
much of their time either adapting their metabolism to enable growth under 
changed conditions, or attempting to survive under conditions that do not permit 
growth at all. The physiological mechanisms by which cells are protected under 
potentially damaging conditions, and can react to changes in their environment, are, 
thus, central to survival and proliferation.

The fate and behaviour of the ribosome is a key element when considering the 
adaptation of bacterial cells to new or extreme environments. First, efficient ribos-
ome function is essential to produce the new proteins that are often required to 
ensure growth and survival. This may be, for example, the synthesis of enzymes 
required to metabolise an available nutrient or the production of stress proteins in 
response to heat or cold shock. Second, the ribosome is particularly vulnerable to 
disruption and damage under harsh conditions. Ribosomes are large and complex 
multicomponent structures and their function is highly dependent on the confor-
mation of the proteins and nucleic acids of which they are composed. Any factors 
that can alter macromolecular conformation can result in disruption of the interac-
tions that maintain ribosome integrity, or are essential for the protein synthesis 
process. Such conformational changes can be a direct result of environmental 
conditions, such as heating, or can be a secondary effect of transient loss of mem-
brane integrity (see, for example, Davis et al. 1986; VanBogelen and Neidhardt 
1990; Tolker-Nielsen and Molin 1996; Niven et al. 1999; Bayles et al. 2000; El-
Sharoud 2004b).

This review focuses on a single protein, ribosome modulation factor (RMF), 
which has been implicated in the survival of Escherichia coli under nongrowing 
conditions and environmental stress. It will demonstrate that RMF plays a cen-
tral role in the maintenance of ribosome structure and function in E. coli under 
potentially lethal conditions. However, the physiological activities of RMF are 
poorly understood, and the exact nature and purpose of its interaction with the 
ribosome remains to be elucidated. Undoubtedly, it represents only one small 
aspect of the varied and complex mechanisms by which ribosome activity is 
regulated in bacterial cells (see, for example, Agafonov et al. 1999; Agafonov 
et al. 2001; Maki et al. 2000; El-Sharoud 2004b), but a greater understanding 
of its function will give further insight into the nature of the cell’s interaction 
with its environment.
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10.2 Discovery of RMF and Ribosome Dimerisation

RMF was first discovered in E. coli by Wada et al. (1990) as a small protein (55 
amino acid residues) associated with stationary-phase ribosome dimers. They initially 
observed ribosome dimers, designated 100 S particles, after sucrose density gradient 
centrifugation of cell extracts that had been prepared using cells that had not been 
washed in buffer before lysis. Ribosome dimerisation was demonstrated to be associ-
ated with stationary-phase cultures, and they were converted back to 70 S monomers 
after transfer of cells to fresh medium (Fig. 10.1). It was, therefore, proposed that 
100 S ribosome dimers were a storage form of ribosomes and suggested that such 
ribosomes may be more resistant to degradation during stationary phase.

100 S particles had previously been observed in extracts of E. coli 30 years earlier, 
but had received relatively little attention since that time. Tissiéres and Watson 
(1958) and Tissiéres et al. (1959) observed that the sedimentation coefficients of 
“ribonucleoprotein particles” were dependent on the concentration of Mg2+ in the 
buffer, with 100 S particles observed at 5 mM Mg2+. Progressively lower concentra-
tions of Mg2+ resulted in dissociation of 100 S particles to 70 S, and 70 S to 50 S and 
30 S. This enabled the structural relationship between these bodies to be understood. 
Confirmation of the ribosome as the site of protein synthesis by McQuillen et al. 
(1959) enabled McCarthy (1960) to make the association between 100 S particles, 
stationary phase, and protein synthetic activity. He demonstrated conversion of 100 S 
ribosomes to 70 S particles and resumption of protein synthesis on addition of glucose 

30S
50S 50S

30S70S
Ribosomes

100S  Dimer
50S30S30S50S

RMF RMF

Exponential
phase

Stationary
phase

Fig. 10.1 Dimerisation of E. coli 70 S ribosomes by RMF binding during the stationary phase and 
dissociation of 100 S dimers on reculturing cells and resumption of exponential growth



296 G.W. Niven and W.M. El-Sharoud 

to a stationary-phase culture. He also observed conversion of 70 S ribosomes to 100 S 
on entry to stationary phase, and described the dimers as a ribosome “resting state.”

In addition to “rediscovering” ribosome dimerisation in stationary phase, Wada 
et al. (1990) attempted to elucidate the mechanism by which this conversion was 
carried out. They, thus, identified RMF (then referred to as “protein E”) as a basic 
protein exclusively associated with 100 S particles, an observation that was depend-
ent on the use of radical-free highly reducing two-dimensional polyacrylamide gel 
electrophoresis. Further, they identified and sequenced the gene encoding RMF 
(now designated rmf) and confirmed the molecular weight and isoelectric point of 
the protein as 6,475 and 11.3, respectively.

10.3 RMF Enhances Cell Survival Under Stressful Conditions

The suggestion that ribosomes should have a specific conformation that repre-
sents a storage form raises the question of why such a form should exist in sta-
tionary-phase cells. The assumption must be that it confers some survival 
advantage, or perhaps that it is essential for survival. The first evidence that RMF 
played a role in stationary-phase survival was provided by Yamagishi et al. 
(1993). They constructed an RMF-deficient mutant strain of E. coli W3110 (des-
ignated strain HMY15) in which the rmf gene was disrupted by insertion of a 
gene encoding chloramphenicol resistance. The viability of this mutant strain was 
shown to decrease more rapidly during stationary phase, being reduced by 
approximately 4 log units after 5 days compared with less than 1 log unit for the 
parent strain. Similar observations were made by Apirakaramwong et al. (1998) 
and Raj et al. (2002) using RMF-deficient mutant strains derived from E. coli
strain C600. Wada et al. (2000) also demonstrated reduced stationary-phase via-
bility in E. coli strain Q13, which was identified as deficient in dimer formation. 
Because rmf messenger RNA (mRNA) was detected in this strain, it was specu-
lated that the deficiency may be caused by impaired RMF binding to ribosomes.

Evidence of the role of RMF in protecting cells against potentially damaging 
environmental stress was provided by Garay-Arroyo et al. (2000). They were inter-
ested in “late embryogenesis abundant” (LEA) proteins in higher plants, which are 
highly hydrophilic proteins produced in response to water deficit. A database 
search aimed at identifying potential LEA analogues with similar physical proper-
ties in the genomes of other organisms revealed several candidates, including RMF 
from E. coli. RMF is not likely to be an LEA analogue because these are usually 
composed of unstructured random coils, whereas RMF is predicted to consist of a 
coiled structure over 50% of its length (Garay-Arroyo et al. 2000). However, this 
study included the demonstration of increased synthesis of RMF mRNA in response 
to osmotic shock induced during exponential-phase growth by addition of 0.4 M 
NaCl. In addition, using strain HMY15, the rmf::Cmr mutant strain of Yamagishi 
et al. (1993), they showed reduced growth and increased death compared with the 
parent strain in response to osmotic shock.
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The same RMF-deficient mutant strain was used by Niven (2004) to investigate 
the influence of RMF on exposure to heat stress. Stationary-phase cultures were 
subjected to heating at 50°C, which proved to be lethal to the mutant strain and 
resulted in a 5-log decrease in viability within 40 min. In comparison, the parent 
strain suffered no reduction in viability under the same conditions. Bacteria are 
generally more vulnerable to stress during exponential phase than stationary phase, 
and this was shown to be the case in this study. On heating exponential-phase cul-
tures of the parent strain, viability was reduced by 2-log units within 40 min, and 
4-log units within 100 min. The RMF-deficient mutant strain was not more vulner-
able than the parent strain when subjected to heat stress during exponential phase, 
and showed similar death kinetics under these conditions. These observations high-
lighted the association of RMF with stationary phase, and contrasted with those of 
Garay-Arroyo et al. (2000), who demonstrated a role of RMF in osmotic stress 
resistance in exponential phase.

El-Sharoud and Niven (2007), again using strain HMY15 (Yamagishi et al. 
1993), demonstrated that RMF was also implicated in survival under acid stress 
during stationary phase. When placed in medium adjusted to pH 3.0 using HCl, the 
viability of the mutant strain was reduced by 3 log units after 5 h, compared with 
less than 1 log unit for the parent strain. The difference in survival between the 
mutant and parent strains was more pronounced in the presence of organic acids 
when 30 mM lactic acid or acetic acid were added at pH 3.0 (El-Sharoud 2004a). 
In exponential-phase cultures, the growth rates of both strains were influenced to a 
similar extent by acidification of the medium with HCl across a range of pH values 
(El-Sharoud and Niven, 2005). However, greater rmf expression was observed dur-
ing growth under acidic conditions. This was estimated using a strain carrying an 
rmf-lacZ fusion (Yamagishi et al. 1993) and measuring β-galactosidase activity. 
Because the growth pH influenced rmf expression, further experiments were per-
formed to determine whether this then had an effect on cell resistance to lethal acid 
shock at pH 2.5. The results were similar for the RMF-deficient strain and the par-
ent strain. Both displayed increased acid resistance after growth at reduced pH in 
accordance with the acid habituation response (Rowbury et al. 1989; Rowbury 
1997). It, thus, seems that RMF was not involved in this acid stress-specific protective 
response.

In the case of cold stress, strain HMY15 proved to be more vulnerable than the 
parent strain when cultures grown at 37°C were transferred to 4°C during exponen-
tial-phase growth (Niven, unpublished data). Interestingly, no such difference was 
seen for stationary-phase cultures. It is possible to speculate that cellular mecha-
nisms not associated with RMF made the cells more resistant to cold shock during 
stationary phase. The influence of RMF was, therefore, only observed in the 
absence of such stationary phase-specific mechanisms during exponential phase.

The studies described demonstrate that a lack of functional RMF increases the 
vulnerability of E. coli to the damaging influence of physical and chemical stresses, 
and to increased cell death during stationary phase. In view of the variety of stress 
conditions examined, the influence of RMF seems to be general rather than specific 
for particular stress conditions.
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10.4 RMF Increases Ribosome Stability

It is clear that the synthesis of RMF on entry into stationary phase or during envi-
ronmental stress plays some role in maintaining cell viability. The hypothesis that 
the function of RMF is to protect ribosomes was put forward by Fukuchi et al. 
(1995), who suggested that RMF “may function as an anti-degradation factor.” 
They observed that accumulation of spermidine in a mutant strain of E. coli defi-
cient in spermidine acetyltransferase (SAT) resulted in reduced synthesis of RMF 
during stationary phase and more rapid loss of ribosomes. Wada (1998) also specu-
lated that RMF may “protect ribosomes from degradation by proteases and nucle-
ases induced in the stationary phase.”

Niven (2004) used differential scanning calorimetry (DSC) to demonstrate that 
RMF may contribute to making ribosomes physically more robust. In this technique, 
samples are heated according to a predefined temperature gradient. To maintain the 
programmed temperature gradient, the energy input must be varied to compensate for 
any endothermic or exothermic reactions that occur in the sample. Such reactions are, 
thus, visualised as peaks and troughs in the resulting thermogram plot of energy input 
against sample temperature. In the case of whole live bacterial cells, the major ther-
mogram peaks have been attributed to ribosome degradation, the relative tempera-
tures of these peaks being indicative of the thermal stability of the ribosomes in vivo 
(Mackey et al. 1991; Teixeira et al. 1997). When this method was applied to exponen-
tial-phase cells of the RMF-deficient mutant strain HMY15 and the parent strain, the 
main endothermic maxima were located at 68.4°C and 68.1°C, respectively. However, 
although the peak maximum was similar for stationary-phase cells of the parent strain 
(68.0°C), the temperature was significantly lower for strain HMY15 (66.7°C). These 
data suggested that ribosomes become more vulnerable to denaturation by heat on 
entry into stationary phase, and that this vulnerability is countered by RMF.

Application of DSC analysis to chilled cells also offered evidence that the vul-
nerability of the mutant strain during exponential phase could be attributed to 
ribosome instability (Niven, unpublished data). When stationary-phase cultures of 
HMY15 and the parent strain, and exponential-phase cultures of the parent strain 
were incubated for 24 h at 4°C, the thermograms were similar to controls examined 
before cold stress (Fig. 10.2). In the case of exponential-phase cultures of the RMF-
deficient mutant strain, the thermogram peak maximum temperature was substan-
tially reduced. This indicated that the ribosomes of the exponential-phase cells 
were in a significantly less stable conformation after exposure to cold stress in the 
absence of RMF.

In the study of the influence of RMF on heat stressed cells, increased degradation 
of ribosomal RNA (rRNA) was observed in heated cultures of the RMF-deficient 
mutant strain compared with the parent strain (Niven 2004). This suggested that RMF 
may function to protect the RNA, although it could not be excluded that the reduction 
in rRNA was a result of viability loss rather than a cause of it. More substantial evi-
dence that the role of RMF may specifically relate to the protection of rRNA was 
provided by El-Sharoud and Niven (2007). On exposure of stationary-phase cultures 
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to acid stress at pH 3.0, the viability of the RMF-deficient strain decreased more 
rapidly than that of the parent strain, despite a similarly substantial loss of intact 
ribosome particles in both strains. Analysis of rRNA demonstrated that, although 
the RNA of the parent strain remained intact, that of the mutant strain was highly 
degraded. The hypothesis was, therefore, presented that recovery of the cells from 
this stress was dependent on the regeneration of functional ribosomes from their 
macromolecular components, and that RMF functioned to reduce rRNA degrada-
tion rather than preserving intact ribosome particles.

10.5  RMF Binding Results in Ribosome Conformational 
Changes

Since its discovery, RMF has been associated with the dimerisation of 70 S 
ribosomes to form 100 S particles, and this phenomenon is generally regarded as 
intimately linked to RMF function. Dimers have, therefore, come to embody the 
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Fig. 10.2 DSC thermograms of whole cell cultures of E. coli strains W3110 and HMY15 before 
chilling (solid line) and after (broken line) incubation for 24 h at 4°C. Shown are W3110 in expo-
nential phase (a), HMY15 in exponential phase (b), W3110 in stationary phase (c), and HMY15 
in stationary phase (d).
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ribosome storage form that contributes to the preservation of cell viability under 
harsh conditions. Indeed, Wada (1998) and Wada et al. (2000) described four dis-
tinct periods of stationary phase in E. coli that were defined by the dimerisation 
state of the ribosomes. There can be little doubt that RMF causes the formation of 
the ribosome dimers that are observed on sucrose density gradient centrifugation of 
bacterial cell lysates. RMF was originally isolated specifically from 100 S particles 
(Wada et al. 1990), and it has not been detected associated with other ribosome 
forms or free in the cytoplasm (for example, Wada et al. 1990; Wada et al. 2000; 
Izutsu et al. 2001; Yoshida et al. 2004). Both natural and synthetic RMF have been 
shown to catalyse the formation of dimers from 70 S particles in vitro (Wada et al. 
1995), and no dimers are formed by RMF-deficient mutant strains (Yamagishi 
et al. 1993; Apirakaramwong et al. 1998; Raj et al. 2002).

The hypothesis that RMF serves to protect rRNA from degradation rather than 
preserve intact ribosome particles per se seems to contradict the idea that dimerisa-
tion is central to the mechanism of RMF function. Niven (2004) suggested that 
increased ribosome stability in the presence of RMF was not dependent on the 
dimeric structure. This was based on the observation that parent strain cultures 
were more resistant to heat stress than an RMF-deficient mutant strain despite the 
rapid dissociation of the 100 S dimers on heating. Indeed, the rate of dissociation of 
100 S dimers seemed to be greater than that of 70 S monomers. Similar observations 
were made in relation to acid stress by El-Sharoud and Niven (2007). Further, 
ribosome dimers have not been observed in exponential-phase cells, even under 
circumstances in which RMF activity has been indicated, such as during acid stress 
(El-Sharoud and Niven, 2005) and cold stress (Niven, unpublished data). Stronger 
evidence for this hypothesis was produced by Ueta et al. (2005), who constructed 
a YhbH-deletion mutant that synthesised RMF and showed a similar viability to the 
parent strain during stationary phase and yet did not produce 100 S dimers. A key 
question, therefore, in elucidating the function and mechanism of action of RMF, 
is to reconcile the very strong evidence that RMF causes dimerisation with those 
observations that suggest that dimerisation may not be essential to its function.

Ultimately, this question cannot be fully resolved until it is possible to view ribos-
ome dimers in vivo. To date, the only method available to observe dimerisation is to 
separate ribosome particles in cell-free extracts, which ,by their nature, do not repro-
duce the conditions inside the living cell. It has long been known that 70 S ribosomes 
from exponential-phase cells can spontaneously dimerise in the absence of RMF at 
high Mg2+ concentrations (Tissiéres et al. 1959). Because ribosome conformation is 
highly dependent on the chemical environment, it is difficult to be certain that the 
RMF-induced dimerisation observed in vitro reflects the ribosome state in the cell. 
However, it is clear that RMF binds to the ribosome and, thus, induces conforma-
tional changes that influence ribosome structure and function. Whether dimerisation 
is the purpose of these conformational changes or an artefact is a moot point.

Initial calculations suggested a single molecule of bound RMF per 100 S dimer 
(Wada et al. 1990; Wada et al. 1995), but a value of two molecules of RMF per 
dimer was later given by Wada (1998). This was further refined by Wada et al. 
(2000) to vary in accordance with different putative periods of stationary phase 



10 Ribosome Modulation Factor 301

with ratios of RMF molecules per 70 S particle in dimerised ribosomes ranging 
from 0.8 to 0.9 in stage I, to 1.2 to 1.4 in stage III. Given the inherent difficulty in 
accurately quantifying both RMF protein and ribosome concentrations, it is reason-
able to assume that there is generally a single molecule of RMF associated with 
each 70 S unit (Fig. 10.1). On dissociation of ribosome dimers by decreasing the 
Mg2+ concentration, Wada et al. (1990) recovered RMF associated with the 50 S 
fraction, indicating that the protein may be bound to that subunit.

Yoshida et al. (2002) characterised the RMF binding site in more detail by pre-
paring an RMF-deficient mutant strain and complementing the mutation using a 
plasmid expressing His-tagged RMF. Ribosomes were subjected to protein–protein 
cross-linking, followed by specific isolation of conjugates carrying the His-tag 
label. This resulted in identification of ribosomal proteins S13, L2, and L13 as 
being associated with the site of RMF binding. It was suggested that this placed the 
binding site close to the peptidyl transferase active site. In addition, because L2 and 
L13 are 50 S proteins, and S13 is a 30 S subunit protein, RMF is presumably located 
at a site between the two ribosomal subunits. Further studies by Yoshida et al. 
(2004) aimed to characterise the interaction between RMF and 23 S rRNA by dime-
thyl sulphate (DMS) footprinting. Ribosome dimers were subjected to reaction with 
DMS, which modifies adenosine and cytidine moieties of RNA. Identification of 
areas protected from such modification in the presence of bound RMF indicated 
areas of the 23 S rRNA that interact with RMF. These data led to the conclusion 
that bound RMF covers the peptidyl transferase centre and the entrance of the pep-
tide exit tunnel.

From the earliest studies of RMF, it has been known that ribosome dimers were 
inactive and that RMF, thus, inhibited protein synthesis. This has been a central factor 
in the hypothesis that the function of RMF is to induce dimer formation as a ribosome 
storage form. Inhibition of an in vitro protein synthesis system by added natural or 
synthetic RMF was reported by Wada et al. (1995). This was accompanied by con-
comitant inhibition of amino acyl-transfer RNA (tRNA) binding. These observations 
are now understandable in the context of RMF physically blocking critical catalytic 
sites in the ribosome structure, as described in the previous paragraph.

El-Sharoud and Niven (2005) compared the peptide chain elongation rates of an 
RMF-deficient strain and the parent strain during growth under a range of different 
pH conditions. This was performed by determining the time from the addition of an 
inducer of lacZ expression to the first appearance of β-galactosidase enzyme activ-
ity. Although the elongation rates were similar for the parent strain at each of the 
examined growth pH levels, those of the mutant strain were significantly lower 
when cells were grown at low pH. In view of the increased rmf expression at low 
pH, this may seem at odds with the body of evidence stating that RMF inhibits 
protein synthesis. However, the shorter enzyme induction time was indicative of a 
faster protein synthesis process rather than higher levels of protein synthetic activ-
ity. It was, therefore, speculated that RMF may increase the efficiency of protein 
synthesis under conditions of slow growth by inactivating excess ribosomes. A surfeit 
of active ribosomes may result in competition for available protein synthesis fac-
tors. Resulting ribosome stalling could, thus, cause hydrolysis of mRNA and the 
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disruption of translation, with a resulting waste of energy and resources. The 
inactivation of excess ribosomes may, therefore, overcome this by maintaining the 
balance between the various protein synthesis components, thus enabling the cell to 
synthesise those proteins most needed during a period of physiological stress.

Electron micrographs of 100 S dimers in vitro show pairs of 70 S ribosomes 
attached via the 30 S subunits (Wada 1998; Yoshida et al. 2002). Because RMF 
binds at a site that encompasses both 30 S and 50 S subunits, it is unlikely that 
RMF binding facilitates ribosome dimerisation simply by acting as a “bridge” at 
the 30 S point of attachment. Rather, it would seem that RMF binding causes 
conformational changes in the ribosome that result in the formation of the comple-
mentary areas of the 30 S subunits that are required for dimerisation. Interestingly, 
the DMS-footprinting studies of Yoshida et al. (2004) showed that the DMS 
modification of some residues of 23 S rRNA were enhanced on RMF binding rather 
than protected. This is likely to be indicative of conformational changes in the 
rRNA molecule that result in increased exposure of some areas to modification.

10.6 The Regulation of RMF Synthesis and Activity

RMF is often referred to in the literature as a protein expressed in stationary phase, 
or as a stationary phase-specific factor. The above discussion demonstrates that 
expression of the rmf gene has also been observed in exponential phase under cer-
tain conditions. Initial studies by Wada et al. (1990) isolated RMF protein specifi-
cally from 100 S dimers purified from stationary-phase cultures and demonstrated 
the rapid conversion of dimers back to 70 S ribosomes on culturing in fresh 
medium. This, however, was the case when cultures were grown under laboratory 
conditions that were favourable for growth. Yamagishi et al. (1993) subsequently 
showed that expression of the rmf gene was inversely proportional to growth rate 
when reduced growth rates were obtained by nutrient limitation. In addition, Garay-
Arroyo et al. (2000) detected increased synthesis of RMF mRNA during exponen-
tial phase in response to osmotic shock, and El-Sharoud and Niven (2005) showed 
that rmf expression was inversely proportional to growth rate under acidic condi-
tions. It is, therefore, clear that RMF is associated with low growth rates rather than 
stationary phase per se.

This is further highlighted by the observation that RMF synthesis is not regu-
lated by the stationary phase-specific sigma factor, σS (Yamagishi et al. 1993; 
Izutsu et al. 2001). Rather, it is a component of the so-called “stringent response”—
a global regulatory system that causes wide-ranging changes in metabolism in 
response to nutrient starvation and environmental stress (Neidhardt et al. 1990; Hou 
et al. 1999; Hogg et al. 2004). It is mediated by the cellular levels of the nucleotides 
ppGpp and pppGpp, synthesised by phosphorylation of GDP and GTP, respec-
tively. It is thought that the process is initiated by high levels of free (non-amino 
acylated) tRNA, which links the process intimately with the status of protein syn-
thesis in the cell. Izutsu et al. (2001) investigated the influence of global regulators 
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on rmf expression using stains of E. coli expressing a lacZ gene controlled by the rmf
promoter. Activity of the rmf promoter was determined by measuring β-galactosidase 
activity in strains that were defective in the regulators sigma factor S, cAMP, FIS, 
H-NS, IHF, OmpR, and ppGpp. Expression of the gene fusion was reduced during 
stationary phase to 10% in the relA/spoT mutant strain (ppGpp). Further, rmf tran-
scription correlated with cellular ppGpp levels during amino acid starvation. In the 
relA/spoT-defective mutant strain, reduction in growth rate did not cause an 
increase in rmf transcription, indicating that ppGpp directly influenced expression, 
rather than some other growth rate-related factors.

However, not all evidence published on the regulation of RMF is in agreement 
with its positive regulation by cellular ppGpp concentration. Fukuchi et al. (1995) 
produced a mutant strain of E. coli that was deficient in SAT. Elevated cellular con-
centrations of spermidine in stationary phase caused by growth in the presence of 
exogenous spermidine resulted in reduced viability, decreased synthesis of RMF, 
lower ribosome dimerisation, reduced protein synthesis, and lower levels of ribos-
omes. However, the increased intracellular levels of spermidine were also associ-
ated with increased concentrations of ppGpp in stationary-phase cultures 
(Apirakaramwong et al. 1999). The possible role of ppGpp in RMF regulation was 
investigated by introducing to the SAT-deficient mutant strain a plasmid carrying a 
gene encoding ppGpp biosynthesis (relA) under the control of an inducible pro-
moter. When ppGpp synthesis was induced during stationary phase, RMF levels 
declined, suggesting that RMF was negatively regulated by the cellular ppGpp 
concentration. This would seem to confound the hypothesis of Izutsu et al. (2001) 
described above, that RMF synthesis is mediated within the “stringent response.”

A possible resolution of this apparent conflict may be that the influence of exog-
enous spermidine on RMF and the protein synthesis system was the result of a 
decrease in the cellular Mg2+ concentration. Fukuchi et al. (1995) reported that both 
RMF and outer membrane protein C (OmpC, a component of the cation-specific 
porin) were reduced when the SAT-deficient strain was grown in the presence of 
spermidine. The reduced viability of an rmf-deletion mutant strain during stationary 
phase, along with the decreased levels of protein synthesis and concentrations of 
ribosomes and RNA, were exacerbated in an OmpC-rmf double mutant 
(Apriakaramwong et al. 1998). These effects were overcome or reduced by addition 
of Mg2+ to the culture. It is, therefore, possible that less RMF was observed in the 
SAT-deficient strain in the presence of spermidine, despite elevated levels of 
ppGpp, because Mg2+ deficiency caused by reduced OmpC resulted in ribosome 
destabilisation accompanied by rapid degradation of free RMF in the cytoplasm 
(see Yoshida et al. 2004, described in the next paragraph). It has long been under-
stood that Mg2+ concentration has a strong influence on ribosome conformation and 
enhances stability (for example, see Gesteland 1966; Sabo and Spirin 1971; Noll 
and Noll 1976). Interestingly, a mutant strain deficient in OmpC alone showed 
similar characteristics to the parent strain with regard to stationary-phase viability 
and protein synthesis (Apirakaramwong et al. 1998). The available data, therefore, 
suggest that the action of RMF can overcome ribosome instability caused by Mg2+

deficiency in vivo. This may be an important factor in explaining the ability of 
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RMF to protect the cell under conditions that damage membrane integrity, such as 
heating and chilling.

It has recently been demonstrated that RMF synthesis is also regulated on a 
translational level via the stability of the mRNA (Aiso et al. 2005). An extremely 
long half-life of 24 min was estimated for rmf mRNA in early stationary phase, 
increasing to 120 min after further culture incubation. After inoculation into fresh 
medium, the half-life decreased to 5 min. The postinoculation degradation of the 
mRNA was suppressed by rifampin, indicating that de novo RNA synthesis was 
required to mediate the degradation process. Highly conserved terminal hairpin 
loops in the predicted mRNA secondary structure were suggested to be responsible 
for the stability of the molecule. It was also proposed that RNase E was involved in 
the degradation process on entry into exponential phase because the increased deg-
radation was suppressed in an rne-131 mutant strain. Further, the observations of 
Aiso et al. (2005) confirmed previous suggestions by some authors that free RMF 
in the cytoplasm is rapidly degraded (for example, Fukuchi et al. 1995; Wada et al. 
2000). Although RMF protein and mRNA were detectable in stationary-phase cells,
within 1 min of inoculation into fresh medium, no RMF protein was detectable,
despite approximately 90% of rmf mRNA remaining. Yoshida et al. (2004) pre-
dicted a “simple elongated structure” for RMF that would contribute to its sensitiv-
ity to proteolysis. This may offer an explanation why RMF protein has not been 
detected in exponential-phase cells, and a mechanism for the rapid reversal of its 
effects when stationary-phase cells are inoculated into fresh medium.

Being one element of a globally regulated system, RMF is not acting in isolation 
in influencing cell physiology in general or the structure and function of the ribos-
ome specifically. During periods of profound change in cell activity, a wide range 
of coordinated and independent processes are occurring. Maki et al. (2000) identi-
fied two ribosome-associated proteins in stationary-phase cultures using a similar 
technique to that which resulted in the discovery of RMF. Whereas YfiA was 
detected in both 70 S ribosomes and 100 S dimers, YhbH was detected exclusively 
in 100 S particles. It was subsequently shown that disruption of the yfiA gene 
resulted in increased levels of ribosome dimerisation in stationary phase, whereas 
no dimers were detected in yhbH-deleted mutants (Ueta et al. 2005). It was, there-
fore, postulated that these proteins have opposite functions in regulating ribosome 
dimerisation. Because they have high degrees of sequence homology (40%), it is 
possible that they bind to the same site on the 30 S ribosome. Their relative amounts 
may, thus, have an influence in determining the degree of dimerisation.

10.7 The Wider Significance of RMF

Almost all work that has been reported on RMF has been conducted in E. coli, which 
raises the question of its wider significance in microbiology. Do other bacteria have 
equivalent systems for regulating protein synthesis and/or protecting ribosomes dur-
ing periods of slow growth and, if not, how do they survive in its absence? Wada 
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et al. (2000) observed RMF in 19 different E. coli strains, whereas the existence of 
RMF analogues has been indicated in other bacterial genera, including Salmonella,
Serratia, Proteus, and Pseudomonas (Wada 1998; Yoshida et al. 2004). A search of 
the National Center for Biotechnology Information (NCBI) nucleotide database was 
conducted for this review using the BLAST search engine. This revealed genes with 
substantially similar sequences to the rmf protein-coding region reported by 
Yamagishi et al. (1993) in various strains and species of E. coli, Shigella, Salmonella,
and Erwinia. Homology with partial areas of genes from species of Yersinia, Vibrio,
and Sodalis were also noted. In view of the wide range of entire bacterial genomes 
that have now been sequenced and were included in the search, this would seem to 
indicate a relatively narrow distribution of rmf analogues. A similar search for analo-
gous proteins using the primary amino acid sequence of RMF resulted in a greater 
number of hits. The full result of this search is shown in Fig. 10.3. It can be seen that 
the Enterobacteriaceae are well represented and various other families are included. 
However, many groups of bacteria that have been widely studied are absent, again 
suggesting a limited distribution of proteins analogous to RMF. It is interesting to 
note that the RMF protein sequences are highly conserved within the limited number, 
but wide range, of bacteria revealed by the search.

There are a variety of physiological mechanisms among bacteria that can con-
tribute to survival during stationary phase or under harsh environmental conditions. 
One clear example is sporulation; the formation of so-called “viable nonculturable” 
states is perhaps more controversial (Kell et al. 1998; Mukamolova et al. 2003). In 
E. coli and other bacteria, changes to membrane structure occur in stationary phase 
that also contribute to a more robust physiology (Marr and Ingraham 1962; Chang 
and Cronan 1999). However, in view of the relatively limited distribution of RMF, 
it would be interesting to ascertain whether those bacteria that lack RMF have 
alternative mechanisms for ribosome protection that are absent from E. coli, or if 
they are generally more vulnerable under nongrowing or stressful conditions.

Because RMF is important for cell viability, a more practical consideration from 
a human perspective is whether or not it offers a potential target for antibiotic 
action. Disruption of RMF activity, although not directly lethal, would clearly make 
cells more vulnerable to the stressful conditions encountered during the infection 
process. However, any antibiotic with this mechanism of action would have limited 
application because of the narrow range of organisms that could be targeted in this 
way. Alternatively, the structure of RMF may offer some scope for the design of 
peptide-based antibiotics that could bind to the ribosome and inhibit protein syn-
thesis. Wada et al. (1995) reported that they failed to generate RMF-overproducing 
mutant strains of E. coli and speculated that such a genetic manipulation may be 
lethal. This suggests that a stable RMF analogue that could be taken up into the 
bacterial cytoplasm may be bacteriostatic or bacteriocidal.

Some studies of RMF-deficient mutant strains have indicated that such strains 
may have some relevance to the biotechnological production of metabolites. Chao 
et al. (1996) examined the influence of rmf disruption on gene expression from a 
pH-inducible expression system and a lac promoter system. They reported a two-
fold increase in recombinant protein production for the former, but not the latter. 
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Imaizumi et al. (2005) similarly demonstrated that rmf disruption resulted in 
a higher rate of lysine production, and higher specific production, in a lysine-over-
producing strain of E. coli. These studies indicate that RMF-deficient mutant 
strains may be of particular interest in fed-batch fermentations or encapsulated cell 
systems in which growth rates are low. Imaizumi et al. (2006) further provided evi-
dence that RMF deficiency had a wider influence on gene expression in E. coli than 
might be supposed. They analysed gene expression in an rmf-disrupted strain under 
excess and limited phosphate availability. The data suggested that RMF deficiency 
resulted in a pattern of gene expression that was similar to that caused by phosphate 
starvation in the parent strain. Of the 30 most downregulated genes in the mutant 
strain, 19 encoded ribosomal proteins. RpoA, which encodes the α-subunit of the 
RNA polymerase core enzyme, was also downregulated. The upregulated genes 
included Pho regulon genes that were previously thought to be induced only in 
response to phosphate starvation. Production of a recombinant acid phosphatase that 
also catalyses nucleoside phosphorylation was shown to be enhanced by rmf disrup-
tion, which may have industrial significance for the production of flavour enhancers. 
Chao et al. (2001) demonstrated that the characteristics of the rmf promoter may also 
have biotechnological applications. Expression of β-galactosidase from the rmf pro-
moter was shown to result in growth phase- and growth rate-dependent synthesis of 
the enzyme. High levels of β-galactosidase synthesis were achieved by a combination 
of nutrient limitation and temperature down-shift.

Because RMF influences cell survival under extreme environmental conditions, 
it is reasonable to suppose that it may also influence the action of bacteria as patho-
gens. It would be interesting to know whether RMF directly influences pathogenic-
ity and acts as a virulence factor, but no data on this are currently available as far 
as the authors are aware. It is, however, clear that RMF could be relevant to human 
infections by facilitating the survival of pathogens in the environment. For example, 
it may increase the resistance of food-borne bacteria to preservation techniques 
such as pasteurisation and fermentation. We conducted a study to examine the 
influence of RMF on the survival of E. coli in lactic fermentations. When E. coli
was co-inoculated with Lactococcus lactis subsp. lactis (a commonly used cheese 
starter bacterium) in reconstituted skim milk and incubated at 30°C, both the E. coli
parent stain and the RMF deletion mutant strain HMY15 grew at slower rates com-
pared with their corresponding single cultures. The presence of E. coli did not 
influence the growth of L. lactis or the fermentative acid production, with the cul-
ture pH falling to a value of 4.3 in each case (El-Sharoud and Niven, unpublished 
data). After incubation for 24 h under these conditions, no reduction in viability of 
either E. coli strain was observed. However, on further incubation of the stationary 
phase culture at 4°C (to represent cold-storage of a fermented product), the viable 
count of the E. coli parent strain decreased from approximately 106 to 105 CFU/ml 
over 7 days, whereas that of the mutant strain decreased to a viable count of 
10 CFU/ml. A similar experiment was performed to study the effect of RMF on the 
survival of E. coli during the preparation and cold storage of yoghurt. Milk was 
co-inoculated with E. coli W3110 or HMY15, and a dairy mixed starter consisting 
of Streptococcus thermophilus and Lactobacillus delbrueckii subsp. bulgaricus. In 
this case, both E. coli strains were capable of growth until the milk coagulated, and 
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viable counts increased by 1.5 log units. Thereafter, the viability of the RMF-deficient
mutant strain decreased abruptly by 1 log unit. On further incubation at 4°C, the 
viability of the mutant strain culture decreased rapidly compared with no substan-
tial change in the viability of the parent strain (El-Sharoud and Niven, unpublished 
data). These observations demonstrated that RMF can be relevant to the survival of 
E. coli on contamination of fermented foods. They also indicate that the protection 
conferred by the presence of RMF relates particularly to survival under cold-storage
conditions.

10.8 Conclusions

In view of the influence that inactivation of the rmf gene has on the survival of 
E. coli, it seems to serve an important function in the cell. However, the exact 
nature of this function has yet to be clarified. Indeed, the number of questions that 
remain to be answered are perhaps one of the features that make RMF an intriguing 
subject for study. Is the synthesis of RMF a response to inhibition of protein syn-
thesis or a cause of it? Is it a regulator of protein synthesis or a protective factor of 
ribosomes? How does RMF protect ribosomes; can reducing rRNA degradation aid 
the regeneration of intact ribosomes? What is the significance of ribosome dimeri-
sation; is it an inherent part of RMF function or an artefact of ribosome analysis in 
vitro? Why is RMF confined to a relative narrow group of bacteria?

One of the important aspects of modern bacterial physiology is the realisation that 
cell activities and components cannot be viewed purely in isolation, but that a full 
understanding of structure and function can only be appreciated from a view that 
places individual components in the context of a coordinated and complex whole. 
With RMF, that perspective remains elusive, but it is perhaps only just out of reach.
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11
The Role of RpoS in Bacterial Adaptation

Tao Dong, Charlie Joyce, and Herb E. Schellhorn(*ü )

Abstract Bacterial adaptation to changing conditions and to the host environment 
requires coordinated changes in gene expression that permit more efficient use of 
metabolites and increased survival. An important form of gene control is through the 
use of alternative sigma factors that direct RNA polymerase to recognize a distinct 
group of genes. One such sigma factor is RpoS, which is widely present in many 
Gram-negative bacteria. RpoS is important for adaptation under nutrient-limited con-
ditions, but, interestingly, rpoS mutants may have a selective growth advantage under
such conditions. In this chapter, we review the factors that control RpoS induction,
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activation, and attenuation, including hns, dsrA, and other regulators. The nature 
of the RpoS regulon, including the factors it controls and their potential metabolic 
roles in adaptation, is discussed in terms of the physiological challenges faced by 
the cells during stress. We review the recent contribution of global gene expression 
studies performed with microarrays and genetic screening protocols to exhaustively 
characterize this important regulon. Finally, we consider the specific roles of RpoS in 
pathogenicity in the mammalian host and in natural bacterial isolates.

11.1 Introduction

Bacteria are the most abundant life form on Earth and can be found in nearly every 
environmental niche in the world, from hot springs to cold deep-sea beds. This wide 
distribution is largely because of an important feature of bacteria, their extreme 
adaptability, which allows bacteria to survive adverse environmental conditions in 
the natural habitat. Two distinct strategies are used: cellular differentiation into 
specialized structures, e.g., sporulation in Gram-positive bacteria (reviewed in 
Piggot and Hilbert 2004), and specific induction of stress-responsive genes that 
improves the metabolic fitness of the vegetative cell, as found in most Gram-nega-
tive bacteria. Spores are extremely stable and are able to endure extreme stresses 
such as UV light and heat exposure. When they meet favorable growth conditions, 
spores become active and start proliferation. In nonsporulating bacteria, however, 
stress response and adaptation depend on the stimulated expression of stress 
response-governing regulators and their regulated genes.

Stress response regulators can be divided into two types: (1) specific regulators that 
are induced only under particular stress conditions and only control genes required for 
dealing with this specific stress (e.g., OxyR in oxidative stress [Farr and Kogoma 
1991]), and (2) general stress regulators that are induced in response to multiple envi-
ronmental signals and activate the expression of large regulons that include genes 
required not only for the proximal stress condition but also genes for other potential 
stress conditions. Therefore, general stress regulators likely provide a preventative 
mechanism that prepares the cell for concurrently experienced stresses compared with 
specific regulators that mainly activate genes only for protection against the current 
stress and repair of damage. In this chapter, we review one of the best-studied general 
stress regulators, RpoS, an alternative sigma factor, and its role in cell adaptation in the 
primary model organism of Gram-negative bacteria, Escherichia coli.

In E. coli, RNA polymerase holoenzyme is composed of five subunits (ααββ’σ)
(for reviews see Ishihama 2000; Gross et al. 1998; Helmann and Chamberlin 1988). 
The ααββ’ subunits are assembled as a core enzyme that, though self-sufficient for 
transcription elongation, requires sigma factors to specifically bind to promoter 
regions and initiate the transcription process. There are seven known sigma fac-
tors—RpoD, RpoN, RpoS, RpoH, RpoF, RpoE, and FecI—with each regulating the 
transcription of particular genes in response to corresponding environmental condi-
tions, except for RpoD and RpoS (reviewed in Ishihama 2000). RpoD is the 
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 vegetative sigma factor responsible for the transcription of most genes in fast-
 growing cells, whereas the alternative RpoS is highly induced during the transition 
from exponential phase to stationary phase or under general stress conditions. RpoS 
functions as a general stress response regulator, whereas other alternative sigma 
factors are specific for certain stress conditions (Table 11.1).

RpoS was originally identified in several independent contexts as a regulator of the 
expression of phosphatase (Touati et al. 1986) and of catalase (Loewen and Triggs 
1984) and in protection from near-UV light (Sammartano et al. 1986). It soon became 
clear that RpoS likely controlled the expression of many other genes as well, and these 
genes, as a group, were expressed primarily in postexponential phase. Historically, 
gene regulation studies have been performed using exponential-phase cultures under 
“balanced” growth conditions, and this probably led to a delayed appreciation of the 
importance of genes expressed when the cell is in a slow growth state.

11.2 Distribution of RpoS

The RpoS-controlled stress response mechanism is a conserved function among 
the gamma- and beta- proteobacteria. Homologous rpoS sequences from 29 gen-
era can be identified by searching rpoS against all the annotated genomes in the 
TIGR database (Fig. 11.1). The phylogeny of RpoS is similar to that of the 16 S 
ribosomal RNA (rRNA) tree, indicating the conserved nature of RpoS in these 
species (unpublished data). Although it is still not clear how RpoS arose during 
evolution, it is likely that RpoS evolved by duplication from RpoD, with which 
RpoS shares 59% identity in gene sequence. Furthermore, many RpoS-regulated 
genes can be transcribed by RpoD-associated holoenzyme in vitro, suggesting a 
strong functional similarity. In contrast, many RpoS-regulated genes, including 
aldB, katE, gabP, and osmY, have likely been laterally transferred between spe-
cies (unpublished data). This is consistent with the idea that horizontal transfer is 
more likely to have occurred for operational genes, such as those involved in 

Table 11.1 Sigma factors and their corresponding functions

Sigma subunit Molecular weight Primary function

RpoD 70 kDa Growth-related genes
RpoS 38 kDa Stationary phase and stress response genes
RpoN 54 kDa Nitrogen regulation and related stress response

   genes
RpoH 32 kDa Heat shock and related stress response genes
RpoF 28 kDa Flagella-chemotaxis genes
RpoE 24 kDa Extreme heat shock and extracytoplasmic

   genes
FecI 19 kDa Ferric citrate transport and extracytoplasmic

   genes

This table lists the seven known sigma factors in E. coli. For a review on the function of sigma 
factors, see Ishihama (2000).
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Fig. 11.1 Distribution and phylogeny of rpoS

amino acid synthesis and other housekeeping functions, rather than informational 
genes that are involved in transcription, translation, and regulation processes 
(Simonson et al. 2005). How genes are recruited into the RpoS regulon remains 
unclear. One possible scenario is that if an external gene with a promoter region 
that is poorly recognized by existing sigma factors is introduced into a bacterium’s 
genome, and if the expression of this new gene can confer a growth advantage 
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under selective pressure, either promoter mutations or sigma factor mutations 
may be selected that enhance the expression of this gene. Although promoter 
mutations are more frequently observed under laboratory conditions than struc-
tural changes of a sigma factor, and, thus, are more likely to occur, one major 
disadvantage of such a mutation is that constant expression of this newly recruited 
gene may impose an excessive biosynthetic energy cost. Therefore, sigma factor 
mutations resulting in specialization are preferred so that alternative sigma factors,
such as RpoS, are evolved. However, this hypothesis requires further experimental 
evidence and testing.

11.3 Regulation of RpoS Expression and Function

RpoS is induced during the transition from exponential phase to stationary 
phase or in response to various stress conditions, followed by the activation 
of RpoS-regulated general stress response machinery, resulting in a series of 
physiological and morphological changes (Hengge-Aronis 2002a; Lange and 
Hengge-Aronis 1991a). Therefore, the expression of RpoS must be strictly 
regulated because inappropriate expression of the large regulon would likely 
have deleterious consequences for the cell. Indeed, many regulatory factors 
have been identified to regulate RpoS expression at the transcriptional, translational, 
and posttranslational levels (Fig 11.2) (reviewed in Hengge-Aronis 2002a; 
Ishihama 2000).

11.3.1 Transcriptional Regulation

The rpoS gene shares two promoters with its upstream gene nlpD, generating 
polycistronic nlpD-rpoS messenger RNAs (mRNAs) that are independent of 
environmental stimuli and may provide a low, but constant, level of rpoS
transcript throughout growth (Lange and Hengge-Aronis 1994b). However, 
the major rpoS promoter lies inside the nlpD gene, and this promoter is primarily 
responsible for rpoS induction. Growth rate reduction (Ihssen and Egli 2004), 
guanosine 3′,5′-bispyrophosphate (ppGpp) (Gentry et al. 1993), polyphos-
phate (Shiba et al. 1997), and acetate (Schellhorn and Stones 1992) positively 
regulate rpoS transcription, whereas Fis (Hirsch and Elliott 2005) is a nega-
tive regulator that can bind to the rpoS promoter region to block transcription. 
The cAMP–CRP molecule regulates rpoS transcription in a growth-phase 
dependent manner—a negative regulator in exponential phase but a positive 
regulator in stationary phase (Lange and Hengge-Aronis 1994a). Although 
expression of rpoS is greatly reduced in a ppGpp-deficient strain (Gentry 
et al. 1993), how ppGpp enhances rpoS expression is still not clear. It was 
shown that ppGpp is important for rpoS transcriptional elongation (Lange 
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et al. 1995), whereas another study showed that overproduction of ppGpp has 
little effect on the abundance of rpoS transcripts (Brown et al. 2002). The 
stimulation of rpoS expression by ppGpp is growth-phase independent 
(Hirsch and Elliott 2002). Fis, a global transcriptional factor (see Chap. 6), 
inhibits rpoS transcription by directly binding to the rpoS promoter region. 
Fis levels are growth-phase dependent. At the onset of stationary phase, Fis 
disappears and the transcription of rpoS is induced (Hirsch and Elliott 2005). 
Polyphosphate is an important inorganic molecule that is produced by many 
bacterial species and functions as a phosphate reservoir, a cation chelator, and 
a regulatory factor (for a review, see Kornberg et al. 1999). Polyphosphate-
free mutants are stress sensitive and are impaired in survival in stationary 
phase (Rao and Kornberg 1996). Consistently, it has been found that 
polyphosphate stimulates rpoS transcription and this stimulation is likely to 
be independent of ppGpp (Shiba et al. 1997). High cellular NADH to NAD 
ratio also attenuates rpoS transcription, although the mechanism is not known 
(Sevcik et al. 2001).

Fig. 11.2 Factors involved in regulation of RpoS at various levels. (1) Active during stationary 
phase; (2) active during exponential phase; (3) active under protease-limited conditions
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11.3.2 Translational Regulation

Translational control of rpoS is also important for stationary phase RpoS induction 
(Lange and Hengge-Aronis 1994a). At onset of stationary phase, the rpoS mRNA 
level increases 10-fold, whereas the RpoS protein level increases 30-fold (Lange 
and Hengge-Aronis 1994a). Translation of rpoS is stimulated by cold shock 
(Sledjeski et al. 1996), polyamines (Yoshida et al. 2002), high osmolarity (Muffler 
et al. 1996), CspC and CspE (Phadtare and Inouye 2001), DsrA (Sledjeski et al. 
1996; Majdalani et al. 1998), RprA (Majdalani et al. 2001; Majdalani et al. 2002), 
OxyS (Zhang et al. 1998), Hfq (Zhang et al. 1998), HU (Balandina et al. 2001), 
H-NS (Barth et al. 1995), and UDP-glucose (Bohringer et al. 1995).

The major rpoS transcript starts in the middle of the upstream gene nlpD,
generating an untranslated 567-nt segment at the 5′ end of the mRNA product 
(Lange et al. 1995; Takayanagi et al. 1994). This leader region folds into a 
hairpin structure that stabilizes the rpoS transcript and blocks ribosome binding 
to prevent translation initiation (Cunning et al. 1998; Brown and Elliott 1997). 
Therefore, the translation of rpoS is blocked until positive regulatory factors 
such as Hfq, DsrA, RprA, and HU bind to the 5′-end hairpin to expose the 
translation initiation region (Cunning et al. 1998; Zhang et al. 1998; Majdalani 
et al. 1998; Majdalani et al. 2001). Hfq is an RNA binding protein that plays an 
important role in stabilizing small RNA regulators, as discussed below. Binding 
of Hfq to rpoS mRNA may also allow other regulators to be recruited to initiate 
the translation. Depletion of UDP-glucose stimulates RpoS expression in expo-
nential phase in an Hfq-dependent manner (Bohringer et al. 1995). The cold-
shock proteins CspC and CspE can also stimulate RpoS expression by 
stabilizing the rpoS mRNA (Phadtare and Inouye 2001). Overexpression of 
CspC or CspE increases the abundance of rpoS mRNA transcripts by approxi-
mately fourfold, whereas deletion of cspC and cspE leads to a fourfold decrease 
in rpoS transcript level (Phadtare et al. 2006). Similarly, HU, a nucleoid protein, 
stimulates rpoS translation, possibly by altering the secondary structure of rpoS
mRNA (Balandina et al. 2001).

H-NS and OxyS are negative regulators for rpoS translation. H-NS is a universal 
repressor in gene regulation that forms nucleo–protein complexes with target genes 
(Barth et al. 1995; Yamashino et al. 1995) (see Chap. 6 for more details). Because 
H-NS can bind directly to rpoS mRNA, it may function as an RNA chaperone to 
alter the secondary structure of the rpoS transcript. H-NS may also inhibit the bind-
ing between DsrA and rpoS mRNA. By contrast, OxyS competes with DsrA and 
rpoS mRNA for binding to Hfq (Zhang et al. 1998).

Small regulatory RNAs can modulate gene expression by base pairing with 
target RNAs. More than 60 small RNAs have now been identified in E. coli
(reviewed in Majdalani et al. 2005). Among them, DsrA and RprA are positive 
regulators of rpoS, whereas OxyS is an inhibitor of rpoS transcription. The 87-nt-
long dsrA forms a secondary structure with three stem loops, part of which can 
complementarily bind to the antisense region at the 5′ end of rpoS mRNA to 
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release the transcription initiation region for ribosome binding (Majdalani et al. 
1998; Majdalani et al. 2002). The dsrA gene is expressed at temperatures below 
30°C (Repoila and Gottesman 2001; Repoila et al. 2003) and is protected from 
nuclease degradation by direct interaction with Hfq (Moll et al. 2003; Brescia et 
al. 2003). It is possible that Hfq alters the structures of both dsrA and rpoS
mRNA to facilitate the binding between DsrA and rpoS. There is another binding 
domain in DsrA for hns mRNA that inhibits hns mRNA translation (Lease et al. 
1998). The competition for DsrA binding between rpoS mRNA and hns mRNA 
may partly explain the negative impact on rpoS translation by H-NS. Although 
the factor(s) inducing RprA are not known, this RNA likely acts like DsrA 
because of their structural similarities. OxyS is induced under oxidative stress 
conditions (Altuvia et al. 1997; Zhang et al. 1998) and downregulates rpoS trans-
lation by binding to Hfq and blocking Hfq interaction to both rpoS and DsrA 
(Zhang et al. 1998). When RpoS is induced during oxidative stress, negative reg-
ulation of rpoS by OxyS may provide a fine-tuning system to prevent overexpres-
sion of RpoS-regulated genes induced by oxidative stress, such as katE, a highly 
RpoS-dependent gene encoding hydrogen peroxidase II (Altuvia et al. 1997; 
Zhang et al. 1998).

11.3.3 Posttranslational Regulation

In addition to the plethora of identified transcriptional and translational modulators, 
regulated proteolysis of RpoS is a key (and perhaps the most important) mechanism 
for maintaining low levels of this sigma factor in optimal growth conditions and for 
rapidly increasing its levels during adaptation to starvation. In exponential phase, 
the RpoS protein is unstable, with a half-life of 1.4 min, whereas, during stationary 
phase, the half-life of RpoS significantly increases to 20 min (Lange and Hengge-
Aronis 1994a; Lange and Hengge-Aronis 1994b). This increased stability alone can 
result in a significant increase in RpoS levels, underscoring the importance of 
posttranslational regulation in RpoS control.

In exponential phase cells, RpoS is specifically targeted for proteolysis by 
RssB (Muffler et. al., 1996; Schweder et. al., 1996) (also known as SprE [Pratt 
and Silhavy 1996] and MviA [Bearson et al. 1996]) which directs the protein to 
the ATP-dependent ClpXP protease (Zhou et al. 2001). RssB is a response regu-
lator whose affinity to RpoS is modulated by phosphorylation at D58 of the 
conserved N-terminal receiver domain. This affinity, although likely important 
for targeted degradation, is probably not a sufficient condition, because increases 
in RpoS during starvation occur in strains carrying a mutation eliminating the 
D58 phosphorylation site (Peterson et al. 2004). Levels of RssB increase as cells 
enter stationary phase, whereas levels of the ClpXP are fairly constant. Other 
factors can also play a key role. In contrast to RssB, DnaK inhibits RpoS proteolysis 
because RpoS stability significantly decreases in dnaK mutants (Rockabrand 
et al. 1998).



11 The Role of RpoS in Bacterial Adaptation 321

A small, recently identified protein (Bougdour et al. 2006), IraP, inhibits the 
activity of RssB under low-phosphate conditions and can, thus, stabilize RpoS 
under some but not all conditions (because it is not effective during glucose starva-
tion). The complex nature of proteolytic control of RpoS, thus, allows cells during 
starvation to more quickly increase levels of this regulator in response to specific 
starvation signals, independent of increases in transcription or stabilization of tran-
script (see section 11.3.2). The metabolic imperative for evolving this type of con-
trol is likely driven by the necessity of increasing the efficiency of de novo 
expression of the large RpoS regulon during starvation. While in the starvation 
state, the limited availability of precursors and energy sources may reduce the 
effectiveness of earlier controls at the transcription/translation level.

In view of the large number of factors that participate in the RssB–ClpXP 
pathway, what is the proximal signal that causes RpoS stabilization? Recently, the 
accumulation of oxidized, misfolded proteins has been shown to be an important 
physiological signal that is indirectly sensed by the RssB–ClpXP pathway 
(Fredriksson et al. 2007). Accordingly, ribosomal stalling, caused by depletion of 
the pool of charged transfer RNAs (tRNAs) during starvation, results in a large 
increase in misfolded protein, which, under aerobic conditions, readily oxidize and 
become substrates for ClpXP. The competition by alternative proteolysis substrates 
reduces the availability of ClpXP to participate in the RssB-targeted degradation of 
RpoS. Consistent with this model, experimental perturbation of degradation 
through inactivation of ClpXP, mutation of the conserved RssB aspartate phospho-
rylation site (Peterson et al. 2004), decreasing the fidelity of translation (Fredriksson 
et al. 2007), or increasing the availability of competing misfolded protein substrates 
for ClpXP (Fredriksson et al. 2007) all result in increased levels of RpoS through 
stabilization. An appealing aspect of this model is that a single metabolic state, the 
stalled ribosome, signals both an increase in expression of the RpoS regulon and, 
through the stringent response (Gourse et al. 1996), attenuation of the major 
RpoD-dependent operons, such as the ribosomal operons.

11.3.4 Sigma Factor Competition

Transcription of RpoS-regulated genes requires a relatively high number of RNA core 
polymerases associated with RpoS to initiate the process. However, even in stationary 
phase, in which RpoS is induced, the protein level of RpoS is only approximately 30% 
of that of RpoD, and the binding affinity to the RNA polymerase core enzyme of RpoD 
is 16-fold higher than that of RpoS (Maeda et al. 2000). Furthermore, the concentration 
of RpoD itself already exceeds the amount of freely available RNA polymerase core 
enzyme (not actively participating in transcription), as shown in both exponential phase 
(Grigorova et al. 2006; Ishihama 2000) and stationary phase cells (Ishihama 2000). 
Therefore, there is an excess of sigma factors competing for the limited amount of core 
enzyme. Overexpression of RpoS reduces the expression of RpoD-regulated promoters, 
whereas mutations in rpoS have the opposite effect (Farewell et al. 1998a).
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Because of the poor affinity and low cellular concentration of RpoS, even in 
stationary phase, it is intriguing that RpoS-regulated genes are effectively expressed 
in this phase. A combination of other factors, including anti-sigma factors, pro-
moter preference, and physiological changes, are involved in this phenomenon 
(Typas et al. 2007). Anti-sigma factors like Rsd (regulator of sigma D) and 6 S 
RNA seem to play an important role in the competition between RpoD and RpoS. 
Rsd, induced at the onset of stationary phase, can directly bind to RpoD, causing 
inhibition of RpoD and leading to enhanced expression of RpoS-regulated genes 
(Jishage and Ishihama 1998). 6 S RNA can also directly bind to RpoD, reducing its 
activity (Wassarman and Storz 2000; Wassarman and Saecker 2006). Physiological 
changes during the transition from exponential phase to stationary phase include 
the accumulation of small metabolites, such as glutamate, acetate, and trehalose, 
which may contribute, either directly or indirectly, to an enhanced RpoS competi-
tion for core polymerase. The alarmone ppGpp, induced in stationary phase, also 
plays an important role in the activation of not only RpoS but also RpoE, RpoH, 
and RpoN (Laurie et al. 2003; Bernardo et al. 2006; Costanzo and Ades 2006; 
Jishage et al. 2002). However, ppGpp stimulates both the expression and activity 
of RpoS (Kvint et al. 2000), while increasing the activity only of RpoE, RpoH, and 
RpoN (Sze and Shingler 1999; VanBogelen and Neidhardt 1990; Costanzo and 
Ades 2006; see reviews, Gourse et al. 2006; Nystrom 2004).

Transcription of RpoS-regulated genes may also require additional trans-acting
regulators such as Crl, a low temperature-induced regulatory protein that binds 
directly to RpoS-holoenzyme to stimulate RpoS activity (Pratt and Silhavy 1998; 
Bougdour et al. 2004; Farewell et al. 1998a). There are 63 proteins that are 
co-regulated by RpoS and Crl (Lelong et al. 2007).

11.3.5 Summary of Regulation

All of these regulatory factors clearly support a central role for RpoS as a multisignal 
receiver in the stress response circuit. Cell adaptation to growth conditions is a com-
plicated process involving signal receiver factors to sense the environmental changes, 
signal transducers and processors, and response effectors. As a general adaptation 
regulator, RpoS may be considered as both a multisignal receiver that can sense the 
environmental changes indirectly through these specific regulators and a processor 
that can transduce these signals into functional effectors to ensure survival or growth 
fitness. For example, low temperature (below 30°C) triggers dsrA induction, which, 
in turn, stimulates rpoS translation, resulting in the expression of many genes, includ-
ing the curli biosynthesis genes, csgD and csgAB, which are controlled by RpoS 
(Romling et al. 1998). In this temperature-related regulation route, DsrA plays a 
thermosensor role to input the cold-shock signal into the RpoS regulatory network. 
RpoS then both receives the cold-shock signal and initiates downstream changes for 
cell adaptation or protection against this harmful input, thereby protecting the cell 
from the cold—enhancing the cell’s prospect of survival.
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11.4  RpoS, a Master Regulator in Stress Response 
and Adaptation

Global expression studies, including microarray analysis and mutational screens, 
have greatly improved our understanding of the RpoS regulon in E. coli (Lacour and 
Landini 2004; Patten et al. 2004; Vijayakumar et al. 2004; Weber et al. 2005). More 
than 10% of the E. coli genome is controlled by RpoS, most of which is involved in 
stress response, such as nutrient limitation (Notley and Ferenci 1996), resistance to 
DNA damage (Khil and Camerini-Otero 2002), osmotic shock (Cheung et al. 2003), 
high hydrostatic pressure (Robey et al. 2001), oxidative stress (Schellhorn and 
Hassan 1988), ethanol resistance (Farewell et al. 1998b), adaptive mutagenesis 
(Lombardo et al. 2004), acid stress (Lin et al. 1996), and biofilm formation 
(Schembri et al. 2003), underlining the importance of RpoS in cell adaptation.

11.4.1 Acid Response

RpoS mutants are very sensitive to low pH challenge (Small et al. 1994), implicating 
RpoS in acid resistance (AR). E. coli has three known AR systems, including 
RpoS-dependent oxidative, arginine-, and glutamate-dependent decarboxylase AR 
systems (Castanie-Cornet et al. 1999; Price et al. 2000; Audia et al. 2001). RpoS is 
essential for the oxidative system, but only partially required for the other two AR 
systems (Lin et al. 1996). The arginine AR system, including the arginine decar-
boxylase (adiA) and the regulator CysB, requires the addition of arginine during the 
acid challenge. The adiA gene is positively controlled by RpoS (Vijayakumar et al. 
2004). The glutamate AR system includes two glutamate decarboxylase genes, 
gadA and gadB, and is RpoS-dependent in stationary phase induction but 
RpoS-independent in acid induction (Castanie-Cornet et al. 1999).

11.4.2 Oxidative Stress

E. coli may face oxidative stress caused by cytotoxic partially reactive oxygen 
species (ROS) including the superoxide anion radical (O

2
−), hydrogen peroxide 

(H
2
O

2
), and the hydroxyl radical (HO−). ROS may be generated as endogenous 

respiratory products or externally secreted by other competing bacteria or host 
immune systems. Two catalases, HPI and HPII, encoded by katG and katE, respec-
tively, exist in E. coli. Both katE and katG are regulated by RpoS in stationary 
phase and under some stress conditions (reviewed in Schellhorn 1995). KatG is 
also regulated by OxyR, an important factor in the oxidative stress response 
(Ivanova et al. 1994; Christman et al. 1989). KatE is the major catalase in stationary 
phase and is highly RpoS dependent (Schellhorn and Hassan 1988). Another 
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antioxidative cell defense system involves glutaredoxin or thioredoxin that can 
reduce cytosolic disulfide in E. coli (Holmgren 2000; Ritz and Beckwith 2001). 
There are three glutaredoxins, encoded by grxA, grxB, and grxC; two thioredoxins, 
encoded by trxA and trxC; and an NrdH redoxin that shows a glutaredoxin-like 
sequence but a thioredoxin-like activity (Holmgren 1989; Jordan et al. 1997). It has 
been shown that the grxB gene is positively regulated by RpoS and ppGpp in sta-
tionary phase, whereas trxA is ppGpp dependent but RpoS independent (Potamitou 
et al. 2002). Expression of nrdH is high in early exponential phase and drops sig-
nificantly during the transition from mid-exponential phase to stationary phase in 
rich media (Monje-Casas et al. 2001) and is RpoS independent throughout growth 
(Monje-Casas et al. 2001).

11.4.3 Anaerobic Growth

In continuous culture, anaerobic growth of E. coli leads to twofold lower levels of 
RpoS than under aerobic conditions (King and Ferenci 2005). Consequently, the 
expression of RpoS-regulated genes decreases, and cells become more stress sensi-
tive (King and Ferenci 2005). However, wild-type strains can out-compete rpoS
mutants under anaerobic conditions, indicating that RpoS expression, although low, 
confers a growth advantage under anaerobiosis (King and Ferenci 2005). AR of 
anaerobically grown wild-type and rpoS mutant strains is similar for cells adapted 
to acidic conditions (Small et al. 1994). However, wild-type strains adapted to 
alkaline pH are more acid resistant than rpoS mutants (Small et al. 1994).

11.4.4 Biofilm Formation

Many bacteria in the natural environment are found as free-living individual cells 
(planktonic) or in large sessile communities (biofilms). Biofilm growth requires a 
significant change in gene expression, resulting in the morphological adaptation from 
planktonic individuals to sessile communities. The highly organized structure of a 
bacterial biofilm can confer cell resistance against antimicrobial agents and host 
immune defenses (Nickel et al. 1985; Stewart and Costerton 2001). RpoS is impor-
tant in biofilm formation, because mutations in RpoS cause lower biofilm cell density 
and an alteration in biofilm structure when cells are grown to stationary phase in 
minimal media (Adams and McLean 1999). It has been reported that RpoS mutants 
failed to establish a biofilm within 42 hours, and at least 30 RpoS-regulated genes are 
involved in biofilm formation (Schembri et al. 2003). However, several other studies 
show that RpoS negatively regulates biofilm formation in exponential growth in rich 
complex media (Corona-Izquierdo and Membrillo-Hernandez 2002; Domka et al. 
2006). Therefore, it is likely that RpoS regulation of biofilm formation is growth-
phase dependent and involves other factors. Extracellular structures, such as cellulose 
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and curli fimbriae that are important for biofilm formation (Romling 2005), are positively 
regulated by RpoS, possibly through regulating the production of a small signaling mole-
cule c-di-GMP (Weber et al. 2006). However, this RpoS-dependent regulation is 
operant only at low temperatures (Romling 2005; Weber et al. 2006).

11.4.5 Adaptive Mutagenesis

RpoS is important for adaptive point mutations and amplifications in stationary 
phase (Bjedov et al. 2003; Lombardo et al. 2004). Stress-induced mutation plays an 
important role in bacterial evolution by increasing the adaptive mutation rate, 
resulting in a growth advantage in stationary phase or other stress conditions 
(Bjedov et al. 2003). In stationary phase, RpoS protects DNA from damage caused 
by oxidative stress and UV irradiation through increased expression of Dps, a non-
specific DNA binding protein that can condense the chromosome into a compacted 
nucleoprotein complex (Nair and Finkel 2004). However, once the damage occurs 
in the chromosome, RpoS activates a mechanism to bypass the error without cor-
rection through upregulating the DinB error-prone DNA polymerase (Layton and 
Foster 2003) or downregulating the methyl-directed mismatch repair (MMR) sys-
tem mediated by MutS, MutL, and MutH (Feng et al. 1996).

DinB, encoding DNA polymerase IV, repairs DNA lesions with reduced fidelity, 
leading to an increased mutation rate (Kim et al. 1997). DinB is upregulated by 
RpoS in stationary phase (Layton and Foster 2003). Inactivation of MMR can lead 
to high rates of mutation and recombination (Li et al. 2003), and, in stationary phase, 
the level of MutS protein drops by at least 10-fold compared with that in exponential 
phase (Feng et al. 1996). Many other RpoS-regulated genes, including xthA (encod-
ing exonuclease III), aidB (methylation damage repair), and ftsQZ (cell division), are 
possibly involved in the point mutation and amplification mechanism.

11.4.6 Pathogenesis

RpoS controls expression of virulence factors in several organisms, including 
Salmonella ser. Typhimurium (Fang et al. 1992), Yersinia enterolitica (Iriarte et al. 1995),
Pseudomonas aeruginosa (Suh et al. 1999), and Vibrio cholerae (Yildiz and 
Schoolnik 1998). RpoS enhances not only the bacterial defense system, by regulating 
acid and oxidative resistance, but also the expression of virulence genes. In 
Salmonella, RpoS controls the expression of spv virulence genes that are located on 
a pathogenicity plasmid (Fang et al. 1992). RpoS is an important virulence factor in 
many, although not all, pathogenic E. coli strains. For example, RpoS stimulates the 
invasion of brain microvascular endothelial cells by some E. coli K1 strains (Wang 
and Kim 1999). RpoS also controls the expression of several genes on the locus of 
enterocyte effacement (LEE) pathogenicity island, which is responsible for forming 
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the characteristic attaching and effacing (AE) lesions (Elliott et al. 1998). LEE carries 
41 genes in five polycistronic operons (LEE1–LEE5) (Nataro and Kaper 1998), 
encoding a type III secretion system (TTSS), an intimin Eae (Nataro and Kaper 1998) 
and intimin-receptor Tir (Kenny et al. 1997), and secreted effector proteins (Elliott et 
al. 1998). RpoS positively controls the expression of both the LEE3 operon, encoding 
part of the structural and regulatory components of the TTSS (Nataro and Kaper 
1998), and Tir, which is important for E. coli adherence (Sperandio et al. 1999). 
Some other genes on LEE, however, are downregulated by RpoS (Iyoda and 
Watanabe 2005; Tomoyasu et al. 2005; Laaberki et al. 2006). RpoS is also required 
for full expression of csgA and csgB encoding proteins for curli formation, an impor-
tant cell surface structure implicated in pathogenesis (Uhlich et al. 2002), and rfaH,
a primary virulence regulator in Salmonella and E. coli that modulates the biosynthesis 
of cell surface structures (Bittner et al. 2004; Creeger et al. 1984).

11.4.7 Negative Regulation by RpoS

As a sigma factor, RpoS is expected to have a positive regulatory role in transcription. 
Surprisingly, however, the expression of many genes is higher in rpoS mutants, and 
this negative regulation may help explain why, under some circumstances, there is a 
strong selection for loss of rpoS function (Zambrano et al. 1993). RpoS negatively 
regulates genes involved in flagellum biosynthesis, the entire tricarboxylic acid (TCA) 
cycle, and a cluster of genes in the Rac prophage region (Patten et al. 2004). The flagel-
lum genes, including those encoding structural components, such as FliC, and others 
specifying regulatory factors, such as FliA, are required for cell motility. A second 
group of RpoS downregulated genes, those in the TCA cycle, are important for active 
metabolism and energy production (Fig. 11.3). Because RpoS is induced in stationary 
phase, a nutrient-limiting condition, preservation of energy sources by repressing cell 
motility and energy consumption pathways may be important for long-term survival. 
Consistent with this, the viability of rpoS mutants is significantly lower than that of 
wild-type strains after long-term incubation (Lange and Hengge-Aronis 1991b).

As a transcription sigma factor, the negative regulatory role of RpoS may result 
from two possibilities: (1) sigma factor competition for core RNA polymerase; (2) 
a negative intermediate regulator in the RpoS regulon. The second explanation is 
supported by the fact that some repressors are found within the RpoS regulon, such 
as FNR (Patten et al. 2004). The sigma factor competition model is also supported 
by a great deal of evidence (see Sect. 11.3.4).

Nonspecific binding of sigma factors and RNA core polymerase to DNA 
sequences, including not only promoter regions but also within open reading 
frames, has been described by many studies using both in vitro and in vivo models 
(von Hippel et al. 1974; deHaseth et al. 1978; Grigorova et al. 2006). Although 
these studies mainly focus on mechanisms releasing the core RNA polymerase 
from nonspecific binding sites, this nonspecific binding feature may also confer on 
sigma factors, in this case, RpoS, the ability to block active gene transcription as a 
repressor. However, this hypothesis requires experimental validation.
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Fig. 11.3 RpoS negative regulation of genes involved in the TCA cycle. All genes highlighted in 
bold are negatively regulated by RpoS. This figure is modified from Patten et al. 2004

11.5 Consensus RpoS-Controlled Promoter Sequence

It is interesting to note that there are only minor differences in consensus promoter 
sequences recognized by RpoS and RpoD. Promoters preferentially activated by 
RpoD exhibit a consensus −10 region (TATAAT), whereas RpoS controls a more 
degenerate promoter sequence featuring a −10 region (TAYACT), a cytosine at −13,
a TG motif at positions −14 to −18, and an A/T-rich region downstream of the −10 
region (Typas et al. 2007). The cytosine at −13 is considered a specific marker for 
RpoS-regulated promoters and can be found in most RpoS-regulated genes (Weber 
et al. 2005). The −35 region in RpoS-dependent promoters is also more flexible 
than that in RpoD-controlled promoters, although the consensus sequence for each 
−35 region is the same (TTGACA) (Hengge-Aronis 2002b; Lacour and Landini 
2004). In addition, a random promoter test shows that the strength of RpoS-regulated
promoters can be altered by modulating the sequence from −37 to −14 upstream of 
the −10 region (Miksch et al. 2005).
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However, not all known RpoS-dependent promoters have these conserved features. 
The lack of a single conserved and specific RpoS-dependent promoter sequence may 
allow RpoS to selectively transcribe genes under specific conditions through the 
action of other additional regulators. As a result, these other regulators could then 
modulate the stress response of the cell as needed for the particular stress stimulus.

11.6 Role of Polymorphisms of rpoS in Cell Adaptation

Despite the clear importance of RpoS for the survival of cells under stress conditions, 
rpoS polymorphisms, as well as variations in the nearby mutS-rpoS region, are com-
mon in both laboratory strains and natural isolates of E. coli (Herbelin et al. 2000; 
King et al. 2004). For example, there is significant variation at codon 33 even among 
K-12 strains; an amber mutation TAG is present in some K-12 strains, whereas CAG 
encoding glutamate or GAG encoding glutamine are found in other strains (Atlung 
et al. 2002). Many clinical isolates of pathogenic E. coli are sensitive to acid challenge 
because they possess rpoS-null mutations (Bhagwat et al. 2005). One possible expla-
nation for rpoS polymorphisms is that mutations in rpoS may confer a growth advan-
tage under carbon source starvation (Farrell and Finkel 2003). The rpoS mutants can 
out-compete wild-type strains and take over the population of cells after prolonged 
incubation (Zambrano et al. 1993). In addition, growth on succinate and other TCA 
cycle intermediates can specifically select for rpoS mutations in E. coli K-12 strains 
(Chen et al. 2004). The selective pressure may result from the negative regulation of 
RpoS on the TCA cycle genes, as previously mentioned. The consequence of such 
selection for rpoS mutations is to support better growth on these nonpreferred carbon 
sources, although at the expense of the cell’s capability to cope with stress. This 
mutational switch to turn off a large set of genes may be important for E. coli cells to 
be competitive in a complex environment, such as the mammalian intestine, which is 
host to at least 1,000 different bacterial species (Sears 2005).

11.7 A New Role for RpoS in Exponential Phase

Although there are approximately 400 genes in the RpoS regulon, a key role of 
RpoS may have been greatly overlooked until recently, because it has become 
clear that RpoS is also important in exponential phase cells (Rahman et al. 2006). 
A potential exponential phase role for RpoS was revealed during a screening for 
promoters that depended on RpoS. Several genes, including osmY (encoding for 
an osmolarity response protein) and aidB (encoding for Isovaleryl-CoA dehydro-
genase), are upregulated by RpoS in exponential phase as well as in stationary 
phase (Schellhorn et al. 1998; Vijayakumar et al. 2004). A recent microarray 
study examining E. coli metabolism changes during growth, corroborated with 
enzymatic assays, has further identified 72 genes whose expression are affected 
by rpoS mutations in exponential phase cells (Rahman et al. 2006). RpoS seems 
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to control a distinct set of genes in exponential phase compared with the set in 
stationary phase, because only a small number of overlapping genes are regulated 
by RpoS under both conditions (Schellhorn et al. 1998; Vijayakumar et al. 2004; 
Rahman et al. 2006). This indicates that many RpoS-regulated genes in stationary 
phase may also be controlled by other coacting factors or environmental condi-
tions, including growth rate, nutrient availability, and pH. For example, in expo-
nential phase, rpoS mutants can grow as fast as the wild-type strain in 
Luria-Bertani (LB)-rich media under aerobic conditions. Therefore, many growth 
rate-dependent genes will hardly be detected. Overall, RpoS is likely to play a 
fine-tuning regulatory role in early exponential phase to adjust gene expression 
in the preparation for any potential stress, distinct from its role of active protection
for cell survival in stationary phase cells.

11.8 Applications, Conclusions, and Future Prospects

Why study stationary phase? It has become clear that many genes important for 
host adaptation are expressed under poor growth conditions. Thus, identifying key 
processes required for this may help identify new potential targets for novel anti-
microbials. Industrially, many bacterial fermentation products are produced prima-
rily in the stationary phase of growth and, therefore, a better understanding of 
important factors during this period may help improve production yields.

Studies on RpoS and stress response may have importance in food safety and 
public health. Pathogenic E. coli strains can survive the high acidic conditions that 
they may encounter during food preparation and in human stomach fluids during 
digestion. This survival ability largely depends on RpoS (for example, see Dineen 
et al. 1998) and its controlled stress response systems aiding survival under acidic, 
osmotic, or high hydrostatic pressure conditions. The heterogeneity of rpoS is 
likely responsible for the difference in virulence of pathogenic E. coli strains 
(Bhagwat et al. 2005; Bhagwat et al. 2006). In exponential phase, when RpoS lev-
els are low, cells are more sensitive to disinfectants, such as ClO

2
 (Lisle et al. 

1998), UVC (Morton and Haynes 1969), mild heat (Elliker and Frazier 1938), and 
sunlight (Gourmelon et al. 1997), compared with stationary-phase cells. RpoS is 
also important for cellular resistance to UVA light, sunlight, and thermal disinfec-
tion (Berney et al. 2006)

RpoS is clearly one of the most important regulators in the bacterial stress 
response and in cell adaptation by its controlling the expression of a large regulon 
involved in various functions. However, there are still several aspects to be investi-
gated. For example, the RpoS regulon, as identified through microarray studies, 
contains a large number of genes encoding hypothetical proteins or proteins with 
unknown functions. Further characterization of these unknown functions will pro-
vide additional important information regarding RpoS promoter organization, 
potentially expand on known RpoS-regulated functions (e.g., biofilm formation) 
and may reveal new areas in which RpoS plays a role.
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In summary, adaptation renders bacteria the flexibility to survive adverse 
environmental changes through adjusting gene expression patterns, and the master 
stress response regulator, RpoS, plays an essential role in this process.
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Phenotypic Variation and Bistable Switching 
in Bacteria
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Abstract Microbial research generally focuses on clonal populations. However, 
 bacterial cells with identical genotypes frequently display different phenotypes under 
identical conditions. This microbial cell individuality is receiving increasing attention 
in the  literature because of its impact on cellular differentiation, survival under selec-
tive conditions, and the interaction of pathogens with their hosts. It is becoming clear 
that stochasticity in gene expression in conjunction with the architecture of the gene 
network that underlies the cellular processes can generate phenotypic variation. An 
important regulatory mechanism is the so-called positive feedback, in which a system 
reinforces its own response, for instance by stimulating the production of an activator. 
Bistability is an interesting and relevant phenomenon, in which two distinct subpopu-
lations of cells showing discrete levels of gene expression coexist in a single culture. 
In this chapter, we address techniques and approaches used to establish phenotypic 
variation, and relate three well-characterized examples of bistability to the molecular 
mechanisms that govern these processes, with a focus on positive feedback.
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12.1 Phenotypic Variation

The potential of bacteria to thrive in a variety of ecological niches strongly depends 
on their genetic content. However, within these niches, environmental conditions 
such as pH, salinity, temperature, and the availability of nutrients can strongly fluc-
tuate. In addition, bacteria may be faced with interspecies or intraspecies competi-
tion in the form of, for instance, antimicrobial peptides.

To survive these kinds of stresses, bacteria adapt their genetic programs, result-
ing in change of phenotypes to meet the fluctuating environmental conditions. 
Environmental signals are commonly interpreted by cells via a system of sensor 
and regulator proteins that result in a change in the transcription profiles (transcrip-
tome) and/or protein expression patterns (proteome) of the cells (other sensing sys-
tems also exist in bacterial cells; see Chaps. 7, 8, and 9 for details on some of these 
systems). These adaptive changes generally last for the duration of the stress, but in 
some cases may persist for many generations.

Microbial research has traditionally considered bacterial cultures as homoge-
neous, because they are a clonal population derived from a common ancestor. 
Before single-cell analyses of bacterial populations, many heterogeneous proc-
esses may have gone undetected or may have been discarded as an artifact of the 
methods used. Single-cell analyses (see Sect. 12.2) show that cells in a culture 
demonstrate a remarkable level of variation, which roughly can be divided into 
two categories.

First of all, bacterial populations exhibit a unimodal distribution in gene expres-
sion for most genes, because of random fluctuations in transcription and translation 
(in other words, there is a normal distribution of expression levels around the mean; 
Fig. 12.1a, curve 2). These fluctuations are referred to as noise (Ozbudak et al. 
2002). This general statistical argument already implies that there can be significant 
differences in levels of gene expression between individual cells.

In addition, several cases have been identified in which only a subpopulation of 
cells of a culture demonstrates an adaptive phenotype (Smits et al. 2006). This 
 heterogeneity could result in an increased spectrum of niches that the bacteria can 
use, and, therefore, has the potential to increase the overall fitness of the species. 
When two clear subpopulations can be identified, each with a normal distribution 
in gene expression levels, the population is referred to as bistable (Fig. 12.1a and 
b, curve 3). Bistability has also been described on the phenotypic level as a situation 
in which two clearly distinguishable cell types are present within the clonal popula-
tion (Dubnau and Losick 2006).

Consider a situation in which a certain gene is twofold upregulated under a 
typical stress condition, as measured by a culture-wide reporter such as beta-gala
ctosidase activity. It is possible that the gene demonstrates twofold upregulation 
in all cells, but if the gene were expressed in a subpopulation of only 10% of the 
culture, the fold increase in expression in these specific cells would be closer to 
11. Clearly, these findings demonstrate that bulk measurements have to be 
interpreted with care.
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12.2 Reporters and Techniques for Single-Cell Analyses

Although culture-wide reporter assays can be informative, the example above dem-
onstrates the necessity to determine whether a response measured in bulk experiments
is representative for the events in single cells. To get statistically significant data, 
large numbers of cells need to be quantified. To this end, several techniques have 
been developed.

The simplest way to examine single cells is by fixing cells on a (coated) glass 
slide, followed by visualization using light microscopy. Phase-contrast microscopy 
suffices in some cases to reveal phenotypic variability. Sporulating cells of Bacillus
subtilis can readily be distinguished from nonsporulating cells within an isogenic 

Fig. 12.1 Phenotypic variation. a Flow cytometric analysis of bacterial populations carrying a 
GFP-reporter fusion. Nonfluorescent cells give rise to curve 1. Phenotypic variation is apparent 
for the populations represented by curves 2 and 3. In the case of curve 2, the underlying distribu-
tion in fluorescence is monomodal. Note that some cells may seem nonfluorescent because they 
overlap with curve 1, depending on the detection limit of the system. Curve 3 represents a bistable 
expression pattern. Note that the one of the stable states corresponds to nonfluorescent cells. AU, arbi-
trary units with permission from the publisher. b Fluorescence microscopic image of a B. subtilis strain 
harboring a competence-specific GFP reporter. Note two subpopulations of cells, white cells express 
the reporter, whereas the black cells do not. This figure was adapted from Smits et al. (2006). 
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culture by normal phase-contrast microscopy because sporulating cells contain a 
readily visible endospore during the later stages of this process, whereas nonsporu-
lating cells do not. However, many subpopulations are not characterized by pheno-
types that are distinguishable by phase-contrast microscopy.

As a result, most single-cell reporters rely on fluorescence or luminescence (see 
Davey and Kell 1996; Kasten 1993). Fluorescence is a physicochemical property of 
certain molecules and compounds, and can be used to visualize individual bio-
chemical, genetic, or physiological properties (Barer and Harwood 1999; Joux and 
Lebaron 2000). With the use of specific filters coupled to a light source, such as a 
mercury or xenon lamp, excitation of fluorophores and detection of fluorescent 
signals at certain wavelengths can be performed. Microscopic images may be cap-
tured using CCD cameras. One of the most powerful ways to examine a large 
number of cells on their single-cell properties is by flow cytometry. In a flow 
cytometer, cells pass an intense light source (a laser) one by one, and the data on 
fluorescence and scatter (which depends on, for instance, particle size) is collected. 
Depending on the flow cytometer and the settings used, signals from more than 
1,000 individual cells per second can easily be determined, making it an extremely 
valuable technique for time series analyses. Because of its sensitivity and  resolution, 
this is the preferred method to establish whether a heterogeneous culture demon-
strates a monomodal or bimodal (bistable) distribution in gene expression levels 
(see Sect. 12.5.2 and Chung et al. 1995; Smits et al. 2005; Veening et al. 2005).

A battery of fluorescent dyes is currently available to visualize biochemical or 
physiological properties of cells that may differ from cell to cell (see Brehm-
Stecher and Johnson 2004). These dyes include substances that nonspecifically 
stain DNA (e.g., DAPI, ethidium bromide, and Hoechst), membranes/phospholip-
ids (e.g., FM4-64 and Nile-red) or the cell wall (e.g., Gram staining or fluorescently 
labeled vancomycin) (Daniel and Errington 2003). In addition, a number of probes 
can be used to measure individual intracellular pH or redox state of a cell (Nebe-
von-Caron et al. 2000; Vives-Rego et al. 2000; Haugland 2002). Using Nile-Red 
and SYTO-13 stains, phenotypic variability with respect to polyhydroxyalkanoates 
has been reported for Pseudomonas aeruginosa (Vidal-Mas et al. 2001).

Fluorogenic substrates for the classic beta-galactosidase reporter gene, for 
instance, have successfully been used to demonstrate heterogeneity in the expres-
sion of a developmental regulator in Myxococcus xanthus (Russo-Marie et al. 
1993), as well as to show the characteristics of sporulation bistability in B. subtilis
(Chung et al. 1995; Chung and Stephanopoulos 1995). In addition, they have been 
used to study the dynamics of gene expression in a single cell using a microfluidic 
device (Cai et al. 2006).

When conjugated to a fluorescent dye, macromolecules such as antibodies or nucleic 
acids can be used to visualize protein localization (immunofluorescence) or the 
presence of specific RNA or DNA types (fluorescence in situ hybridization [FISH]) 
(for reviews, see Amann et al. 1995; Davey and Kell 1996; Moter and Gobel 2000; 
Amann and Ludwig 2000; Brehm-Stecher and Johnson 2004). In short, labeled 
probes are introduced to the cell, where they bind to target sequences. The high sen-
sitivity of the method makes it possible to detect single molecules, and this method 



12 Phenotypic Variation and Bistable Switching in Bacteria 343

has been used to demonstrate transcriptional bursting in E. coli (Golding and Cox 
2004; Golding et al. 2005). Alternatively, in situ reverse transcriptase (RT) polymerase 
chain reaction (PCR) can be used to amplify the signals in a quantitative manner. 
Using this technique, nongenetic heterogeneity was demonstrated for Salmonella
(Tolker-Nielsen et al. 1998) and Methanosarcina (Lange et al. 2000), for instance. It 
has to be noted that RT-PCR can also be used to demonstrate genetic differences 
between single cells, as, for instance, in the case of phase-variable phenotypes.

All of the fluorescence-based techniques described above rely on the introduc-
tion of a probe into the cells, which might pose problems. A major breakthrough in 
molecular biology has been the use of fluorescent proteins in vivo. The green fluo-
rescent protein (GFP), which was originally isolated from the jellyfish Aequorea 
victoria, offers a noninvasive reporter for gene activity and is now commonly used 
by microbiologists (Tsien 1998; Southward and Surette 2002).

Modified variants of the protein with distinct excitation and emission spectra 
have been developed for use in bacterial research (Shaner et al. 2005; Shaner et al. 
2004), allowing the visualization of more than one protein or promoter activity 
simultaneously.

Using GFP and its spectral derivatives to study transcriptional regulation, 
phenotypic variation was demonstrated, for instance, for the expression of the 
structural gen e for colicin K in E. coli, and genomic islands in Salmonella
(Hautefort et al. 2003) and Pseudomonas (Sentchilo et al. 2003a; Sentchilo et al. 
2003b). In addition, it was shown that an exponentially growing culture of B. subtilis
consists of two subpopulations that differ in the expression of swarming/motility 
genes (Kearns and Losick 2005).

It has to be noted that when the gfp gene is translationally coupled to a gene of 
interest, it can be used to ascertain the subcellular localization of the encoded protein. 
Such studies have led to many groundbreaking discoveries in bacteria, including the 
presence of a so-called “replisome” (Lemon and Grossman 1998) and the presence 
of a dynamic bacterial cytoskeleton (Carballido-Lopez 2006). Additionally, they may 
reveal another layer of complexity with respect to phenotypic heterogeneity, because 
the subcellular localization of certain proteins may differ between subpopulations. It 
was shown, for instance, that RecA localizes to the polar competence machinery of 
B. subtilis cells, whereas it is associated in nucleoids in noncompetent cells (Kidane 
and Graumann 2005). Because competence occurs in a subpopulation of cells (see 
Sect. 12.5.2), the localization pattern of RecA is similarly heterogeneous.

Bioluminescence reporters based on the lux system, although in principle suita-
ble for single-cell analyses, are less frequently used because the resolution is infe-
rior to fluorescence. Their primary applications are in biosensors, host–pathogen 
interaction, and the study of circadian rhythms (Greer III and Szalay 2002).

Some cellular characteristics are more easily assessed by alternative techniques. 
The study of surface properties of single cells is greatly facilitated by microcapillary
electrophoresis (reviewed in Brehm-Stecher and Johnson 2004). Surface properties 
may depend on cell age, cell cycle status, or cell type, and are, therefore, of interest 
to a broad field of researchers (Glynn Jr et al. 1998). Using capillary electrophoresis,
it was shown that cultures of Enterococcus faecalis demonstrate heterogeneity in 



344 W.K. Smits et al.

surface charge, which affects adhesion and biofilm formation (van Merode et al. 
2006a; van Merode et al. 2006b).

Finally, cell density centrifugation deserves to be mentioned. Although technically 
not a single-cell technique, subpopulations with discernible buoyant density can be 
separated and analyzed after recovery. This type of analysis has revealed subpopula-
tions during growth of E. coli (Makinoshima et al. 2002) and Vibrio parahaemolyti-
cus (Nishino et al. 2003), and genetic competence of B. subtilis (Hadden and Nester 
1968; Cahn and Fox 1968; Dean and Douthit 1974; Haijema et al. 2001).

12.3 Sources of Phenotypic Variation

The origins of different cell types in a culture can be as diverse as the phenotypes 
the cells display, and can be both genetic and nongenetic in nature.

In the stationary-growth phase, bacteria can display adaptive mutagenesis.
Several genetic determinants for this process have been identified, such as DNA 
duplications and the expression of genes involved in DNA metabolism and genome 
integrity. When the mutations affect certain bacterial properties, they may lead to a 
growth advantage of certain cells over others (Finkel and Kolter 1999). As a result, 
one phenotype may overgrow the other, potentially leading to the dynamic coexist-
ence of multiple phenotypes.

Another well-characterized mechanism to generate phenotypic variation is 
phase variation (for review, see Henderson et al. 1999). Phase-variation phenotypes 
show a binary pattern, in which genes are expressed (ON) or not expressed (OFF). 
Transitions between the two states are random, and occur at a relatively high 
frequency (>10−5 per generation). Phase variation resembles antigenic variation of 
pathogenic bacteria in many aspects, although these are distinct processes. The 
best-characterized examples of phase variation involve cellular appendages such as 
fimbriae and flagellae. Phase variation frequently depends on genetic changes, such 
as genomic inversions or strand-slippage mechanisms. For instance, the phase-variable
expression of both type I fimbriae in E. coli (Abraham et al. 1985) and flagellae in 
Salmonella (Zieg et al. 1977) involve the inversion of a DNA element (Fig. 12.2a), 
whereas the expression of certain outer membrane proteins in Neisseria (reviewed 
in Meyer et al. 1990) and virulence factors in Bortedella (Stibitz et al. 1989) is 
determined by frameshift mutations as the result of strand slippage (Fig. 12.2b).

In addition to genetic changes, the origin of phenotypic variation may reside 
in modifications of the DNA (Fig. 12.2c). These changes are epigenetic in 
nature, because they do not involve a change in DNA sequence, yet the pheno-
types associated with the modification can be inherited by daughter cells after 
division. For instance, the phase-variable expression of the pap operon in E. coli
involves methylation of two GATC sequences by the Dam methylase (van der 
Woude et al. 1996). In this case, the methylation pattern of the DNA affects the 
position of binding for a transcriptional regulator, resulting in repression or 
activation of transcription.
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However, phenotypic variations need not be accompanied by changes in DNA 
sequence or modifications of the DNA. Asynchronously growing cells can display 
different phenotypes depending on the stage of the cell cycle or the growth. Cell 
cycle-related variation plays an important role in the coordinate expression of genes 
required for replication and cell division (Holtzendorff et al. 2006; Avery 2006), 
and has been shown to be responsible for the heterogeneous expression of certain 
proteins (Sumner and Avery 2002; Rosenfeld et al. 2005). Biological cycles also 
occur on a longer time scale, as in circadian rhythms (Williams 2007). Because 
many cellular processes are temporally regulated, cells in different growth phases 
would automatically result in phenotypic variation at the population level. These 

Fig. 12.2 Phase variation. a Phase variation as a result of genomic inversion. An element contain-
ing a promoter is located in between two divergently oriented genes, driving the expression of one 
of the genes. After inversion of the element, the other gene is expressed. b Phase variation caused 
by strand slipping. The deletion of a small fragment of the DNA places results in a frame-shift 
mutation and premature termination of protein synthesis. c Phase variation caused by methylation. 
Methylation of certain sequences of the DNA can prevent the binding of transcriptional regulators, 
and cause them to bind at different locations. As a result, genes are ON or OFF
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forms of phenotypic variation can be distinguished by the synchronization of starter 
cultures, as well as by correlation with known markers for the cyclic processes.

Cell age can add another level of complexity (Avery 2006). Recently, elegant data 
were collected suggesting that even symmetrically dividing organisms such as E. coli
suffer from aging, because cells with older cell poles show lower growth rates com-
pared with cells that have inherited more new poles (Stewart et al. 2005). Although the 
mechanistic details regarding the role of aging in phenotypic variation are unknown, it 
implies that cell aging also needs to be taken into account for bacterial research.

It was already pointed out in Sect. 12.1 that gene expression in a homogeneous 
culture displays a normal distribution in gene expression levels, because of stochas-
tic events (noise). Because, in the absence of a stimulus, inducible transcription 
factors are, in general, low abundant proteins, it is noteworthy that noise is more 
significant when fewer molecules are involved (finite number effect). It was shown 
that noise is most pronounced in the case of low transcription coupled with high 
translation (Ozbudak et al. 2002), although both transcription and translation levels 
can have a significant influence. Total noise levels can be broken down into intrin-
sic noise and extrinsic noise (Swain et al. 2002). Intrinsic noise is inherent to the 
biochemical process of gene expression, whereas extrinsic noise can be attributed 
to external factors acting on a single cell (Elowitz et al. 2002). The two types of 
noise can be discriminated using a system of distinguishable fluorescent reporters 
that are driven from the same promoter but are located at different positions on the 
chromosome; intrinsic noise will be reflected by a broad range of ratios in the fluo-
rescence levels of the two reporters in single cells, whereas, for extrinsic noise, the 
ratios will be similar but the absolute levels of fluorescence may differ per cell (Fig. 
12.3). Fluctuations caused by the different types of noise demonstrate different 
characteristics: intrinsic noise causes rapid fluctuations, whereas extrinsic noise 
causes fluctuations on a larger time scale (Rosenfeld et al. 2005). Finally, although 
both types of noise can lead to similar population distributions, it has been reported 
that, overall, extrinsic noise contributes more to phenotypic variation than intrinsic 
noise (Elowitz et al. 2002). It is of importance to realize that noise can be propa-
gated in a gene network and that this can significantly affect the final output of a 
regulatory cascade (Pedraza and van Oudenaarden 2005).

Fig. 12.3 Noise in gene expression. Intrinsic noise results in a wide range of ratios (from red to 
green) between the two distinguishable reporter constructs that are driven from the same promoter. 
Extrinsic noise results in fluctuations in the levels of transcription (from dark to light), whereas 
the ratio between the two reporters (in this case equal to 1) is the same for all cells. Rfp, red fluo-
rescent protein
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In general, high levels of noise are regarded as detrimental for the fitness of 
cells. In accordance with this, essential genes were reported to exhibit lower levels 
of noise than non-essential genes (Fraser et al. 2004). One of the most ubiquitous 
and efficient ways to control the level of noise in gene expression is the introduction 
of a negative feedback loop (Becskei and Serrano 2000). By limiting the production 
as the levels of a certain protein increase, negative autoregulation limits the range 
over which fluctuations in the level of this protein can occur. In addition to this, the 
intertwinement of regulatory networks can have the ability to filter noise (Hooshangi 
et al. 2005).

In specific cases, however, noise is exploited to generate phenotypic variability 
(Rao et al. 2002, Hasty 2000). For example, it was shown that noise in the regula-
tory cascade governing the chemotactic response of E. coli is responsible for behav-
ioral variability of individual cells, as measured by the rotational direction of 
flagella (Korobkova et al. 2004). Importantly, noise can be amplified through the 
introduction of a positive feedback loop, resulting in bistability (or more universal: 
feedback-based multistability [FBM]; see Sect. 12.4 and Smits et al. 2006).

12.4 Bistability in Gene Expression

Here, we refer to bistability as the coexistence of two distinct subpopulations of 
cells in a culture that does not depend on modifications of the DNA. Each of these 
subpopulations represents a discrete level of gene expression, referred to as a state. 
If a gene regulatory network can lead to more than a single stable state, it is said to 
exhibit multistationarity. Thus, multistationarity at the cellular level can result in a 
bistable (or multistable) bacterial population (Smits et al. 2006). Switching between 
these states occurs stochastically, and is usually reversible.

As early as the 1960s, it was postulated that feedback regulation might be respon-
sible for the stable states observed for all-or-none enzyme induction (Novick and 
Weiner 1957; Monod and Jacob 1961). Pioneering work of Thomas has highlighted 
the importance of feedback regulation for multistationarity (Thomas 1978, 1998). 
Subsequently, the prerequisites for a gene network to generate a multistable output 
were determined by mathematical modeling and the analysis of artificial gene net-
works (Angeli et al. 2004; Ferrell Jr 2002; Friedman et al. 2006; Gardner et al. 2000; 
Kobayashi et al. 2004; Hasty et al. 2000; Hasty et al. 2002; Isaacs et al. 2003).

If was found that the system needs to exhibit nonlinear kinetics, implying that 
the response (e.g., the expression of a reporter gene) is not a linear function of the 
concentration of a regulator (Ferrell Jr 2002). Frequently, this is apparent from the 
observation of a threshold concentration of the regulator to elicit a response (Chung 
et al. 1994). For transcriptional regulators, nonlinearity can for instance be observed 
as a result of the requirement for multimerization, cooperativity in DNA binding, 
or phosphorylation of certain amino acid residues.

Without the introduction of complicated mathematical models, the effects of 
single positive feedback can easily be envisaged (Fig. 12.4). In the absence of 
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Fig. 12.4 Gene networks. a Effective positive feedback can be established by, for instance, a one-
component or a two-component positive feedback loop, or a two-component negative feedback 
loop (toggle switch). Arrowheads indicate a positive effect, perpendicular lines a negative effect. 
Negative feedback is displayed by networks harboring a single negative feedback loop. A combi-
nation of positive and negative interactions in a two-component loop (oscillator) as well as a 
three-component negative feedback loop (repressilator) can cause a system to oscillate between 
states. b The effect of positive feedback on noise-induced fluctuations in protein level in time. In 
the presence of a positive feedback loop, expression levels will increase to the maximum level 
(high state), whereas, in the absence of positive feedback, fluctuation remain within the low state 
(b, adapted from Smits et al. 2006) with permission of the publisher.

 autostimulation, an increase in the level of a regulator will result in a concomitantly 
increased response (graded response). Autostimulation requires a threshold concen-
tration of a regulator. As a result of noise, certain cells will reach the threshold, ini-
tiating a positive feedback loop and causing cells to switch between a low- and 
high-expressing state (Fig. 12.4b) (Ferrell Jr 2002; Isaacs et al. 2003). Indeed, it 
was experimentally verified that the introduction of an autostimulatory loop can 
convert a graded response into a bistable one (Becskei et al. 2001). Increasing the 
level of the autostimulatory regulator (either by increasing its expression or its 
activity) will cause more cells to switch from the low to the high state, without 
affecting the position of the peaks in the bistable distribution pattern (Becskei et al. 
2001; Smits et al. 2005; Veening et al. 2005).

Similar behavior is observed with a system of two activators that stimulate the 
expression of each other. In this double-positive feedback loop, regulator A will 
stimulate the expression of regulator B once a certain threshold has been reached. 
In the resulting stable state, the levels of A and B are both high.

A system of two regulators that repress each other, known as a toggle switch, 
also exhibits two stable states (Ferrell Jr 2002; Tian and Burrage 2004; Lipshtat 
et al. 2006). As the concentration of regulator A reaches the threshold for repression
of gene B, it will indirectly activate its own transcription. The two stable states for 
a toggle switch, therefore, correspond to reciprocal states of A and B; the presence 
of high levels of regulator A excludes high levels of B, and vice versa. 
Experimentally, the functionality of a toggle switch was shown in E. coli (Gardner 
et al. 2000; Kobayashi et al. 2004). The strength of the regulatory interactions is 
critical, because a toggle switch-like module will not result in multistationarity if 
one of the components acts much stronger than the other.
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Importantly, only gene networks that demonstrate net positive feedback (i.e., 
including an even number of negative feedback interactions and/or any number of 
positive feedback loops) seem to be capable of causing multistationarity (Fig. 
12.4b) (Angeli et al. 2004). As pointed out before, single-negative feedback reduces 
noise levels, and leads to homeostatic behavior (Becskei and Serrano 2000). In 
addition, a combination of a positive and a negative interaction is capable of induc-
ing rhythmic oscillations. This type of regulation is a key component of both cell 
cycle regulation and circadian rhythms (Holtzendorff et al. 2006; Williams 2007). 
Finally, it was shown that a three-component negative feedback loop (repressilator) 
can also cause oscillatory behavior (Elowitz and Leibler 2000).

Although FBM seems to be the predominant form of bistability, one has to real-
ize that the presence of positive feedback is no guarantee for multistationarity 
(Ferrell Jr 2002; Acar et al. 2005), and it is possible that systems exhibit bistability 
only within a certain range of parameters, such as inducer concentrations (Santillán 
et al. 2007, Ozbudak et al. 2004). In addition, mechanisms other than transcriptional
autoregulation, such as multisite phosphorylation (Lisman 1985; Ferrell Jr 1996; 
Ortega et al. 2006), may be capable of inducing a bistable response.

12.5 Examples of “Natural” Multistability

12.5.1 Lactose Use in E. coli

The classic example of bistability or multistability is that of the regulation of the 
genes responsible for lactose use in E. coli (Novick and Weiner 1957). In fact, regu-
lation of the lac operon was the first genetic regulatory mechanism to be elucidated 
and is often used as the canonical example of prokaryotic gene regulation (Jacob and 
Monod 1961).

As a result of many years of research, the molecular mechanisms involved in the 
regulation of lactose use are now well known (for reviews, see Müller-Hill 1996; 
Laurent and Kellershohn 1999; Smits et al. 2006).

The lac operon comprises three genes that are required for the uptake and catab-
olism of lactose: lacZ, encoding β-galactosidase; lacY, encoding lactose permease; 
and lacA, encoding a transacetylase.

The expression of the lac operon is negatively regulated by the LacI repressor, 
which is inhibited by allolactose. This molecule is an isomer of lactose, converted 
from intracellular lactose by the constitutively expressed β-galactosidase 
(β-galactosidase [LacZ] enzyme in an alternative reaction to the hydrolytic reaction).
LacI is also positively regulated by the cyclic-AMP receptor protein (CRP), which 
is activated under low sugar availability. High levels of the sugar lactose, therefore, 
inhibit the LacI repressor by a dual mechanism. The system demonstrates a poten-
tial positive autostimulatory loop, because the lac operon includes the structural 
gene for the permease for lactose uptake. However, β-galactosidase can metabolize 
both lactose and allolactose, interrupting the positive feedback loop (Fig. 12.5a), 
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because of which, it is unclear whether the system is capable of demonstrating 
 bistability under natural conditions (van Hoek and Hogeweg 2006). Because of the 
detail of characterization, however, it makes a good model system to investigate and 
analyze bistability as it may occur for other processes.

In 1957, Novick and Weiner showed that when a population of E. coli is induced 
at low levels with a gratuitous inducer (i.e., a molecule that cannot be metabolized), 
reculturing of single cells results in populations that either give high or low lac
expression. This phenomenon was called all-or-none enzyme induction (Novick 
and Weiner 1957), and is indicative of the presence of two coexisting subpopula-
tions of cells in a culture (one induced for lac expression and one not induced). 
These subpopulations can occur at concentrations of inducer near the threshold at 
which stochastic fluctuations can cause part of the cells to initiate an autostimula-
tory loop. Further characterization of this system by Cohn and Horibata revealed 
that the fraction of cells that highly expresses the lactose use genes depends on the 
presence of specific sugars in the growth medium and on the history of the inocu-
lum (Cohn and Horibata 1959a; Cohn and Horibata 1959b). Already in 1961, 
Monod and Jacob hypothesized that interactions between components of the regu-
latory network governing lactose use might explain the multistable behavior, by 
stating “[Moreover,] it is obvious from the analyses of these [regulatory, red.] 
mechanisms that their known elements could be connected into a wide variety of 
“circuits”, endowed with any desired degree of stability.”

Switching from one state to the other (from “ON” to “OFF” or vice versa) requires 
either an induction or a relief of inducer greater than that required for the reverse 

Fig. 12.5 Natural bistable systems. a Simplified 
scheme of the regulatory network of lactose use in 
E. coli. A gratuitous inducer, IPTG, is taken up by 
the permease LacY and inhibits the activity of the 
repressor LacI. As a result, transcription of the 
entire lac operon, including the structural gene 
encoding the permease, is activated, establishing 
a positive feedback loop. The transcription of the 
lac operon is additionally modified by the CRP 
protein, which can act as an activator or repressor. 
b The core of the competence regulatory network 
in B. subtilis. ComK stimulates its own expres-
sion, and forms a putative toggle switch with Rok. 
Experiments have established that only ComK 
autoregulation is critical for the bistable expres-
sion pattern and that the fraction of competent 
cells in a rok mutant is increased. c In C. albicans,
the switch between white and opaque states 
depends on autostimulation of WOR-1. Switching 
depends on mating type: a/α cells cannot undergo 
switching because of repression or WOR-1 tran-
scription. The gene demonstrates a basal level of 
transcription in a or α cells, which could lead to 
switching between the white and opaque states
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transition. This phenomenon, called hysteresis (Fig. 12.6), is responsible for the 
observed epigenetic inheritance of the expression state over many generations (Novick 
and Weiner 1957; Cohn and Horibata 1959a; Cohn and Horibata 1959b). Such an 
unequal force essentially acts as a buffer, making the switch robust to noise, and mini-
mizing accidental switching of the system. Under certain conditions, however, switch-
ing back from an ON state to an OFF state may still be possible. Hysteresis is not only 
observed for biological, but also for physical systems exhibiting bistability. In Fig. 
12.6, at concentration α of inducer, the system can be either in an ON or OFF state, 
depending on the starting state. The state of a hysteretic system, thus, depends on its 
recent history. A neat analogy that describes memory by hysteresis was sketched in a 
review by Casadesus and D’Ari (2002). Microbiological agar is a polymer solution 
that at 60°C can be either liquid or solid. If the agar is melted by heating it to 100°C 
and then cooled down to 60°C, it will remain liquid, whereas, if solid agar at room 
temperature is warmed up to 60°C, it will remain solid. Thus, the state of agar at 60°C 
is a memory of its history. The origin of hysteresis can, for instance, lie in the stability 
of component within a gene-regulatory network. The hysteretic behavior of the lac
operon, for instance, is a consequence of the abundance and stability of the LacY per-
mease (Ozbudak et al. 2004). When little permease is present, the concentration of 
IPTG required to trigger the autostimulatory loop is high. In contrast, when the level 
of permease is high (mostly corresponding to an already induced state), cells need little 
IPTG to maintain high levels of lac expression.

Modeling of systems and networks has a long tradition in, for instance, engineer-
ing and physics, but did not become common for biological sciences until recently. 
This can be attributed to the relative complexity of biological systems and the inabil-
ity to quantitatively analyze the data obtained from biochemical experiments. 
However, with the development of new experimental methods, such as single-cell 
analysis using fluorescent reporters, and with the increase in computational power, 
accurate modeling of biological systems has become possible. As a result, a number 
of studies combine single-cell analyses with mathematical modeling to describe the 
behavior of the lac operon at both the molecular and population level.

Modeling using (nonlinear) differential equations enabled dynamic simulations of 
the lactose use network and demonstrated that bistable hysteretic gene expression can 
be expected on the basis of reasonable biological parameters and indicated the impor-
tance of the positive feedback loop in establishing multistability (Laurent and 

Fig. 12.6 Schematic depiction of hysteresis. 
Changes in concentration of regulator are indi-
cated by arrows. Depending on the starting state 
of the system, a cell can be in an ON (grey) or 
OFF state (white) at intermediate concentrations 
of the regulator (such as α)
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Kellershohn 1999; Yildirim and Mackey 2003; Yildirim et al. 2004; Ozbudak et al. 
2004). Moreover, mathematically, a strong parameter sensitivity was shown. Ozbudak 
and colleagues demonstrated, using mathematical modeling in combination with 
 single-cell gene expression analyses, that the lactose operon can demonstrate a graded 
response that can be converted to a binary response (bistability), providing a 
 theoretical scaffold for previous unexplained observations that both states can occur 
in enzyme induction systems (Ozbudak et al. 2004; Biggar and Crabtree 2001). 
Santillan and coworkers recently showed that bistability may strongly depend on the 
concentrations of extracellular sugars (Santillán et al. 2007).

Whether bistability within the lac operon is physiologically relevant for E. coli
remains to be tested because, when the lac operon is induced with lactose, bistabil-
ity is not observed. Recent modeling studies, using in silico evolution, indicate that 
the wild-type lac operon indeed is not a bistable switch, but only shows bistability 
with artificial inducers (van Hoek and Hogeweg 2006).

Taken together, these studies show the quantitative power of using mathematical 
models to predict and identify key parameters within a (multistable) gene-regula-
tory network.

12.5.2 Genetic Competence in B. subtilis

Competence for genetic transformation, the active acquisition of extracellular DNA 
and the heritable incorporation of its genetic information into the host cell, is one of 
the stationary phase differentiation processes in which the Gram-positive bacterium 
B. subtilis can engage (for reviews, see Dubnau and Lovett 2002; Hamoen et al. 
2003). Competence is the transient state governed by an extensive regulatory cas-
cade that, ultimately, results in the activation of ComK, the master competence tran-
scription factor. ComK is responsible for the activation of the late competence genes 
that constitute the DNA uptake and recombination machinery, and also stimulates its 
own expression (van Sinderen et al. 1995; van Sinderen and Venema 1994).

Early work has demonstrated that competent cells are physiologically distinct 
from their noncompetent counterparts. Nester and Stocker (1963) found that there is 
a lag in the increase of the number of transformants after the addition of transforming 
DNA to a competent culture of B. subtilis. In addition, the expression of a marker on 
the transforming DNA was not detectable during this period (Nester and Stocker 
1963). They elegantly showed that, during the observed lag phase, the number of 
viable cells could be reduced using penicillin G, whereas the number of transform-
ants stayed constant (Nester and Stocker 1963). These results demonstrate not only 
a biosynthetic latency of competent cells, but also formed the first indication that a 
competent culture consists of at least two subpopulations. Several later studies con-
firmed the presence of these subpopulations using density gradient centrifugation 
(Cahn and Fox 1968; Hadden and Nester 1968; Singh and Pitale 1968; Singh and 
Pitale 1967). These experiments demonstrated that a lower buoyant density was an 
inherent property of the competent cells (Cahn and Fox 1968; Hadden and Nester 
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1968; Dooley et al. 1971) and did not originate from or require the uptake of DNA. 
On the basis of density centrifugation, as well as transformation experiments using 
nonlinked marker genes, it was estimated that competent cells form approximately 
10% of the total population (Singh and Pitale 1968; Singh and Pitale 1967; Hadden 
and Nester 1968; Cahn and Fox 1968). Mutagenesis of B. subtilis using a transposon 
that carries a promoterless copy of the reporter gene, lacZ, revealed that many genes 
whose deletion results in a transformation deficiency when disrupted are preferen-
tially expressed in the band with a lower buoyant density (Albano et al. 1987; Hahn 
et al. 1987). In addition, the separation of competent and noncompetent cells was 
found to depend on the first open reading frame of the comG operon (Albano et al. 
1987; Albano et al. 1989; Hahn et al. 1987; Albano and Dubnau 1989). To date, 
ComK is the only known regulator of comG expression (Hamoen et al. 1998; 
Susanna et al. 2004), and, indeed, the heterogeneity of competence could be traced 
back to comK transcription. Hahn and coworkers found that comK-lacZ activity was 
still associated with competent cells, whereas the expression of a gene acting 
upstream of ComK could be detected in both the light and heavy band of cells sepa-
rated on a density gradient (Hahn et al. 1994). It was found that 5 to 10% of the cells 
in a wild-type culture express comK-gfp (Haijema et al. 2001), which was consistent 
with previous estimates (Singh and Pitale 1968; Hadden and Nester 1968; Cahn and 
Fox 1968). Two other important observations were made. First, the presence of the 
product of a late competence gene, comEA, was always found to coincide with comK
expression. Second, it became clear that there are little or no intermediate levels of 
ComK–GFP fluorescence. This is consistent with the presence of two distinct bands, 
rather then a smear, in the density centrifugation experiments. When the fluorescence 
from a ComK-dependent gfp reporter in individual cells is analyzed in a quantitative 
manner, the resultant curve shows a bimodal distribution indicative of a bistable 
process (Fig. 12.1).

Recently, the origin of this bistability was experimentally addressed. The regula-
tory network governing competence development comprises two structural mod-
ules that could cause bistability in comK expression (Figs. 12.4a and 12.5b). First, 
ComK stimulates its own expression by directly binding as a tetramer to its own 
promoter region (van Sinderen and Venema 1994; Hamoen et al. 1998). As such, it 
forms a single positive feedback loop. Second, ComK seems to be able to form a 
toggle switch with a repressor of the comK gene, rok (Hoa et al. 2002). However, 
on the basis of two independent studies, it was found that ComK autostimulation is 
the critical determinant for the bistable expression pattern. Smits and coworkers 
(2005) demonstrated that bistability is still observed in a strain devoid of all other 
levels of regulation except autostimulation, and competence is still initiated in a 
bistable manner. In addition, it was reported that replacement of the native copy of 
comK with an inducible copy of the gene results in a graded response that depends 
on the level of induction (Smits et al. 2005; Maamar and Dubnau 2005). Although 
these experiments show that ComK autostimulation is indispensable for the bista-
bility of competence, they do not exclude a putative ComK–Rok toggle switch 
(Fig. 12.5b), because the manipulations described above would also affect such a 
module. Maamar and Dubnau (2005) addressed this issue by introducing a rok
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mutation in the strain with the inducible ComK. A bistable gene expression pattern 
was observed both the presence and absence of rok, but only in the presence of 
ComK autostimulation. Together, these data show that competence is initiated in a 
bistable manner, depending on ComK autostimulation.

Competence, however, is a transient differentiation process (Hadden and Nester 
1968; Nester and Stocker 1963; Dubnau 1993), and it is not known how the reduc-
tion in cellular ComK levels, necessary for the escape from the competent state, is 
brought about. At least partially, it was found to rely on an unexplained reduction 
of comK transcription (Leisner et al 2007; Maamar et al 2007). An interesting alter-
native hypothesis was recently put forward, based on time-lapse microscopy (Suel 
et al. 2006). The authors showed that the transient differentiation observed in com-
petence development resembles an excitable gene regulatory network and that such 
characteristics could be explained by a slow-acting negative feedback loop in com-
bination with fast-acting positive autoregulation by ComK. A ComK-dependent 
negative feedback loop might exist (Hahn et al. 1994; Smits et al 2007), and it pro-
vides an attractive hypothesis for the transience of competence. However, investiga-
tions that are more detailed are required to address this question.

Modeling the competence regulatory pathway has provided support for the obser-
vations that intrinsic noise in comK expression destines cells to become competent, 
and also provides insight into factors that affect the probability of becoming competent 
and the time spent in the competent state (Maamar et al. 2007; Suel et al. 2007).

Interestingly, B. subtilis is not the only organism in which competence is associ-
ated with phenotypically distinct subpopulations of an isogenic culture. Competent 
cultures of Streptococcus pneumoniae are comprised of a “donor” and an “accep-
tor” population (Steinmoen et al. 2002; Steinmoen et al. 2003). The competent 
Streptococcus cells are thought to actively kill noncompetent cells (Guiral et al. 
2005; Kreth et al. 2005). This is strikingly similar to the cannibalism described for 
B. subtilis (Gonzalez-Pastor et al. 2003), which depends on the master regulator 
(Spo0A) of another bistable differentiation process, sporulation (Chung et al. 1995; 
Veening et al. 2005). It is noteworthy that the bistable response in sporulation can 
be fine-tuned by regulating the phosphorylation state of the Spo0A protein (Veening 
et al. 2005). It can be expected that other differentiation processes affected by 
Spo0A potentially also demonstrate bistable behavior.

12.5.3 White–Opaque Switching in C. albicans

In this section, we will summarize recent advancement in the understanding of 
phenotypic switching in the fungus Candida albicans. Although the inclusion of a 
fungal system in a book on bacterial physiology may seem inappropriate, it is of 
importance to realize that phenotypic switching occurs in both fungi and bacteria 
(Burchard et al. 1977; Chantratita et al. 2007; Guerrero et al. 2006). However, 
because the molecular mechanisms underlying the switching in bacteria are rela-
tively poorly understood, we have chosen to discuss a fungal example.
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White–opaque switching, a change between two phenotypically distinct cell 
types, is one of the best-characterized mechanisms of generating phenotypic diver-
sity of the opportunistic fungal pathogen Candida albicans (for reviews, see Bennett 
and Johnson 2005; Johnson 2003; Lockhart et al. 2003). The white–opaque switch 
was originally identified in strain WO-1, a clinical isolate of this fungus, in which 
switching occurs at relatively high frequency (Slutsky et al. 1987). The two pheno-
typic states can easily be discerned as white cells forming white, dome-shaped colo-
nies on the plate, or opaque cells giving rise to darker and flatter colonies. In 
addition, white cells appear virtually spherical under the microscope, whereas 
opaque cells are banana shaped and demonstrate plasma membrane protrusions 
(Anderson and Soll 1987). It was shown that opaque cells are directly derived from 
white progenitor cells (Rikkerink et al. 1988). For a long time, it was assumed that 
Candida reproduces asexually, but the identification of a mating type locus similar 
to that of S. cerevisiae (Hull and Johnson 1999) led to the identification of a mating 
competent state (Hull et al. 2000; Magee and Magee 2000; Tsong et al. 2003). 
Strikingly, it was found that white–opaque switching is governed by mating-type 
locus homeodomain proteins (Miller and Johnson 2002). Moreover, it was shown 
that only opaque cells were able to mate, and that these cells were homozygous for 
mating type (Lockhart et al. 2002). Profiling of white and opaque cells has revealed 
numerous differences between the two cell types, most notably the induction of mat-
ing-type genes in opaque cells (Lan et al. 2002; Tsong et al. 2003).

Recently, two independent studies identified a single transcriptional regulator 
responsible for the white to opaque transition (Zordan et al. 2006; Huang et al. 
2006). This regulator, WOR-1, is preferentially expressed in opaque cells and, there-
fore, repressed in a/α cells (Lan et al. 2002; Tsong et al. 2003). It was reported that, 
on induction of an ectopic copy of the gene encoding the regulator, white cells are 
converted to opaque cells, suggesting that the WOR-1 bypasses the repression by the 
a/α repressor in heterozygous cells (Huang et al. 2006; Zordan et al. 2006). WOR-1 
is capable of stimulating its own expression by binding directly to its own promoter 
(Zordan et al. 2006), which results in a bistable expression pattern (Huang et al. 
2006). Two important observations were made by Zordan et al. (2006). First, they 
found that, in the presence of WOR-1 autostimulation, white cells were stably con-
verted into opaque cells by a pulse in expression from an ectopic copy of the regula-
tor gene. Second, they observed that, in the absence of an autostimulatory loop, 
continuous expression of WOR-1 was required to maintain the opaque phenotype.

In conclusion, white–opaque switching is repressed by the a/α repressor in het-
erozygous cells (Lockhart et al. 2002; Soll et al. 2003). In cells homozygous for 
mating type (which may still be white), a basal level of expression from the WOR-1
locus will cause some cells to switch to the opaque state when the threshold for 
WOR-1 autostimulation is reached (Fig. 12.5c). It is of importance to realize that 
the bistable switching only refers to WOR-1 expression states, and mating type 
DNA rearrangement and homozygosity/heterozygosity merely set the conditions 
under which bistability can occur.

Feedback-based bistability may be a common mechanism for switches such as the 
white–opaque switch. Myxococcus xanthus displays a switch between a tan and a 
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yellow phenotype, for instance, and, although this is sometimes referred to as phase 
variation, no genomic inversion could be demonstrated and the molecular mecha-
nisms remain elusive (Burchard et al. 1977; Laue and Gill 1994). Similarly, the 
molecular mechanisms behind phenotypic switching of Cryptococcus neoformans
(Guerrero et al. 2006) and Burkholderia pseudomallei (Chantratita et al. 2007) remain 
to be established. Interestingly, developing cells of this organism display a bimodal 
distribution in the expression of the dev locus (Russo-Marie et al. 1993), which has 
been suggested to originate from a positive feedback loop (Viswanathan et al 2007).

12.6 Perspectives and Implications of Bistability

Phenotypic variation, in general, and bistability, in particular, are widespread phe-
nomena in the bacterial realm. This has implications for medicine, food industry, 
biotechnology, and bioinformatic analyses.

In medicine and the food industry, the existence of subpopulations of cells resist-
ant to conventional treatments has a large impact on the control of bacterial infec-
tions and contaminations. Latent bacterial infections, the occurrence of persisters, 
and tolerance of pathogens to a multitude of drugs are increasingly problematic 
(Lewis 2007).

Persistence is the well-known phenomenon that, after treatment of a bacterial 
strain with a specific antibiotic, rapid killing of the vast majority of cells is 
observed, followed by a more complex and slow killing of the remaining cells. 
Eventually, a small proportion of the cells can survive. This behavior has been 
described for Staphylococcus aureus treated with penicillin in 1944 (Bigger 1944). 
Persistence is a bet-hedging strategy because, under optimal conditions, a majority 
of cells proliferate quickly and a small subpopulation suppresses growth. During 
times of stress, e.g., the presence of antibiotics, these persistent cells can prevent 
extinction of the entire population (Kussell et al. 2005). Persisters exhibit reduced 
translation and topoisomerase activity, and/or reduced cell wall biosynthesis, as a 
result of which, the targets of many antibiotics are blocked. Thus, these cells cannot 
be easily killed, at the cost of nonproliferation (reviewed in Lewis 2007). The 
molecular mechanism underlying persistence remained obscure until recently. The 
use of optical microscopy for single-cell analysis showed that persistence in E. coli
is a phenotypic switch, and that at least two types of persistence can be identified: 
stationary phase-induced persistence (type I) and spontaneous persistence (type II) 
(Balaban et al. 2004). The generation of persisters is most probably caused by sto-
chastic fluctuation and exceeding thresholds, just as described in Sect. 12.4 of this 
review for the mechanisms underlying multistationarity (Lewis 2007). Possibly, the 
occurrence of persisters can be reduced by factors that enhance the switching rate 
from persister to normal growth, providing possible solutions for drug use that is 
more effective (Balaban et al. 2004).

Phenotypic tolerance (resistance caused by a multifactorial phenotypic adapta-
tion) is closely related to persistence. When bacteria are exposed to bactericidal 
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concentrations of antimicrobial compounds, their sensitivity gradually decreases, 
and certain subpopulations survive. Usually there is also cross-tolerance to other 
antimicrobials (Wiuff et al. 2005). Acquired nisin resistance in Gram-positive bac-
teria was shown to be fully reversible when cells were allowed to grow again in 
media without the bacteriocin, indicating that the increased resistance was not 
genetically determined (Kramer et al. 2006). Interestingly, phenotypic heterogene-
ity was found to occur when cells are subjected to subinhibitory (or sublethal) 
amounts of bacteriocin. Listeria monocytogenes challenged by nisin or leucocin 
4010 developed two subpopulations, as observed by fluorescence ratio imaging 
microscopy (Hornbaek et al. 2006). One of the subpopulations showed cells with a 
dissipated pH gradient (∆pH), whereas the other subpopulation maintained the 
∆pH. The study shows that it is of great importance to use the appropriate dose of 
the antimicrobial compound, taking into account its bioavailability, when it is 
applied for food preservation.

In addition to these phenomena, it has been noted that Salmonella growing in 
host macrophages demonstrates fast- and slow-dividing subpopulations (Abshire 
and Neidhardt 1993). It remains to be established whether this is related to the pro-
duction of antimicrobial compounds by the macrophages.

Although the mechanisms responsible for the observed phenotypic heterogeneity 
are not yet elucidated, it is tempting to speculate that epigenetic regulatory mecha-
nisms such as bistability may play a role. It is interesting to note that, after selection 
of epigenetically determined phenotypes, the survivor cells retain the ability to gen-
erate the same phenotypic variability (Fig. 12.7). Indeed, it was shown through 
mathematical modeling that cells with a variable phenotype have increased fitness 
under fluctuating environmental conditions (Thattai and van Oudenaarden 2004).

Besides the occurrence of resistant microbial contaminants in production sys-
tems, bistability can also affect processes such as protein production. As exten-
sively discussed in Sect. 12.5.1, the all-or-none enzyme induction of the lactose use 
operon has become a paradigm for bistability because it can occur for enzyme 
induction, although similar behavior has been also described for lactose use in 
Salmonella enterica serovar Typhimurium (Tolker-Nielsen et al. 1998). Arabinose-
inducible systems are widely used for protein overproduction and purification, 
where the existence of a nonproducing subpopulation is unwanted. However, arab-
inose use in E. coli also demonstrates a heterogeneous population distribution, most 
likely as a result of bursts in the synthesis of the arabinose permease, because of 
stochastic changes in the conformation of a transcriptional activator (Morgan-Kiss 
et al. 2002). To increase the yields of protein production, derivatives of production 
strains, in which the production of permease is uncoupled from enzyme induction 
and the positive feedback loop is, thus, effectively removed, have been constructed 
(Khlebnikov et al. 2002; Khlebnikov et al. 2001; Khlebnikov et al. 2000). In addi-
tion, strains devoid of a dedicated arabinose uptake and degradation system were 
constructed, in which a mutated LacY permease transports arabinose into the cells 
(Morgan-Kiss et al. 2002).

From a fundamental point of view, the existence of subpopulations has implica-
tions for the interpretation of data from bulk assays, as indicated in Sect. 12.1. It 
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would be of great interest to see whether it will become possible to discriminate the 
behavior of small subpopulations from the large majority of cells with the help of 
bioinformatics, and, thus, improve the interpretation of high-throughput data, such 
as DNA microarrays or proteome studies. Additionally, the study of the output from 
artificial gene networks, modeling studies, and classic molecular and cell biological 
methods will aid in the reconstruction and connectivity of gene regulatory networks 
in silico.
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