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Preface 

Studies of the bacterial cell wall emerged as a new field of research in the early 1950s 
and, literally, took off primarily thanks to the pioneering work of Milton R.J. Salton. 
Since then, it has flourished in a multitude of directions and has reached the stage where 
the preparation of a monograph as a ‘one-man show’ is no longer possible. This volume 
is the result of a joint venture involving numerous contributors. Following a historic pers- 
pective of the field (Chapter l), it has been conceived as an attempt to single out topics of 
great conceptual importance related to those groups of macromolecules which are loca- 
lized outside the permeability barrier, i.e. the cytoplasmic membrane, of the Eubacteria, 
with special emphasis on the genetic, molecular and, when possible, atomic levels. 

Peptidoglycan, the basic matrix of the bacterial wall, is present in all vegetative cells, 
except the L-forms and Mycoplasma, and is an essential constituent of bacterial endo- 
spores (Chapters 2-8). Teichoic and teichuronic acids, lipoteichoic acids, lipoglycans, 
neutral complex polysaccharides and several specialized proteins are frequently unique 
wall-associated components of Gram-positive bacteria (Chapters 9-1 1). Lipopoly- 
saccharides, lipoproteins and a multitude of proteins including porins, form the outer 
membrane of the Gram-negative bacteria (Chapters 12-20). The periplasm is a trans- 
shipment region localized between the plasma membrane and the outer membrane 
(Chapter 21). 

Bacterial cells know how to adapt to changing environmental conditions and, for that 
purpose, they have evolved signal transduction pathways. These pathways generally are 
initiated by ‘receptors’ consisting of a sensory domain which is responsible for signal 
reception on the outer face of the plasma membrane and a cytosolic domain which is re- 
sponsible for the generation of an intracellular signal. Examples of adaptative responses 
of this kind are discussed in Chapters 22-24. 

Acquired resistance to known antibiotics by an increasing number of bacterial species 
has become such an utterly serious concern that, in terms of effective antibacterial 
chemotherapy, the 1990s are beginning to look like the ‘pre-antibiotic era’. This situation 
is the grim harvest of ignorance and complacency. It demands urgent attention. Chapters 
25-27 deal with the underlying mechanisms of bacterial resistance to the main chemo- 
therapeutically useful ‘cell wall’ antibiotics, the 8-lactams and the glycopeptides. 

With the rapid growth of scientific literature in the field, it was impossible to condense 
all the accumulated knowledge in a book of the size of the present volume. There are 
gaps. In particular, no chapter is devoted to the walls of Mycobacterium tuberculosis and 
M .  leprue which are plagues that massively affect much of the Third World. Inevitably 
also, the book will contain ‘out of date’ sections by the time it is published. In spite of 
these imperfections, we hope that it provides an integrated collection of contributions 
forming a fundamental reference for researchers and of general use to teachers and ad- 
vanced students in the life sciences. We also hope that it can provide useful guidelines 



VI 

for those wishing to make an informed decision about whether research on the bacterial 
cell wall is worth funding in these times. 

Research often begins with a question. This book witnesses the multifaceted pursuits 
of scientists engaged in bacterial cell wall research with many of the why’s, how’s and 
wherefore’s that they strive, with increasing success, to answer. We thank them for their 
valuable contributions. We a lso  express our gratitude to Professor Laurens L.M. van 
Deenen, general co-editor of the New Comprehensive Biochemistry series who initiated 
this venture, to Mrs Amanda Shipperbottom and Mrs Annette Leeuwendal, publishing 
editors, and Mr. Dirk de Heer, desk editor, of Elsevier Science B.V., who produced the 
book. 

Regine Hakenbeck 
Berlin 

Jean-Marie Ghuysen 
Libge 

October 1993. 
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CHAPTER 1 

The bacterial cell envelope - a historical perspective 
MILTON R.J. SALTON 

Department of Microbiology, Milton R.J. Salton, NYU School of Medicine, New York, NY 10016, USA 

1. Historical introduction 

The evaluation of ideas and knowledge of the nature of our universe has never ceased to 
fascinate and challenge physicists, astronomers and cosmologists for millenia and will 
without doubt continue into the forseeable future. Unravelling the complexities of bio- 
logical systems has, by comparison, been a relatively recent event in human history but 
the ‘microcosmic’ has proved to be equally challenging and complex but amenable to a 
level of direct manipulation and observation within a fairly reasonable span of time. This 
is particularly true for the development of our knowledge of the nature of the bacterial 
surface, which emerged with the discovery of minute microbes by Leeuwenhoek in 1675 
as a complete mystery and advanced to the sophisticated molecular level of our current 
detailed understanding of the bacterial cell envelope structure as exemplified in the chap- 
ters of this book. The challenge and how this all came about is nonetheless fascinating 
and represents an exciting event in understanding the significant differences between 
prokaryotic bacteria and eukaryotic cells of ‘higher organisms’ and ourselves. These im- 
portant differences between prokaryotic and eukaryotic cells turned out to be not merely a 
question of size, shape or surface areas but rather more bdamental anatomical and bio- 
chemical distinctions. Electron microscopy of thin sections of cells clearly revealed some 
of the basic differences between eukaryotic cells with a membrane-enveloped nucleus and 
discrete golgi, mitochondrial, lysosomal and other intracellular organelles, and the pro- 
karyotic cells with their chromatin structure lacking an enveloping membrane and the ab- 
sence of separate mitochondrial and other organelles commonly found in ‘higher’ cells. 
Equally dramatic was the discovery that the surface structures of bacteria contained 
unique compounds (e.g. muramic acid, a,&-diaminopimelic acid, D-aminO acids, teichoic 
acids, etc.) that were absent in eukaryotic cells. It can be deduced that each of these spe- 
cific wall components accounted for about 1-3% of the dry weight of the bacterial cell 
and thus occurred in significant amounts rather than mere traces. The emergence of this 
knowledge thus set the stage for the fundamental biochemical and structural differences 
between the prokaryotic and eukaryotic worlds, Subsequent investigations have defined 
and refined these differences and added new molecular and structural parameters giving 
us an insight into differences and similarities of the two basic cellular types and exciting 
details of the Archaebacteria. 
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The extent of these advances made over the past 40 years or so is abundantly illus- 
trated by browsing through one of the first major Symposia on The Nature of the 
Bacterial Surface (A Symposium of the Society for General Microbiology, April, 1949, 
Edited by A.A. Miles and N.W. Pirie). In his introductory Preface, Alexander Fleming 
put it succinctly, ‘Something of the nature of the bacterial surface has been known for as 
long as bacteria themselves have been studied. Gross characters like spores, capsules, 
granules and flagella were recognized, but it is only in recent years that the finer structure 
and still more the extraordinary enzymic activity of these minute bodies has attracted the 
general attention of microbiologists.’ Pirie further added that ‘It is no longer necessary to 
apologize for the intrusion of biochemists into what used to be a purely bacteriological 
field. There is now general recognition that staining reactions, the antigen-antibody reac- 
tion, phagocytosis and the phenomenon of lysis are all biochemical processes and can 
only be described fully in biochemical terms (Introduction by N.W. Pirie, 1949).’ The 
‘intrusion’ of the biochemist over the past four decades has, indeed, paid off handsomely 
as abundantly illustrated by the state of the art and exciting details of the contributions 
presented in this monograph. 

In the light of our current knowledge, it is hard to believe that four decades ago, very 
little specific could be said about the bacterial cell wall at this 1949 Symposium. Perhaps 
the most specific biochemical comments were those of Pirie [ 11 when he pointed out that 
‘lysis is the most obvious index that a change has been brought about in the cell wall’ and 
that ‘Lysozyme is probably the best understood of the lytic agents, it digests an insoluble 
amino-polysaccharide, which appears to be present in all organisms susceptible to the 
lytic action of the enzyme (Epstein and Chain, 1940) and in organisms killed without ly- 
sis.’ The ‘insoluble amino-polysaccharide’ [2] of course turned out to be the cell wall 
structure of a sensitive organism such as Micrococcus lysodeikticus as shown by Salton 
[3], and chemically characterized and classified as a wall peptidoglycan by Ghuysen [4]. 
Thus, despite the fact that there was little information about the precise chemical nature of 
bacterial wall or envelope structures in 1949, much was known about surface lipopoly- 
saccharides of Gram-negative bacteria, bacteriophage receptors and indeed the physical 
appearance of rigid cell wall structures of disrupted Staphylococcus aureus as elegantly 
demonstrated in the electron micrograph of Dawson [5]. This latter observation was the 
forerunner to the isolation and purification of cell walls for chemical analysis and charac- 
terization by Salton and Home [6] and Salton [7]. 

Thus, the late 1940s to mid-1950s ushered in an era of cell fractionation and chemical 
and biochemical characterization of some of the major morphological entities of bacteria 
and of course many other eukaryotic cells of diverse origins. Although bacterial capsules, 
especially those of the pneumococcus, had been well studied and characterized by 
Heidelberger et al. [S], and the O-somatic antigenic lipopolysaccharides of Gram-negative 
bacteria were defined serologically and biochemically by Morgan [9], the precise nature 
of many of the other bacterial structures (e.g. flagella, cell walls of Gram-positive bacte- 
ria, envelopes of Gram-negative organisms, cytoplasmic membranes, endospores) re- 
mained a matter of conjecture or total mystery as to chemical composition. Weibull’s [lo] 
classical investigation of the flagella isolated from Proteus vulgaris established the pro- 
tein nature of these structures. This was soon followed by the development of suitable 
methods for the isolation of cell walls and envelopes [6,11] and cytoplasmic membranes 



by Weibull [12], Salton and Freer [13], and Osborne and Munson [14], and ultimately 
their chemical and biochemical characterization [ 151. This was a highly productive era for 
cell fractionation, leading not only to new insights into walls and membranes but other 
key bacterial structures including ribosomes, chromatin-DNA, spore coats and contents 
and diverse granules, to name but a few. Although this era was a landmark achievement 
for microbiology, it is well to remember the earlier valiant efforts made under less optimal 
conditions, to probe and define the bacterial surface and some of these seminal ‘seeds’ are 
brought to the readers attention, below. 

2. Early observations 

The remarkable discovery and description of the microscopic morphology of bacteria and 
other microorganisms by Antony van Leeuwenhoek in 1675 appears to have raised the 
key question in his mind as to what ‘held them together, or contained them’. 
Leeuwenhoek clearly recorded the characteristic coccal, rod and spiral shapes of bacteria 
and anticipated that surface structures were responsible for their shape, one of the princi- 
pal features and functions of the cell wall still recognized today. Not surprisingly, 
Leeuwenhoek observed these ‘clear globules, without being able to discern any film that 
hold them together, or contained them’ (see [16]) and it took almost another 300 years 
before the ‘rigid’ cell surface structures of bacteria became clearly visible in the electron 
microscope on examination by Mudd et al. [17]. Indeed, the many biologists who studied 
bacteria after Leeuwenhoek considered that their minuteness of size was incompatible 
with any further structural or morphological differentiation. This concept was finally put 
to rest by the advances made in electron microscopy and its associated techniques. We 
now know that the majority of bacteria are complex, differentiated cells, many with 
complicated, layered surface structures, some with a discrete periplasmic compartment 
and most with organelle functions, such as those of mitochondria localized or ‘condensed’ 
into a cytoplasmic membrane system. 

Once bacteria became amenable to manipulation as individual species, through the 
pioneering investigations of Pasteur, Koch and many others, some early attempts were 
made prior to the turn of the century to establish a cell wall in bacteria and to probe its 
chemical nature. Two types of experimental approaches were made, one being chemical 
analysis of resistant residues of bacterial cells, the other more ‘physiological’ relating to 
the changes observed on plasmolysis of the cells. Vincenzi [ 181 made attempts to chemi- 
cally characterize the alkali-resistant rod-shaped structures of Bacillus subtilis. It was 
generally believed that the residues remaining after various extraction procedures repre- 
sented the resistant wall structures. There was of course no refined technique such as 
electron microscopy available for monitoring the morphological homogeneity of such 
preparations, so an element of ambiguity inevitably plagued the results and their interpre- 
tation. Vincenzi’s preparation which had been alkali extracted, treated with gastric juice 
and alcohol and ether extracted retained the form of the original B. subtilis cell and was 
referred to as the ‘Hulle der Zellen’. Under no conditions could he demonstrate the pres- 
ence of cellulose and he could draw no hrther conclusion other than the presence of 
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Nitrogen (%ON varied from 6.24% to 11.15%) in the outer envelope. At least one thing 
seemed certain that cellulose could be ruled out as a constituent of the B. subtilis enve- 
lope. 

Fischer’s [19] experiments on plasmolysis of bacteria were less direct than those of 
Vincenzi and little could be inferred as to the chemical nature of the outer structure dif- 
ferentiated by the collapse and contraction of the protoplasmic matter and its shrinkage 
away from the surface. The outer envelope clearly differed in its physio-chemical proper- 
ties from those of the bacterial protoplasm. 

The true nature of the bacterial cell wall remained a mystery until a direct approach 
was made in the 1950s. Cytologists and bacteriologists subjected bacteria to the whole 
gamut of tests for various constituents such as cellulose, chitin and many types of staining 
reactions [20], all to no avail. Ambiguity, uncertainty and disagreement reigned supreme. 
Dubos [21] aptly summed up the situation as follows: ‘Unfortunately, very little informa- 
tion is available concerning the chemical composition of the wall, and many claims that it 
consists of cellulose, or of chitin, have not been substantiated.’ 

2. I. Birth of cell surface studies 

With the superior resolution of the then newly introduced electron microscope, the cell 
wall became clearly visualized upon examination of disrupted bacteria by the techniques 
of electron microscopy of biological materials. Thus, Mudd et al. [ 171 established the ap- 
pearance of the ‘rigid’ cell wall structures as empty sacs retaining the rod-shape of the 
original bacterium in the disintegrated cell fractions they examined. Such observations 
were further extended by Dawson [5] when he applied the biochemists’ cell disruption 
technique with minute glass beads in the Mickle tissue disintegrator and revealed the flat, 
empty coccal-shaped walls of Staphylococcus aureus. Salton and Horne [6] further ex- 
tended this approach and other disruption procedures to prepare ‘pure’ cell wall fractions 
from Gram-positive and Gram-negative bacteria conforming to the stringent requirements 
needed for precise analytical characterization. This could only be achieved by carefully 
monitoring the procedure and the fractions by electron microscopy to establish the mor- 
phological homogeneity of the preparations and their freedom from cytoplasmic elements 
[6], rather analogous to what Weibull [lo] had achieved with bacterial flagella. Thus, 
isolated bacterial cell wall preparations became available for chemical analysis by Salton 
[7]. Weidel [ 1 1 1  had approached the same general problem of defining the bacterial sur- 
face in a different manner by characterizing the bacterio-phage receptors of E. coli in 
preparations which had been digested with enzymes and examined by electron micros- 
copy. These preparations were different in that they contained electron-dense residues 
(presumably undigested cytoplasmic materials) within the otherwise ‘empty’ sac-like 
structures. It was deemed that such preparations would not be suitable for precise chemi- 
cal characterization, but they were, however, invaluable in defining the surface nature of 
bacteriophage receptors. In all of these early investigations, electron microscopy played a 
pivotal role in establishing the nature and homogeneity of bacterial cell wall structures. 
The appearance of the rod-shaped structure of Bacillus meguterium cell wall is illustrated 
in the electron micrograph in Fig. 1 [22]. 
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Fig. 1. Cell wall of Bacillus meguterium (air-dried preparation). The electron-dense spheres are polystyrene 
latex indicator particles (0.25 mm diameter). From Salton and Williams [22]. Reproduced with permission 

from Elsevier, Amsterdam. 

The exact nature of comparable ‘wall’ fractions obtained from Gram-negative bacteria 
remained a matter of uncertainty until the advent of electron microscopy of ultra-thin sec- 
tions of bacterial cells as demonstrated by Ryter and Kellenberger [23]. The response of 
cells to the Gram stain procedure and the early chemical analysis of ‘cell wall’ prepara- 
tions clearly pointed to some basic differences in the properties of the envelopes of Gram- 
positive and Gram-negative bacteria and the greater chemical complexity of the isolated 
fractions from the latter organisms [24]. The structural complexity of the Gram-negative 
cell envelope was clearly resolved in the thin sections of Ryter and Kellenberger [23] and 
established the presence of an outer membrane as a characteristic feature of the cell enve- 
lope. The mysteries of the structure of the Gram-negative cell envelope were finally 
solved with the demonstration of the thin layer (peptidoglycan) between the outer and 
inner (cytoplasmic) membranes by use of lanthanum-stained thin sections by Murray et al. 
[25], and the isolation and demonstration of the thin murein sacculus of E. coli by Weidel 
et al. [26]. Thus, the complex cell envelopes of Gram-negative bacteria were resolved as 
consisting of an outer membrane anchored to the underlying rigid, thin, peptidoglycan 
layer or sacculus. As we now know, the outer membrane with its integral lipopolysaccha- 
ride structures, Braun [27] lipoproteins and specialized porin proteins [28] are unique to 
Gram-negative organisms and do not have their exact counterparts in the walls of Gram- 
positive bacteria. 
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Electron microscopy of thin sections of a variety of Gram-positive and Gram-negative 
bacteria provided the early key observations pointing to a fundamental difference in the 
organization of the surface structures of the two groups leading to the typical membrane 
profiles of the Gram-negative organisms compared to the thick, amorphous walls of 
Gram-positive bacteria with their underlying cytoplasmic membranes. Early investiga- 
tions of the differences in chemical composition correlated well with the structural studies 
[29] and led Salton [30] to propose that the basic difference between wall and envelope 
structures of the two groups (G+ and G-) could account for the differential response to 
the solvent extraction of the crystal violet-iodine complex in the Gram stain procedure. 

In addition to its important role in monitoring cell fractionation and envelope structure, 
electron microscopy has added much more to our understanding of the diversity and 
complexity of bacterial cell surface structures. It has led to the recognition of additional 
external structured layers in both Gram-positive and Gram-negative bacteria by Sletyr and 
Messner [3 I ]  and in some instances their structural and chemical characterization. 
Moreover, it has been instrumental in resolving the highly complex surface layers of bac- 
teria such as Lampropedia, Deinococcus and Acinetobacteria studied by Lancy and 
Murray [32] and Glauert and Thornley [33], and more recently, those of the 
Archaebacteria. 

During this gestation period and birth events of the bacterial cell wall era, a number of 
key biochemical discoveries were made, establishing some fundamental differences be- 
tween the prokaryotic and eukaryotic worlds. The discovery of the unique bacterial com- 
pounds, the Park nucleotides, diaminopimelic acid, muramic acid, D-amino acids and 
teichoic acids provided the biochemical background and basis for the modern era explo- 
sion of our knowledge of the biochemistry of the bacterial surface, antibiotic action and 
cell function, to name but a few areas covered more extensively in this monograph. 

3. The modern era 

3. I .  Uridine nucleotides 

The observations by Park and Johnson [35] that uridine nucleotides accumulated in 
Staphylococcus aureus inhibited by penicillin provided an early biochemical clue of 
components and a process unique to the bacterial cell. This was further reinforced by the 
isolation and chemical characterization of the nucleotides by Park [36], although the un- 
identified amino sugar remained unknown at that time but was subsequently identified as 
muramic acid by Park and Strominger [37]. The important discovery of these nucleotides 
under the action of penicillin by Park [36] led the way to the detection of N-acetylmu- 
ramic acid, D-alanine and D-glUtamiC acid in these uridine nucleotides and established a 
close biochemical relationship to the bacterial cell wall as emphasized by Park and 
Strominger [37]. The detection of such nucleotides was a landmark event providing 
strong evidence that they were biosynthetic intermediates involved in the assembly of a 
unique cell wall polymer. Thus, the background was set for the unravelling of the series of 
stages in the biosynthesis of bacterial wall peptidoglycan and the action of various antibi- 
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otics inhibiting the enzymatic steps [38] and ultimately the sophisticated knowledge of the 
molecular interactions involved as exemplified in the present contributions to this book. 

3.2. Diaminopimelic acid 

Another landmark event was the discovery of the diamino acid, diaminopimelic acid by 
Work [39,40] and its demonstration as a cell wall component by Holdsworth [4 11, Salton 
[24] and Cummins and Harris [42]. Detected initially in hydrolysates of whole cells of 
bacteria, this amino acid had not previously been found in proteins [39,40] and as subse- 
quent investigations showed, it really was not a protein amino acid but an important com- 
ponent of the peptide structure of certain bacterial peptidoglycans. The discovery of this 
amino acid in many bacteria, especially Gram-negative organisms and its presence in cell 
wall preparations of certain species added further evidence for the existence of some 
unique or unusual components in the bacterial cell. Diaminopimelic acid turned out to be 
one of the several diamino acids, alternatively with lysine in some species, but each ex- 
clusively performing cross-linking hnctions between adjacent peptide chains of the cell 
wall peptidoglycans defined by Ghuysen [4]. In retrospect, it is interesting to note that 
diaminopimelic acid was the first cell wall component not discovered initially in nucleo- 
tide form. The biochemical ramifications of the discovery of diaminopimelic acid ex- 
tended beyond its role as an important building block in the cell wall peptidoglycan and 
spore peptides, with the recognition by Meadow and Work [43] of its significance in ly- 
sine biosynthesis in prokaryotes. The elucidation of the enzymatic steps in the biosynthe- 
sis of diaminopimelic acid by Gilvarg [44] was thus not only a key step in the overall un- 
derstanding of wall peptidoglycan synthesis but also for the formation of spore peptides 
during the developmental stages of bacterial endospore differentiation. The only diamino 
acid found so far in peptidoglycans of Gram-negative species is meso-diaminopimelic 
acid, whereas lysine or diaminopimelic acid are present in walls of Gram-positive bacteria 
14,451. 

3.3. Muramic acid 

Of all the prokaryotic molecular markers, the impact of the discovery of muramic acid has 
probably been the most dramatic with its almost universal presence in the majority of both 
Gram-positive and Gram-negative bacteria and its absence only in Mycoplasma groups 
lacking a cell wall and certain Archaebacteria. Attention to the significance of this 
‘uniquely’ bacterial amino sugar was drawn by Strange and Powell [46] when they de- 
tected an unknown amino sugar in hydrolysates of the peptides secreted by germinating 
spores. An unknown amino sugar had thus been detected in uridine nucleotides by Park 
[36], in the spore peptides and in cell wall hydrolysates [42]. Following the isolation of 
the ‘unknown’ amino sugar from spore peptides by Strange and Dark [47], its structure 
was established as 3-0-carboxyethyl glucosamine and named ‘muramic acid’ by Strange 
[48]. The structure of muramic acid was subsequently confirmed by chemical synthesis by 
Strange and Kent [49], Zilliken [50], Lambert and Zilliken [51], and its significance in 
cell wall structure and biosynthesis realized by Work [45] and Park and Strominger [37]. 
Moreover, the ‘unknown’ amino sugar was recognized as one of the two amino sugars of 
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the disaccharide product released from the walls of M. lysodeikticus digested with ly- 
sozyme by Salton [52]. The discovery and chemical characterization of muramic acid thus 
provided the key to unlocking the puzzle of the cell wall structure, its biosynthesis, the 
mode of action of penicillin and the specificity of the enzyme lysozyme. Muramic acid, or 
its N-acetylated form, therefore provided the central link between the nucleotide inter- 
mediates and what subsequently became known as the cell wall ‘peptidoglycan’ structures 
[4]. Elucidation of the nature of this key, major wall component triggered a decade or 
more of intensive work providing the basis for our present understanding of the primary 
structure of peptidoglycans, their biosynthesis and assembly and ultimately the enzymatic 
stages and reactions specifically inhibited by various antibiotics including B-lactams, gly- 
copeptides such as vancomycin and teichoplanin, bacitracin and fosfomycin. 

3.4. Isomers of amino acids in walls 

It was generally recognized by protein chemists that all of the amino acid building blocks 
of proteins were in the form of L-isomers. The occurrence of substantial amounts of cer- 
tain D-amino acids in hydrolysates of bacterial cells reported by Stevens et al. [53] prob- 
ably came as something of a surprise, since the significance of their possible origins from 
the cell walls was not apparent at that time. The source of such D-iSOmerS was not clear 
until Snell et al. [54] and Ikawa and Snell [55] discovered a large quantity of D-alanine in 
a TCA-insoluble fraction of Streptococcus faecalis and traced its origin to the bacterial 
cell wall. The existence of a high proportion of cell wall alanine and glutamic acid as the 
D-iSOmerS was thus demonstrated by Ikawa and Snell [55] and became another of the dis- 
tinctive features of bacterial wall chemistry. This tilled in yet another piece of the puzzle, 
providing a link between the uridine nucleotides characterized by Park [36], the action of 
penicillin [37] and cell wall structure [45]. 

The variety of D-amino acids in cell walls was hrther extended to aspartic acid by 
Toennies et al. [56] when they found that this amino acid occurred partly as the D-isomer 
in the cell wall of Streptococcus faecalis. Ikawa and Snell [57] subsequently found that D- 
aspartic acid accounted for about 75% of the total aspartic acid content of lactic acid bac- 
teria. Thus bacterial cell walls became recognized as a prime source of D-amino acids and 
Armstrong et al. [58] found that their then recently discovered teichoic acids were also a 
source of ester-linked D-ahine. 

In addition to the elucidation of the isomeric forms of alanine, glutamic and aspartic 
acids in walls, Hoare and Work [59] established that a,&-diaminopimelic acid can occur 
in bacteria as the LL-, meSO(DL)-, or DD- isomers and occasionally as the LL- and meso 
isomers together. Indeed, the isomeric forms of diaminopimelic acid have been found to 
be of taxonomic significance with certain isomers characteristic of particular groups or 
sub-groups of bacteria (e.g. cell walls of actinomycetes, studied by Lechevalier and 
Lechevalier [60], and other species by Schleifer and Kandler [61]. Thus, diaminopimelic 
acid and its isomeric forms have proved to be valuable cell wall markers in bacteria, es- 
pecially as the detection of this amino acid in whole-cell hydrolysates is in close agree- 
ment with its occurrence in isolated walls as shown by Dewey and Work [62]. 

Although it is recognized that D-iSOmerS of amino acids have been found in a variety of 
bacterial products (e.g. B. anthracis capsular substance, antibiotics, peptidoglycans, pep- 
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tidoglycolipids), the emphasis here has been on the discoveries relevant to some of the 
major amino acid constituents of peptidoglycans. In this regard, it is of interest to note 
that apart from diaminopimelic acid, the other major peptidoglycan diamino acid, lysine, 
has only been found as the L-isomer. 

3.5. Teichoic and teichuronic acids 

As pointed out by Salton [29], it is a curious fact that many of the ‘unusual’ compounds 
now known to be integral parts of the cell wall structures were first found in cellular frac- 
tions from bacteria rather than by direct examination of isolated walls. The discovery of 
the teichoic acids resulted from the identification of ribitol in a cytidine nucleotide iso- 
lated and characterized by Baddiley and Mathias [63] and Baddiley et al. [64]. The isola- 
tion of CDP-ribitol suggested that it played a role in the biosynthesis of a bacterial poly- 
mer and led Armstrong et al. [65] to the isolation and characterization of ribitol teichoic 
acid, a new, unusual ribitol phosphate polymer of the bacterial cell wall of Lactobacillus 
arabinosus and other bacteria. Further studies of the presence of polyolphosphate poly- 
mers in bacteria established that teichoic acids of the glycerol type may also occur in the 
walls of some bacteria with the glycerol phosphate polymer possessing ester-linked 
alanine and usually a sugar moiety as reported by Baddiley [66], and Baddiley and 
Davison [67]. These ribitol and glycerol teichoic acids were distinct from the subse- 
quently discovered lipoteichoic acids containing glycerol phosphate, localized in the cy- 
toplasmic membranes of Gram-positive bacteria. The teichoic acids and the lipoteichoic 
acids appear to be more characteristic of the walls and membranes respectively of Gram- 
positive bacteria than of Gram-negative organisms. Moreover, their covalent attachment 
to the cell wall peptidoglycan does not appear to play a role in the maintenance of the 
shape or rigidity of the cell wall since their extraction with TCA leaves an essentially in- 
tact residual wall structure [68]. Being highly negatively charged polymers, it has been 
proposed by Heptinstall et al. [69] that teichoic acids play an important role in divalent 
cation sequestration in the bacterial surface, as well as acting as an inhibitor of the cell’s 
autolytic enzymes [70], perhaps thereby performing a control finction of the process of 
autolysis. In addition to these cell surface functions mediating cellular relationships be- 
tween external and internal environments and ensuring the cell’s integrity from autolysis, 
the teichoic acids were found to be important antigens and bacteriophage receptors by 
Knox and Wicken [71] and Archibald and Coapes [72], respectively. 

Teichuronic acid, a new class of wall polymer, was first isolated from Bacillus licheni- 
formis by Janczura et al. [73] and shown by these investigators to consist of equimolar 
proportions of N-acetylgalactosamine and D-ghcuronic acid. Following the discovery of 
teichuronic acid in B. lichenformis, polysaccharides with repeating acidic groups have 
been found in the walls of other Gram-positive bacteria (see [74]). Some organisms such 
as M. lysodeikticus (luteus) are completely devoid of wall teichoic acid but have instead a 
teichuronic acid composed of D-glucose and N-acetyl-D-mannosaminuronic acid as dis- 
covered by Perkins [75], Hase and Matsushima [76] and Rohr et al. [77]. Although 
teichoic acid appears to be absent altogether in some Gram-positive cocci, particularly 
Micrococcus species [74], Ellwood and Tempest [78] made the interesting discovery that 
growth of Bacillus subtilis under conditions of phosphate limitation resulted in replace- 
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ment of wall teichoic acid by a teichuronic acid polymer (i.e. the same polymer as found 
earlier in B. lichengorrnis). Thus certain bacteria possessed the ability to respond to envi- 
ronmental (media) conditions by altering the nature of their wall polymers. In addition to 
involvement in regulation of the divalent cation economy of the cell, the teichuronic acid 
also appeared to have a function in cell separation and modulation of autolysin activity 
V41. 

Although much attention has been focussed on the extensive studies, discovery and 
characterization of structure, function, antigenic and phage receptor properties of the 
teichoic and teichuronic acids of bacterial walls, it is well to remember that other wall as- 
sociated polymers including neutral polysaccharides and proteins have been investigated 
in Gram-positive bacteria, and for more extensive discussions the reader is referred to 
various chapters in the monograph by Rogers et al. [74]. All of these early studies have 
attested to the chemical complexity of the bacterial cell wall with all its associated com- 
ponents, but with a robust, generally thick basal structure of the peptidoglycan polymer in 
the majority of Gram-positive organisms. The added complexity of the Gram-negative 
cell envelope with its lipopolysaccharides, poridmatrix proteins, phospholipids, lipopro- 
teins and peptidoglycan sacculus is discussed briefly below. 

4. The Gram-negative cell envelope 

Ever since the introduction of Christian Gram’s staining procedure in 1884 [79], the bac- 
terial world has been divided into the two broad groups of Gram-positive and Gram- 
negative organisms. Correlations with this division of Eubacteria have been numerous and 
have reinforced the hndamental differences between the two groups separated by their 
response to the Gram stain. Bartholomew and Mittwer [80] have documented many of 
these key differences in responses to dyes such as crystal violet, growth in the presence of 
tellurite and azide, the presence of 0-somatic antigens in Gram-negative bacteria, to name 
just a few characteristics. As indicated earlier in this historical survey of the field, the de- 
velopment of suitable thin-sectioning techniques for electron microscopy was a pivotal 
event in beginning to resolve and define the differences in the surface structures of the 
organisms from the two groups. In short, the majority of Gram-positive organisms were 
seen to be bounded by a relatively thick, amorphous cell wall, in contrast to the Gram- 
negative bacteria with their outer membrane external to an electron transparent zone 
(periplasm?) between the outer and inner cytoplasmic membranes as revealed by Ryter 
and Kellenberger [23]. Ultimately, the thin peptidoglycan layer of the Gram-negative en- 
velope was revealed by Murray et al. [25] as a continuous, intervening layer by suitable 
staining procedures. Thus the complexity of the Gram-negative cell envelope was re- 
solved into its outer membrane anchored to a peptidoglycan layer and underlying cyto- 
plasmic membrane, thereby leading to the development of suitable methods for separating 
and isolating the outer and inner membranes of Gram-negative bacteria first initiated by 
Birdsell and Cota-Robles [81] and further developed by Osborne and Munson [I41 and 
Schnaitman [82]. Electron microscopy played a further role in visualizing the thin pepti- 
doglycan sacculus [26] and the difference in appearance of inner and outer membranes 
observed by Pollock et al. [83]. The physical separation of the constituent layers of the 



Gram-negative envelope then permitted a meaningful chemical and biochemical charac- 
terization of the individual components [ 141. 

4. I .  Lipopolysaccharides 

Immunologists have long recognized the O-somatic antigens as important surface antigens 
of Gram-negative bacteria. Early investigations suggested that the 0 antigen of Shigella 
shigae for example, was a ‘complex composed of polysaccharide, phospholipin and con- 
jugated protein residues [9]’. The specific polysaccharide ‘haptens’ were concluded to be 
major components of the 0 antigens of many Gram-negative bacteria and much effort was 
made to solubilize the complete antigenic complex [9]. The outstanding work of Westphal 
and his colleagues provided the breakthrough which opened up the whole field of the 
chemistry, immunochemistry and biology of the lipopolysaccharides of Gram-negative 
bacteria, ultimately leading to our current extensive knowledge of the genetics and bios- 
ynthesis of these cell surface macromolecules. The hot-water-phenol (45% aqueous phe- 
nol) extraction method was developed by Westphal et al. [84] and permitted them to pu- 
rify and characterize the lipopolysaccharides. Four decades of extensive chemical, genetic 
and biochemical investigations have ensued and have led to an extraordinary body of 
detail, a rich and voluminous literature and many valuable monographs devoted entirely 
to lipopolysaccharides. Research on the chemistry and biology of lipid A is today still an 
extremely active area of work. The depth of understanding the nature, biosynthesis and 
biology of these envelope components is perhaps only rivalled by our knowledge of the 
wall peptidoglycans. I t  was soon recognized after the isolation of the lipopolysaccharides 
that they were of course an integral part of the cell envelopes and we now know that they 
are anchored in the outer leaflet of the outer membranes, thus exposing the great variety 
of hydrophilic polysaccharide chains on the surface of the Gram-negative cells and ac- 
counting for the multitude of antigenic determinants in these organisms. 

4.2. Outer membrane proteins 

With the development of suitable methods for the separation of the inner and outer mem- 
branes of Gram-negative bacteria, many studies have been focussed on the characteriza- 
tion of the outer membrane proteins. Although both structures are relatively rich in pro- 
teins, the outer membrane is characterized by possessing a fairly small number of major 
proteins, four or five dominant proteins in some species. By contrast, the inner cytoplas- 
mic membrane, perhaps not surprisingly, possesses a large variety of protein bands on 
SDS-polyacrylamide gels, a feature shared with the cytoplasmic membranes of Gram- 
positive bacteria [ 14,851. The importance of the major outer membrane components ( e g  
matrix protein) became apparent when permeability studies were carried out with vesicles 
prepared with fractions from the isolated outer membranes. Outer membrane proteins 
were required along with phospholipid and lipopolysaccharide for active vesicle prepara- 
tions and ultimately only one of the outer membrane proteins of E. coli was found to be 
responsible for permeability properties of the vesicles. Because of its ability to form 
pores, this membrane protein was designated as a ‘porin’ by Nakae and Nikaido [86] and 
Nakae [87]. On the other hand, three outer membrane proteins were required for activity 



12 

in the Salmonella typhimurium vesicle system [87]. Thus, certain major outer membrane 
proteins became classified as ‘porins,’ with important permeability barrier properties for 
the outer membrane structure. Nikaido [28] and his colleagues have extensively investi- 
gated the properties of the porins and defined the molecular size exclusion limits for a 
variety of hydrophilic and hydrophobic substances. The functions of some of the other 
major outer membrane proteins not involved in transport or metabolite uptake have yet to 
be established. 

4.3. Lipoprotein 

One of the unusual components of the Gram-negative cell envelope of E. coli has been the 
lipoprotein discovered by Braun and Rehn [88] linked to the peptidoglycan structure. This 
lipoprotein was later found by Inouye [89] and Inouye et al. [90] to be in free form in the 
outer membrane structures. Braun [27] established some of the unusual features of this 58 
amino acid residue protein including a linkage between the lysine residue through an am- 
ide bond to the &-amino group of diaminopimelic acid in the peptidoglycan structure, in 
addition to a diglyceride linked as a thioester to cysteine. All of the evidence supported 
the conclusion that this covalently linked structure helped the maintenance of the outer 
membrane thereby aiding its barrier functions. Although the lipoprotein linked to pepti- 
doglycan in E. coli was also found in other Gram-negative bacteria, it was not detected by 
Braun et al. [91] in Proteus and Pseudomonas species examined. The discovery of this 
unusual covalently linked lipoprotein in certain Gram-negative bacterial envelopes added 
yet another novel chemical entity to the complexity of these structures, but one which 
clearly has an important role in the stability and function of the envelope barrier. 

In summary then, the Gram-negative cell envelope such as that of E. coli can be visual- 
ized as a complex structure of an asymmetric outer membrane possessing lipid A- 
anchored lipopolysaccharides in an outer leaflet of a bilayer membrane containing trans- 
membrane porin-protein channels, stabilized by the covalent linkage of a lipoprotein with 
thioester-bonded diglyceride at N-terminal cysteine residues and a C-terminal lysine am- 
ide-linked to the &-amino group of a,&-diaminopimelic acid in the peptidoglycan. Al- 
though similar lipoproteins may exist in other Gram-negative envelopes, the molecular 
arrangement in those lacking this unusual component have yet to be elucidated. It will not 
be surprising if the level of complexity of the Gram-negative cell envelope increases with 
new molecular discoveries of the future. At least for the time being, we have a fairly clear 
impression of the principal elements of its construction and many specific details of the 
functional entities of this fascinating and complex structure. 

5. Comparative biochemistiy of cell envelopes of Gram-positive and Gram- 
negative bacteria and the Gram stain 

The relationship between the Gram stain procedure and the structural, physical, chemical 
and biochemical differences between the two broad groups of bacteria has intrigued and 
fascinated microbiologists ever since the introduction of this technique by Christian Gram 
in 1884. As Bartholomew and Mittwer [80] pointed out in their excellent review, Gram 
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recognized the difference in response of certain types of bacteria but ‘he did not divide 
bacteria into the now well-known gram negative and gram positive types.’ They did, how- 
ever, suggest a plausible reason in that, ‘his failure to recognize the taxonomic values of 
his stain was probably due to uncertainty resulting fiom his observation that while most of 
his pneumococci retained the gentian violet, some strains of pneumonia-producing bacte- 
ria were decolorized.’ Bartholomew and Mittwer 1801 concluded some 40 years ago that, 
‘Today Gram’s staining procedure is generally recognized as a fundamental contribution 
to biological science. In bacteriology it is the first and a very valuable step in diagnosis 
and classification.’ And this is certainly just as true today. With the developments of wall, 
envelope and membrane structure, chemistry and function, much is now known and many 
of the puzzles and uncertainties are readily explainable in clear molecular terms. Thus, for 
example, the ‘nicking’ of the cell wall peptidoglycan by an autolytic enzyme can break or 
damage the continuity of the wall of a Gram-positive organism and thereby render it 
Gram-negative, often as a ‘ghost’. 

Perhaps of greater importance for microbial biochemistry and physiology is that we 
now have a wealth of information of the major differences between Gram-positive and 
Gram-negative walls, envelopes and membranes and many of these, together with other 
parameters are summarized in Table 1. As in any comparison it is realized that all is not 
‘black and white’ and that exceptions exist and are bound to exist. Thus, ‘presence’ and 
‘absence’ should be taken to mean for the majority of groups or strains. More often than 
not, a difference may become a gradation or spectrum. However, some differences are 
more ‘absolute’ than others and with one reported exception, that of Listeriu monocyto- 
genes wall studied by Wexler and Oppenheim [92], lipopolysaccharides appear to be 
uniquely confined to Gram-negative bacteria. Again with the teichoic acids, they appear 
to be restricted to certain groups of Gram-positive bacteria with one exception, that of 
Butyrivibriofibrisofvens. It stains Gram-negative but its wall or envelope profile is of the 
Gram-positive type, although thinner than most as shown by Cheng and Costerton [93]. 
The lipoprotein covalently attached to the peptidoglycan layer [27] is present in some, but 
not all Gram-negative organisms, and it does not appear to have a counterpart in Gram- 
positive organisms so far studied. 

Another interesting distinction between the envelopes of Gram-positive and Gram- 
negative organisms is the possession of two types of membrane (cytoplasmic) am- 
phiphiles in the former group [70,71,94]. These may be of the lipoteichoic acid type, 
glycerophosphate polymers, or of the lipomannan variety [95,96] either succinylated [97] 
or without succinyl residues [98] as found in species of the Micrococcus genus. Both the 
lipoteichoic acids and the lipomannans terminate in diglyceride residues which provide a 
lipid membrane anchor thereby differing from the ribitol or glycerol teichoic acids cova- 
lently linked to wall peptidoglycan. Such negatively charged polymers could function in 
the sequestration of divalent cations and perhaps also basic metabolites. Evidence sug- 
gests that lipoteichoic acid chains can be expressed as cell surface antigens [71] and 
hence must be able to ‘penetrate’ through the peptidoglycan layer. Although Gram-nega- 
tive bacteria appear to be devoid of the Gram-positive lipoteichoic acids and lipoman- 
nans, the Enterobacterial ‘Common Antigen’ amphiphile may be an analogous structure 
possessing some similar biological activities (see [94]). Some of the biological properties 
of these membrane amphiphiles are briefly noted in a subsequent section below. 
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TABLE I 
Some characteristic differences in properties of Gram-positive and Gram- negative Eubacteria 

Gram-positive Gram-negative 

Peptidoglycan 

-% (wt.) of envelope/wall 

Iliaminoacid 

- Teichoic acids 

- Teichuronic acids 
(ribitol and/or glycerol) 

- Lipopolysaccharides 
- Lipoprotein 

Outer membrane 
'S Layer'b 

Membrane (cytoplasmic) 
Lipoteichoic acids 
or lipomannans 

Susceptibility to antibacterial agents 
- Basic dyes 
- Anionic surfactants 
- Cationic surfactants 
- Actinomycin D 
-/?-Lactams 
- Azides 
- Tellurites 
- BPIPc 
- Antibody/complement lysis 

"Internal' osmotic pressure 
lsoelectric points 

Present 
Thick 
ca. 40-95% 
Generally 
Lysine or DAP 

Present in many 

Present in some 

Absenta 
Absent 

Absent 
Present in some 

Present 

G+ 
G+ 
G+ 
G+ 
G+ 
G+ 
G+ 
G+ 
Resistant 

20 atm 
pH 2-3 

Present 
Thin 
I0-20Yo 

DAP 

Absent 

Absent 

Present 
Presenta 

Present 
Present in some 

Absenta 

> G- 
> G- 
> G- 
> G- 
> G- 
< G- 
< G- 
< G- 
Susceptible 

<I0 atm 
pH 5-6 

Compiled from [4,2 1,25-27,3 I ,33,45,70,7 I ,73.74,80,94,99]. 
aSee exceptions mentioned in text. 
bSee Sletyr and Messner [31], Glauert and Thornley [33] for crystalline surface layers (S layers) 
CBPIP, bactericidal permeability increasing protein [ 102,1031. 

The generally greater susceptibility of Gram-positive bacteria to the growth inhibitory 
and killing effects of various antibiotics and antibacterial agents has been another intrigu- 
ing phenomenon. Apart from intrinsic differences in target structures, this phenomenon 
can at least be understood in part by the protective role played by the outer membrane 
barrier of the Gram-negative bacteria [28]. The dramatic change in sensitivity to a variety 
of agents including actinomycin D, crystal violet, detergents, novobiocin and rifampicin 
following release of outer membrane lipopolysaccharide by EDTA treatment further at- 
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tested to the barrier properties of this external membrane in certain Gram-negative bacte- 
ria investigated by Lieve [99], Muschel and Gustafson [ 1001 and Nikaido [28]. Indeed, as 
Nikaido [28] pointed out ‘deep-rough’ mutants of Salmonella exhibited increased sensi- 
tivity approaching that of Gram-positive bacteria on exposure to a number of these anti- 
bacterial agents. In addition, the compartmentalization of p-lactamases in the periplasmic 
space could also contribute to the destruction of p-lactam antibiotics in transit to their 
target sites. Thus the organization of the Gram-negative envelope can contribute much to 
the resistance or sensitivity levels in Gram-negative bacteria through the ‘permeability’ 
restrictions of the outer membrane and the retention of hydrolytic enzymes in the periph- 
eral zones (periplasm) of the cells. In marked contrast, the peptidoglycan network of the 
Gram-positive wall is a more porous structure and has a much higher molecular exclusion 
limit of the order of lo5 molecular weight as determined by Scherrer and Gerhardt [ lol l .  
Although the thicker, robust wall of the Gram-positive organism undoubtedly provides the 
cell with a fairly rigid, protective ‘shell,’ it does not have the molecular exclusion proper- 
ties attributable to the outer membrane of the Gram-negative cell envelope. 

The difference in architecture and chemical constitution between Gram-positive and 
Gram-negative organisms is further emphasized by the responses observed in the 
Pfeiffer’s phenomenon, lysis induced by the antibody-complement system. Dubos [2 1 J 
noted that ‘Whereas practically all species of Gram-negative bacteria are susceptible to 
the bactericidal effect of immune serum, the Gram-positive species are only little if at all 
affected by it.’ In the light of what we now know of the enhanced sensitivity of ‘deep- 
rough’ mutants to a variety of antibacterial agents, it is particularly interesting to recall 
that Dubos [21] drew attention to the extreme susceptibility of the ‘R’ variants of Gram- 
negative organisms to lysis by complement and the greater resistance of the ‘S forms’ 
possessing the 0 polysaccharide antigens. Yet another interesting additional difference 
has been the discovery by Elsbach and Weiss [I021 of the macrophage ‘bactericidal 
permeability increasing protein’ (BPJP) targeted to Gram-negative organisms and not 
Gram-positive species. The cationic protein involved has been shown by Elsbach and 
Weiss [ 1031 to have considerable potential as a bactericidal agent for Gram-negative 
sepsis. 

Armed with all this knowledge of the differences in envelope structure, chemistry and 
biochemistry of Gram-positive and Gram-negative bacteria, what has it told us about the 
reaction to Gram’s staining procedure? The search for a component or components con- 
ferring Gram positivity has gone on for almost the entire existence of the Gram stain. 
Almost every class of cellular macromolecule has been implicated at one stage or another 
and has included polysaccharides, nucleoproteins, proteins, lipids, either singly or in 
combinations and finally ‘positic acid’, the polyglycerophosphate polymer of the staphy- 
lococcal wall isolated by Mitchell and Moyle [104]. None of these components, not even 
the possession of wall peptidoglycan, could account for Gram positivity or the positive 
reactions observed with certain yeasts and fungi (eukaryotic microorganisms). The search 
for a single Gram-positive substance thus proved to be fruitless and led Salton [30] to the 
conclusion that the relative thickness of the cell wall, be it peptidoglycan or polysaccha- 
ride complexes (as in yeasts and fungi) was a key factor in determining the inextractabil- 
ity of the crystal violet-iodine complex (and hence its retention within the cell) during the 
differentiation step with alcohol (or other solvent system). Moreover, it was suggested 
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that the high lipid content of the Gram-negative envelope and its solubility in the differ- 
entiating solvent may also be a contributory factor to the negative reaction of these organ- 
isms [29]. Using more sophisticated methods of electron microscopy and an electron- 
dense analogue to replace I,, Beveridge and his colleagues [105,106] were able to con- 
firm the earlier conclusion by Salton [30] that the solvent-differentiating step resulted in 
the entrapment of the Gram complex within the cells of Gram-positive bacteria and its ex- 
traction, together with lipid, from the Gram-negative organisms. The conclusions explain- 
ing the nature of the Gram stain reaction are thus entirely compatible with what has been 
deduced, over the years, of the architecture, physical and chemical properties of the enve- 
lopes of the two groups of organisms investigated by Beveridge and Davies [ 1061 and the 
necessity for an intact wall, unbreached by autolytic enzyme attack, in Gram-positive or- 
ganisms. Such an explanation also accommodates the Gram stain responses of the 
Archaebacteria with their entirely different envelope components, including the 
‘pseudomurein’ polymer replacing the peptidoglycan (murein) of Gram-positive species, 
together with the other ‘unusual’ surface structures described by Kandler and Konig [34]. 
The cell envelope profiles of the Gram-negative archaebacteria differ from those of the 
eubacteria in that they possess neither a specific sacculus polymer nor an outer membrane 
structure but instead a structured array of protein or glycoprotein subunits [34], or a 
complex layered structure surrounded by a fibrillar protein sheath as in Mefhanospiriffum 
examined by Sprott et al. [107]. These discoveries further emphasize the variety of 
chemical entities of the surface structures conferring either Gram-positivity or Gram- 
negativity on the bacterial cell. Thus the anatomy of the surface profiles as seen in elec- 
tron micrographs of thin sections and the mechanical integrity of the cell wall or sacculus 
structure appear to correlate well with a Gram-positive response to Christian Gram’s 
(1 884) staining procedure. 

6. Perspectives on the functions and biological properties of cell envelopes and 
some of their constituent polymers 

There now seems little doubt that the cell wall or sacculus provides the bacterial cell with 
a fairly rigid structure conferring the characteristic rod or coccal shape and protection of 
the more fragile underlying cytoplasmic membrane. The protective action of the wall 
against osmotic lysis was clearly established when Weibull [ 1081 isolated intact proto- 
plasts of Bacillus megaferium by removing the wall with lysozyme in an osmotically 
stabilizing medium, an observation abundantly confirmed subsequently with other Gram- 
positive bacteria and with spheroplasts of Gram-negative organisms. Such a structure 
could therefore be envisioned as protecting the cell from ‘osmotic explosion’ on encoun- 
tering an osmotically unsuitable environment. It is of course important to realize that 
structures other than peptidoglycan and pseudomurein can also contribute to the overall 
stability of the cell envelope, as for example, those of the halophilic bacteria [34]. 

In addition to providing the cell with mechanical integrity, the roles played by the wall 
envelope in molecular sieving and barrier functions (outer membranes of Gram-negative 
bacteria) have already been mentioned. The surface layers and their components provide 
the immediate contacts of the cell between its external and internal environments and they 
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are the sites of an array of surface antigens, bacteriophage and metabolite receptors and 
they play an important role in the interactions, economy and responses of the bacterial 
cell. Much of this forms part of our extensive knowledge of the biochemistry and physiol- 
ogy of microorganisms, so the ensuing remarks on the biological properties will thus be 
limited only to a selection of some of the surface envelope components. Envelopes are the 
‘carriers’ of so many molecular entities of the bacterial surface with diverse functions, 
extensive enough in their array to preclude a review of their nature and properties in this 
introduction. Accordingly, some of the biological properties of the major components, the 
peptidoglycans, lipopolysaccharides and teichoic/lipoteichoic acids are listed in Table I 1  
and briefly discussed below. 

The adjuvant properties residing in the surface of mycobacterial cells have long been 
recognized and Freund’s adjuvant became as important to the serologist as the Gram stain 
did for the microbiologist. Through the pioneer work of Lederer [I091 the chemistry of 
the biologically significant entities of the mycobacterial cell was elucidated and focussed 
attention on the peptidoglycolipids. This eventually led to the recognition of the dramatic 
adjuvant properties of cell wall muramyl peptides and the consequent synthesis of a vari- 
ety of muramyl derivatives with biological potentials as adjuvants by Adam et al. [110] 
and Adam et al. [ 11 11. In a somewhat analogous manner, another interesting biological 
property of somnogenic effects was traced by Krueger et al. [112] to muramyl com- 
pounds, apparently of bacterial cell wall origins. Somnogenic compounds of bacterial 
origin would obviously have to be small enough to cross the blood-brain barrier and it is 

TABLE I I  
A selection of some of the biological properties of bacterial envelope-wall-membrane components or derived 
fractions 

Component or fraction Property/activi ty 

Peptidoglycan 
Peptidoglycolipid 
Muramyl peptides 

Antigenic 
Adjuvant 
Somnogenic 

Tcichoic acids 
Teichuronic acids 

Lipopolysaccharide/lipid A 

Lipoteichoic acids 

Lipoprotein 

Lipomannan 

Antigenic; phage receptor; divalent cationhetabolite 
uptake; autolysis inhibitionlregulation; antitumor 

0-somatic antigen; endotoxin; lethal toxicity; 
pyrogenic; mitogenicity; cell binding; limulus lysate 
reaction; complement activation 

Immunogenic; mitogenic; cell adhesion; limulus lysate 
reaction; phage receptor; complement activation; 
autolysin inhibition/regulation 

Cell binding; immunogenic; mitogenic 

Cell binding; immunogenic; mitogenic; limulus lysate 
reaction 

~~ 

From ~70 ,71 ,94 .11~114]  



of interest to speculate that lysozyme capable of digesting the insoluble wall peptidogly- 
can polymer could have a role in the production of suitably sized substances with such 
properties. Both types of biological activity (adjuvant and somnogenic) thus open the way 
for synthetic chemists to construct new muramyl compounds for studies of structure-activ- 
ity relationships. 

Lipopolysaccharides (LPS) of Gram-negative bacteria can also be classified as am- 
phiphiles and have for long attracted the attention of immunochemists and biochemists. It 
is therefore not surprising that a great deal has been learned about the biological proper- 
ties of these macromolecules as endotoxins, pyrogens and cell surface antigens. Although 
the antigenic specificity of the lipopolysaccharides resides in the 0-polysaccharide 
chains, many of the biological properties of LPS have been traced to the ‘lipid A’ entity. 
Thus lipid A appears to be responsible for the lethal toxicity of endotoxins, pyrogenicity, 
adjuvant and antitumor activity, mitogenicity and other biological properties [94,1 131. 
With the discovery that so many of the biological effects of LPS can be traced to the lipid 
A moiety, it is perhaps not surprising that much effort has been directed to the elucidation 
of its structure and the synthesis of analogues by Ltideritz et al. [ 1 131 and Kusumoto et al. 
[ 1 141. I t  was of interest to note that although some of the synthetic compounds exhibited 
endotoxic activities, they were lower than those of the natural lipid A and were not of 
identical structure. In the light of its potent biological activities, there is certainty that the 
chemistry of lipid A and its analogues will be vigorously pursued in the future. 

The possible functional role of teichoic and teichuronic acids in sequestering divalent 
cations and cationic metabolites has already been addressed above and in addition the 
structure of the pneumococcal teichoic acid has been shown to have important implica- 
tions for autolysis regulation by Holtje and Tomasz [ 1 151. In addition to the wall teichoic 
acids, an intracellular form of the glycerolphosphate polymer was discovered by Kelemen 
and Baddiley [ I  161, and ultimately identified as a membrane component by Hay et al. 
[ 1171 and designated as a lipoteichoic acid. As Shockman [70] has pointed out, it is 
sometimes a problem to distinguish between wall teichoic acid of the glycerol type and 
the membrane lipoteichoic acid, also a glycerophosphate polyol polymer. The close rela- 
tionships of wall teichoic acids with the lipoteichoic acids of bacterial membranes may 
suggest further functions for these cell wall polymers. The recognition of the existence 
and structure of the lipoteichoic acids and lipomannans have stimulated much interest in 
the biological properties of these macromolecules, a selection of which has been included 
in Table II. 

Apart from lethal toxicity and pyrogenicity, the lipoteichoic acids appear to share all of 
the other biological properties exhibited by lipopolysaccharides [94]. As a group, the 
membrane amphiphiles including LPS, lipoprotein of certain Gram-negative species, 
Enterobacterial ‘common antigen’ and lipomannan appear to be involved in binding or 
adhesion to eukaryotic cells and could thus play a role in host cell-bacterial cell interac- 
tions and pathogenesis (see [94]). In addition to so many of the shared interactions, the 
classical reaction of LPS in the Limulus lysate assay is also exhibited by lipoteichoic ac- 
ids and lipomannans of Micrococci. The array of similar biological properties exhibited 
by all of these bacterial membrane amphiphiles is therefore most striking [94]. 

Finally in this brief review of the discovery of some of the biological properties of 
membrane amphiphiles, the ability of lipoteichoic acids to inhibit endogenous autolysins 
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should be mentioned. This important area of amphiphile ‘function’ has been critically 
addressed by Shockman [70]. He concluded that ‘currently we can only state that both 
LTA (lipoteichoic acid) and certain lipids (e.g. bovine cardiolipin) can effectively inhibit 
the action of the autolytic muramidase of S. fuecium in at least some test systems [70].’ 
As pointed out by Shockman [70], the intimate biosynthetic relationship between LTA 
and certain lipids is a complicating factor in dissecting the physiological role of this 
amphiphile. Thus, the in vivo function of LTA in controlling and regulating autolysis will 
require further exploration. At least, the in vitro inhibitory effects are impressive. 

Although the final analysis of the physiological roles of membrane amphiphiles is not 
yet at hand, the information to date on their in vitro properties suggests important and 
plausible functions for the bacterial cells possessing these rather unique macromolecules. 

7. Concluding remarks - the present and the future 

Instead of covering familiar ground of our current knowledge so expertly presented 
herein, this introductory chapter has attempted to provide a historical background to all, 
or at least many of the exciting discoveries that have preceded and,set the stage for THE 
PRESENT (this monograph) and THE FUTURE (more to come!). To have been involved 
in the early development of a field of scientific inquiry such as this has been fascinating 
and an intellectually rewarding experience for many of us and we can but marvel at the 
tremendous advances and sophistication of THE PRESENT knowledge and inherent pre- 
dictions for THE FUTURE presented in this book. It literally all started with the first ob- 
servations of rod, coccal and spiral shapes of bacteria and not being able to see what held 
them together (Leeuwenhoek, 1675). This book tells us how and why we know. 

As Pirie [ 11 so appropriately said, it was ‘no longer necessary to apologize for the in- 
trusion of the biochemists into what used to be a purely bacteriological field,’ so no apol- 
ogy is needed for the many omissions obvious in this introduction. For a field which has 
encompassed the primary structures of peptidoglycans, their variety of diamino acid 
cross-bridging molecules, the biosynthetic lipid intermediates, the complex assembly 
processes, the adhesion sites, the heterogeneity and distinctions between wall and mem- 
brane teichoic acids, omissions are inevitable and much has to be left to the present and 
the future. The truly remarkable facts that have emerged are that the surface envelopes of 
prokaryotic cells differ so much structurally and biochemically from those of eukaryotic 
cells, thereby permitting selective antibiotic action - a piece of ‘good fortune’ for human 
beings. What is rarely realized is that we are more prokaryotic (about l O I 5  bacte- 
riahuman) than eukaryotic (circa I O I 3  cells/68 kg human being) in terms of total cell 
numbers (not to mention the surface area differences)! So we have come a long, long way 
from the early observations of Leeuwenhoek in 1675 to the primordial era of cell walls 
and their chemical and biochemical nature of the 1950s, and to the realization that we 
carry a large population of prokaryotic cells and may be vulnerable to the effects of some. 
The knowledge we have gained has not only given us a deeper understanding of the na- 
ture of the microbial world around us but also the way in which the differences between 
‘them and us’ can often be manipulated to our advantage. 
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CHAPTER 2 

Bacterial peptidoglycan: 
overview and evolving concepts 

HARALD LABISCHINSKI and HEINRICH MAIDHOF 

Robert Koch-Institute of the Federal llealth Office. Nordufer 20, 0-13353 Berlin 65, Germany 

1. Introduction 

The essential cell wall polymer of most eubacteria, peptidoglycan (synonym: murein), has 
attracted and fascinated scientists from many different disciplines since its distinct chemi- 
cal composition and its unique role as an ‘exoskeleton’ were discovered more than 
30 years ago (Chapter I ) .  Within a relatively short time, the basic chemical structure of 
this large, bag-like molecule (also called the sacculus, see Fig. 1)  was elucidated, giving 
access to an increasingly refined knowledge of its spatial and morphological arrangement. 
Because the mode of action of the most important group of antibacterial drugs, the B-lac- 
tam antibiotics, and the mechanisms that the bacteria have developed to survive in the 
presence of these antibiotics, are related to the biosynthesis, three-dimensional structure 
and morphogenesis of the peptidoglycan, even more efforts have been undertaken to gain 
a detailed knowledge of the chemistry and structural features of the murein network. 
There are a number of reviews which give a vivid picture about the basic murein structure 
[see e.g. 1-81, However, during the last 10 years, new insights into the complex dynam- 
ics, function and fine molecular structure of the peptidoglycan network have been reached 
and are still developing. The aim of this chapter is to discuss these recent, sometimes still 
controversial, and somewhat speculative new concepts. Whenever possible, Escherichiu 
coli and Stuphylococcus uureus will serve as ‘representatives’ for Gram-negative and 
Gram-positive bacteria, respectively. 

2. Overall structure and architecture of peptidoglycan 

2.1. Basic chemical structure 

The peptidoglycan is a heteropolymer consisting of glycan strands crosslinked by pep- 
tides. Figure 2 depicts a simple scheme of the primary structure of the building block of 
the peptidoglycan. By using four chemical linkages (two at the reducing and non-reducing 
end groups of the disaccharide repeating unit, respectively, and two at the carboxyl termi- 
nal of the stem peptide and the amino-terminal of the diamino acid of the peptide moiety), 
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Fig. 1. Schematic representation of the structure of a Escherichiu coli sacculus (from [9]). Two cells 
surrounded by a monolayer of peptidoglycan are shown. The drawing overestimates the actual state of order; 
the sugar chains, running parallel to the short axis of the sacculus, are much shorter than indicated. The short 
peptides (mainly dimers) which crosslink the sugar strands are oriented parallel to the long axis of the sacculus. 

the giant network structure of the sacculus is formed (Fig. 1). In spite of this almost uni- 
form construction principle, about 100 different chemical peptidoglycan types have been 
identified (for review, see [4,6,8]). They are characterized by a few modifications within 
the N-acetylglucosamyl-N-acetylmuramic acid sugar unit (e.g. acetylation of the muramyl- 
6-hydroxyl group, absence or modification of N-acetyl groups), and mostly by a large 
number of variations within the peptide moiety including the interpeptide bridges to 
crosslink peptides from different glycan strands in many Gram-positive bacteria. While 
the crosslinking in most bacteria extends from the omega amino group of the diamino 
acid in position 3 (group A peptidoglycan), group B bacteria use a diamino acid to 
crosslink the a-carboxyl group of the glutamic acid residue in position 2 of the stem pep- 
tide to the D-akinine residue in position 4 of another peptide. In all cases, peptide 
crosslinking by transpeptidation [9] involves removal of the D-ahine in position 5 (for 
more details see Chapters 3-6). 

Although the chemical nature of the peptidoglycan building block allows infinitely 
long chains of the sugar and peptide moieties to be formed, the actual glycan chain 
lengths are quite low at least in the bacteria investigated as compared to the overall di- 
mensions of the sacculus. In Escherichia coli, about 70% of the sugar chains have an 
average length of 9 disaccharide units, while the remaining material has an average length 
of 45 disaccharides, yielding a total average length of 21 disaccharide units [lo]. Since 
the length of one disaccharide unit is approximately 1 nm, the majority of sugar chains 
being 5-10 units long, they span only 5-10 nm. Typically the E. coli rod-shaped sacculus 
is approximately 1500 nm long and 600 nm wide. Likewise, nearly 50% of the peptides 
are not involved in crosslinking, and the great majority of the remaining peptides just 
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Fig. 2. (A) Primary structure of peptidoglycan. Two sugar strands crosslinked by a peptide-dimer are shown. 
diA, diamino acid. Substituents in brackets may be missing. (B) Variations of the primary structure of the 
muropeptide subunit, Amino acids in parentheses may replace the corresponding amino acids or substituents. 
Unusual abbreviations: A2pm, 2.6-diaminopimelic acid; Dab. diaminobutyric acid; HyAzpm, 2,6 -diamino-3- 
hydroxypimelic acid; Hyg, threo-/?-hydroxyglutamic acid; L-Hyl, L-hydroxylysine; Hsr, homoserine; Lm, 

lanthionine. Adapted from [6]. 
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forms dimers [ I  I]. The peptide chain length is generally longer in Gram-positive bacteria, 
yet the most extensively crosslinked peptidoglycan, that of Staphylococcus aureus, has an 
average chain length of approximately 15 peptide units [ 11 and a maximal chain length of 
3 0 4 0  peptide units [ 12,131. 

Peptidoglycan hydrolases are present in all bacteria (Chapter 7). They modify the 
sugar and peptide chain length in the dynamic cell wall fabric, and, therefore, the afore- 
mentioned values reflect a kind of equilibrium between synthesis and modification of the 
sacculus. These chain lengths may differ substantially also in different topological parts of 
the sacculus (polar caps and cylindrical regions in cylindrically shaped bacteria, cross- 
and peripheral wall etc. [ 14,151). 

2.2. Conformational aspects 

Because the murein polysaccharide, cellulose and chitin have similar chemical structures 
and perform similar functions, the first three-dimensional models proposed for the pepti- 
doglycan rested upon a flat and straight arrangement of the sugar chains, in that: (i) two 
consecutive sugar monomers were rotated against each other by 180'; (ii) the peptides 
protruded in the same direction with respect to the sugar chain axis; (iii) a paracrystalline, 
tight network was formed [16-181. The use of physical chemistry methods such as X-ray 
diffraction, infrared spectroscopy and NMR studies [ 19-23], revealed instead a non-crys- 
talline type of order of the peptidoglycan network, and highlighted its enormous flexibil- 
ity and elasticity [24-271. As suggested by molecular modelling studies [ 19,24-261, the 
bulky lactyl ether group at the muramic acid residue prevents formation of a chitin-like 
arrangement and forces the glycan strands to adopt a relatively regular helical conforma- 
tion (four- to five-fold helices with respect to the disaccharide units, Fig. 3), so that con- 
secutive peptides along a sugar chain point to different directions, roughly downwards, 
right, upwards and left [2 1,22,24,28]. 

The conformation of the peptide part is dictated by its alternating L,D sequence and the 
unusual y-peptide bond between D-glutamic acid and the diamino acid residue. While its 
relaxed, stress-free conformation gives rise to a nearly ring-shaped arrangement in close 
contact to the sugar strand [24,25], the peptide can be drastically extended under stress by 
up to 400% in length [26,29]. In the situation experienced by the bacteria during normal 
growth, the available data point to a state intermediate between these two extremes and 

Fig 3 Space-filling representation of the spatial arrangement of a peptidoglycan strand, constructed from ten 
disaccharide-pentapeptide units (actual length approx I0 nm) The atoms of the sugar chain are drawn as white 
spheres, those belonging to the peptides are dotted Consecutive peptides follow the helical glycan chain 

arrangement and are shown in their folded conformation (adapted from [24]) 
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Fig. 4. Schematic representation of murein packing in a two-dimensional single layered architecture. The sugar 
chains of the peptidoglycan are replaced by more or less straight rods (light) around which the helical cross- 
linkage region (dark) is arranged. Crosslinking can occur only at those parts where the ‘dark’ regions of 
different peptidoglycan strands are in close contact. Therefore, well separated peptide dimers are characteristic 

for this packing type. Adapted from [30]. 

the bacteria can respond to changes in osmolarity by corresponding volume adaption 
[26,29]. 

The helical arrangement of the sugar chains and the resulting spatial arrangement of 
the peptide substituents drastically limit the attainable degree of crosslinking, since only 
those peptides which are close in space can be crosslinked to each other. In a single lay- 
ered, two-dimensional network with approximately parallel arranged sugar strands as it 
probably occurs in the Gram-negative bacteria (see below), peptide dimers only are likely 
to be formed leading to a relatively low degree of crosslinking (approx. 25-30%) (see 
Fig. 4). In the Gram-positive walls, the multilayered arrangement of the peptidoglycan 
allows a higher degree of crosslinking to be achieved (up to 70%, depending on the 
packing type [28,30]). The extremely high degree of crosslinking observed in staphylo- 
cocci (up to 90%) is possible only because their long and flexible pentaglycine interpep- 
tide bridges are able to span distances between peptides otherwise much too far apart to 
be crosslinked, Hence, a simple physical conformational parameter, namely the helical 
structure of the sugar strands, is probably sufficient to explain the different degrees of 
crosslinking found amongst the bacterial species. 

2.3. Remarks on cell wall morphology 

In  early electron micrographs of E. coli cells prepared by conventional embedding and 
thin-sectioning techniques, the cell envelope seemed to enclose a translucent compartment 
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located between the outer and inner membranes. This was designated as the periplasmic 
space and contained a thin, 2-3 nm peptidoglycan layer (Fig. 5a, for details about outer 
membrane architecture and components, see Chapters 12-19). From these data, a 
monolayered arrangement of the Gram-negative murein was proposed. More recently, 
electron microscopy data using refined preparation methods as freeze-substitution and 
special staining techniques led to alternative models (Fig. 5b,c [30-331). The periplasm 
now appears as a gel effectively spanning the whole space between the outer and inner 
membranes [30]. A peptidoglycan with a thickness of about 6-8 nm in exponentially 
growing cells and 10-1 1 nm in stationary phase cells was deduced, suggesting multilay- 
ered murein arrangements. The still controversial mono- versus multilayer murein archi- 
tecture in Gram-negative organisms is discussed below using information derived from 
other experimental techniques. Electron microscopy data were also used for following 
cross wall formation and cell separation on a refined level in the division process [34,35]. 

Gram-positive walls appear as thick and relatively structureless organelles with no ap- 
parent localization of their main constituents, the murein and the teichoic acid [36]. 
However, electron microscopy of staphylococcal cell walls revealed a highly sophisti- 
cated architecture (Fig. 6a-c). As in all staphylococci, consecutive cell divisions are initi- 
ated at an angle of 90' in three dimensions, sometimes even before completion of the cell 
separation process of the first division plane (Fig. 6a). Cell division is achieved by the 
formation of a highly organized cross wall (Fig. 6b), which is initiated asymmetrically and 
eventually fuses in the center of the cell to form a complete cross wall. Based on distinct 
morphological features as revealed by electron microscopy, several autolytic systems 
have been suggested to be involved in cell division process. One of these, the splitting 
system, appears as a ring of periodically arranged tubules in the center of the cross wall 
[37-391. Once the cross wall has been completed, cell separation is initiated by highly or- 
ganized entities called murosomes which punch tiny holes into the peripheral wall along 
the division plane [40-42] (see Fig. 6b). 

Teichoic acid-like material has been chemically associated with the splitting system 
[4345]. During isolation and purification of the peptidoglycan, the morphological ap- 
pearance of the splitting system remains detectable until the final purification step, i.e. 
removal of the teichoic acid. If the splitting system can no longer be detected, two sepa- 
rated pieces of cross wall are visible (Fig. 6c, own unpublished results). 

3. Cell wall rigidity and elasticity: no contradiction 

Osmotic pressure differences between the inside and the outside of the bacteria appear to 
be enormous. Gram-negative bacteria have to deal with a pressure of about 2-5 atm 
(about 200-500 kPa) while the cell wall of the Gram-positive bacteria has to withstand 
pressures up to 25 atm (approx. 2.5 MPa) [46-48]. Together with the observation that 
isolated sacculi of bacteria retain the shape of the intact microorganism and that bacteria 
devoid of an intact cell wall tend to form spheres, these data underline the rigidity and the 
shape defining properties of the peptidoglycan network. Its rigidity is attributable to the 
restricted flexibility of the sugar chains in which only very small rotations around the 
bl-4 linkage are permitted and abrupt bending of the chains is not possible. As a conse- 
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Fig. 5 .  Envelope profiles of Escherichiu coli. (A) Prepared by conventional embedding (bar, 0.1 p n ) .  The pep- 
tidoglycan appears as a central dark structure of 2-3 nm thickness (arrow head). From [32]. (B) Prepared by 
freeze-substitution (bar, 0.0Spn).  The peptidoglycan forms part of the periplasmic gel (arrow head). From 
[32]. (C) Prepared by the modified Rambourg-method [ 1121 (bar, 0.1 am).  The peptidoglycan forms part of an 
electron dense layer that fills up the space from the inner membrane (arrow head) to the outer membrane (small 

arrow). From 1331. 
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quence, parallel arranged sugar chain arrays within a two-dimensional peptidoglycan 
plane do not undergo considerable changes in chain length upon stress. However, volume 
increase of the bacteria demonstrating elasticity of the murein can be induced by changes 
of the osmotic pressure. This can be explained by the flexibility of crosslinked peptides 

A B 

Fig. 6. Architecture of the staphylococcal cell wall. (A) Thin section through a Srupbylococcus aureus cell 
demonstrating the alternation of division plane. 1 .  first division plane. The dark structure in the middle of the 
growing cross wall corresponds to the splitting system (from [37]). (B) The cell has just started murosome in- 
duced cutting of the peripheral wall to initiate cell separation (arrow head). From [37]. (C) Thin sections 
through isolated sacculi of S. aureus. The splitting system (arrows) is still detectable in most sacculi before the 
extraction of teichoic acid (left). If the splitting system is missing (in some of the sacculi or after removal of 
teichoic acid), the septa1 wall material appears as two, possibly independently preformed wall pieces (arrow 

heads). 
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where a fourfold length difference between folded and extended conformation has been 
determined [26,49-5 11. 

Using ‘bacterial threads’ of up to 1 m in length, Mendelson and Thwaites demon- 
strated that despite its rigidity, the peptidoglycan has properties analogous to those of 
viscoelastic polymers. Threads containing up to 20 000 cellular filaments in parallel 
alignment were produced from a Bacillus subtilis mutant suppressed in cell separation, 
and were examined by using conventional textile engineering techniques [52-541. They 
could be extended to up to 70% at high humidity and were able to bear an osmotic pres- 
sure of up to 24 atm. These values are probably lower limits since sliding of the individ- 
ual filaments of the thread cannot be excluded. In fact, results obtained by Arthur Koch’s 
and our own group using low angle laser light scattering and coulter counter volume 
measurements, respectively, showed that the sacculus can be expanded up to 300% in 
agreement with the flexibility of the crosslinked peptide [49-5 I]. 

Although probably not stretched to its elastic limit, even under normal growth condi- 
tions of the cell, the peptidoglycan has to bear a considerable stress. Important conse- 
quences for the bacterial growth have been compiled in the surface stress theory of Arthur 
Koch [55-571. According to this, bacteria can utilize the turgor pressure to initiate cell 
elongation, to cause division, and to develop special shapes. Its main implications are: (i) 
all growth models should consider that newly formed peptidoglycan material has to be 
added in a relaxed state but will be transformed to a stressed state upon incorporation into 
the existing network; (ii) the activity and specificity of peptidoglycan interacting enzymes 
may vary drastically since stress-induced changes can influence the energy of a bond to be 
cleaved as well as the three-dimensional conformation of the wall substrate [55-581. 

4. Complexity and variability of peptidoglycan 

4. I .  Models of the Gram-negative sacculus 

The simple question of whether the thin murein sacculus of Gram-negative bacteria is 
comprised of one or more than one layer is still a matter of debate. Different answers are 
reflected in different growth models for the sacculus. Figure 7 schematically depicts some 
of them including topological variations such as multilayered polar caps and/or septa 
(model 4) or the existence of patches of multilayered material as proposed by Htjltje and 
Glauner (model 3) [59] or the ‘make-before-break’ strategy (model 2) discussed in detail 
by Koch 1601. 

For the E. coli sacculus, there is now ample evidence that none of the ‘extreme mod- 
els’ 1 or 5 (Fig. 7) describes the situation correctly. The single layer model is not compat- 
ible with the finding that E. coli can grow and divide with no obvious change in morphol- 
ogy with a drastically reduced murein content [61], and is difficult to reconcile with cell 
wall turnover [62-64] (see, however, [65]). Vice versa, thorough investigation of the 
amount of peptidoglycan in E. coli cell walls did not reveal enough cell wall material to 
cover even two complete layers [66]. Neutron and X-ray small angle scattering experi- 
ments performed on sacculi isolated from exponentially growing cells indicated that al- 
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Fig. 7.  Simplified sketches of models for the thickness profiles ofthe Escherrchia coli sacculus. From 1671 

most 75-80% of the sacculus surface corresponded to a 2.5 nm thick monolayer and that 
2&25% represented 7.5 nm thick triple-layered regions [67,68]. 

A more precise location of the multilayered regions has not been possible. E. coli 
minicells have been used as model systems for polar caps. In isolated minicell sacculi, 
regions containing even more than three layers were detected, but most of the surface 
remained monolayered [66]. Electron micrographs of unstained E. cofi sacculi recorded 
by mass dependent contrast did not detect any differences between polar cap and cylindri- 
cal wall areas (Nanninga, personal communication). The recent ‘three for one model’ of 
cell growth postulates triple-layered peptidoglycan in the ingrowing septa1 region [69] 
(Fig. 8). For the formation of the cylindrical wall portion, peptidoglycan synthesis is pro- 
posed to proceed in a three step fashion: (i) a prefabricated triplet of crosslinked glycan 
strands is hooked underneath a pre-existing ‘template’ strand by forming trimeric cross 
bridges; (ii) the template strand is then removed by trimer specific enzymes (a murami- 
dase and an endopeptidase activity have to cooperate to perform this task); (iii) the new 
triplet can now be transported into the stress bearing layer. Septum formation would re- 
quire direction of addition of new triplets exclusively to the site of fbture cell division and 
should be accompanied by an increased rate of murein synthesis in agreement with results 
obtained with synchronized cultures by Wientjes and Nanninga [70]. Inhibition of pepti- 
doglycan synthesis could lead to a drastic reduction of triple-layered regions. Indeed, in 
sacculi isolated from mecillinam-treated, i.e. PBP2 inhibited cells, almost exclusively 
monolayered peptidoglycan was detected [66]. 

4.2. Complexity of muropeptide composition 

For a long time, the peptidoglycan was thought to be a simple polymer consisting of a few 
basic subunits as detected on paper chromatograms of lysozyme digested E. coli sacculi 
[71]. However, analysis of muramidase digests of E. cofi sacculi by reversed phase HPLC 
revealed a surprising complexity [ 1 1,64,72]. More than 80 different muropeptides were 
separated forming a fingerprint of the murein. In E. cofi, this complexity is due to any 
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combination of seven different stem peptides (varying in length from di- to pentapeptide 
with amino acid variations in position 4 and 5) within the monomer, dimer, trimer and 
even tetramer fraction. Furthermore, the muropeptides are crosslinked not only by the 
‘normal’ mechanism described in Section 2.1 but also by an unusual L,D-peptide bond 
between two diaminopimelic acid residues. Finally, muropeptides positioned at the reduc- 
ing end of a glycan chain are characterized by a 1,6-anhydro bond of the muramic acid 

The power of the HPLC method for identifLing murein components specifically asso- 
ciated with different physiological conditions is enormous. The combination of the HPLC 
method with modem desorption mass spectrometric techniques, either on-line or off-line, 
has additionally paved the way for the detailed structural analysis of the separated 
muropeptides [73-761. Gram-positive cell walls contain a much greater variety of 
muropeptide oligomers, aggravating HPLC analysis. Details on the peptidoglycan struc- 
ture of pneumococci and staphylococci have been reported recently [77-8 I]. 

The reason for the complexity of muropeptides is not known. It might simply reflect 
the limited accuracy of the biosynthetic machinery in combination with that of other 
murein metabolizing enzymes. On the other hand, it may well represent a sophisticated 
device regulating spatial and temporal processes involved in bacterial morphogenesis 
[5,591. 

~ 4 1 .  

Fig. 8. Schematic view of the cell constriction (septum formation) according to the ‘three for one’ mechanism 
for Gram-negative bacteria. A projection along the glycan strands (M) running perpendicular to the plane of the 
drawing is shown. Donor peptide, --0 ; acceptor peptide, 4 ; cleavage site of enzymes specially 

recognizing trimeric crossbridges, /tr . From [69]. 
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4.3. Murein chemistry and cell shape 

It has been known for a long time that the murein chemistry is dependent on growth phase 
(exponential or stationary growth phase, sporulation) [27,82-841 and depends on envi- 
ronmental factors such as glycine or D-amino acids content of the growth medium [85-871 
or presence of antibiotics [3,35,88-971. In this and the following section, we discuss 
murein chemistry in relation to cell morphology and the impact of cell wall inhibitors, e.g. 
p-lactam antibiotics. Cell ,wall alterations observed in vancomycin resistant strains are 
discussed in Chapter 26. 

It has often been proposed that the cylindrical part of E. coli is chemically distinct 
from the polar caps. All attempts to reveal such differences failed when muropeptides de- 
rived after muramidase digestion were analyzed by HPLC [98-1001. In these studies, 
cells enriched in cylindrical portion (e.g. filaments) were compared to polar cap cells 
(minicells), or cells were harvested from synchronized cultures at different stages during 
the cell cycle for comparison of dividing versus elongating cells. On the other hand, ami- 
dase treatment of sacculi, which allows the determination of glycan chain length, revealed 
substantial differences using antibiotic induced spherical and filamentous cells, or E. coli 
frsZ and envA mutants defective in cell separation before and after induction of septum 
formation [ lo l l .  Further support for ‘non-uniform’ chemistry of the murein layer was de- 
rived from determination of glycan chain length before and after the addition of penicillin 
to the growth medium [ lo l l ,  which induced lytic processes restricted to the presumptive 
division zone. All these results suggested somewhat shorter glycan chains in spherical 
versus cylindrical sacculus regions. However, no variation in glycan chain length could be 
detected during the division cycle in synchronized cultures (Nanninga, personal commun- 
ication). It is therefore an open question if morphological changes due to the addition of 
certain compounds are comparable to those that occur in the division cycle of wild-type 
cells. 

Other studies have followed murein synthesis in vivo by distinguishing between newly 
synthesized and pre-existing strands, based on the assumption that only new murein 
strands serve as donors for the crosslinking transpeptidation reaction. A pair-wise inser- 
tion of new strands at a constant rate was proposed [102]. Experiments by DeJonge et al. 
[98] on synchronized cultures suggested that during cell elongation peptidoglycan was 
inserted as single strands and during constriction a multistranded insertion occurred, and 
that the changed mode of insertion rather than the chemical structure of the peptidoglycan 
is responsible for the change in cell shape. 

4.4.  Murein structure in penicillin resistant bacteria 

Despite the high complexity of the peptidoglycan composition, the HPLC profile of 
muropeptides isolated from the same species grown under identical conditions is rela- 
tively reproducible and stable. It was therefore a surprise to see major changes in the pep- 
tidoglycan structure of pneumococcal strains that differed in resistance to penicillin due to 
modified penicillin-binding proteins ([ 1031; see also Chapter 25). Resistant strains con- 
tained more hydrophobic, branched peptides suggesting an altered specificity of their 
PBPs that apparently did not affect growth behaviour. 
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In contrast to the situation with penicillin resistant pneumococci, peptidoglycan iso- 
lated from methicillin resistant S. aureus (MRSA) strains (see Chapters 6, 24, 25) that 
contain an additional PBP (PBP2') did not differ from that of susceptible S. aureus iso- 
lates, suggesting that the activity of PBP2' cannot be differentiated from those of the ex- 
sting PBPs, or that it is not hnctioning in cell wall biosynthesis, as long as these strains 
grow in the absence of /3-lactam antibiotics [80,104]. When /3-lactam antibiotics saturate 
the normal set of staphylococcal PBP, the cell wall still produced due to the presence of 
PBP2' was drastically hypocrosslinked. The expression of methicillin resistance does 
depend on several genes namedfem [ 105-1091, some of which have recently been shown 
to be involved in late steps of murein biosynthesis [79,8 1,104,110,111] Both, the femA 
and femB genes are involved in the synthesis of the pentaglycine interpeptide bridge. 
Peptides produced after inactivation of the femA gene contain only one glycine residue 
[79,8 1,104,l lo], whereas peptides of femB inactivated cells have three glycine residues 
attached [ 1 I 1 ; and unpublished results]. Their inactivation results in loss of resistance of 
MRSA strains and induction of hypersensitivity of sensitive staphylococci [ 1041. 
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Unite de Recherche Assocrie I 131 du CNRS, Biochimre Molicularre el Cellularre, UnrversrtP Paris-Sud, 
Bit. 432, 91405 Orsay, France 

I .  Introduction 

The biosynthesis of bacterial peptidoglycan is a complex two stage process. The first 
stage concerns the formation of the disaccharide peptide monomer unit and the second the 
polymerization reactions accompanied by the insertion of the newly made peptidoglycan 
material into the cell wall. This latter stage is reviewed in the following chapter. 

The assembly of the peptidoglycan unit proceeds by a series of cytoplasmic and mem- 
brane reactions. Two essential features characterize this pathway. First, the high specific- 
ity of each step reflects the unusual structural characteristics of peptidoglycan [ I ,2], many 
of which are encountered in its monomer unit (alternating D and L residues in peptide 
linkages, y-D-glutamyl linkage, presence of N-acetylmuramic acid and often of diamino- 
pimelic acid). Secondly, in the final steps the monomer unit is transferred from the cyto- 
plasm to the externally located sites of incorporation into growing peptidoglycan. This 
implies a passage through the hydrophobic environment of the membrane. Lipid interme- 
diates are involved in this process. The various steps of the pathway have been identified 
in one bacteria or another, and a general scheme established that is valid for both Gram- 
positive and negative eubacteria [ I]. For convenience, three groups of successive reac- 
tions can be considered (Fig. 1): the formation of UDP-N-acetylmuramic acid (UDP- 
MurNAc); the formation of the UDP-MurNAc-peptides; and the formation of the lipid 
intermediates. 

UDP-MurNAc arises in two steps from UDP-N-acetylglucosamine (UDP-GlcNAc) 
which can be considered as the initial precursor of the pathway. In the first step, the addi- 
tion of enolpyruvate to position 3 of the N-acetylglucosamine residue is catalysed by a 
transferase to yield UDP-GlcNAc-enolpyruvate. In the second step, the reduction of the 
enolpyruvyl moiety to D-hCtate is catalysed by a reductase to yield UDP-MurNAc. 

The UDP-MurNAc peptides are formed by the sequential addition in most cases of L- 
alanine, D-ghtamiC acid, a diamino acid (usually diaminopimelic acid or lysine) and D- 
alanyl-D-alanine on the D-lactyl group of UDP-MurNAc. Each step is catalysed by a spe- 
cific synthetase using ATP. 

The membrane steps involve first a translocase which catalyses the transfer of the 
phospho-MurNAc-pentapeptide moiety of UDP-MurNAc-pentapeptide to the membrane 
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UDP-GIcNAc 

UDP-GlcNAc-enolpyruvate 

UDP-MurNAc 

1 +- L-Ala 

UDP-MurNAc-L- Ala 

UDP-MurNAc-L- Ala-D-Glu 

1 o A,pm or Lys 

UDP-MurNAc-tripeptide 

1 - D-Ala-D-Ala + D-Ala 

UDP-MurNAc-pentapeptide 1 - cs-p  

C,,-PP-MurNAc-pentapeptide (lipid I) 

1 0 UDP-GlcNAc 

C,-PP-Disaccharide-pentapeptide (lipid 11) 

Fig. 1.  General scheme of the biosynthesis of the peptidoglycan unit. 

acceptor, undecaprenyl phosphate, yielding MurNAc(pentapeptide)-pyrophosphoryl- 
undecaprenol (lipid I). Thereafter, a transferase catalyses the addition of N-acetyl- 
glucosamine yielding GIcNAc-MurNAc(pentapeptide)-pyrophosphorl-undecaprenoI 
(lipid II), which, in the most simple cases, is the substrate for the polymerization 
reactions. 

The functioning of this pathway is dependent on a number of metabolites (PEP, ATP, 
L-alanine, D-glutamic acid, diaminopimelic acid or L-lysine, D-alanyl-D-alanine, unde- 
caprenyl phosphate and UDP-GlcNAc) used as substrate at one step or another. Many are 
involved in other cell reactions. However, D-ghtamiC acid and D-ahyl-D-alanine appear 
as highly specific of the synthesis of peptidoglycan. In particular, the dipeptide is formed 
by dimerization of D-ahine.  

Over the past 40 years, many features of the assembly of the peptidoglycan unit were 
investigated. Work up to the early 1980s has been critically reviewed [1,3]. Since this 
date, not only have biochemical researches continued, but many new genetic and physi- 
ological aspects have been developed. In the present review, emphasis is placed on the 
more recent results, and already reviewed data are summarized as concisely as possible. 
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2. Genetic analysis 

2. I .  Introduction 

Genetic studies were undertaken to determine the position on the chromosome of the 
genes directly involved in the biosynthesis of peptidoglycan and to determine whether 
they are in any way related to other cell functions, and particularly with cell division, 
Peptidoglycan being an essential component for the survival of the bacterial cell, any mu- 
tation specifLing an enzyme catalysing a step in the formation of its monomer unit will be 
characterized by a phenotype of osmotic fragility or cell lysis. Therefore, only condi- 
tional-lethal mutations can be considered. Temperature-sensitive mutants showing lysis at 
the restrictive temperature were isolated from E. coli [4-71. Growth of several mutants 
was restored by addition of an osmotic stabilizer. Temperature-sensitive mutants of S. 
aureus with defective cell wall biosynthesis were differentiated from other ts mutants by 
their requirement for osmotic stabilization [8,9]. Biochemical analyses (accumulation of 
precursors and enzyme assays) showed that many mutations involved genes coding for 
precursor synthetases [4,6,8,9]. Similar deficiencies were described in L-phase variants of 
different Gram-positive bacteria [see 1 for references]. 

2.2. Genetic analysis of the E. coli system 

In E. coli, the genes directly involved in the assembly of the peptidoglycan unit (Fig. 1) 
have now been identified, cloned and sequenced. Initially, a number of these genes were 
mapped with the help of temperature-sensitive mutants not forming peptidoglycan at 42°C 
[5-71 and were found to be in two clusters designated as mra and mrb. The mra cluster is 
located at 2 min on the E. coli chromosome and contains genes murC, murE, murF and 
ddl (Fig. 2) coding for the L-alanine, diaminopimelic acid (A,pm) and D-alanyl-D-alanine 
adding enzymes, and the D-a1anine:D-alanine ligase, respectively [6,11 and refs. therein]. 
More recently the subcloning of this 2-min region enabled the murD gene coding for the 
D-glUtamiC acid-adding enzyme to be identified and located [ 121. Likewise, the genes 
mraY and murC coding for the translocase and transferase which catalyse the formation 
of lipid intermediates I and I1 were identified and located [13,14]. The 2-min region also 
contains genes involved in various steps of the cell division process: pbpB, j i sK ftsQ, 
ftsA, frsZ and envA (Fig. 2). The products of genes pbpB andftsW play a role in the syn- 

E .  co l i  

-fis36-pbpB-murE-murF-mra Y-murD-fis W-mu&-murC-ddl-fsQ-frsA-fsZ-envA-secA - 

B .  s u b t i l i s  

-murE-mra Y-murD-spo VEmurG-ORF2-dds-ORF4-ORF5-sbp-frsA-fisZ- 

Fig. 2. Comparison of the chromosomal organizations of the E. coli 2-min and B. subfilis 133" regions. 
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thesis of septum peptidoglycan (see Chapter 4). With the cloning and sequencing of all 
the genes from pbpB to envA, the organization of this region is now completely elucidated 
and its physical map established [ 14,15,16,18]. The genes are tightly packed and overlap 
in many cases. Homologies were found in the deduced amino acid sequences of the four 
UDP-MurNAc-peptide synthetases, products of murC, murD, murE and murF [ 151. In 
particular, two domains were well conserved, one corresponding presumably to an ATP 
binding site. Although not rigorously proven by null allele experiments, the genes coding 
for the various precursor synthetases are considered unique. However, it has now been 
established that there are two distinct ddl genes (ddlA and ddlB) encoding ligases which 
catalyse the formation of D-ahyl-D-alanine [ 191. Gene ddlB is located immediately 
downstream of murC [20], whereas ddlA is located in the 6-min region (K.E. Rudd, per- 
sonal communication). There is 35% homology between the DdlA and DdlB enzymes. 
The ddlA gene was initially described in S. typhimurium [21]. 

The mrb cluster, approximately located at 90 min close to urgH and metB, was initially 
found to probably contain the murA and murB genes coding for the transferase and the 
reductase, respectively, which catalyse the two-step synthesis of UDP-MurNAc [5,6, 
221. However, the two genes were not precisely mapped. Recently, the physical and 
genetic mapping of murB was accomplished after its subcloning [23,24]. It is located 
at 89.9 min immediately upstream of gene birA in a previously sequenced region of 15 kb 
(btu-rpoBC), in which all genes had been identified except one OW. Subsequently, this 
ORF was identified unambiguously as the murl gene encoding the glutamic acid racemase 
[25-271. Apparently no murA gene was located in the 15-kb fragment consider- 
ed around 90 min. More recently, a gene encoding the transferase was cloned, sequenc- 
ed, and mapped to 69.3 min on the E. coli chromosome [28]. It was designated as murZ 
to distinguish it from the murA gene. The different map positions of murA and murZ 
could suggest that E. coli may yet have two UDP-GlcNAc-enolpyruvyl transferases [28]. 
The gene for the transferase from E. cloacae was also recently cloned and sequenced 
[29]. There is a very high homology between the amino acid sequences of the two 
enzymes. 

2.3. Genetic analysis of the B. subtilis system 

A cluster homologous to the mra region of E. coli was found in B. subtilis [30-331. 
Analysis of the primary structure of the product of cell division genefisW of the 2-min 
region of E. coli (Fig. 2) indicated high homology with the SpoVE protein, which func- 
tions in some way in the formation of the spore cortex of B. subtilis, and with the RodA 
protein which functions in the cell growth of E. coli [31,32,34]. When genes flanking 
spoVE located at 133" on the chromosome of B. subtilis were cloned and sequenced, the 
predicted amino acid sequences of their products appeared homologous to those of the 
murE, mraY, murD and murG gene products of E. coli [30,31,33]. The transcription of 
murD, spoVE and murG was analysed during growth and sporulation [31]. Insertional in 
vitro mutagenesis of the region revealed that murD and murG are essential for normal 
vegetative growth of B. subtilis, but spoVE is only required for sporulation [31]. Genes of 
B. subtilis involved in the growth and division of the cell have so far not been studied as 
extensively as have those in E. coli. However, recently homologues of the E. coli cell di- 
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vision genesftsA andjisZ were located close to and downstream of spoVE in B. subtilis 
[35 and refs. therein]. A possible alignment of the genes of the m a  region of E. coli and 
of the murE-ftsZ region of B. subtilis is shown (Fig. 2). These results suggest the evolu- 
tionary relationship among genes involved in peptidoglycan synthesis, cell division and 
sporulation. 

3. Biochemical studies 

3. I .  Introduction 

The elucidation of the pathway leading to the complete peptidoglycan unit was estab- 
lished by isolating and characterizing the muramic acid containing precursors, and by de- 
veloping a specific in vitro assay for the enzymatic activity catalysing each step [ 1,3]. 
Assays involving more than one step have also been developed. The most important one 
concerns the in vitro formation of polymerized peptidoglycan material from UDP- 
GlcNAc and UDP-MurNAc-pentapeptide as substrates, initially developed with particu- 
late preparations from S. aureus [36,37]. This assay has thereafter been used in many in- 
stances with various cell-free systems (particulate preparations, crude cell walls, ether- or 
toluene- treated cells) and implies the transitory formation of the lipid intermediates (see 
[ 1,3] for references]. More recently, multi-enzyme assays for peptidoglycan synthesis in 
ether-treated E. coli cells were developed to include all enzymatic steps from UDP- 
GlcNac [38] or UDP-MurNAc-tripeptide [39]. Such assays are convenient for the 
screening of potential inhibitors. 

3.2. The uridine nucleotide precursors 

UDP-MurNAc precursors were originally found to accumulate in penicillin-treated cells 
of S. aureus [40] from which they were isolated and characterized [41]. Similar nucleo- 
tide precursors were shown to be present in a variety of both Gram-positive [42-45] and 
negative bacteria [46,47 and refs. therein]. These nucleotides accumulate not only in an- 
tibiotic-treated cells but also in resting cells [48,49], in glycine-treated cells [50] and in 
conditional-lethal mutants with altered enzymes of the pathway [4,6,8,9,11 and refs. 
therein; 1321. They can be quantitatively recovered from whole cells by various extraction 
techniques (boiling water, trichloroacetic acid, formic acid) [4,10,4 1,47,49,5 1,521. Owing 
to their possible degradation by endogenous hydrolases, the use of lysed cells should be 
avoided [53]. The nucleotide precursors were initially purified from crude extracts by ion 
exchange chromatography, adsorption on and elution from charcoal, and paper chroma- 
tography or electrophoresis. It was later shown that they could be separated from the other 
low molecular weight cell metabolites by gel filtration on Sephadex G25 [44]. More re- 
cently, reverse phase HPLC techniques were introduced [54]. The association of the gel 
filtration and HPLC techniques has led to convenient methods for their quantitative 
analysis and preparation [52,55,56]. 
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3.3. Membrane precursors 

The detection, quantitative analysis and preparation of the lipid intermediates of pepti- 
doglycan synthesis are difficult problems that have attracted too little attention to date. 
The main reasons are undoubtedly their very low cell content, their amphipathy and also 
presumably to some extent their lability. They were originally detected by paper or col- 
umn chromatography after formation from UDP-MurNAc-pentapeptide and UDP- 
GlcNAc in cell-free systems [57,58] or after their specific in vivo radiolabelling [59-61]. 
However, these techniques do not distinguish between lipid intermediates. More recently, 
lipids I and I1 were quantitatively analysed in E. coli by techniques involving partial hy- 
drolysis, chemical reduction and HPLC [ 14,61431. Furthermore, small amounts (ca. 
30 nmol) of lipid I were secured after its accumulation in cell-free systems from S. aureus 
[64] or B. megaterium [65]. Lipid I1 was secured in much larger amounts after its accu- 
mulation in cell-free systems from M. luteus [66] and E. coli [63,67]. Similarly, tripeptide 
lipid I1 was recently accumulated and purified [63]. 

3.4. Modified precursors 

In principle, the most simple structure for bacterial peptidoglycan is that of a hetero- 
polymer in which the linear glycan strands have repeating disaccharide peptide units and 
in which the peptide cross-bridges are directly established between two monomer units 
(see Chapter 2). However, in many organisms, if not in all, the final peptidoglycan mate- 
rial has one or more additional structural feature: modifications of the hexosamine resi- 
dues (O-acetylation, O-phosphorylation, N-glycolylation, 1,6-anhydro-MurNAc cycliza- 
tion, etc.); modifications of an amino acid residue of the peptide moiety by amidation or 
by addition of another amino acid; formation of more or less complex indirect cross-link- 
ages [ 1,3]. These modifications are introduced at different steps of peptidoglycan synthe- 
sis. A few occur at the level of the nucleotide precursors [68-701. Others occur at the 
level of the lipid intermediates as clearly established in a few instances [ 1,3]. However, as 
far as we are aware, no such modified lipid intermediate has yet been accumulated and 
isolated. Finally, a number of modifications are concomitant with the polymerization re- 
actions or take place thereafter (see Chapter 4) [ 1,3]. 

3.5. Precursor synthetases 

The enzymes catalysing the formation of the various peptidoglycan precursors have been 
investigated in one bacteria or another [I]. Most have at least been partially purified, but 
only a few to homogeneity, owing presumably to their low cell content and instability. In 
recent cases, the overproduction by genetic engineering has been extremely useful. 

The UDP-GlcNAc-enolpyruvyl transferase activity was initially detected in cell ex- 
tracts from S. aureus and E. cloacae by the transfer of enolpyruvate to UDP-GlcNAc 
[71,72]. It was partially purified from Micrococcus iuteus [73] and S. epidermidis [74], 
and to homogeneity from E. cloacae [29,75] and E. coli [28]. The reaction it catalyses is 
reversible [73] and moreover specifically and irreversibly inhibited by fosfomycin [76]. 
The UDP-GlcNAc-enolpyruvate reductase was partially purified from E. cloacae [77] 
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and S. aureus [78], and to homogeneity from E. coli [79,80]. In all cases, NADPH is used 
as cofactor. 

The synthetases which catalyse the assembly of the peptide moiety of the peptidogly- 
can unit all appear as cytoplasmic. Their possible in vivo association has not yet been 
examined. The L-alanine-adding activities from B. cereus [81], B. subfilis [81], E. coli 
[82] and S. aureus [83] were investigated. In the four cases, the activity was markedly 
stimulated by reducing agents. The D-glUtamiC acid-adding enzyme was partially purified 
from S. aureus [84] and totally from E. coli [85]. The synthetases catalysing the addition 
of the third amino acid (usually A,pm or L-LYS) were investigated in a number of in- 
stances [l] .  The A,pm or L-Lys-adding enzymes from B. cereus [86], B. sphericus [87], 
C. xerosis [49,88], E. coli [89,90] and S. aureus [49,91] were partially purified. The D- 
alanyl-D-alanine-adding activities from B. subtilis [92], E. coli [93,94], S. aureus [95] and 
S. faecalis [96] have been investigated. The enzyme was totally purified from E. coli [94]. 

These nucleotide peptide synthetases all catalyse the formation of a peptide bond 
which is coupled with the cleavage of ATP into ADP and inorganic phosphate. It is there- 
fore reasonable to speculate that they all operate by an essentially similar mechanism. 
This would most likely entail carboxyl activation of a C-terminal amino acid residue of 
the nucleotide substrate to an acyl-phosphate intermediate followed by nucleophilic attack 
by the amino group of the condensing amino acid or dipeptide, with the elimination of 
phosphate and subsequent peptide bond formation. The reversibility of the reaction was 
established directly with the reaction products in a number of instances [84-86,90,92]. 
Another approach has been to examine the exchange reaction between the amino acid or 
dipeptide substrate and the nucleotide reaction product [84,86,90,92]. No reverse or ex- 
change reaction was observed with the L-lysine-adding activity from S. aureus [91]. ADP- 
ATP or ATP-Pi exchange reactions were described for the D-alanyl-D-alanine-adding en- 
zymes from B. subfilis and E. coli [91,93]. 

The translocase activity catalysing the formation of lipid I was investigated in S. 
aureus [64], M. luteus [97] and E. coli [98] and these results were reviewed in detail [ I ] .  
In the three cases, the transferase reaction is filly reversible. The activity was also found 
to catalyse an exchange reaction between UMP and UDP-MurNAc-pentapeptide. The 
lipid requirements for both the transferase and exchange reactions were investigated 
[64,97,98]. Moreover, the importance of the micro-environment was studied in detail in 
the case of the S. aureus [99 and refs. therein]. Recently, the translocase from E. coli has 
been identified as the product of gene mraY [ 131. The base sequence indicated a high hy- 
drophobicity of the MraY protein, which has regularly repeated hydrophobic and hydro- 
philic domains, strongly suggesting that the protein spaces the cytoplasmic membrane 
several times. The translocase reaction is inhibited by tunicamycin [ 1,3] and by murei- 
domycin A [ 1001. The transferase which catalyzes the formation of lipid I1 was investi- 
gated in M. luteus [ 1011 and S. aureus [102]. It was purified from B. megaterium [65]. 
This latter activity was markedly stimulated by the presence of a crude lipid extract. 
Recently, the transferase of E. coli, identified as the product of the murG gene [ 141, was 
found to be mainly present in particulate fractions even upon high overproduction. 
However, the hydrophobicity analysis of its deduced amino acid sequence [ 103, I041 
failed to indicate any transmembrane region, It was also shown that the transferase was 
associated with the cytoplasmic face of the inner membrane [ 1051. 
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The enzymatic mechanism by which L)-glutamic acid is produced in bacteria has been 
investigated in a limited number of species. Two different routes for D-glutamic acid bio- 
synthesis were identified: (i) a transamination process catalysed by a D-amino acid tran- 
saminase using D-alanine and a-ketoglutarate, as demonstrated in BuciNus species 
[ 106,107]; or (ii) a direct conversion of L-glutamic acid to D-ghtamiC acid by a glutamate 
racemase, as observed in E. coli [26] and in Lactobacillus and Pediococcus species 
[ 108-1 lo]. D-Alanyl-D-alanine is formed from L-alanine via D-alanine. A racemase con- 
verts L-alanine into D-alanine and a ligase catalyses the formation of the dipeptide [ I ,3]. 
D-A1anine:D-alanine ligases were purified from E. coli [19,11 I], S. typhimurium [ I  121, S. 
aureus [95] and S. faecalis [ 113,1141 and their properties investigated. This activity is 
inhibited by D-CyClOSerine [ 1,761 and the reversibility of the reaction was established 
[92,113]. The mechanism of the reaction was extensively studied with the ligase from S. 
typhimurium [ 1 15,1161. 

3.6. Specijkity of the precursor synthetases 

Studies of the specificity of the UDP-MurNAc-peptide synthetases were carried out with 
isolated activities or in some instances by examining the in vivo incorporation of unusual 
constituents into peptidoglycan. The specificity for the amino acid or dipeptide substrate 
can vary with the bacterial species and the position considered in the pentapeptide se- 
quence. At position 1, it was shown that the L-alanine adding enzyme can catalyse the 
addition of glycine or serine to UDP-MurNAc [81-831. The growth of S. aureus in the 
presence of glycine will also lead to the replacement of L-alanine at this position by this 
amino acid [50 and refs. therein]. The specificity of the D-glUtamiC acid-adding enzyme 
for D-glutamic acid appears very strict, at least when the activity from E. coli [85,117] or 
S. aureus [84] was examined. The meso-A2pm adding-enzyme from E. coli will not ac- 
cept L-lysine [9 1,  I 181, but LL-A,pm, cystathionine and lanthionine are substrates 
[88,119,120]. Conversely, the lysine adding-enzyme from S. uureus will not accept A,pm 
as substrate [91,1 181. Such a strict specificity was also encountered in C. poinsettiae 
[ 1211. The specificity of the D-alanyl-D-alanine-adding enzyme for the dipeptide has been 
extensively investigated [39,96]. Many dipeptides can substitute for D-alanyl-D-alanine. 
Recently, the enzyme from E. coli was shown to accept the D-alanyl-D-lactic acid dep- 
sipeptide as substrate with the same efficiency as D-alanyl-D-alanine [ 1221. 

Each UDP-MurNAc-peptide synthetase of a given strain is specific for its nucleotide 
substrate and will not accept any of the other nucleotide precursors of the pathway as 
substrate. However, it can accept certain structural modifications of its nucleotide sub- 
strate. For instance, the replacement of the uracil moiety by dihydrouracil [89,117] or 
fluorouracil [ 123 and refs. therein], or that of one of its amino acid residues by another 
[50,119-121] can still lead to good substrates. The phospho-MurNAc-L-Ala used as sub- 
strate by the D-glutamic acid-adding enzyme from E. coli represents the most important 
substrate modification yet encountered for these synthetases [ 1171. The fairly high speci- 
ficity of the UDP-MurNAc-peptide synthetases for their nucleotide substrate was further 
substantiated by the study of the inhibitory effects of structural analogues mimicking to 
various extents one part or another of these precursors [89,117]. Structural requirements 
for a good interaction were defined and it was concluded that the integrity of the whole 
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structure of the precursor was more or less required for a proper recognition by the en- 
zyme. 

The specificities of the translocase and transferase which catalyse the formation of 
lipid intermediates I and I I  have been examined only to a limited extent. The translocase 
can accept various modifications of the peptide moiety of its nucleotide substrate: shorter 
or longer peptide chains, substitution of an amino acid by another one. These results were 
obtained with cell-free systems from Gram-positive bacteria (see [I]  for references) and 
E. coli [63 and refs. therein] or by observing the incorporation of unusual amino acids 
into the pathway [50,119,120]. Regarding other parts of the nucleotide substrate, it was 
found that fluoro-UDP-MurNAc pentapeptide was not an effective substrate for the 
translocase [ 1231. Certain modifications of the peptide moiety of the peptidoglycan unit 
will also be accepted by the transferase since they are encountered in the final peptidogly- 
can material [50,119,120]. 

The specificity of the D-a1anine:D-alanine ligase was studied with the enzyme from S. 
faecalis [124] which accepts only D-aminO acid or glycine. The study of its donor and 
acceptor sites showed that the specificity is high for the D-aminO acid in the N-terminal 
residue and low in the C-terminal residue of the dipeptide. Moreover, dipeptides glycyl-D- 
alanine and D-alanyl-glycine are presumably formed in vivo by the ligase when S. aureus 
cells are grown in the presence of a high concentration of glycine [50]. Another important 
modification of the dipeptide metabolism is the substitution of D-alanyl-D-alanine by D- 
alanyl-D-lactic acid depsipeptide upon induction of the resistance to vancomycin in 
Enterococci [ 1251. In this case, a new ligase is induced [ 1261 and the normal D-alanyl-D- 
alanine synthesis is repressed [ 101. 

In the pathway of a given bacterial species, the specificities of the various synthetases 
differ from one another. This will have a restrictive effect limiting possible structural 
variations in the final peptidoglycan unit and thus assure the preservation of its structure 
~ 3 1 .  

4. Physiological studies 

4.1. Introduction 

The possibility of quantitatively analysing precursor pool levels and the availability of 
accurate enzymatic in vitro assays for most of the steps of the pathway have opened the 
way to more systematic investigations of its in vivo functioning. The main approaches 
have dealt with the study of the variations of the precursor pool levels and of the specific 
activities of their synthetases under various conditions. Another useful approach has been 
the study of the variations of precursor pool levels upon treatment with specific antibiot- 
ics interfering at different steps of the pathway or by the use of specific mutants. Further 
interesting data were obtained by comparing of pool levels, K,,, values and rates of pepti- 
doglycan synthesis. To date, most of this work has concerned E. coli. 

4.2. Precursor pool levels 

The pool levels of the cytoplasmic precursors were determined under various conditions 
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[52,55,56,127,128]. In exponential-phase cells, minor differences were observed with 
growth rates [52] and between different E. cofi strains [127]. Moreover, a similar distri- 
bution of the nucleotide precursors was encountered in B. megaterium [129]. Among the 
nucleotide precursors, UDP-GlcNAc and UDP-MurNAc-pentapeptide are at the highest 
cell concentrations, whereas UDP-GlcNAc-enolpyruvate is at a surprisingly low level 
(Table I). This latter nucleotide was only recently detected in vivo, isolated and quantified 
[55]. Previously, it had been obtained by in vitro synthesis from UDP-GlcNAc and char- 
acterized [72,130]. In stationary phase cells, a sharp depletion of certain nucleotide pre- 
cursors was observed in cells grown in glucose overnight [128]. The pool levels of the 
lipid intermediates have been investigated only to a very limited extent. Recently, the cell 
contents of lipids I and II in E. cofi were estimated at 700 and 2000 copies per cell, re- 
spectively [63]. 

When the pool levels of the various peptidoglycan precursors are compared to the av- 
erage rate of synthesis of the macromolecule, which is ca. 1000 units per second per cell 
for E. coli growing on glucose [56], the turnover rate of the most abundant nucleotide 
(UDP-GlcNAc and UDP-MurNAc-pentapeptide) is a few minutes, whereas that of the 
less abundant precursors is only a few seconds. Consequently, the blocking of any step of 
the pathway will lead to rapid depletion of the pool of the downstream precursors, to a 
concomitant accumulation of upstream precursors and to the slowing down or arrest of 
peptidoglycan synthesis. A given step of the pathway can be inhibited by the use of con- 
ditional mutants [4,6,8,9] or in some cases by a specific antibiotic [ 1,761. However, not 
all steps of the pathway are amenable to inhibition by antibiotics. This is surprisingly the 
case for the four UDP-MurNAc-peptide synthetases which nonetheless catalyse very 
specific reactions. The study of the accumulation of precursors has been a well estab- 
lished procedure for characterizing the target of antibiotics suspected of interfering with 
peptidoglycan metabolism [ 1,761. 

TABLE 1 

Pool levels of peptidoglycan precursors in E. coli K-12 (exponential-phase cells grown in minimal glucose 
medium) 

Pool levels, concentration 

UDP-GlcNAc 
UDP-GlcNAc-enolpyruvate 
UDP-MurNAc 
UDP-MurN Ac-LAla 
UDP-MurNAc-dipeptide 
UDP-MurNAc-tripeptide 
UDP-MurN Ac-pentapeptide 
D-Alanine 
L-Alanine 
DGlutamic acid 
Diaminopimelic acid 
DAlanyl-Dalanine 
Lipid I 
Lipid II 

12.5 x 10-5 
2.5 x 10-6 
4.6 x I O - ~  
1.4 10-5 
1 . 1  x 10-5 
0.6 10-5 

17.5 10-5 
5 x 104 
s x I O - ~  
I x I O - ~  
7.5 x 10-4 
2.5 x lo4 

<700 copies per cell 
100&2000 copies per cell 
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4.3. Levels of synthetase activities 

The specific activities of the synthetases of the uridine nucleotide precursors and of the D- 
alanyl-D-alanine ligase were determined under various growth conditions [56,128,13 11.  
Little variation with the growth rate was observed. This result suggested that these ac- 
tivties may be constitutive. In fast-growing cells, certain of the specific activities deter- 
mined in vitro appeared as corresponding approximately to the amounts of in vivo syn- 
thesized peptidoglycan if pseudo-physiological conditions were considered [52,55]. 
Otherwise, and especially in slower growing cells, these activities are in excess. The 
maintenance of a high capacity to synthesize peptidoglycan precursors could be an advan- 
tage for survival when cells are submitted to a rapid shift-up. This was further emphasized 
by the fact that overnight stationary phase cells retained at least 50% or more of these 
activities [56,128]. Possible variations of the translocase and transferase activities 
catalysing the formation of the lipid intermediates have not yet been examined. 

4.4. In vivo functioning of the pathway: regulatory mechanisms 

From our present knowledge of the precursor synthetases and pool levels a number of 
features of the in vivo functioning of this pathway have emerged, at least for exponential 
phase cells of E. coli. The rate of synthesis of the peptidoglycan will vary several fold 
between fast and slow growing cells [56]. This can be brought about by variations in the 
synthetase activities or in the rate of input of substrates or both. Since the enzymatic ma- 
chinery is more or less constitutive, the control of the synthetase activities could involve 
cell effectors. A mechanism of this type was proposed for the regulation of the pathway 
by feed-back inhibition of its first step. In vitro experiments have shown that the UDP- 
GlcNAc-enolpyruvyl transferase activity from several bacterial species is ca. 50% inhib- 
ited by its reaction product at lo4 M [55], by UDP-MurNAc at M [55,74] and by 
UDP-MurNAc-tripeptide or UDP-MurNAc-pentapeptide at 5 mM and higher [55,75, 
1321. However, the cell concentrations of these precursors in E. coli growing cells (Table 
I) are 20-200-fold lower than the IC,, values. Therefore, this mechanism could perhaps 
have a physiological significance only in the case of extremely high levels of precursor 
accumulation. This is further substantiated by the fact that high levels of UDP-MurNAc 
pentapeptide can accumulate to a high level in S. aureus upon inhibition of peptidoglycan 
polymerization by vancomycin [ 1021. Similarly, the 50% inhibition of the D-Glu-adding- 
enzyme by its product UDP-MurNAc-L-Ala-D-Glu or of the A,pm-adding enzyme by its 
product UDP-MurNAc-tripeptide, both observed in vitro at 1 mM [52], is also probably 
of little physiological significance. When the synthesis of A,pm or D-alanyl-D-alanine was 
inhibited by antibiotics [ 128,1331 the high accumulation of UDP-MurNAc-dipeptide or 
UDP-MurNAc-tripeptide closely paralleled the deficiency of synthesized peptidoglycan 
and very limited or no accumulation of the upstream nucleotides was observed. This 
indicated the absence of a slowing down of any upstream step at least during the lapses of 
time considered. 

If the rate of peptidoglycan synthesis is dependent on the rate of input of substrates 
into the pathway, a distinction must be made between those like PEP, ATP, L-alanine and 
A,pm which are generally at a cell concentration saturating the corresponding synthetases 
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and those like the nucleotide precursors (other than UDP-MurNAc-pentapeptide), D - ~ I u -  
tamic acid and D-alanybalanine which are at cell concentrations lower or close to the 
K,, values of the corresponding synthetases [52,55,85,90,94]. The substrates of the first 
type also play a role in other metabolic pathways, whereas those of the second type are 
specific of the biosynthesis of peptidoglycan. If only the second type of substrates are 
considered, the question arises as to whether the side-pathways leading to D-glutamic acid 
and D-alanyi-D-alanine have a limiting effect. A control of the pool of D-alanyl-D-alanine 
by product inhibition of the D-alanine:D-ahnine ligase activities has been investigated. 
This effect was observed with crude extracts and partially or totally purified activities 
from E. coli [19,128,131]. It was studied in detail with the ligase from S. faecalis [ I  131. 
The ligase specific activity does not vary greatly with growth conditions [ 1281 and is thus 
generally in excess. It has been proposed that its tight regulation is necessary to prevent 
the L-alanine cell pool from being converted to D-alanyl-D-aianine via D-alanine [3]. This 
mechanism controls the excess input of dipeptide but does not seem to limit the formation 
of UDP-MurNAc-pentapeptide since the pool of UDP-MurNAc-tripeptide is at a fairly 
low level (Table I). Recent results [26] suggest that in E. coli, the formation of D-glutamic 
acid is also adjusted to the sole requirements of peptidoglycan synthesis by a mechanism 
which presumably avoids an excess conversion of L-glutamic acid into its D-form, but 
which does not, however, limit the formation of UDP-MurNAc-L-Ala-D-Glu, since the 
UDP-MurNAc-L-Ala pool is also at a low level (Table I). 

The relatively high pool level of UDP-MurNAc-pentapeptide (Table I )  is presumably a 
consequence of the reversibility of the reaction leading to lipid 1 (Fig. 1) in which the 
equilibrium is greatly in favor of the nucleotide precursor [64,97,98]. In E. coli growing 
cells, the ratio of UDP-MurNAc-pentapeptide to lipid I was estimated at 140:l [I41 or 
300:l [62]. This could explain why the pool of lipid 1 is so low. Furthermore, UDP- 
MurNAc-pentapeptide is apparently at a saturating concentration for the translocase cata- 
lysing the formation of lipid I since its cell concentration (>lo-" M) [52] is quite higher 
than the K,,, value of ca. M [98]. The rate of formation of lipid I could therefore 
eventually be dependent on the pool level of undecaprenyl-phosphate. The question re- 
mains as to why the pool of lipid I has to be so low (Table I). It can be speculated that it is 
essential to limit the pools of the lipid intermediates in order to avoid a too low pool of 
undecaprenyl phosphate, which is perhaps only a few fold higher than that of lipids I or I1 
[63] and which is used for the synthesis of other cell wall polymers. A second possibility 
is that higher pool levels of the lipid intermediates could be incompatible with the stabil- 
ity of the membrane. Finally, it should be considered that lipid intermediate pool levels 
(Table 1) imply very fast rates of turnover of ca. 1 s. This raises the question as to whether 
these intermediates freely diffuse over the whole membrane or whether they are associ- 
ated with the translocase and transferase which are membrane bound. In this latter case, 
there could in some way be a coupling between these two activities and also with the sub- 
sequent transport of lipid I1 across the membrane and it use in the polymerization reac- 
tions. Evidence for lipid intermediate-protein interactions which could indicate an asso- 
ciation with the translocase in a peptidoglycan synthesizing complex has been brought 
with S. aureus [99 and refs. therein]. 

The fact that all the nucleotide precursors between UDP-GlcNAc and UDP-MurNAc- 
tripeptide ark not at saturating concentrations for their respective synthetase suggests an 
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unrestricted functioning of the pathway up to UDP-MurNAc-pentapeptide and therefore 
its dependence upon the rate of input of UDP-GlcNAc, which is controlled at some yet 
unidentified upstream step. Interestingly, the inhibition of protein synthesis was shown to 
lead to considerable increases in the pool levels of UDP-GlcNAc and UDP-MurNAc-pen- 
tapeptide [ 1271. This effect not only further stressed the unrestricted functioning of the 
intermediate steps, but also provided an explanation of how an inhibition of protein syn- 
thesis can insure the formation of enough UDP-MurNAc-pentapeptide to sustain pepti- 
doglycan synthesis at a rate that will antagonize fosfomycin- or D-cycloserine-induced 
lysis [128,134]. The possible involvement of the relA gene product in the regulation of 
the system has also been examined [ 127,1351. 

5. Conclusion 

The rapid progress made recently in genetic analysis of the biosynthesis of the pepti- 
doglycan unit, initially in E. coli and more recently in B. subtilis, is noteworthy. The clus- 
tering of many of the genes in this pathway with genes involved in septation as well as the 
similarities between E. coli and B. subtilis organization are fascinating features. More de- 
tailed studies of the transcription of all these genes must now be developed. The possibil- 
ity of overproducing any precursor synthetase by genetic engineering has already led to 
the purification to homogeneity of a few of them. In turn, the availability of large amounts 
of purified synthetases will lead to the development of detailed studies of the mechanism 
of the reactions they catalyse. This could open the way to the design of efficient inhibitors 
based on mechanistic considerations and perhaps subsequently to new antibacterial 
agents. The genetic engineering approach will also be of great help for studying the or- 
ganization of the translocase and transferase in the membrane. 

Undoubtedly, under certain physiological, antibacterial, or mutational constraints, the 
peptidoglycan of a given bacteria can undergo structural modifications. The extent of 
such variations is still poorly understood. Further studies of the specificities of the precur- 
sor synthetases could perhaps help to better define some of the limits of these structural 
variations. The determination of the precursor pool levels under various conditions has 
led, at least in E. coli, to a first synoptic view of the in vivo functioning of this pathway 
between UDP-GlcNAc and UDP-MurNAc pentapeptide. UDP-GlcNAc appears as a cru- 
cial point in the regulation of the pathway. Its formation and its dependency upon protein 
synthesis will have to be analysed in greater detail. The analysis of the pools of the differ- 
ent lipid intermediates also appears as essential to the understanding of the functioning of 
the membrane steps. This will imply the development of new efficient analytical methods 
and of detailed studies of the membrane organization of both the enzymes and the lipid 
intermediates. 
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CHAPTER 4 

Utilization of lipid-linked precursors and the formation 
of peptidoglycan in the process of cell growth and 
division: membrane enzymes involved in the final 

steps of peptidoglycan synthesis and the mechanism 
of their regulation 
MICHIO MATSUHASHI 

Department of Biological Science and Technology, Tokoi Universiw, School of High Technology for  
Human Welfare. Nishino 31 7, Numazu-shi, Shizuoka-ken, 410-03 Japan 

I .  Introduction: the general scheme of peptidoglycan biosynthesis through the 
formation of undecaprenyl-pyrophosphate-linked intermediates 

Peptidoglycans are basic constituents of bacterial cell walls. Their structure is common to 
most eubacteria. However, there are certain divergences among the peptidoglycans char- 
acterizing various species of bacteria. Moreover, they are also thought to differ according 
to the topology of the cell. The enzymes and enzymatic reactions involved in their bio- 
genesis and the mechanism of their regulation are therefore diverse to a certain extent 
among various species and stages of their cell cycles. 

The major pathway of peptidoglycan synthesis ii-om the nucleotide precursors and 
genes or proteins involved is illustrated in Fig. 1 with Escherichiu cofi, a Gram-negative 
bacilli form bacterium which has been studied most extensively [ 1,2], as an example. The 
pathway consists of (1) formation of UDP-MurNAc-pentapeptide (MurNAc, N-acetylmu- 
ramate) through a sequence of cytoplasmic enzyme reactions, (2) transfer of MurNAc- 
pentapeptide to undecaprenyl-phosphate on the membrane and addition of GlcNAc to 
form undecaprenyl-pyrophosphate-linked disaccharide (GlcNAc-MurNAc)-pentapeptide 
(L-Ala-D-Glu-meso-A,pm-D-Ala-D-Ala) (A,pm, diaminopimelate), and (3) transfer of di- 
saccharide-pentapeptide residues to form peptidoglycan. This final step of the biosynthe- 
sis consists of polymerization of the repeating unit disaccharide-pentapeptide 
(transglycosylation) and penicillin-sensitive formation of crosslinkages between the 
amino terminal of meso-A2pm (D-center) and the carboxy terminal of the penultimate D- 
alanine residue of the pentapeptide side chains, with removal of one molecule of the ter- 
minal D-alanine residue of the pentapeptide for each crosslinkage formed (trans- 
peptidation). In addition, reactions for preparation of the acceptor peptidoglycan and 
peptidoglycan maturation may occur. The degree of crosslinking of peptidoglycans in the 
cell wall is usually 20-30%, that is, about one A,pm residue out of four is involved in the 
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Fig. I .  The major pathway of peptidoglycan synthesis in E. coli, showing the genes and proteins involved. The 
release of the terminal phosphate residue of undecaprenyl pyrophosphate has not yet been thoroughly studied. 

crosslinking. Differences in the enzymes involved in the synthesis are believed to cause 
topological differences in the fine structure of the peptidoglycan network [3]. 

In Gram-positive bacteria, the peptidoglycan forms a thick multilayer and is chemi- 
cally more diverse than in Gram-negative bacteria. Its biosynthesis may subsequently 
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diversifL still further. The peptidoglycan of Staphylococcus aureus contains D-iS0glU- 
tamine and L-lysine residues in its tetrapeptide side chain [4] and is almost 100% 
crosslinked, that is, every &-amino group of L-lysine participates in crosslinkage. 
Moreover, the &-amino group of L-lysine and the carboxyl group of D-ahine are 
crosslinked by a pentaglycine bridge [4]. During biosynthesis, the pentaglycine moiety is 
formed on the &-amino group of L-lysine in the lipid-linked MurNAc- or disaccharide- 
pentapeptide [5-71, and then crosslinkage occurs between the amino group of glycine and 
the carboxy group of D-aianine. The de novo synthesis of peptidoglycan and its thickening 
are probably catalyzed by different enzymes [8]. This chapter includes a discussion of 
methicillin-resistant S. aureus because of its current clinical importance. 

2. Early experiments on the enzymatic synthesis of peptidoglycans 

Early experiments on peptidoglycan synthesis were conducted without sufficient attention 
to the genetic background of the biosynthesis [9-161. Particulate membrane fractions had 
been obtained from exponentially growing normal cells, nucleotide-linked radiolabeled 
precursors were added, and the radiolabeled, lysozyme-digestible products assayed. 
Lipid-linked intermediates were isolated in these early experiments by Anderson et al. 
[ 10,11,1 i ] ,  and the lipid was identified as undecaprenyl-pyrophosphate [ 181. The radiola- 
be1 of the nucleotide precursors was incorporated first into hydrophobic materials which 
migrated close to the front of the paper chromatogram with isobutyric acid1 M ammonia 
(5:3) as solvent, and was then converted to the product peptidoglycan which remained at 
the origin of the paper chromatogram. The purified lipid-linked intermediates were also 
used as the substrate for direct assay of the transglycosylase activity [ 1 1,19-291. 

The products formed with membrane preparations from cells of S. aureus or 
Micrococcus lureus (previously called M. lysodeikticus) were linear peptidoglycan chains 
lacking crosslinkages (transglycosylation) [5,6,9-111. However, by using particulate 
membrane preparations of E. coli cells [ 14-1 61, the biosynthesis of crosslinked pepti- 
doglycans, the mechanism of crosslinking, and the mode of action of penicillin that inhib- 
its this reaction were elucidated. The membrane preparations of E. coli displayed activi- 
ties of both transglycosylase and transpeptidase. The product peptidoglycan was 
crosslinked to a reasonable degree (slightly less than 20% as estimated by later research) 
and the crosslinking reaction was inhibited by /?-lactam antibiotics, penicillins and 
cephalosporins [ 14,151. The transpeptidase reaction caused concomitant release of D- 
alanine, which was also inhibited by /?-lactam antibiotics. Although the release of one 
molecule of D-alanine per crosslinking reaction was expected, the value observed always 
exceeded the extent of crosslinking. Another reaction causing the release of D-alanine 
from UDP-MurNAc-pentapeptide, lipid-linked intermediates and the product peptidogly- 
can was identified [ 14,151. This D-aianine carboxypeptidase reaction was thought to 
maturate the peptidoglycans by terminating the formation of crosslinkages. In fact, multi- 
ple D-aianine carboxypeptidase activities were present in E. coli [30,3 11. 

Formation of the crosslinked peptidoglycan in S.  aureus and M. lureus with concomi- 
tant release of D-aianine was also subsequently demonstrated by Mirelman et al. [32,33], 
using preparations of a cell wall-membrane complex [32,33]. In both of these reactions, 
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the transglycosylation and transpeptidation in the cell membrane-wall system of these 
bacteria seemed to be sensitive to penicillin [32,33]. The results suggested that in M. 
luteus and 5’. aureus, formation of the crosslinkage between pre-existing peptidoglycan in 
the cell walls and a newly synthesized fragment of peptidoglycan is required for efficient 
chain extension. However, other experiments jpcorporating radiolabeled glycine or lysine 
into the peptidoglycan of S. aureus cells showed that the formation of uncrosslinked pep- 
tidoglycan in vivo was penicillin-insensitive [6]. 

3. Penicillin-binding proteins are enzymes of peptidoglycan synthesis 

3.1. Detection ofpenicillin-binding proteins 

Suginaka et al. [34] solubilized membranes of several bacteria and separated certain pro- 
teins, which they called penicillin-binding components, by column chromatography. They 
found multiple penicillin-binding components in each bacterial species. These penicillin- 
binding components were thought to be the enzymes catalyzing the peptidoglycan 
crosslinking reaction, but it was not understood why there were multiple penicillin-bind- 
ing components. In 1975, Spratt and Pardee [35] utilized the new technique of protein 
separation by sodium dodecylsulfate polyacrylamide gel electrophoresis (SDS-PAGE) 
[36] and fluorography for the detection of membrane proteins binding penicillins 
(penicillin-binding proteins, PBPs). They separated six E .  coli PBPs which they named 
PBPl to PBP6 (PBPI to 3 being the higher and PBP4 to 6 the lower molecular weight 
PBPs). The probable functions of each of the penicillin-binding proteins of E. coli were 
ascertained by isolating mutants of E. coli defective in some of the penicillin-binding pro- 
teins (PBP2 and PBP3) and by binding experiments on specific p-lactam compounds 
(cephaloridine for PBPl , amidinopenicillin mecillinam for PBP2, and cephalexin for 
PBP3) [35,37]. The highest molecular weight PBPl (separated afterwards into PBP I A 
and a group of PBPs, PBPl B-a, -/? and -y) [ 3 8 4 0 ]  was believed to function in cell elon- 
gation, PBP2 in determination of the cell shape, and PBP3 in the formation of septa [37]. 

3.2. PBPlBs of E. coli are two-headed enzymes with activities ofpeptidoglycan 
transglycosylase and penicillin-sensitive trunspeptidase 

The correlation of penicillin-binding proteins and peptidoglycan synthetic enzyme activi- 
ties was, however, first established with PBP 1 Bs by isolation of an E. coli mutant lacking 
in PBPlBs [39]. Membrane preparations obtained fi-om the cells of the PBPIB- mutant 
displayed no peptidoglycan biosynthesizing activity. They lacked not only transpeptidase 
but also transglycosylase activity [39]. At that time, these two enzyme activities were 
thought to be the properties of two different enzymes, the explanation being that the two 
enzyme proteins are so tightly assembled in membranes that a mutation in one of the two 
proteins influences the activity of the other. PBPlBs are rather stable, for instance, 
against heat and detergent treatment [4 I]. Surprisingly, the heat stability of the penicillin- 
binding activity of PBPl Bs and that of the transglycosylase activity of the membrane 
preparations were similar. 
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PBPl Bs were then isolated from membranes of E. coli cells over-producing these pro- 
teins and purified to single proteins. Finally, transglycosylase and transpeptidase activities 
were detected in purified preparations of PBPlBs [19]. Subsequently, it became clear that 
both of these two activities reside in the same peptide chain [ 19-22]. Each component a, 
p and y displayed the two enzyme activities [21,22]. 

The proposed mechanism of synthesis of the crosslinked peptidoglycan catalyzed by 
PBPlBs is shown in Fig. 2 [22]. The peptidoglycan strand probably elongates through 
linkage to undecaprenyl pyrophosphate by transglycosylation and the growing pepti- 
doglycan strands are crosslinked by transpeptidation. 

The transglycosylase activity displayed simple kinetics during incubation time, with 
the degree of crosslinkage of the product formed remaining almost constant at 20-25% 
during the growth of the glycan chain [22,42]. Lysozyme treatment of the product resulted 
mainly in bis(disaccharide-peptide) and disaccharide-peptide [22]. The transpeptidase 
reaction is competitively inhibited by penicillin, a structural analogue of D-ahy1-D- 
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Fig. 2. Transglycosylase and transpeptidase reactions of E. coli PBPlBs  and carboxypeptidase reaction of low- 
molecular-weight PBPs. PBPIB components a, /3 and y are active two-headed enzymes. The enzymatic activi- 
ties of PBPIB component d have not been studied. PBP4 may also function in maturation of peptidoglycan. 
The reducing end of the oligosaccharides is thought to be bound to undecaprenyl pyrophosphate in the mem- 

brane. Reproduced from [22]. 
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alanine [4,43]. On the other hand, penicillin and other p-lactam antibiotics do not inhibit 
but rather significantly enhance the transglycosylase activity at concentrations inhibiting 
the transpeptidase activity [ 15,221. The reason for this enhancement of the transglycosy- 
lase activity of E. coli PBPlBs by penicillin is unknown. 

3.3. Other high molecular weight PBPs of E. coli also display dual enzyme activities 

Membranes of E. coli express multiple transglycosylase-transpeptidase activities which 
are possessed by other higher molecular weight membrane PBPs, that is, 1 A, 2 and 3, yet 
only the activities of PBP 1 Bs among the many PBPs were detected under the conven- 
tional assay conditions [ 14,151. 

Subsequently, all the other higher molecular weight PBPs of E. coli were isolated and 
their transglycosylase and transpeptidase activities were detected either in purified PBP 
preparations (PBP 1 A [20,26,28,29] and PBP3 [27]) or in membrane preparations lacking 
PBP 1 Bs and containing disproportionately large amounts of the target PBP (PBP2 
[44,45] and PBP3 [46,47]). The properties and proposed functions of E. coli PBPs are 
summarized in Table I.  

Specific conditions were required for the enzyme assay of E. cofi PBPs other than 
PBPlBs. Lower pH (pH 6.0) and some divalent metal ions such as cobalt were stimula- 
tive for the activities of PBPlA [26,29]. The enzyme activities of PBP2 required a higher 
pH (pH 8.5) and were stimulated by high concentrations of Mg-EDTA (14-22 mM) 
(EDTA, ethylenediaminetetraacetate) [44,45] while those of PBP3 also required a higher 
pH (pH 8.0) and were stimulated by CoCI, (20mM) and Mg-EDTA (5-15 mM) 
[27,46,47]. At first, for reasons not yet completely understood, utilization of the lipid- 
linked intermediate was not observed in membrane preparations of E. coli and purified E. 
cofi PBPlBs, as in the membranes of Gram-positive bacteria. This difficulty was 
overcome by pretreating the lipid-intermediate with a buffer and methanol [22]. 
Heijenoort and Heijenoort [23] used deoxycholate to effect utilization of the lipid inter- 
mediate. Purified PBPlA and PBP3 from E. coli did not require such pretreatment but 
required lipid-linked intermediates of different purities [29]. This may be one of the 
reasons why other investigators failed to demonstrate their activities [25]. 

3.4. Peptidoglycan synthetic enzyme activities of E. coli PBPlA 

The kinetics of the transglycosylase activity of PBPlA displayed a typical sigmoidal 
pattern as a function of the time of incubation and the degree of crosslinkage increased 
with time of incubation [42]. After prolonged incubation, the product was hyper- 
crosslinked, and the degree of crosslinking reached a maximum of 39%. Lysozyme 
digestion of the hypercrossl inked product caused formation of tris(disaccharide-peptide), 
bis(disaccharide-peptide) and disaccharide-peptide [28]. The crosslinking reaction was 
hypersensitive to most p-lactam antibiotics [20,26,48], but surprisingly, transglycosylase 
activity in this reaction was also strongly inhibited by low concentrations of certain p- 
lactam antibiotics [48]. For example, 0.05 p d m l  of the carbapenem imipenem caused 
50% inhibition of transglycosylase activity. This inhibition of transglycosylase activity by 
0-lactam antibiotics was, however, not complete even at concentrations as high as 1 pg/ml 



61 

TABLE I 
Penicillin-binding proteins of E. colt 

PBP Relative Gene and Physiological Enzymatic 
molecular mutant function activities 
mass phenotype 

I A  93 500 mrcA(ponA) 
Nonea 

1 Bs 94 lOOb mrcB( ponB) 
Cell lysis 

Cell elongation 

Cell elongation 
(and cell division) 

2 70 867 pbpA(mrdA) 
Rounding of 
cellC 

63 850 

49 568 

RsKpbpB) 
Filamentous 
cell 
dacB 
Nonef 

5 41 340 dacA 

6 
Nonef 

Nonef 
- 

Cell shape determina- 
tion or initiation of 
cell growth in associ- 
ation with RodA 
protein 
Cell division 
in association with 
FtsW protein 
Cell wall lysis and 
maturation 

Cell wall matura- 
tion 
Cell wall matura- 
tion 

Peptidoglycan- 
transgl ycosylase- 
transpeptidase 
Peptidoglycan- 
transglycosylase- 
transpeptidase 

Peptidoglycan- 
transglycosylase- 
transpeptidased 

Peptidoglycan- 
transgl ycosylase- 
transpeptidasee 
D-alanine carboxy- 
peptidase and DD- 
endopeptidaseg 
DAlanine carboxy- 
peptidase 
DAlanine carboxy- 
peptidase 

_______~______~  ~ 

aLethal when combined with lack of PBPlBs 
bFour components of PBPl B, a (M, 94 100), /?. y (M, 88 800) and 6 .  
'Deletion mutation is lethal. 
dCoupled transglycosylase-transpeptidase activities measured in crude membrane preparations containing dis- 
proportionately large amounts of PBP2 and RodA. 
eRequirement for FtsW measured in crude membrane preparations containing disproportionately large amounts 
of PBP3 and FtsW. 
fSingle mutations (also deletion mutation) are non-lethal. Double mutation in PBP4 and PBPS also non-lethal. 
gEndopeptidase activity that splits DAla-meso-A2pm linkage of peptidoglycan is a type of carboxypeptidation. 

of imipenem, whereas the transpeptidase activity was inhibited by 50% with 0.05 pg/ml 
and almost 100% with 1 pg/ml of imipenem. Further studies are required in order to ex- 
plain the mechanism of inhibition of the transglycosylase activity of PBPl A. 

The formation of uncrosslinked oligomers (dimer and up) of disaccharide-pentapeptide 
linked to lipid was detected [29] in experiments on transglycosylase-transpeptidase assay 
with purified E. coli PBPIA. These lipid-linked oligomers could be intermediates of 
peptidoglycan synthesis, and this hypothesis, if correct, suggests that the mechanism of 
elongation of the peptidoglycan chain is as follows: GlcNAc-MurNAc(-pentapeptide)-PP- 
undecaprenol + [GlcNAc-MurNAc(-pentapeptide)l,-PP-undecaprenol + [GlcNAc-Mur- 
NAc(-pentapeptide)],-GlcNAc-MurNAc(-pentapeptide)-PP-undecaprenol + PP-undeca- 
prenol, where PP-undecaprenol linked to the n-mer is removed. This mechanism of chain 
elongation is consistent with the finding that the extension of glycan chains in Bacillus 
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lichenformis occurs by addition of the newly synthesized disaccharide-pentapeptide unit 
at the reducing end [49]. 

3.5. PBP2 and RodA of E. coli 

The enzymatic activities of PBP2 require the presence of another membrane protein 
RodA [44,45], the product of the rodA (mrdB) gene [50-521. The transglycosylase and 
the mecillinam-sensitive transpeptidase activities of PBP2 could be measured in mem- 
brane preparations containing large amounts of PBP2 and RodA, when the interfering 
activities of PBPl Bs had been eliminated from the membrane by using a PBPlBs- mutant 
[44,45]. Moreover, both transglycosylase and transpeptidase activities in the membranes 
became thermosensitive when membranes containing the thermosensitive RodA protein 
were used [45]. The B-lactam antibiotic mecillinam, which specifically binds to PBP2, 
inhibited the transpeptidase activity of the above membranes almost completely at the 
concentration of 1 pg/ml, and simultaneously enhanced the transglycosylate activity to 
130-150% of the original. Purified PBP2 did not display these enzyme activities, prob- 
ably due to the loss of the RodA protein from purified preparations. Experiments intended 
to reassemble the two proteins, PBP2 and RodA, by sonication of a mixture of cells con- 
taining PBP2 and cells containing RodA were unsuccessful [45]. 

3.6. PBP3 and Fts W of E. coli 

Like PBP2, PBP3 also seemed to require another membrane protein for its enzymatic 
activities. This was suggested by the genetic information that the protein FtsW, the prod- 
uct of the jisW gene, is required for cell division [53], and is structurally very similar to 
RodA [54]. Purified preparations of PBP3 obtained from membranes containing excess 
amounts of PBP3 and FtsW displayed transglycosylase and transpeptidase activities [27]. 
The transpeptidase activity was inhibited by low concentrations of b-lactam antibiotics 
that inhibit cell division and cause formation of filamentous cells. Both RodA and FtsW 
proteins are highly hydrophobic, and detection of these proteins in PBP preparations by 
gel electrophoresis is uncertain. The purified PBP3 preparations probably contained the 
FtsW protein bound tightly to PBP3. Hence, a reconstitution experiment was attempted. 
Unlike PBP2 and RodA, the reconstitution of PBP3 and FtsW seemed to work [46,47]. In 
control experiments, particulate membrane preparations obtained by sonication of cells 
overproducing PBP3 and that of cells overproducing FtsW displayed low activities of 
peptidoglycan synthesis from the UDP-linked precursors. However, after mixing the 
above two cell suspensions at a ratio of 1 : 1 and sonicating, the ‘reconstituted’ particulate 
membrane preparation displayed twice as high a level of peptidoglycan synthesis activity 
as in the control experiments [46,47]. More surprisingly, the quantity of lipid-linked in- 
termediates was also twice as high as in the control experiments, suggesting a function of 
the FtsW protein in the utilization of lipid-linked intermediates [46,47]. One possible ex- 
planation for the accumulation of lipid-linked intermediates would be that FtsW, in asso- 
ciation with PBP3 enhances the rate of membrane transport of lipid-linked disaccharide 
pentapeptide. This is a tempting speculation, although nothing definite, either biochemi- 
cally or genetically, is known about the mechanism of membrane transport of the lipid- 
linked intermediates. 
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RodA and FtsW proteins possess highly similar amino acid sequences and hydropho- 
bicity patterns [54]. These two proteins also exhibit homology with the SpoV protein of 
Bacillus subtilis, which functions in spore formation. The RodA, FtsW and SpoVE pro- 
teins probably function in association with each partner PBP in the elongation of the cell 
(RodA and PBP2), the formation of septa (FtsW and PBP3) and the formation of spores 
(SpoVE and unknown PBP) [54], as illustrated in Fig. 3. 

3.7. Low molecular weight PBPs of E. coli 

PBP4 possesses a highly penicillin-sensitive D-ahine carboxypeptidase activity that 
splits the terminal D-alanine molecule of the pentapeptide side chain and also the D- 
alanyl-meso-A,pm linkage of the crosslinked peptidoglycan [55,56] .  PBP5 and PBP6 
catalyze normal D-alanine carboxypeptidase reactions moderately sensitive to penicillin 
[57-591. The major functions of lower molecular weight PBPs could include both the 
maturation of peptidoglycans [14,15] and the preparation of the site of de novo pepti- 
doglycan synthesis [3,60]. 

3.8. Future problems concerning enzymatic functions 

Although experiments with purified PBPs provided an enormous amount of information 
about the mechanism of enzymatic synthesis of peptidoglycans, exact information about 
the hnctions and activities of each of these proteins is sometimes unavailable from in 
vitro experiments alone. Activities of peptidoglycan transglycosylases which are not PBPs 
have been detected in E. coli [61], M. futeus [9-11,621, S.  aureus [9-11,621 and 
Streptococcus pneumoniae [63]. However, since no mutants lacking these enzyme activi- 
ties have been isolated, their functions are unknown. Membrane preparations and isolated 
PBPs act with similar efficiencies upon several substrates for transglycosylation, namely, 
lipid-linked disaccharides with pentapeptide, tetrapeptide and tripeptide, and those con- 
taining A,pm and L-lysine. The crosslinking reaction is much more specific; only a sub- 
strate with an appropriate pentapeptide containing the regular amino acid is utilized. 
Purified E. coli PBPlA, 1Bs and 3 have so far required lipid-linked disaccharide pen- 
tapeptide containing A,pm as the sole substrate for formation of crosslinked products. A 

CELL ELONGATION CELL DIVISION SPORE FORMATION 

Fig. 3 .  Putative scheme of association of RodA (E. coh), FtsW (E. coli) and SpoVE (B. subhlis) proteins with 
their respective partner PBPs for functions in cell elongation, cell division and spore formation, respectively. 

Top, external surface of cytoplasmic membrane; bottom, internal surface. 
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more organized semi-vitro system using ether-treated permeabilized cells was reported to 
demonstrate that substrates containing tripeptide and pentapeptide are required for septum 
peptidoglycan synthesis [64]. A cell membrane-wall system of GaffkVa homari required 
substrates with tetrapeptide and pentapeptide for crosslinking [65]. Complex enzymes in 
the membranes probably hnction together for the synthesis of the fine structure of pepti- 
doglycans. It is necessary to reconstruct precise complex enzyme systems with mecha- 
nisms more closely related to natural biosynthesis. This would require purification of all 
the related proteins and reconstruction of a complete biosynthetic system [46,47,66]. 
Another approach would be to crystallize the complex of associating proteins and study 
the crystallographic structure. This step may ultimately be necessary, but would be 
extremely time-consuming. 

3.9. Structural analysis of PBPs 

The structure of E. coli PBPs have been studied by peptide analysis [57,67-7 1 1, and their 
amino acid sequences have been deduced from the DNA sequences of the corresponding 
cloned structural genes (PBPIA [72], 1Bs [72], 2 [73], 3 [74], 4 [75] and 5 [76]). The 
two components a and y are encoded on the same sequence and translated using alterna- 
tive initiation sites [72,77]. The component @ is formed by proteolysis of the component a 
[78] and likewise the smallest component 6 is formed from the component y by proteoly- 
sis [79]. In PBPIBs, the transglycosylase domain is located at the N-terminal, and the 
transpeptidase domain at the C-terminal end [22]. All other higher molecular weight PBPs 
have amino acid sequences similar to PBPlBs, and the two enzymatic domains have been 
deduced from those of PBPlBs. The penicillin-binding serine residue is located close to 
the head of the transpeptidase domains of PBPlA [70], PBPlBs [68,70], PBP2 [70,71] 
and PBP3 [69,70] of E. cofi. In order to investigate their three-dimensional structure, 
some researchers have attempted to crystallize PBPs either in detergents (because of their 
strong hydrophobicity) or in buffers, after removing the membrane-spanning regions 
which interfere with solubilization of the protein. E. coli PBPlB-d, the smallest compo- 
nent of PBPlBs, was crystallized in a buffer containing P-octylglucoside, forming large 
hexagonal pillars with sharp edgelines [79], but the crystals were not adequate for crystal- 
lography. The truncated PBP5 has also been crystallized, and studied crystallographically 
[801. 

4. The penicillin-binding protein of methicillin-resistant Staphylococcus aureus 

The role of PBPs in the development of penicillin resistance has been investigated in sev- 
eral organisms [34,81]. This topic is further discussed in other chapters in this book. 
Here, only a study of the PBP of S. aureus is described. A PBP present in methicillin- 
resistant S. aureus (MRSA), first isolated in England in 1960 [82], is interesting both 
structurally and evolutionally [83-851. This PBP [86], which is called MRSA-PBP 
[83,85], PBP2' or PBP2a, is produced in large amounts in MRSA, often by induction with 
@-lactam compounds [87,88], and displays very low affinities to most @-lactam anti- 
biotics. Therefore, this is the only PBP in the cell that is responsible for the crosslinking 
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reaction of peptidoglycans in the presence of a high concentration of /I-lactam antibiotic. 
The gene mecA which encodes MRSA-PBP was cloned in the author's laboratory [89], 
and shown to cause methicillin-resistance in a common S. aureus strain [90]. The deduced 
amino acid sequence of the mecA gene [83] included the putative C-terminal transpepti- 
dase domain and the transglycosylase domain upstream. Major portions of the two do- 
mains were highly similar to the PBP2 and PBP3 of E. coli. A highly interesting feature 
of this protein or its coding DNA is that the N-terminal sequences are similar to those of 
the penicillinase of S. aureus, indicating that the molecule has two ancestors, with the 
short N-terminal portion originating from a penicillinase and the major C-terminal portion 
from a PBP [83]. The mecA gene probably evolved by fusion of a penicillinase gene and a 
gene coding for a PBP with low binding affinities to B-lactam antibiotics (Fig. 4). It is not 
known when the fusion of the two genes causing the evolution of MRSA-PBP took place, 
and from what strains of bacteria these two ancestral genes were derived. The mecA DNA 
did not hybridize with any DNA-fragment of S. aureus [84,85], so the regular PBP genes 
in the contemporary S. aureus strains are not the ancestors of the PBP-portion of the 
MRSA-PBP gene mecA. DNA sequences of several staphylococcal mecA genes have 
been compared and so far all of them have been similar. In particular, the region of the 
putative junction of the penicillinase-like sequence and PBP-like sequence was com- 
pletely identical for different staphylococcal strains (J.H. Lee, unpublished experimental 
data). The result suggests that the evolution of MRSA-PBP by gene fusion was a unique 
event [84,85]. This conclusion has also been supported by other investigators [91]. 

For purposes of enzymological and crystallographical experiments, MRSA-PBP has 
been isolated from membranes of methicillin-resistant S. aureus and from E. coli that 
carried a plasmid containing mecA introduced in order to overproduce this protein. 
MRSA-PBP should also display dual activities of transglycosylase and transpeptidase 
with low sensitivities to p-lactam antibiotics. However, efforts to demonstrate these ac- 
tivities have so far not succeeded. 

promoar raglon 
Inducible 
penicillinase gene -jp 

I_--"-..,.------- 
? 

PBP gene 

Inducible 
MRS-PBP gene --/+- 

Fig. 4. Evolution of an inducible penicillin-binding protein of methicillin-resistant S. aureus by fusion of an in- 
ducible penicillinase gene and a gene coding for a penicillin-binding protein with low affinities top-lactam an- 
tibiotics [2]. Large arrows indicate repeated palindrome sequences at the promoter region, to which the repres- 
sor is thought to bind. Small arrowheads indicate the penicillin-binding serine residue. Regulatory genes for the 
induction of penicillinase and MRSA-PBP are located head-to-head on the other side of the promoter regions. 
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5. Genes involved in peptidoglycan synthesis and its regulation 

Genes involved in peptidoglycan synthesis are located on the E. coli chromosome mostly 
as a relatively small number of gene clusters together with other genes involved in cell 
growth and division (Fig. 5). The mra (murein a) [92] cluster region at 2 min on the E. 
coli chromosome map [93] is the largest one, encompassing nine structural genes for the 
peptidoglycan synthetic enzymes PBP3, MurE, MurF, MraY, MurD, MurG, MurC and 
Ddl and an associated protein FtsW, flanked by several genes for cell growth and divi- 
sion, such as the regulator genes mraR, JsA, ftsQ, fisZ and envA (Table 11). The mraR 
gene is involved in cell division and probably also in cell growth [53,94]. 

ftsQ, ftsA andfisZ are genes involved in cell division and envA in the separation of 
cells after the division. Most of the genes in the mra area are closely adjacent to each 
other, and there are overlaps of frames in seven places (marked with * in Table 11). Most 
of the mru area probably forms an operon, or operons. There are SOS box-like sequences 
closely upstream from mruR, although it is not known whether the region is under SOS 
control. It has also been observed that amplification of short chromosomal fragments en- 
compassing the mraR gene and at least a part of thefts1 gene exerted a lethal effect on 
ftsQ, ftsA andftsZ mutant cells at their original permissive temperatures [95]. The small 

!Q 
c m 

Fig. 5.  E. coli genetic map showing clusters of genes involved in peptidoglycan synthesis and related genes. For 
genetic symbols, see the text and reference [93]. 
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TABLE 11 

Alignment of genes of mra and flanking regions of 6. coli chromosome 

Gene Codon Function Ref.a 
number (activity of product protein) 

shl 
0rJB 
+b 

mraR 
j i s l  
* 
murE 

murF 

mraY 

+ 

* 

murD 

jisw 
+ 
murG 

murC 

ddl 

+ 

jisQ 
+ 

j isA 

envA 
j i s z  

334 
248 

121 
588 

495 

452 

360 

43 8 

414 

355 

49 1 

306 
276 

420 
383 
305 

Transcription regulator 
Unknown 

Control of cell growth and division 
Septum peptidoglycan synthesis 
(peptidoglycan transglycosylase-transpeptidase) 
UDP-MurNAc-tripeptide synthesis 
(meso-diaminopimelate adding enzyme) 
UDP-MurNAc-pentapeptide synthesis 
(Dalanyl-Balanine adding enzyme) 
Lipid-linked MurNAc-pentapeptide 
synthesis (undecaprenyl-phosphate-UDP-MurNAc- 
pentapeptide phospho-MurNAc-pentapeptide transferase) 
UDP-MurNAc-dipeptide synthesis 
(D-glutamate adding enzyme) 
Septum-peptidoglycan synthesis 
(PBP3-associated protein) 
Lipid-linked GlcNAc-MurNAc-pentapeptide 
synthesis (undecaprenyl-PP-MurNAc-pentapeptide- 
UDPGlcNAc GlcNAc transferase) 
UDP-MurNAc-L-alanine synthesis 
(L-alanine adding enzyme) 
Balanyl-Dalanine synthesis 
Cell division 

Positive control of cell division 
Cell division 
Cell separation 

aReferences to functions or enzymatic activities: ( I )  Leclerc, G., Noel, S. and Drapeau, G.R. (1990) J. 
Bacteriol. 172, 46964700; (2) Gbmez, M.J., Fluoret, B., van Heijenoort, J. and Ayala, J.A. (1990) Nucleic 
Acids Res. 18, 2813; (3) Ishino, F., Jung, H.K., Ikeda, M., Doi, M., Wachi, M. and Matsuhashi, M. (1989) J. 
Bacteriol. 171, 5523-5530; (4) Ueki, M., Wachi, M., Jung,. H.K., Ishino, F. and Matsuhashi, M. (1992) J. 
Bacteriol. 174, 7841-7843; (5) Ishino, F. and Matsuhashi, M. (1981) Biochem. Biophys. Res. Commun. 101, 
905-91 I ;  (6) Lugtenberg, E.J.J. and van Schijndel-van Dam, A. (1972) J. Bacteriol. 110, 3 5 4 6 ;  (7) Michaud, 
C., Parquet, C., Flouret, B., Blanot, D. and van Heijenoort, J. (1990) Biochem. J. 269, 277-280; (8) Parquet, 
C., Flouret, B., Mengin-Lecreulx, D. and van Heijenoort, J. (1989) Nucleic Acids Res. 17, 5379; (9) Ikeda, M., 
Wachi, M., Ishino, F. and Matsuhashi, M. (1991) J. Bacteriol. 173, 1021-1026; (lo) Mengin-Lecreulx, D. and 
van Heijenoort, J. (1990) Nucleic Acids Res. 18, 183; (1 1) Ikeda, M., Sato, T., Wachi, M., Jung, H.K., Ishino, 
F., Kobayashi, Y. and Matsuhashi, M. (1989) J. Bacteriol. 171, 6375-6378; (12) Mengin-Lecreulx, D., Texier, 
L., Rousseau, M. and van Heijenoort, J. (1991) J. Bacteriol. 173, 46254636; (13) Ikeda, M., Wachi, M. and 
Matsuhashi, M. (1992) J.  Gen. Appl. Microbiol. 38, 53-62; (14) Miyakawa, T., Matsuzawa, H., Matsuhashi, 
M. and Sugino, Y. (1972) J .  Bacteriol. 112, 950-958; (IS) Ikeda, M., Wachi, M., Jung, H.K., Ishino, F. and 
Matsuhashi, M. (1990) Nucleic Acids Res. 18, 4014; (16) Robinson, A.C., Kenan, D.J., Sweeney, J. and 
Donachie, W.D. (1986) J .  Bacteriol. 167, 809-817; (17) Donachie, W.D., Begg, K.J., Lutkenhaus, J.F., 
Salmond, G.P.C., Martinez-Salas, E. and Vicente, M. (1979) J. Bacteriol. 140, 388-394; (18) Torno, A. and 
Vicente, M. (1984) J. Bacteriol. 157, 779-784; (19) Lutkenhaus, J.F., Wolf-Watz, H. and Donachie, W.D. 

boverlapping of frames. 
1980) J. Bacteriol. 142,615420;  (20) Normark, S. (1970) Genet. Res. 16,63-78. 
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area upstream fromftsl may well become a target of intense investigation on the regula- 
tory mechanisms of cell division and growth. 

The mrd (murein d) region at 14.5 min [51] encompasses genes for PBP2, PBP5 and 
RodA as well as genes encoding two lipoproteins [96]. The mre (murein e) region at 
71 min encompasses regulator genes mreB, mreC and mreD [48,66,97], the functionally 
unknown gene o r e  [98], and the possible cytoskeletal gene cufA [98,99]. The mreB gene 
negatively regulates cell division, with repression of PBP3 formation [loo], while frsA 
positively regulates this function [ 101,102]. However, these two proteins display some 
mutual similarity in their amino acid sequences [103,104], as well as similarities with the 
heat shock protein Hsp70 ofXenopus and DnaK of E. coli [ I ] .  These proteins may consti- 
tute a FtsA-MreB superfamily. MreC and MreD are structurally different from MreB, but 
function similarly to MreB in the cell cycle, their defects or deletion commonly causing a 
rounded cell shape [66,97]. One peculiar functional feature of the three mre genes is that 
all their mutations cause simultaneous overproduction of PBPl Bs and PBP3 [66,105]. 
The simultaneous regulation of PBPlBs and PBP3 by the mre genes suggests that these 
two kinds of PBPs function in a common process, i.e. cell division. It was previously re- 
ported that a suppressive thermoresistant mutation of an mrcB (PBPI B-) strain, which 
was tentatively called the mreA mutation [48], caused simultaneous over-production of 
PBPIA and 2 [39]. Its gene locus has not been precisely determined and the mechanism 
of its regulatory function has not been studied. However, the simultaneous regulation of 
PBPlA and PBP2 by mreA suggests a related function of these two PBPs in the deter- 
mination of cell shape or initiation of cell elongation. On the other hand, the high affinity 
of PBPlBs to the p-lactam antibiotic cephaloridine, which causes cell lysis, as well as the 
mutual compensatability of PBPIA and 19s [39,40], suggest that PBPlA and PBPlBs 
perform certain functions in cell elongation. PBPlBs probably function in both cell 
elongation and division, and PBPIA at least in cell elongation. 

The structural gene of PBP4, ducB [55], belongs to another cluster, while the genes of 
PBPIA, mrcA (PonA) [40] and PBPIB, mrcB (ponB) [39,40] are located separately. 

The genes involved in peptidoglycan synthesis and its possible regulatory pattern are 
shown in Fig. 1.  
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1. Bacterial cell division 

Bacterial division has been studied for many years (for a review, see [ 13). Three conclu- 
sions are sufficient to introduce the topic of this chapter: (i) bacterial division is very well 
regulated in time and in space [2]; (ii) division is a discontinuous event in topography and 
chronology; (iii) bacterial cells divide as a consequence of continuous growth. How does 
continuous growth trigger the discontinuities involved in cell division is the topic dis- 
cussed in the following sections. 

Many advances in the knowledge of division controls are derived from studies on uni- 
cellular organisms as yeasts [3]. Cell division in eukaryotic cells includes the partition of 
two structures, the nucleus and the cytoplasm. In bacteria, the nucleoid divides after repli- 
cation by segregation, a simpler mechanism. This simplicity facilitates the study of cyto- 
kinesis as a separate event. Cytokinesis in Escherichiu coli occurs by growth of a septum 
perpendicular to the long axis of the cell. 

Morphological events during the cell division cycle in prokaryotes and eukaryotes are 
similar (Fig. 1). Growth induces a discontinuous event that leads to the initiation of DNA 
replication; this is one of the several transitions which regulate the exit from one cell 
cycle stage and the entrance into the next one. The molecular mechanisms which signal 
some transition points are well described for the cell cycles of bakers and fission yeasts 
[4]. They are not so well known for E. coli. 

Conditional mutations in some E. coli genes interrupt division at different stages [ 5 ] .  It 
has been postulated that these gene products form a structure active in cell division called 
septator [2]. The molecular biology of bacterial division is aimed at identifying: (i) the 
molecules involved in septation and their cellular localization; (ii) the biochemical activi- 
ties of these molecules and their possible interactions; and (iii) the mechanisms that gov- 
em expression of the genes involved in division. 

2. Growth, replication and division of Escherichia coli 

E. coli DNA replication is initiated once per cycle at oriC after attainment of a mass that 
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PROKARYOTES EUKARYOTES 

Fig. 1.  Comparison of prokaryotic and eukaryotic cell division cycles. The naturalistic description of the divi- 
sion cycles of prokaryotic and eukaryotic cells share a basic pattern of chained and parallel events. Continuous 
growth during the I period, or G I  phase (inner circle) triggers DNA replication when the cell attains a certain 
mass, the initiation mass (M,)  of bacteria, which is an event analogous to the start signal of eukaryotic cells. 
DNA replication (C or S phase) proceeds until completion of chromosome replication (mid-circle) and, in typi- 
cal cycles, is a prerequisite for nucleoid segregation or nuclear partition (mitosis). Completion of replication 
and partition of the genetic material is required for cell division Division IS usually delayed from termination 
of DNA replication by a certain time, the D period or G, phase. All these morphologically salient events are 

represented in the outer circle of the cycles. 

is multiple of a value named the initiation mass [6 ] .  Replication takes nearly 40 min to be 
completed so that at cell doubling times shorter than 40 min, the cells contain more than 
one copy of the chromosome whose replication may have started in the grandmother cells. 
The first signs of septation are visualized after termination of chromosome replication and 
segregation of the nucleoid. Genetic defects in replication or segregation produce abnor- 
mal patterns of division or completely abolish it. Septation proceeds through the con- 
certed action of several gene products. The product ofpsZ acts at an early stage of septa- 
tion and that ofJisA at a terminal stage. Essential for the formation of a peptidoglycan 
crosswall is the action of PBP3, the penicillin-binding protein encoded by pbpB (=frsl). 
Mutations in thefrs genes cause filamentation by allowing normal growth and replication 
while preventing septation. Septation takes nearly 20 min to be completed and is followed 
by cell separation which requires the action of the product of envA. Afier separation, the 
newly formed poles, which instants before formed part of an active division site, become 
inactivated by the action of the minC, D and E products. 

Biosynthesis of the huge bag-like sacculus takes place in three cellular compartments: 
(i) the cytoplasm, where the soluble precursors are synthesized (see Chapter 3); (i i)  the 
cytoplasmic membrane, where linking of the soluble precursor to the lipid carrier and 
translocation of the substrate to the outer face of the cytoplasmic membrane occur; and 
(iii) the periplasm, where the monomeric subunits are assembled by means of two types of 
enzymatic activities, a transglycosylase that joins the sugar moieties and a transpeptidase 
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that crosslinks the peptide chains. In E. coli, the final stages of peptidoglycan biosynthesis 
are catalysed by a set of four enzymes, the high molecular weight (HMW) penicillin- 
binding proteins (PBPs) 1 A, 1 B, 2 and 3 (see Chapters 4 and 6). 

Based on studies with specific j3-lactam antibiotics and with mutants, different physio- 
logical functions have been ascribed to the four synthesising HMW-PBPs [7-91. 
PBPl A/1 B are responsible for major peptidoglycan synthesis, PBP2 for maintaining the 
rod shape and PBP3 for cell constriction. 

3. The minC, 0, E, dicB, F, and sulA genes code for  natural inhibitors of 
septation 

Much knowledge on bacterial septation derives from the study of cell-encoded molecules 
that inhibit the process. Placement of a septum can be inhibited by normal physiological 
events and by responses to injuries that compromise the survival of the cell. The min gene 
products prevent suicidal division at the newly formed pole of a newly born cell. Strains 
harbouring genetic lesions in the minB loci produce offspring containing minute spherical 
cells, the minicells. Minicells are formed by aberrant division at the cell poles at the ex- 
pense of division events that should occur at the centre of the cell. The min strains show 
an abnormally wide distribution of lengths from minicells to cells several times the length 
of the normal cell. This is consistent with the idea that cells contain a limited amount of 
division potential per cell and per cell cycle. 

The Min system (Fig. 2) is formed by three components. MinC is a low efficiency in- 
hibitor able to act alone at any potential septation site. MinD converts MinC into an effi- 
cient inhibitor able to block any site of a growing cell, including the normal septation 
sites. Immunoelectron microscopy studies locate MinD in the cytoplasmic membrane. The 
activation of MinC depends on the ATPase activity of MinD; this has been deduced from 
the inability of one mutated MinD form in which a highly conserved residue at the ATP 
binding site has been altered, to activate the MinC mediated division inhibition [lo]. 
MinD is also responsible for the topological specificity exhibited by the complex 
MinC-MinD when it is in the presence of MinE, the other component of the min system. 
It is postulated that MinE can distinguish between the newly formed septum primordia 
and the old division site moieties remaining at the poles. The presence of MinE at one 
given site prevents the inhibitory action of the MinC-MinD complex, perhaps by prevent- 
ing activation of MinC by MinD. Under normal circumstances, MinE should exhibit a 
higher affinity for septum primordia which would escape inhibition, than for old septal 
moieties at the poles which would be inhibited preferentially. When overexpressed, MinE 
can aim both at the poles and at the centre of the cell preventing the activation of MinC 
by MinD at all the potential septation sites. This causes strains overexpressing MinE to 
behave as minC, D phenocopies [ 1 I]. 

The product of dicB is an inhibitor of septation. It is not normally expressed in the cell. 
The dicB gene belongs to a tightly repressed operon located in the DNA replication ter- 
minus [12]. The physiological significance of this inhibitor remains obscure. It acts on 
both septal primordia and old site moieties by activating the inhibitory action of MinC 
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Fig. 2. The inhibition of septation mediated by the Min system. The action of FtsZ (Z) on a septa1 primordia 
(a), MinC (C) partially inhibits the action of FtsZ (b). Full activation of MinC by MinD (D) inhibits the action 
of FtsZ (c). The presence of MinE (E) at the central position of the cell blocks the inhibitory effect of MinC (d). 

MinC is activated by DicB independently of the presence of MinE and blocks septation (e). 

independently of the presence of MinE. The dic loci may be remnants of a genetic ele- 
ment once inserted into the chromosome. 

The behaviour of strains overexpressing thejisZ gene suggests that FtsZ is the target of 
the inhibitory action of MinC. Moderate amounts of FtsZ can overcome the effect of the 
MinC product, even when this is combined with any of its two activators. Direct proof of 
the interaction between MinC and FtsZ is likely to be found in the future. 

The dicF gene codes for another inhibitor of division which, like dicB, is not normally 
expressed. The product of dicF is an RNA molecule complementary to the initial portion 
of theftsZ messenger. I t  is a natural antisense mRNA. It acts by preventing efficient 
translation of the essential FtsZ message [ 131. 

Cells in which DNA has sustained damages due to external injuries such as UV light 
irradiation, elicit the SOS response which prevents the cells from entering into a fatal 
condition. The SOS response is mediated by the product of IexA, a repressor molecule 
that controls transcription of a regulon [14]. Part of the regulon is the sulA (= sfiA) gene 
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whose product is a division inhibitor. The sulA gene has been detected in E. coli by the 
isolation of mutants which fail to induce filamentation when the SOS response is triggered 
[ 151. The same behaviour is exhibited by the sufB (= sjB) mutants which map at a differ- 
ent locus [16]. The SulA protein is short-lived. It blocks cell division after DNA has been 
damaged or replication abnormally stopped. The target of SulA is the FtsZ protein as an 
excess of FtsZ may overcome the inhibition by SulA [16,17]. Under normal circum- 
stances, SulA is rapidly degraded by the Lon protease [ 181. The sum mutations map at 
theftsZ gene and code for a form of the FtsZ protein that is not sensitive to the SOS-in- 
duced division inhibition [ 161. These results support the idea that FtsZ has a crucial role 
in the onset of septation. 

4. Many division genes are clustered 

Many of the genes that are required for division are grouped in a few clusters in the 
chromosome [ 19-2 I ] .  At min 14, the mrd cluster contains genes involved in the mainte- 
nance of cell shape [21]. Min 76.5 contains theft& Y, E, X genes involved in protein ex- 
port. These genes share regulatory features with the heat-shock response [20]. The largest 
cluster, at min 2.5 [19], contains genes whose products are involved in the cytoplasmic 
and periplasmic stages of peptidoglycan biosynthesis. Among them pbpB which codes for 
PBP3, is close to the head of the cluster. In the same region threejls genes are found next 
to each other, theft@, A, and Z genes. They are followed by the envA and secA genes 
involved in cell separation and protein export, respectively. Although this cluster has been 
called the mra region, it seems reasonable to name it the dcw (division and cell wall) 
cluster as it harbours a large number of genes involved in cell wall biosynthesis and cell 
division. 

The presence of this grouping may have regulatory and evolutionary implications. A 
remarkably similar grouping is found in the Gram-positive Bacillus subtilis. In this micro- 
organism, septation can follow two different developmental pathways, cell division or 
sporulation. Gene expression controls have to operate under both circumstances. Genes 
homologous toftsZ,jisA andpbpB have been found in B. subtilis [22]. Other ORFs in the 
region which are likely to be equivalents of the E. coli genes are being studied. 
Particularly interesting is the presence of two genes coding for the equivalent of PBP3 
(see Chapter 8). One of them is involved in the synthesis of the septum in the vegetative 
cell and the second in the synthesis of spore peptidoglycan (Errington, personal commu- 
nication). The protein encoded by divIB [23], a gene found in the B. subtilis dcw cluster, 
has a predicted secondary structure resembling that of FtsQ, i.e. a hydrophobic amino- 
proximal domain which may play also a role in the localization of the protein within the 
membrane [23]. DivIB and FtsQ have no significant homology at the nucleotide or amino 
acid level. The possibility that the two proteins play a similar role remains unsolved. 

A morphogene bolA, at min 9.5, forms part of a small grouping with tig, the gene 
coding for trigger factor. The bolA gene has been identified in a chromosomal fragment 
able to complement the wee mutations present in strain OV25. The complementation was 
probably due to the presence of trigger factor in the fragment, because, after storage of 
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the original clones, both trigger factor expression and complementing ability were lost 
due to spontaneous insertion of ISf 0 (Garrido et al., unpublished). 

5. Gearbox promoters yield constant amounts of transcripts per cell cycle 

Both thefisQ and bolA contain one gearbox in their regulatory region. A gearbox is a 
promoter that yields a constant amount of transcript per cell and per cycle, independently 
of the growth rate of the culture (Fig. 3b). Most of the metabolic genes are driven by 
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Fig. 3. Different types of gene expression dependence on growth rate. The stringent and gearbox promoters are 
responsible for direct and inverse growth-rate dependence, respectively. The housekeeper promoters include all 
the other growth-rate independent promoters, The middle row is a cartoon representing the cell sizes and the 
absolute amounts per cell that a gene product would attain when expressed by the three kinds of promoters at 
two different growth rates (R)  (2.0 and I .2 doublings per hour). The contents per cell mass of a gene product 
expressed by each type of promoter, (G,,,), are plotted as a function of the growth rate in the bottom row. 
Housekeeper promoters (column C) produce constant amounts per cell mass independently of the growth rate. 
Stringent promoters (column A) are more active at higher growth rates so that, for example, the rRNA content 
per cell mass is proportional to the growth rate. Since cell mass (M), is an exponential function of growth rate 
(M= Mo x ebR with Mo =the cell mass at R = 0 and b = 0.85 for the E. coli K-12 strains used), any protein 
synthesized at a constant amount per cell would show relative contents to cell mass (P) being inversely 
dependent on the growth rate (P = Po x ChR with Po = relative content at R = 0) (column B). For further 

details, see [2]. 
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Fig. 4. Regulatory region of genes containing gearbox promoters. Open arrowheads indicate growth rate-inde- 
pendent promoters identified by mapping of transcript initiation points. Black arrowheads indicate the 
positions of the gearboxes. The proposed sequence of the -35 and -10 regions, as well as the spacing, are indi- 
cated for each promoter. Note that the scale is different for thefrs operon. Data are from [23] for mcbA, [22] 

for JbolA and [24] forfls. 

housekeeper promoters (Fig. 3c) ensuring a constant transcription rate relative to the total 
transcription rate of the cell. Some rRNA and ribosomal protein genes are controlled by 
stringent promoters in which the relative rate of transcription is higher at fast growth rates 
to fit the substantial increased demands on translation (Fig. 3a). In contrast, gearbox pro- 
moters originate a small part of the total transcripts found in a fast growing cell. As 
growth rate diminishes, the rate of transcription of housekeeper and stringent promoters 
per cell and cycle also decreases while that of gearboxes remains constant. Consequently, 
the relative rate of transcription from a gearbox is higher at slow growth rates and lower 
at fast growth rates (Fig. 3b). 

The regulatory region of bolA (Fig. 4) contains two promoters [24]. One, bolAIp, is a 
gearbox that shares homology in the -10 region with the promoter of mcbA, a gene in- 
volved in the production of microcin B17 (a low molecular weight compound with anti- 
biotic activity against E. coli produced at higher levels when the cells enter stationary 
phase) [25]. The detection of this homology has allowed the identification and study of 
the gearboxes. Transcription from the isolated bolAIp is not exactly constant per cell and 
per cycle at all growth rates. This is achieved only when it is placed downstream from 
bolAZp, a weak housekeeper promoter (Fig. 5). 

TheftsQ promoters are located inside the structural region of the upstream ddl gene 
(Fig. 4). One of them,frsQlp, also shows homology with the gearbox. This promoter, to- 
gether withftsQ2p, can direct transcription at constant levels per cell and per cell cycle 
independently of the growth rate of the culture [26] .  
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Fig. 5 .  Exact inverse growth-rate dependence of the gearbox promoters when preceded by a housekeeper pro- 
moter. The relative p-galactosidase activities produced by two transcriptional fusions [24] contained in lambda 
MAK400 (bolA2p,lp::lucZ, top pancl), and lambda MAV103 (bolAlp::lucZ, bottom panel) are shown. Solid 
circles are the values obtained from exponential cultures grown in different media. Open circles are the relative 
values obtained from a culture grown in LB medium up to stationary phase, which are plotted versus 
instantaneous growth rate at each point. P-Galactosidase activities were made relative by regression to that cor- 
responding to R = 1. Continuous lines correspond to the theoretical curve for a gene product produced at con- 
stant amounts per cell. Discontinuous lines were obtained by regression of the plotted values using an inverse 

exponential dependence versus growth rate. 

Gearboxes form a family of related signals. Differences in molecular details govern 
their expression. The three gearbox promoters mentioned above may not be transcribed 
by the same form of RNA polymerase. Transcription of bolAIp depends on the presence 
of the intact RpoS sigma factor (the product of kutF) [27,28] while transcription of mcbAp 
is enhanced when rpoS (= kutF) is inactivated by insertion. Transcription directed by the 
combination offtsQlp, 2p is also affected by disruption of rpoS (Ballesteros et al., 
unpublished). In addition, RNA polymerase containing RpoS can direct transcription 
from housekeeper promoters although with low efficiency (Ishihama, personal communi- 
cation). 

6. Expression of the dcw cluster involves a variety of regulatory mechanisms 

The pattern of expression of the dcw cluster is more complex than that of non-essential 
operons. There is an abundance of potential promoters. Not all are proven to originate a 
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transcript and some occur within the structural region of upstream genes. No transcription 
terminators are found from the head of the cluster until the end of secA. In all likelihood, 
the whole cluster is not transcribed as a single molecule. Indeed, almost 90% of theftsZ 
transcripts, one of the distal genes, originate from the promoters found immediately up- 
stream withinfrsA [29,29a], while 10% only originate from further upstream. In addition, 
post-transcriptional regulations are involved in the expression of the cluster. 

6.1. Gene expression of the pbpB region 

The pbpB region maps at the beginning of the dcw cluster. It contains pbpB, the gene that 
codes for penicillin-binding protein 3. This gene was first cloned from a plasmid in the 
Clark and Carbon bank carrying a chromosomal insert of strain W3110 [30]. Two years 
later the sequence of a 1764 bp open-reading-frame of the 2-min region that codes for a 
protein of 63 850 Da was published [3 I ] .  

6. I. 1. Structural genes and regulation of transcription 
Eleven putative promoter regions have been identified upstream from pbpB, in a Smul- 
MluI fragment (Fig. 6 and Table I )  [32], by homology with the consensus -10 sequence of 
E. coli promoters. Analysis of transcription activity was first carried out by complemen- 
tation of the thermosensitive phenotype with plasmids containing different inserts of the 
region and no vector-derived promoter. A complex regulatory region was predicted. It 
seems that the promoters in the 1830 bp P ~ u l I ~ ~ - M l u 1  fragment are inefficient for com- 
plementing when present in a low-copy-number vector but they can originate enough 
protein when cloned in a high-copy-number plasmid [33,34]. Expression of PBP3 from 
promoters in the 460 bp Clal-Mlul fragment cloned in a pBR322-derived plasmid can 
complement pbpB-thermosensitive mutants. Hence, promoters 5' upstream of PvuII,, site 
must be also involved in expression ofpbpB in the chromosome. 

The levels of PBP3 as detected by a labelled antibiotic, appear to remain constant 
all along the cell cycle [35]. However, few details are known on the regulatory mech- 
anisms that operate in transcription of pbpB. Recently, the nucleotide sequences from 
leuA to mutT of the dcw cluster have been assembled and the overlapping regions have 
been verified (unpublished data; EMBL accession number X55034). The sequence starts 
at the last nucleotide of the HindIII, site, it contains 28 277 nucleotides and it ends at 
PvuII,, site (Fig. 6). Upstream of pbpB there is a 2400 bp region containing three open- 
reading frames which code for the proteins MraZ, MraW (formerly orfB, [36]) and MraR, 
and a non-coding region at the 3' end of gene shl (Fig. 6) .  Using phoA- and lucZ-gene 
fusions, it has been shown that mruR codes for a transmembrane protein [37; Ayala et al., 
unpublished). New mutations (fts36 and lts33) showing filamentous and lytic thermo- 
sensitive phenotypes, have been described in mruR [38,39]. As the former phenotype is 
the result of inhibition of cell division and the latter may be a defect in cell growth, a 
possible role of this gene in regulation of both processes has been postulated. A polar 
effect of these mutations on the transcription of pbpB as it occurs in a rodA (sui) amber 
mutation, that affects expression of its adjacent genes pbpA and ducA [40], cannot be 
excluded. 
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S 1 mapping analysis of these new open-reading frames upstream of the gene pbpB re- 
veals start-points for mRNA at positions 6126 for mraZ, 6540 for mraW, and 7219 and 
7542 for mraR. Potential candidates for promoter sequences, ribosomal binding sites, and 
lengths of the 5' end non-coding region of the mRNA are shown in Table I.  No specific 
mRNA for pbpB gene is detected by Northern blot analysis of total RNA extracted from 
wild type strains of E. cofi [34], indicating that it must be present in extremely low 
amounts. Determination of a start point for pbpB mRNA has failed even by using the S1 
mapping analysis that is ten times more sensitive than Northern blots. Stability of the 
pbpB mRNA is low [41,42]. Presumably it may be part of a long polycistronic transcript, 
as predicted from the absence of transcription termination sequences (see below). The low 
stability may also be the result of a strong coupling between transcription and translation. 

Using the program Terminator of the Wisconsin package [43], a search for potential 
transcription termination signals in the sequence of the pbpB region has been done. 
Results, summarized in Fig. 6 and Table 11, indicate that transcriptional terminators are 
not present in a long DNA stretch. Experimental evidence for the absence of transcription 
termination within the genes mraZ through murF has been obtained by transcription of the 
7.6 kbp Hindlll,-EcoR15 fragment driven by the lac promoter. IPTG-induced expression 
from the lac promoter results in an increase of the downstream MurE and MurF activities 
(see Chapter 3; J.  van Heijenoort, personal communication). 

Three genes (mreB, mreC, mreD) which map outside this region (at min 71), may exert 
some control on pbpB transcription [44]. These shape-determining genes exert a negative 
regulatory effect on cell division, and a positive effect on cell elongation, i.e. expression 
of additional copies of the mreB gene causes cell filamentation while defect results in 
round cells [45]. The step of cell division that is inhibited by MreB is unknown (see 
Chapter 4) although the facts that a mreB mutant overproduces PBP3 and a mreB,C,D 
deletion mutant overproduces both PBPlB and 3, suggest that MreB may exert a negative 
control on pbpB expression. 

6.1.2. Translation of the pbpB messenger 
The pbpB gene has a ribosomal binding site (RBS) which is located 12 nucleotide apart 
from the ATG start codon and shows low homology with the consensus sequence (Table 
I ) .  The frequency of codon usage for PBP3 is that of a protein expressed at very low lev- 
els in E. cofi [3 I]. As a result, and given the low amounts of specific pbpB mRNA, the 
levels of PBP3 are very low, about 50 molecules per wild type cell [46]. Expression of 
PBP3 at moderate levels (26-fold increase) can be achieved by placing the pbpB gene 
(with its own RBS) under the control of the lambda P, promoter and the ~18.57 repressor 

Fig. 6. Schematic representation of the assembled sequences at the 2.0-min region of the E. coli chromosome. 
The names of the genes and the relevant restriction sites (H, Hindlll; E, EcoRI; P, Psrl; K, KpnI; Pv, PvuII; S, 
SmaI; C, Clal; M, Mlul) are shown in lanes I and Il l .  Sites are numbered starting from the first site for each re- 
striction enzyme at the 0 min of the E. coli genetic map. Lane II shows the putative termination sequences as 
deduced with the use of the Wisconsin software package (see Table 11). In lanes Ill, the fragment between the 
Hg and sites is enlarged and the transcription start points for the genes in this region are shown (see 
Table 11). Putative transcription terminator 5 is drawn in discontinuous line because it is not functional in vitro 

(see text). 
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TABLE I 
Promoters sequences and lengths of the known and predicted 5' ends of non-coding mRNA regions for proteins 
encoded in the E. coli genome 2.0-min region 

Gene mRNAstart nt to  Predicted RBS nt from Protein start 
ATG RBS to ATG 

mraZ 6126 
mraW 6540 
mraR 7219 

7542 
pbpB (7921) 
frsQ 19275 

19400 
(19555) 

ftsA (20107) 
(20133) 
(20460) 

f t S Z  21 169 666 
21226 609 
21576 259 
21626 210 

Promoter -35 region 

TAAGGGGTGA 
GCAGGACTTG 

AGAGGACGAA 
TAAGGATAAA 

TCTGGAACTG 

TCAGGCACAG 
ACAGGCAGAA 

ATCGGAGAGA 
TAAGGAGGTT 
(consensus) 

Distance -10 region 
to -10 (bp) 

10 6164 
I I  6624 

5 7562 
12 7943 

11 19685 

16 20512 
7 

7 21835 

Distance to 
mRNA start 

mraZ 
mraW 
mraRp2 
mraRpl 

PbPBPO 
J w P 2  
ftSYPl 
.rrSYPO 
ftsAp2 
frsApl 
flsApO 
ftsZp4 
frszp3 
ftsZp2 
ftsZpl 

TTGACA 
TGGACA 
CTGCTG 
CTGAGA 
TTGATC 
GTAGCA 
CGTCAA 
TTGCAA 
TTGCGC 
TGGTAG 
TTGCGT 
CTGCGT 
TTGCGC 
TTGCAG 
TCGGCG 

18 
19 
16 
16 
13 
17 
16 
21 
16 
18 
19 
18 
18 
17 
19 

TAAACT 13 
TGGGAT 13 
TAAGTT 5 
TTCAGT 7 
TATCGT 110 
TGCATT 12 
CGGAACCT 12 
TATGCT <I30 
'IATGGT <405 
TCAGCG <379 
TAGGCT <52 
TACAAT 10 
TATGCT 9 
TTTCAT 5 
TTTAAC 6 

Numbers for mRNA and protein start point correspond to the assembled sequence from Hind& to Pvull35. 
Numbers in parentheses indicate that the site for mRNA start has not been obtained by S1 mapping, but 
inferred from the sequence. 

[47]. Replacement of the PBP3 RBS with the LacZ RBS produces a B-galactosidase- 
PBP3 fusion protein that is expressed at high levels (10% of total cell protein). As mRNA 
produced from the P, promoter is rather stable, these results indicate that the efficacy of 
the PBP3 RBS is very low. 
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6.2. Post-translational modijcations and export of PBP3 

PBP3 catalyses reactions that occur on the outer surface of the cytoplasmic membrane or 
within the periplasm. It must be located with much of its bulk in the periplasmic space 
and, consequently it must be exported. Exportable proteins are normally translated as pre- 
proteins with an N-terminal hydrophobic extension that serves for translocation through 
the cytoplasmic membrane. These N-terminal signal peptides are cleaved in secreted pro- 
teins by specific proteases, Spase 1 and Spase I1 [48,49], but in some membrane proteins 
they are not processed and serve as membrane anchors. 

6.2.1. Lipoprotein nature and proteolytic processing of PBP3 
PBP3 is synthesized as a preprotein [3 11 and is processed in vivo as a mature form having 
a higher electrophoretic mobility. The primary structure of PBP3 contains an N-terminal 
sequence that mimics the structural domains found in signal peptides: a basic region 
(Ml-E15), a hydrophobic core (H,6-P50), and putative sequences for processing by SpaseI 
(A,,LA,,) and SpaseII (L,,CGC,,) (Fig. 7). Hayashi et al. [50] have predicted that PBP3 
may be modified by mechanisms comparable to those involved in lipoprotein export to 
the outer membrane, resulting in the substitution of Cys,, by an acylglyceride moiety. 
However, there is no proof that PBP3 itself is a lipoprotein for the following reasons: (i) 
only 15% of the total PBP3 is acylated under conditions in which the protein is highly 
overexpressed; (ii) no change in electrophoretic mobility is observed due to the modifica- 
tion (the whole population of PBP3 molecules migrates to the same position as does the 
processed mature form); (iii) processing of PBP3 is insensitive to globomycin, an antibi- 
otic which specifically inhibits the processing of pro-lipoproteins; (iv) site-directed mut- 

TABLE I1 
Putative terminator sequences at the 2.0-min region of the E. coli chromosome 

Number in Sequence position Primaryb Secondary' 
Fig. 6 (direction)a 
lane 11 

I 109-136 (CW) 6.72 23 
la 136-109 (ccw) 8.25 87 
2 589-615 (cw) 3.51 84 

4 6029-605 1 (CW) 6.11 25 
5 8653-8674 (CW) 3.66 63 
5a 10383-10358 (CCW) 3.66 67 
5b 13013-12999 (CCW) 5.13 26 
5c 16352-16331 (CCW) 3.99 79 
6 2753427559 (cw) 6.09 83 
6a 27559-27534 (CCW) 3.80 60 
7 28223-28240 (CW) 5.53 45 

3 44024424 (cw) 5.14 20 

aThe position (in bp) corresponds to the assembled sequence starting at Hindllla (see text). (cw): same direction 
of transcription as thepbpB gene, (ccw): opposite direction of transcription to genepbpB. 
b,cValues calculated by using the Terminator program of the Wisconsin package for primary and secondary 
structures of the putative terminator sequences. The thresholds are fixed to 5.0 or 3.0 (b) depending on the sec- 
ondary structure values, and to 20 or 60 (c) depending on the primary structure values. 
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Fig. 7. Schematic representation of the gene fusions, mutations and functional domains of E. colr PBP3. Lane I 
shows the sites where fusion proteins with PhoA (upper) and Bla (bottom) have been obtained. Lane I1 displays 
the single point mutations that block or reduce thej3-lactam binding without inhibiting the in vivo enzyme ac- 
tivity (upper), and those that block the function in vivo without a significant change in the j3-lactam binding 
(bottom). Lane 111 shows the four functional domains described for the protein. Some relevant features are 
highlighted: +++, hydrophobic region; LCGC and ALA, putative processing sites for signal peptidases 11 and I, 
respectively. STVK, SSN and KTGAT, conserved sequences corresponding to the SXXK, SDN and KTG boxes 

found in DD-endopeptidases and j3-lactamases [81], respectively. 

agenesis of the sequence L,,CGC,, [51] with changes of Leu,, to Phe, Gly,, to Ser and 
Cys,, to Arg which should Abolish acylation, have no effects on maturation and function 
of PBP3. Note finally that PBP3 also undergoes proteolytic processing by removal of the 
undecapeptide I,,,-S,,, at the C-terminus of the protein [52] . 

6.2.2. Effect of secA, sec Y, f tsH and prc on PBP3 export 
Experiments with secA and secY secretion mutants indicate that the processing and func- 
tion of PBP3 are dependent on the protein translocation machinery [53; unpublished re- 
sults]. The N-terminal region serves as a signal for interactions with the translocation ma- 
chinery. Indeed, those molecules whose 40 N-terminal residues are removed fail to 
translocate and accumulate in the cytoplasm [54]. Conversely, the first 36 N-terminal 
amino acids of PBP3 are able to translocate the /I-lactamase moiety of a pbpB-blu gene 
fusion protein in the periplasm [55] (Fig. 7). PBP3 production is strongly reduced in a 
ftsH mutant [56]. FtsH is a membrane-bound protein probably acting as a specific chap- 
eronin for the export of PBP3 [57]. 

The gene prc responsible for the C-terminal processing of PBP3 has been cloned, 
mapped at 40.4 min and sequenced [53]. The prc gene product is involved in the protec- 
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tion of cells from thermal and osmotic stresses but it is dispensable for growth at low 
temperatures and in high osmolarity media. It is located on the periplasmic side of the cy- 
toplasmic membrane [55 ]  suggesting that PBP3 processing occurs probably outside the 
membrane. Surprisingly, maturation of PBP3 is not related to the growth defect of prc 
mutants. Processing does not occur under permissive conditions that allow the prc mutant 
cells to divide normally [58 ]  suggesting that the unprocessed form of PBP3 rather than 
the processed form may be the functional protein engaged in cell division in vivo. C-ter- 
minal processing may be a first degradation step restricting the function of PBP3 even if 
the processed protein retains the ability to bind p-lactams. The point mutation Val,,,Ala 
(Fig. 7) yields a mutant protein which retains p-lactam binding capacity but is unable to 
perform transpeptidation [42; unpublished results]. Moreover, cleavage of the 1 1 C-ter- 
minal residues is not essential for cell division, because non-processed forms, those de- 
leted in the 12 C-terminal residues [58 ]  or those containing an internal deletion at the C- 
terminal end that block processing [51], are able to complement apbpB(Ts) mutation. 

6.2.3. PBP3 turnover 
The levels of mature PBP3 are constant throughout the cell cycle [35] and diminish very 
rapidly in the stationary growth phase [59] .  No turnover number has been reported for 
PBP3. In the stationary phase, the protein is actively degraded, this degradation being 
dependent on the activity of relA [60] and probably on specific periplasmic proteases 
[61]. After restart of growth, normal levels of PBP3 are quickly restored. Constant levels 
could result from a steady state between synthesis and degradation. Disappearance of the 
protein in stationary phase could be due to arrest of synthesis, rapid degradation or both. 
Why does the cell maintain a constant level of a protein needed only during one-third of 
the cell cycle? Possible explanations include: (i) expression is discontinuous with PBP3 
being produced only during septation. The non-processed form would be rapidly used as 
active enzyme in septa1 peptidoglycan biosynthesis perhaps coupled with the appearance 
of a specific substrate (see below) and then processed into a mature stable form. This ma- 
ture form would be the PBP3 detected at constant levels by p-lactam antibiotics. (ii) 
Alternatively, the cell could produce PBP3 continuously throughout the cell cycle and 
PBP3 could mature continuously, but at the moment of septum formation, the recently 
formed non-processed PBP3 could be activated by a specific substrate and/or by interac- 
tion with other components of the septator. These two models emphasize the complex 
situation of cell division in vivo although some of the features are debatable. For exam- 
ple, the affinity of the PBP3 mature form for some specific /?-lactams (furazlocillin, 
cephalexin, azthreonan) correlates well with their differential ability to inhibit growth (as 
reflected by their respective ID,, and MIC values). This may indicate that the affinity of 
the non-processed form for the p-lactam may be the same as that of the mature form. As 
PBP3 is maintained at a constant level along the cell cycle, being degraded only in non- 
growing cells, the question arises as to whether processing has any relevant, although 
dispensable, function. 

6.3. Gene expression of the$s region 

Transcription of thefisQ, A, Z genes is particularly complex. Two promoters inside the 
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ddl gene direct transcription offtsQ and A. As already mentioned, one, ftsQlp, is a gear- 
box (Fig. 4). The other,ftsQ2p, is a housekeeper promoter. The SdiA protein [62] acti- 
vates transcription fromftsQ2p. The activation is strong enough to increase the amount of 
FtsZ up to levels that can compensate for the inhibition of division caused by artificially 
induced levels of MinC-MinD. The existence of specific promoters forftsA [6345]  is 
not supported by mapping of the transcription initiation sites [26] nor by the identification 
of the transcripts [29]. Most of theftsZ transcripts originate at four promoters within the 
ftsA gene (Fig. 4). Nearly 79% of the transcripts are initiated at the two proximal promot- 
e r s , j sZ lp  and 2p. Transcripts from these two promoters follow a cell cycle-dependent 
pattern of synthesis, while those from the distalftsZ3p and 4p merely increase when gene 
dosage doubles [29a]. Disruption of the natural transcription regulation by introducing an 
inducible tuc promoter in the intergenic region between ftsA and ftsZ alters the normal 
timing of septation. These modified cells divide at sizes bigger than the wild type 
although the amounts of FtsZ per cell are similar [29a]. These results suggest that 
expression of ftsZ involves additional effectors. One possible effector molecule that can 
increase the expression offtsZ is the RcsB protein [66]. Sequences homologous to DnaA 
boxes are found in theftsQ, A [67] genes but they do not influence the transcription of the 
ftsZ gene [29a]. Less specific transcriptional controls such as supercoiling, do not affect 
transcription of theftsZ gene (Garrido et al., unpublished). 

Post-transcriptional regulation [68] may contribute to the different relative amounts 
of FtsQ and FtsA present in a normal cell. These two proteins are translated from a single 
messenger but the cell contents of FtsA, the downstream product, is nearly sixfold 
the amount of FtsQ. The amount of FtsA per cell as measured by immunoblotting with 
a monoclonal antibody, is proportional to the mass of the cell [69]. This observation 
would suggest that transcripts initiated from the gearbox upstream from ftsQ do not 
produce a constant amount of FtsA per cell and cycle. A trivial explanation would be that 
the monoclonal antibody used for the titration of FtsA recognizes only one particular form 
of the total FtsA population. The same observation might result from post-transcription- 
al processing or indicate that most of the ftsQ, A transcripts are not initiated at this 
promoter. Another possibility is that the transcription from ftsZ promoters in the ftsA 
structural region, perturbs the elongation of mRNA insideftsA in a growth dependent 
manner. 

An additional feature of the expression of thefts region is the presence of translational 
frame shifting. lnitiation and termination codons are very close or shared between ddl- 
ftsQ [70] andfisQ-ftsA [63]. The coupling may be required for the coordinated expression 
of these genes but its exact meaning is not known. 

7. Influence of murein structure on septation 

At the level of the cell wall, the E. coli division cycle comprises a phase of cell elongation 
followed by a phase of cell septation resulting in the formation of two new poles. The 
switch between the two phases may be triggered by cyclic changes in DD-carboxypepti- 
dase levels [71], by changes in the amount or activity of PBP3 [72] and/or by reciprocal 
changes in RodA and PBP2 [40]. Such changes in protein levels or activities may be un- 
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der the control of regulatory genes [8]. The rod shape of the cell may be maintained by a 
complex balance between cell division and cell elongation. A model for peptidoglycan 
biosynthesis, known as ‘primer’ model, has been described [73] in which PBPIB is re- 
sponsible for the initiation of the synthesis of new crosslinked peptidoglycan at the new 
insertion sites, i.e. ‘the primer’. PBP2 and PBP3 would be primer-dependent peptidogly- 
can synthetases specific for wall elongation and septation, respectively. This model fits 
most of the observations on the rate of incorporation of precursors, on the macromolecu- 
lar peptidoglycan composition, and on the function of the biosynthetic enzymes. Figure 7 
and Table 111 summarize some recent findings about the biosynthesis of septal peptidogly- 
can. 

Elongation of the sacculus and septation share a common physical substrate: the pre- 
existing murein layer, Septa are initiated in the cylindrical part of the sacculus at defined 
positions and time [74-781. No evidence supports the existence of specialized areas on 
the sacculus. No specific components of septal murein are known. Furthermore, the 
meaning of the differences detected in some structural parameters (crosslinkage, sugar- 
chain length) is still under debate [79-8 I ]  (see Chapters 2 and 4). 

The major unsolved problem in studying the specific function of a specific PBP in the 
cell cycle is to measure and distinguish its in vivo enzymatic activity. B-Lactam antibiot- 
ics have a three-dimensional structure that closely resembles the donor site (X-D-Ala-D- 
Ala) of DD-transpeptidation and as a consequence they bind and inactivate the catalytic 
site of PBPs (for a review see [82] and Chapter 6). The only experimental approach used 
to study the enzymatic activities of the PBPs in vivo is to measure the effects of a specific 
B-lactam for a given PBP on the rate of peptidoglycan synthesis and on peptidoglycan 
composition. Transpeptidation is the rate-limiting step of the reaction cascade and is de- 
pendent on the product of transglycosylation. A transglycosylase activity has been pro- 
posed for all the HMW-PBPs [8] (see Chapter 4) but it has been consistently demon- 
strated in vitro for PBPIB, only at a 2-3% of the activity expected in vivo (Table 111). 
Methods to analyse the polymerization process as a whole are not available. A new 
HPLC-based procedure [83] which separates the glycan strands according to their length 
provides no information on the coupling of the polymerization activities, because it needs 
an amidase treatment to separate the peptide moiety. 

The initiation of septation is still an undefined event concerning the biochemical de- 
tails of murein metabolism. The first sign of septation is the appearance of a reversible 
constriction at the future site of division [84]. The early steps of septation are apparently 
carried out by proteins other than PBP3 [81]. Involvement of murein hydrolases is likely 
but still uncertain [85] (see Chapter 7). The initial invagination defines an area where 
compartmentalization occurs by completion of the periseptal annuli [86]. However, it is 
important to notice that, up to that moment, murein in the preseptal region is a genuine 
cylindrical wall. Therefore septum-making enzymes should accept cylindrical murein as 
substrate at septum initiation. Hence, models describing septation should account for the 
effect, or the lack of effect, of treatments eliciting structural alterations in the murein 
layer. The parameters defining the structure, morphology and composition of the sacculus 
are susceptible to experimental manipulation. 

Morphological alterations of the sacculus are potential division-disturbing situations. 
Mutants of E. cofi with coccal shape are able of stable growth [21,87,88]. These strains 
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TABLE Ill 
Some data related to peptidoglycan biosynthesis by the CIMW-PBPs in E. coli 

Value Reference 

Surface of a cell with a L/2R = 2 8.75 f 0 . 8 ~  m2 13 
Length of a disaccharide unit in a 3D helical structure 1.0 f 0.05 nm 138 
Average surface area per disaccharide unit 2.5 nm2 1 3  

73 

105 

Number of DAP molecules per sacculus 3.5 f 0.6 x lo6 
Range 2.7-5.6 x lo6 I 

Percentage of inhibition of 'I-I-DAP incorporation by 24 f 5% 

35% 13 
furazlocilin (amount of peptidoglycan made by PBP3) 

Number of DAP molecules incorporated by PBP3. assumed 
to be the unique septa1 peptidoglycan synthetase: 
Minimala 
Maximala 

Number of molecules of PBP3 per cell 
Number of monomers to be incorporated per second per 

molecule of PBP3: 
Minimalb 
Maximalb 

HMW-PBPs per cell 

HMW-PBP molecule (in viva)' 

Il(penta)] 

[lipidll(tri)] 

Total number of molecules of peptidoglycan-synthesizing 

Number of monomers to be incorporated per second per 

Pool of undecaprenyl-P-P-MurNAc(penta)-GlcNAc [lipid 

Pool of undecaprenyl-P-P-MurNAc(tri)-GlcNAc 

PBPl b incorporation (in vitro) (only transglycosylase)d 

6 x  lo5 

50 
19 105 

I0 (40) 
31 (124) 
300 

5 

2000 

I00 

0.1 f 0.03 

This work 
This work 
46 

This work 
This work 
46 

This work 

47 

47 

4 1  

Talculated as 24% of the minimal (2.7 x lo6) or 35% of the maximal (5.6 x lo6) number of DAP molecules 

'Calculated assuming that 50 molecules of PBP3 incorporate 6-19 x lo5 monomers during 20 min (septation). 
Numbers in parentheses are the rate of incorporation expected for a strain possessing a reduced amount of 
PBP3, as in the case of Ax655 strain (25% of normal amount). 
CCalculated assuming that all HMW-PBPs (300 molecules) incorporate 5.6 x lo6 monomers during 60 min 
(cell cycle). 
dNumber of DAP molecules incorporated by one molecule of PBPl B molecule per second by polymerization in 
an in vitro standard assay. 

er cell. 

grow and divide accordingly to regular patterns. Viability is as high as for the respective 
wild-types [89]. Growth in cell mass of coccal E. coli occurs mainly by changes in the cell 
diameter [89], a parameter that is constant in growing rods [l]. Septation of these cells 
reduces the diameter to that of the newly born parental cell [89]. These observations sug- 
gest that the septum forming machinery can work properly even in cells whose diameter is 
changing along the cell cycle. For a given mass, the diameter is bigger in coccal cells than 
in bacillar cells. Since division of coccal cells is also expected to be FtsZ dependent, the 
FtsZ ring structure (see below) must be sufficiently flexible to change its own diameter 
and, therefore, the number of monomers needed to build it up [90]. Nevertheless, septa- 
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tion is partially affected in spherical cells generated by mutations in the genes pbpA or 
rodA. These strains show a strong tendency to produce minicells under restrictive condi- 
tions [91]. This phenotype, rather than indicating a deficiency in the ability of the cells to 
make septa, suggests that errors are generated in the location of the division site. 

The influence of the composition of pre-existing murein on septation can be 
considered under two aspects: the chemical composition of murein and the relative pro- 
portions of muropeptides (see Chapter 2). Changes in the chemical composition of E. coli 
murein can be induced in vivo by two different mechanisms: (i) feeding cells with incor- 
porable analogues of the physiological precursors; (ii) exploiting the property of E. coli 
cells to catalyse a D-amino acid exchange reaction on macromolecular murein [92-951. 
The last reaction results in the accumulation of muropeptides with a residue of the ex- 
changed D-amino acid instead of D-alanine at the C-terminal position [96]. The specificity 
of the murein biosynthetic machinery in E. coli is rather high (see Chapter 3) and, conse- 
quently, the number of known incorporable analogues is small. The best studied is lan- 
thionine [92,93]. This analogue of meso diaminopimelic acid is readily incorporated in 
the murein of diaminopimelic acid auxotrophic strains. Incorporation proceeds by the 
regular biosynthetic pathway and leads to a complete elimination of diaminopimelic acid 
from the murein. Initial investigations indicate that E. coli cells are capable of stable 
growth in lanthionine without noticeable morphological alterations [97]. These results 
indicate that biosynthetic complexes making lateral wall and septa have a similar specific- 
ity regarding the nature of the diamino acid. Murein from lanthionine-treated cells lacks 
the lanthionine-containing equivalent of one of the major physiological muropeptides. 
The missing muropeptide is probably the equivalent of a DAP-DAP crosslinked peptide 
in diaminopimelic acid-grown cells. Therefore, a critical involvement of DAP-DAP 
crosslinked muropeptides in septation is questionable. 

Treatment with D-amino acids (methionine is the best studied) results in murein altera- 
tions at three levels: exchange of the terminal D-alanine in many tetrapeptide side chain- 
containing muropeptides, reduction in crosslinkage, decrease in the rate of murein syn- 
thesis [95] and reduction in the amount of murein per cell. Treated cells maintain normal 
morphology, viability and growth rate with 40% of the total muropeptides modified, with 
crosslinkage reduced by 30%, and with the rate of murein synthesis reduced by 50% [95]. 
This implies that septation is very flexible regarding the structure of the murein network. 
Particularly intriguing is the apparent dispensability of part of the murein in the sacculus. 
Rod morphology is maintained in cells grown in D-aminO acids, then the reduction of 
murein in these cells reflects a decrease in the amount of murein per unit of surface area. 
This observation is supported by results obtained with diaminopimelic acid auxotrophic 
strains subjected to diaminopimelic acid limitation [98]. Stable growth and normal divi- 
sion are both possible with about one half the normal amount of murein. Hence, about one 
half of the murein is superfluous or, alternatively, the material left in the sacculus can be 
stretched up to a certain limit compatible with growth and septation. In growing cells, the 
sacculus is far from filly stretched (see Chapter 2). Such a mechanism could allow for a 
certain degree of tolerance during transient inhibitions of murein biosynthesis. 

Another structural alteration of murein to be considered is the impairment of Braun’s 
lipoprotein synthesis [99] (see Chapter 14). The murein-bound form of the lipoprotein is 
apparently responsible for the attachment of the outer membrane to the sacculus [99]. 
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Lipoprotein deficient mutants are viable and divide normally. This reinforces the view 
that septation depends exclusively on the murein sacculus itself as the basic structural 
element [99]. The same idea is also supported by the phenotype of envA mutants. They 
are able to synthesize a complete septum but their outer membrane does not invaginate 
preventing separation of the daughter cells [ 1001. 

The observations discussed above emphasize that septation is an extraordinarily flex- 
ible process regarding the properties of its physical substrate, the murein layer. Models on 
peptidoglycan synthesis during cell division must account for the high built-in flexibility 
of the septum-making apparatus. 

8. Function of PBP3 in septa1 peptidoglycan synthesis during the cell cycle 

Three structural domains can be observed in the primary structure of PBP3 (Fig. 7): do- 
main A is involved in the export of the protein (see above), domain B contains the puta- 
tive transglycosylase activity and domain C is responsible for the transpeptidase activity 
(see Chapter 6). An additional functional domain, domain D, has been predicted from a 
number of observations: Several amino acid substitutions found during the analysis of 
mutated forms of PBP3 [101,102] occur at the C-terminal side of the KTG motif (Fig. 8) 
[82]. Deletions of the C-end of the protein obtained in vitro do not complement pbpB mu- 
tants but are able to bind @-lactams. Although the structural analysis of the class A @- 
lactamases and HMW-PBPs [ 1031 assigns no function to this region, the frequent identifi- 
cation of mutants with amino acid substitutions located in domain D (Fig. 8) suggests that 
this domain is important for the more complex transpeptidation reaction catalyzed by the 
enzyme or for interactions with other components of the septator. 

As already mentioned, a cell division-specific muropeptide has not been detected but, 
during septation, a shift from a mono-stranded to a multi-stranded mode of insertion oc- 
curs [81,104]. Pentapeptides are the preferred monomers for extension of the glycan 
chain, and the DD-Tetra-Tetra form is the major dimeric muropeptide (see Table IV). 
However, peptidoglycan synthesized de novo in a defilamentation system that mimics the 
activity of PBP3 in vivo, has a high degree of crosslinkage as well as a higher ratio of 
tripeptide-containing crosslinked subunits [72]. As tripeptide subunits cannot be used as 
donors for DD transpeptidation, the above results suggest that tripeptides are the acceptor 
substrates for PBP3. The change from mono- to multi-stranded insertion and the increase 
of tripeptide-containing subunits at the leading edge of septum formation might occur 
without a significant change in peptidoglycan composition of non-synchronously growing 
cells as follows. Polymerization of precursors into new chains, both tri- and pentapep- 
tides, could be performed by the transglycosylase activity of PBPlB; coupling between 
the new and the old glycan strands could be performed by the Penta> Tetra DD- 
transpeptidase activity of PBPIB; and coupling between new strands may involve either 
the PBPIB activity or the Penta > Tri DD-transpeptidase activity of PBP3. 

Involvement of PBP3 exclusively during septum formation is suggested by the close 
parallelism that exists between the specific blocking of the protein (by B-lactams or muta- 
tion), the inhibition of septation, and the significant decrease in murein synthesis during 
septation. [74,105,106]. However, impairment of PBP3 by mutation or by the PBP3-spe- 
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Fig. 8. Diagram of the enzymes and substrates that may be involved in the biosynthesis of murein during the 
cell cycle of E. coli. Soluble precursors are incorporated and made accessible to the membrane by a series of 
translocases TI, T11, Ttri and Tpenta. The mruY [I391 and murG [I401 gene products are responsible for the 
translocase I and I I  activities. The specific translocase activities for lipid Il(tri) and lipid Il(penta) are tentatively 
assigned to FtsW and RodA. Penicillin-binding proteins 1A or 1B (230 copies per cell) would be responsible 
for the initiation of new glycan chains (priming) using lipidll(penta) as donor. The rapid action of the DD-car- 
boxypetidase activity (DD-carboxy) of PBPS and 6 (2400 copies per cell) would produce the preferred 
substrate lipidll(tetra) for PBP2 (20 copies per cell) during elongation. Subsequent action of a LD-carboxypep- 
tidase would also produce the lipidll(tri) precursor. Polymerization of both lipids I1 by PBPlB and the coupled 
activity of this PBP with the Penta > Tri DD-transpeptidase activity of PBP3 would produce the insertion of 
tripeptide-containing subunits at the leading edge of septum formation (septation) (see text). The ratio of sol- 

uble precursors is shown in the bottom lanes. 

cific p-lactam furazlocillin does not affect DAP incorporation during initiation of con- 
striction. However, it does so at later stages [74] indicating that a PBP3-independent sys- 
tem might be responsible for the change from lateral to septa1 peptidoglycan biosynthesis. 
The role of PBP3 as the septal-peptidoglycan biosynthetic enzyme derives from the fact 
that in vitro purified forms of the protein may perform both transpeptidase [lo71 and 
transglycosylase activities [ 1081. However, the transglycosylase activity has not always 
been detected with purified or membrane-bound PBP3 obtained from hyperproducing 
strains [47]. ThefrsW gene which codes for a protein with high homology to RodA, is re- 
quired for the transglycosylase activity of PBP3. An increase in insoluble peptidoglycan 
and lipid precursor have been observed in an in vitro assay using cell envelopes of FtsW- 
and PBP3-overproducing strain [ 1091 (see Chapter 4). 

PBP3 seems to be the only HMW-PBP essential for cell growth. PBPlA and 1B com- 
pensate for each other [ 1 10,111 ] and PBP2 is not essential in the presence of the lov allele 
[ 1121. The first evidence that PBP3 is an essential protein rested upon the observation 
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TABLE IV 

Potential types of dimers that could be synthesized by the different types of transpeptidases using the possible 
substrates as donor and acceptora 

Enzyme Donor sub- Acceptor Type of transpeptida- Type of dimerb 
stratc substrate tion 

D-D-transpeptidase 

L-D-transpeptidase 

D-D-transpeptidase 

L-D-transpeptidase 

D-D-transpeptidase 

L-D-transpeptidase 

Lipidll 
(pcnta) 

Lipidll 
(penta) 

Lipid11 
(tetra) 

Lipid11 
(tetra) 

Lipidll 
(tri) 

Lipidll 
(tri) 

Lipid11 

(tetra) 
(tri) 

Lipidll 

(tetra) 
(tri) 

Lipidll 

(tetra) 
(tri) 

Lipidll 

(tetra) 
(tri) 

Lipidll 

(tetra) 
(tri) 

Lipidll 

(tetra) 
(tri) 

(pent4 

(penta) 

(penta) 

(pent4 

(pent4 

DD Penta > Penta 
DD Penta > Tetra 
DD Penta > Tri 

LD Penta > Penta 
LD Penta > Tetra 
LD Penta > Tri 

DD Tetra > Penta 
DD Tetra > Tetra 
DD Tetra > Tri 

LD Tetra > Penta 
LD Tetra > Tetra 
LD Tetra > Tri 

DD Tri > Penta 
DD Tri > Tetra 
DD Tri > Tri 

I,D Tri > Penta 
LD Tri > Tetra 
LD Tri > Tri 

DD-Tetra-Penta 
DD-Tetra-Tetra 
DD-Tetra-Tri 

LD-Tri-Penta 
LD-Tri-Tetra 
LD-Tri-Tri 

Not possible 
Not possible 
Not possible 

LD-Tri-Penta 
LD-Tri-Tetra 
LD-Tri-Tri 

Not possible 
Not possible 
Not possible 

Not possible 
Not possible 
Not possible 

aThe most ahundant species (>3%) found in pcptidoglycan of exponentially growing cells of Escherrchra colr 
are shown in bold type. 

each dimer name, DD or LD indicates the type of crosslinking between donor (second part of the name) and 
acceptor (third part). 

that only thermosensitive mutants can be isolated. Two independent results confirm this 
proposal, namely the analysis of the rodA (sui) mutation [ 1 131 which suppresses the 
thermosensitive filamentation of a#sf23 mutant strain and the ~ f i  [ 1141 mutation which 
suppresses filamentation of the sep21.58 (=fts1655) mutation [ 1131. The results indicate 
that PBP3, although present in low amounts in these strains grown at 42"C, is required for 
cell growth. An additional proof for the essential hnction of PBP3 is provided by a strain 
that contains a deletion/insertion mutation in pbpB and is unable to survive unless com- 
plemented by a wild type copy of the gene [ 1 151. 

These results raise the question of how so few molecules of PBP3 can be sufficient for 
septation. Table 111 summarizes the data on the peptidoglycan biosynthetic activities of 
the HMW-PBPs. The minimal number of monomers incorporated per molecule of PBP3 
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in a wild type strain is 101s. Spratt [46] has estimated that a normal cell contains about 50 
molecules of PBP3. In apbpB thermosensitive strain grown at the permitted temperature, 
only 30% of the normal level is found (about 20 molecules). Due to the low therniostabil- 
ity of the mutated PBP3, this number must still be smaller at 42°C. However, cells har- 
bouring both a pbpB mutation and either the sui or the sfp mutation [40,114] are able to 
septate at the restrictive temperature in the presence of PBPlB or by overproducing 
PBP5, respectively. 

9. PBP3, FtsA, FtsQ and FtsZ may exert their action at a place called septator 

Regulation of gene expression provides one mechanism to temporally control cell divi- 
sion. Also mechanisms of spatial control should operate in the cell, as suggested by the 
behaviour of the min mutants. The primary signal that differentiates a site in the cell enve- 
lope, transforming it into a septum primordia, is unknown. FtsZ is an early component of 
the septation pathway but it does not have the capacity of initiating a septum. Over- 
expression offtsZ activates septation exclusively at the poles producing minicells, but no 
septa seem to be formed at other sites along the cell length as would be expected if FtsZ 
were sufficient to initiate differentiation of septal sites. Some theories, such as the 
nucleoid occlusion model [ 1 161, invoke purely physical reasons to explain the generation 
of septa at specific sites. Others, such as that based on periseptal annuli [ 1 171, invoke the 
action of proteins specific for septation. Thus, it seems likely that both kinds of mecha- 
nism, physical and biochemical, may contribute to septal differentiation. When the bolA 
gene is overexpressed together withftsQ, A and Z, aberrant septal primordia are placed at 
sites that do not correspond to the locations expected for the wild type. In some of these 
cells, an even number of septa can be observed producing, sometimes, a guillotine effect 
[ 1 181 on the unsegregated nucleoid (Fig. 9). This phenotype is not found in strains over- 
expressing bolA only. They have a round morphology probably due to increased levels of 
PBP6 [24]. Overexpression of ftsQ, A and Z, or Z alone, produces minicells [119]. 
Hence, septation requires the concerted action of several genes and is dependent on the 
proper ratio of some gene products, such as FtsA and FtsZ [120,121]. 

The existence of a septator, the site at which proteins active in septation exert their ac- 
tion [2], is also reinforced by studies on the cellular localization of the Fts and PBP3 pro- 
teins. The cellular content of FtsQ is very low, around 25 molecules per cell. Cell frac- 
tionation shows that FtsQ is located in the cytoplasmic membrane and fusions of FtsQ 
with alkaline phosphatase show that the protein is indeed located in the membrane with 
the C-terminal domain protruding into the periplasm [122]. FtsQ contains an amino- 
proximal hydrophobic domain essential for proper localization and biological function 
[123]. This domain contains a putative leucine zipper motif whose presence in an intact 
form may be required for the activity of the protein but not for its localization in the 
membrane (Sanchez et al., unpublished). 

Although translated from the same transcripts as FtsQ, FtsA occurs in higher amounts, 
nearly 150 molecules per cell. Results of experiments performed on maxicells suggest a 
cytoplasmic membrane localization for FtsA [ 1241. This has been confirmed by cell frac- 
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Fig. 9. The guillotine effect on the nucleoid caused by extra septation sites. Cells in which the bolA gene is 
overexpressed in the presence of high level expression of theftsQ, A and 2 genes. Panel A (phase contrast im- 
age) and panel B (fluorescence of the DAPI-stained nucleoid) show the same individual cells. The strain used is 
E. coli VIP54 containing both pZAQ [ I  IS] and pMAK543 11341. The pMAK543 plasmid contains bolA undcr 
the control of the lac promoter in a pBR-compatible replicon and pZAQ contains theftsQ,A,Z genes in a 
pBR322 type of plasmid. I mM IPTG has been added to a culture growing exponentially in LB broth and the 
culture subsequently kept below 5 x 10’ cclls/ml by dilution with pre-warmed medium containing IPTG. The 
photographs are those of a sample taken I50 rnin after addition of IPTG. For DAPI staining, the cells have been 
previously incubated for 10 min at 42°C with 100pg/ml chloramphenicol to condense the nucleoid, spun 
down, washed in ice-cold a i d e  saline and tinally resuspended in aide-saline. DAPI staining was carried out as 
described [135]. The arrowheads in A point to two constrictions that are aberrantly initiated within the same 
cell, The arrowheads in B point to the stranglings observed in the unsegregated nucleoid, which closely match 
the position of the constrictions (these data were obtained by M.V. while visiting W.D. Donachie’s laboratory). 

tionation and trypsin accessibility in vesicles showing, in addition, that FtsA is facing 
towards the cytoplasm [ 1251. 

FtsZ is mostly localized in the cytoplasm [126]. It is present in over 5000 molecules 
per cell. As shown by immunoelectron microscopy, the cell population of FtsZ migrates 
towards the central part of the cell forming a FtsZ ring at the septum [90]. The mean half- 
life of the FtsZ molecules is more than one division cycle [ 1271 but it is not known if the 
molecules that form the FtsZ ring remain active during more than one cycle when the ring 
is disassembled after division. Whatever the case, the level of FtsZ is likely to be replen- 
ished by cell cycle-dependent transcription as described above. 

The existence of a septator is also supported by two results indicating the existence of 
interactions between PBP3 and both FtsA and FtsZ. The interaction between PBP3 and 
FtsA derives from genetic evidence. Binding of radiolabeled iodo-ampicillin to PBP3 is 
abolished when the only form of FtsA present in the cell is the inactivated FtsA3 protein 
[128]. Further interpretations of this result should be done cautiously since it has not been 
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proven that the form of PBP3 harboured by D3, the strain used for the experiment, is 
identical to the wild type one. 

Evidence for the interaction between PBP3 and FtsZ [ 1291 rests upon the unlocalized 
distribution of an overproduced LacZ-PBP3 hsion inftsZ mutants. In contrast, this fusion 
protein is specifically localized at central and polar positions in wild type,ftsQ, A and 
pbpB strains. Other interactions involving the three FtsQ, A, and Z proteins have been 
suggested [130] but they remain to be proven. Given the low abundance of PBP3 mole- 
cules in the cell, a cooperative septum-forming structure must be formed at the time of 
cell division. Considering that the non-processed form of PBP3 could be the active pro- 
tein in septation (see above), one may hypothesize that only the specifically regulated, de 
novo synthesized PBP3 is used in septa1 peptidoglycan biosynthesis . 

10. The biochemistry of cell division regulation 

There have been considerable advances in the understanding of the biochemical modifi- 
cations of proteins involved in eukaryotic cell division [3]. This contrasts with the paucity 
of similar data for bacterial division. This situation has recently begun to change with the 
finding of a GTPase activity for FtsZ [131-1341, an ATPase activity for MinD [lo] and 
the availability of a structural model for FtsA [135]. 

The GTPase activity of the FtsZ protein was discovered after finding that it contained 
a sequence motif of seven amino acids homologous to that found in tubulins. It would be 
interesting if the FtsZ molecules were located in different cell fractions depending on the 
presence or the absence of bound GTP. It is tempting to speculate that a correlation might 
exist between all the observed properties of FtsZ, namely the migration of the GTP-bound 
form of FtsZ to the septator where it triggers division, and the activation of other proteins, 
such as PBP3, by specific phosphorylation. This would not correlate well with the widely 
different number of molecules since FtsZ is at least in a 100-fold excess over PBP3. It is 
not known if all the molecules of FtsZ are active for division and, therefore, this imbal- 
ance in the number of molecules could be less spectacular if the populations of active 
PBP3 and FtsZ were compared. Another possibility is that FtsZ may form part of a con- 
tractile structure in the periseptal annuli, its phosphorylation being involved in the mo- 
lecular mechanism causing contraction. 

A valuable tool for analysis of these biochemical activities is provided by the methods 
of structural analysis, in particular for FtsA. The FtsA protein has been proposed to be- 
long to a family of ATP-binding proteins that include both prokaryotic members like 
DnaK, a chaperonin, and eukaryotic members like actin, a contractile protein involved in 
cytokinesis [ 1351. Validation of the predicted biochemical activity of FtsA would support 
a mechanoprotein model of cell division. Although these hypotheses are very attractive, 
no data are available to reject or confirm them. 
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CHAPTER 6 

Biochemistry of the penicilloyl serine transferases 
JEAN-MARIE GHUYSEN and GEORGES DIVE 

Centre d'lnginierie des Proliines, Universili de LiPge, lnstitui de Chimie, 86, 
8-4000 Sart Tilman (Liige I)s Belgium 

I. Introduction 

The penicilloyl serine transferases catalyze cleavage of the cyclic amide bond of penicil- 
lin via formation of a serine S* ester-linked penicilloyl enzyme (Fig. I). They bear a 
unique signature implying three conserved amino acid groupings according to the follow- 
ing motifs: S*XXK, S X N  or YXN and K(H,R)T(S)G occurring at equivalent places along 
their amino acid sequences [I]. The enzymes, which are of known structure [2-6], consist 
of an all-a domain and an a@ domain whose core is a five-stranded@-sheet protected by 
additional helices on both faces (Fig. 2). In this structure, the three conserved motifs are 
brought close to each other and form part of the active site located between the all-a and 
a//? domains. The tetrad S*XXK is central to the cavity, at the amino end of helix a2. The 
triad, SXN or YXN, is on a loop connecting two helices on one side of the cavity. The 
triad K(H)T(S)G is on the innermost 83 strand of the /%sheet on the other side of the cav- 
ity. Some penicilloyl serine transferases are involved in wall peptidoglycan metabolism 
and assembly. They are the targets of penicillin action. Others protect the bacteria against 
the deleterious effects of penicillin. 

2. A putative ancestor of the penicilloyl serine transferases 

With X = a diamino acid residue, wall peptidoglycan assembly fiom lipid-transported N- 
acetylmuramyl(L-Alay-D-Glu-L-X-D-Ala-D-Ala)-N-acetylg~ucosamine disaccharide pen- 
tapeptide units is made by transglycosylation (glycan chain elongation) and transpeptida- 
tion (peptide crosslinking) reactions (see Chapters 2-5). Assuming that the primitive 
Eubacteria possessed unlinked transglycosylases and transpeptidases located on the outer 
face of the membrane, a putative ancestor of the interpeptide crosslinking enzyme might 
have been a DD-transpeptidase with a particular serine residue S* central in the catalysis 
(Fig. 3). Peptide crosslinking was made by transfer of the R-L-X-D-alanyl electrophilic 
group of a R-L-X-D-alanyl-D-alanine carbonyl donor peptide to the enzyme serine residue 
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R - C O N H . ~  
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+ * 

q*XX K Y X N  K(H,R)T(S)G 
N C 

Fig. 1. The penicilloyl serine transferases superfamily. Formation of serine ester-linked acyl (penicilloyl) en- 
zyme and active-site defining motifs. s*, essential serine residue. 

S* with release of the leaving group D-alanine and formation of a serine ester-linked acyl 
(R-L-X-D-alanyl) enzyme, and from this acyl enzyme, to the o-amino group of the L-X 
residue of another peptide acting as acceptor. Efficacy of the transpeptidation rested upon 
the hydrolytic inertness of the acyl enzyme intermediate. Water was not an acceptor of the 
transfer reaction. 

D-Alanyl-D-alanine and penicillin, a cyclic tripeptide secondary metabolite, were 
isosteric. Acylation of the enzyme serine residue S* by penicillin generated a leaving 
group which remained part of the acyl (penicilloyl) enzyme and could not diffuse away 
from the active site (Fig. 3). As a result of this occupancy, the penicilloyl enzyme was 
both hydrolytically and aminolytically inert and the inactivated DD-transpeptidase be- 
haved as a penicillin-binding protein (PBP). 

Fig. 2. Three-dimensional structures of/?-lactamases. a, a-helix; /?, /?-strand. The essential serine (filled circle 
at the amino terminus of a2)  and the other cctive-site defining motifs are indicated. Adapted from (41 

(C. freundii enzyme) and [ 5 ]  (Streptomyces albus G enzyme). 



105 

A1 

Donor 

Acyl 
enzyme 

Acceptor 

E-Gr-0- 

R-L-X -D-Ala-'C-NH -D-Ala 

D -Al a 
? 4 H 2  

+ * 
R- L-X- D-Ala-C -0 -Ser-  E ?fl\ 

NH2 H2 0 
WI 

R-L-X-D-Ala -D-Ala 

I * 
E-Ser -OH 

R - L -X-  D-A I a- CO -N H 

01 WI 
NHZ R- L-X - D -Ala -D-Ala 

penici l l in  -binding 
protein IMP) 

Fig. 3.  Putative ancestor of the peptidoglycan crosslinking enzyme. (A) Reaction with R-L-X-Dalanyl-D 
alanine-terminated peptides; (B) reaction with penicillin. 

3. Evolution features 

The present-day penicilloyl serine transferases comprise the Streptomyces K 15 DD- 
transpeptidase/PBP, the monohnctional DD-peptidasesPBPs, the B-lactamases, the 
penicillin sensory PBPs and the bi(mu1ti)functional high M, PBPs. 

3.1. The Streptomyces K15 DD-transpeptidase/PBP 

A mechanistic model of the putative peptidase ancestor is provided by the DD-transpepti- 
dasePBP of Streptomyces K15 [7-91. Upon cleavage of the signal peptide of the precur- 
sor, the exported 262 amino acid residue protein remains in interaction with the outer face 
of the membrane (from which it can be detached by high salt concentrations). The enzyme 
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consists of one catalytic module. The tetrad S*35TTK and the triad K2 17TG are close to 
the amino and carboxy ends of the polypeptide chain, respectively, and the triad S96GC 
(a variation of the S X N  motif) is located 61 amino acid residues downstream from S*35. 
The enzyme has been overexpressed and crystallized in a form suitable for X-ray analysis. 

The acyl transfer reactions that the Streptomyces K15 enzyme catalyzes on 
diacetyl(Ac,)-L-lysyl-D-alanyl-D-alanine (an analogue of the R-L-X-D-alanyl-D-alanine- 
terminated peptidoglycan precursors), proceed through formation of a serine S*35 ester- 
linked acyl (Ac,-L-Lys-D-alanyl) enzyme. The reactions are similar to those shown in Fig. 
3. However, hydrolysis of the tripeptide is negligible and the enzyme is seemingly silent 
because the released D-ahnine residue competes successfully with 55.5  M H,O, performs 
aminolysis of the acyl enzyme and regenerates the original carbonyl donor substrate. 
Glycyl-glycine at millimolar concentrations overcomes the acceptor activities of D-alanine 
and water. In the presence of Gly-Gly, Ac,-L-Lys-D-Ala-D-Ala is quantitatively converted 
into the transpeptidated product Ac,-L-Lys-D-Ala-Gly-Gly with a catalytic efficiency (see 
Section 4) of 65 M-’ s-l. 

D-Lactate, an alcohol analogue Of D-ahine, has no acceptor activity. Hydrolysis of the 
depsipeptide Ac,-L-Lys-D-Ala-D-lactate proceeds with a catalytic eficiency of 650 M-’ 
S-I. In the presence of Gly-Gly, hydrolysis and aminolysis occur on a competitive basis. 

The Streptomyces K15 enzyme is inactivated by /I-lactams in the form of a PBP. The 
second-order rate constant of acylation of S*35 is 150 M-’ s-l for benzylpenicillin and 
850 M-’ s-I for cefoxitin. 

3.2. Monofunctional DD-peptidases/PBPs, ,8-lactamases and penicillin sensors 

By reference to the Streptomyces K15 DD-transpeptidase/PBP, features of evolution re- 
sulted in increased preference for water as attacking nucleophile of the serine ester-linked 
acyl (R-L-X-D-alanyl) enzyme with conservation of penicilloyl enzyme inertness. The 
emerging DD-peptidases/PBPs performed concomitant hydrolysis and transpeptidation of 
R-L-X-D-aIanyl-D-alanine peptides on a competitive basis. Membrane anchoring was 
achieved by fusion of the carboxy end of the extracellular catalytic module to a 50-100 
amino acid residue extension, the end of which contained a signal-like segment that 
served as membrane anchor [10,1 I]. All the bacteria possess one or several membrane- 
bound DD-peptidases/PBPs. Cloning vectors are available which allow Escherichia coli 
PBP5 to be overexpressed in the form of an anchor-free, catalytically active water-soluble 
derivative [ 12,131. Few DD-peptidases/PBPs are secretory proteins. The Streptomyces 
R6 1 [ 141 and Actinomadura R39 [ 151 DD-peptidases/PBPs have been studied extensively 
(see Section 4.2). The Streptomyces R61 enzyme precursor has a cleavable N-terminal 
peptide signal and a cleavable C-terminal extension [ 141. C-terminal processing involves 
cleavage of the tyrosyl-glycine peptide bond of the sequence KPTTGE which has homol- 
ogy with the ‘wall associating’ LPXTGX motif (see Chapter 9). Similar to the reactions 
that these extracellular enzymes catalyze in vitro, the membrane-bound DD-pepti- 
dases/PBPs probably help control the extent of peptide crosslinking, are involved in 
peptidoglycan-remodelling during the cell life cycle and play important roles in cell mor- 
phogenesis [ 16-1 81 and sporulation (see Chapter 8). 
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Loss of peptidase activity and acquisition of catalyzed hydrolysis of penicilloyl en- 
zyme gave rise to the defensive /I-lactamases. The @-lactamases are secretory proteins 
(which accumulate in the periplasm of the Gram-negative bacteria). They consist of one 
catalytic module. The S*XXK motif is 3 0 4 0  amino acid residues downstream from the 
amino end of the mature protein and the KT(S)G motif is 50-60 amino acid residues up- 
stream from the carboxy end of the protein. 

Loss of peptidase activity without acquisition of catalyzed hydrolysis of penicilloyl 
enzyme gave rise to PBPs whose only function was penicillin binding. Fusion of the 
amino end of the catalytic module of these PBPs to the carboxy end of transmembrane 
proteins, gave rise to penicillin-sensory transducers involved in p-lactams-induced de- 
repression of p-lactamase synthesis in Bacillus licheniformis and Staphylococcus aureus 
and derepression of low-affinity PBP2' synthesis in S. aureus (see Chapter 24). Cloning 
vectors are available which allow the B. licheniformis BlaR penicillin sensor to be 
exported as an active PBP in the periplasm of E. coli, independently of the transducer 

Features of evolution also resulted in the emergence of distinct classes of DD-pepti- 
dases/PBPs and @-lactamases. Enzymes belonging to a given class are related in their 
primary structures by similarity scores which are at least five standard deviations (but may 
be as high as fifty standard deviations) above that expected for a run of twenty random- 
ized pairs of proteins having the same amino acid compositions as the pairs of enzymes 
under comparison. 

Using the ABL amino acid numbering [20], the active-site defining motifs of thep-lac- 
tamases of class A are S*70XXK, S130DN and K234T(S)G. Those of S. aureus, B. li- 
cheniformis, Streptomyces albus G and E. coli (the TEM enzyme) and the p-lactamase of 
class C of Citrobacferfreundii are of known 3-D structure [2-6]. The structure of the 
Streptomyces R61 DD-peptidase/PBP is partially resolved [21]. On the basis of these 
data, the distribution patterns of the secondary structure elements and active-site defining 
motifs along the amino acid sequences [22] reveal a common basic polypeptide scaffold- 
ing and highlights features of divergence (Fig. 4). Variations in the configuration of the 
active sites are due to the presence of an S X N  motif in the b-lactamases of class A and an 
YXN motif in the p-lactamase of class C and Streptomyces R61 DD-peptidasePBP. By 
reference to the @-lactamases of class A, the C. freundii p-lactamase and Streptomyces 
R6 1 DD-peptidase/PBP have additional surface loops, small helices and /I-strands 
occurring away from the active site and connecting conserved structures. 

Amino acid alignments and hydrophobic cluster analysis suggest that the DD- 
peptidases/PBPs, B-lactamases and penicillin sensors have comparable 3-D structures. 
The DD-peptidases/PBPs, except the Sfrepfomyces R61 enzyme (see above), are of 
the SXN type [9,14,15,23-261. The Actinomadura R39 DD-peptidase/PBP [ 151 and E. 
coli PBP4 [26], however, possess a large additional module 170-180 amino acid residues 
long (and of unknown function) inserted within the all-a domain. The B-lactamases of 
class D and the penicillin sensors have similarity scores above 30 deviation units [27]. 
They are of the YXN type. By reference to the p-lactamases of class A, they lack sever- 
al a-helices and may have a partially uncovered five-stranded /?-sheet and a more ac- 
cessible active site [28]. The metallo (zinc) @-lactamases of class B are not included in 
this review. 

~ 9 1 .  
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3.3. Bi(mu1ti)funclional high Mr PBPs 

The high M, PBPs illustrate the principle according to which enzyme molecules are often 
constructed from distinct catalytichinding modules that are linked together in a single 
polypeptide chain. 

3.3.1. Modular design 
Figure 5 gives a schematic representation of the molecular organization of the high M, 
PBPs of known primary structure: i.e. PBPlA [29], PBPIB [29], PBP2 [30] and PBP3 
[31] of E.  coli, PBPla [32], PBP2x [33] and PBP2B [34] of Streptococcus pneumoniae, 
PBP5 [35] and PBP3’ [36] of Enterococcus hirae, PBP2’ of Staphylococcus aureu3 [37] 
and PBP2 of Neisseria meningitidis and N .  gonorrhoeae [38]. The catalytic, penicillin- 
binding module is now part of a multi-module protein. The proposed modular design rests 
upon pair-wise comparison of the amino acid sequences and identification of modules 
having similar patterns of distribution of hydrophobic clusters and bearing conserved 
amino acid groupings (boxes 1-8 in Fig. 5 )  [39]. 

The simplest pattern is that of PBP2 and PBP3 of E. coli and PBP2 of N. meningitidis 
and N. gonorrhoeae. A hydrophobic region close to the amino terminus anchors the bulk 
of the protein on the outer face of the plasma membrane. The membrane anchor is linked 
to an extracellular 200 amino acid residue N-terminal module, itself linked to a 250 amino 
acid residue, penicillin-binding module. 

Increased complexity results from acquisition of additional modules. An ‘AE’ amino 
extension is inserted between the membrane anchor and the N-terminal module in PBPl B 
of E. coli, PBP2’ of S. aureus and PBP3‘ and PBPS of E. hirae. An ‘IN’ internal exten- 
sion is inserted between the N-terminal module and the penicillin-binding module in 
PBPlA of E.  coli. A ‘CE’ carboxy extension is fused to the carboxy end of the penicillin- 
binding module in PBPlA and PBPIB of E. coli and PBPla and PBP2x of S. 
pneumoniae. Inserts also occur within the N-terminal module of PBP2B of S. pneumoniae 
and the penicillin-binding module of PBPlA of E. coli. All these inserts, 100 amino acid 
residues long or more, are large enough to possess their own particular folding, perform a 
separate function and confer multifunctionality to the PBPs. Finally, ‘mosaic’ PBPs (not 
shown in Fig. 5 )  can emerge by inter-species recombinational events that replace parts of 
a PBP gene with the corresponding parts from homologous PBPs-encoding genes of 
closely related species (see Chapter 25). 

The high hi, PBPs bear obvious fingerprints of divergence. The penicillin-binding 
modules possess the active-site defining motifs S*XXK (box 6), S X N  or analogue (box 7) 
and KT(S)G (box 8). However, by reference to the b-lactamases of class A and the cata- 
lytic modules of the DD-peptidases/PBPs (of the SXN type), their amino acid sequences 
have diverged so far that other traces of similarity in hydrophobic cluster and secondary 
structure potential patterns have almost completely disappeared. 

PBP2 and PBP3 of E. coli, PBP2 of N. meningitidis, PBP2 of N. gonorrhoeae, PBP2x 
of S. pneumoniae, PBP2’ of S. aureus and PBP3‘ and PBP5 of E. hirae are of class B. 
Boxes 1-4 of their N-terminal modules possess several conserved amino acid residues (R, 
H, D, E, N, S, T, Q) that may play a role in catalysis. Box 4 is located at the carboxy end 
of the N-terminal module and is followed by box 5 ,  itself located at the amino end of the 
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penicillin-binding module. PBPlA and PBPlB of E. coli and PBPla of S. pneumoniue 
are of class A. They lack boxes 2, 3, 5 and boxes 1 and 4 have low similarity with the 
equivalent boxes of the high M, PBPs of class B. Finally, PBP2B of S. pneumoniue lacks 
boxes 2 and 5 analogous to the high M, PBPs of class B and it possesses boxes 1 , 3  and 4 
analogous to the high M, PBPs of class A. 

3.3.2. Unsolved questions 
The main contributions to wall peptidoglycan assembly are provided by the high M, 
PBPs. How do they perform their functions is still a major unsolved question. 

On the basis of the reactions that they catalyze in vitro on lipid-linked disaccharide- 
pentapeptide precursors, the E. cofi PBPl A and PBPlB are bihnctional transglycosylases 
(performing glycan chain elongation)/transpeptidases (performing peptide crosslinking) 
(see Chapter 4). However, the reactions proceed with a low turnover number indicating 
that the in vitro conditions poorly mimic the in vivo situation. In addition, PBPlA and 
PBPl B and all the high M, PBPs lack acyl transfer activity on Ac, -L-LYS -D-Ala-D -AIa. 

Penicilloylation of S*5 10 of the penicillin-binding (transpeptidase) module of PBPlB 
inhibits peptide crosslinking and, under certain conditions, greatly increases formation of 
uncrosslinked peptidoglycan, suggesting that the uncoupling of the two reactions stimu- 
lates the transglycosylase. Moenomycin, which inhibits the transglycosylation reaction, 
also inhibits or prevents peptide crosslinking, suggesting that transpeptidation requires 
prior or concomitant glycan chain elongation [40]. PBPlB might have only one type of 
pentapeptide (donor)/tetrapeptide (acceptor) transpeptidase activity [4 I]. 

E. coli PBP2 and RodA (an intrinsic membrane protein) form a protein complex which 
is linked to the ribosomes via the lov gene and to the cyclic AMP (CAMP)-receptor pro- 
tein complex [42,43]. In addition, ppGpp regulates the transcription of a gene whose 
product may be part of a chain of interacting elements which coordinate ribosomal activ- 
ity with that of the PBP [44]. Penicilloylation of S*330 of PBP2 causes dysfunctioning of 
the complex, loss of the rod-shape of the cells and, eventually, cell death. However, PBP2 
is dispensable when ppGpp synthesis is induced [44]. 

E. cofi PBP3, FtsW (which is very similar to RodA), FtsA, FtsQ and FtsZ form a large 
protein complex known as divisome [45] or septator [46], which encompasses the cytosol, 
the membrane and the periplasm (see Chapter 5). Penicilloylation of S*307 of PBP3 
causes dysfunctioning of the protein complex, inhibits cell septation and causes cell death. 
Maturation of PBP3 involves removal of the C-terminal undecapeptide 15784588 [47]. 
Deletions and/or mutations affecting the penicillin-binding domain and the C-terminal 
region downstream from the KTG motif give rise to two types of protein mutants. Some 
have a reduced penicillin-binding capacity but exhibit genetic complementation activity. 
Others lack the in vivo activity but bind penicillin (see Chapter 5). All attempts to isolate 
the penicillin-binding module of PBP3 independently of the N-terminal module in a stable 
and catalytically active form, have failed (unpublished results). 

Whether the -100 amino acid residue 'AE' insert present in the low affinity PBP2' of 
S. uureus and PBP3' and PBP5 of E. hirue [36] is involved in PBP-mediated penicillin 
resistance is another open question. 

There is a close interplay between the constituent modules of the high M, PBPs and be- 
tween the PBPs and other cellular components but the nature of the interactions is un- 
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known. By analogy with the penicillin-sensory transducers which provide examples of 
how modules with different functions can combine and give rise to a new function, i.e. 
control of gene expression, high M, PBPs are components of multiprotein complexes in 
which they may function as signalling devices of one kind or another. 

Resolution of the 3-D structures of the high M, PBPs is a research topic that should re- 
ceive high priority. Membrane anchor-free, water-soluble derivatives of E. coli PBP3 
[48,49], S. uureus PBP2' [50] and S. pneumoniue 2x [51] can be produced by using ap- 
propriate secretion vectors. Water-soluble fragments of the E. hirue PBP3' and PBP5 can 
be obtained by controlled proteolytic digestion of isolated membranes [52]. All these 
derivatives are catalytically active in terms of penicillin binding. Some of them have been 
crystallized. 

4. Kinetics of enzyme-catalyzed reactions 

Mechanistically and kinetically, the penicilloyl serine transferases are related to the usual 
serine peptidases of the trypsin and subtilisin families. They obey the same general equa- 
tions. 

With the definition E = penicilloyl serine transferase, D = carbonyl donor substrate, 
HY = acceptor co-substrate, E -  D = Michaelis complex, PI = leaving group of the enzyme 
acylation step, P2 = second reaction product , [Z] = concentration of compound Z and 
assuming [D] >> [El, the catalyzed three-step reaction is 

E + D E . D  +acyl enzyme -E + P2 
k- I -PI +HY 

For k+2 << k-l, (k-l + k+2))/k+, simplifies to k_,/k+, which is the dissociation constant K 
of E. D, i.e. [El * [D]/[E]. 

With the definition k, = pseudo-first-order rate constant of enzyme acylation at a given 
[D] value, k,,(K,,, = catalytic efficiency at low [D] and k+,lK = second order-rate constant 
of enzyme acylation, the following equations apply [53]: 

which for [D] << K simplifies to 
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K, = Kk+3 

k+2 + kt3 

Central to the catalytic mechanism is the formation of the acyl enzyme. When at a 
given [D], the system reaches the steady state, the concentrations of fiee enzyme E, E - D  
and acyl enzyme remain stable. The ratio of total enzyme [El, to [acyl enzyme] is 

On the basis of eq. (7), Fig. 6 gives the percentage of total enzyme in the form of acyl en- 
zyme at the steady state of the reaction for varying carbonyl donor concentrations and 
varying k+,lk+, ratio values. Under saturating conditions ([El, >> K ) ,  for k+2 = k+, and at 
the steady-state, the reaction proceeds dith 50% of total enzyme in the form of acyl 
enzyme. 

Three types of carbonyl donors (B-lactams, esterslthioesters and peptides) are exam- 
ined successively. 

4.1. Reaction with endocyclic /?-lactam amide carbonyl donors 

The scissile amide bond in penicillin is endocyclic and, therefore, the ‘leaving group’ of 
the enzyme acylation step remains part of the acyl enzyme. With HY = H20, reaction ( 1 )  
becomes 

ktl k+Z kt3 
E + D E.D d a c y l  enzyme 4 E  + P (penicilloate) 

k-l +H,O 

The B-lactamases effectively hydrolyze the b-lactams into biologically inactive me- 
tabolites (high k+2 and k,, values). The E. coli TEM /?-lactamase-catalyzed hydrolysis of 
benzylpenicillin proceeds with k,, -- 120pM-I s-I, k-, = 12 000 s-I, k+2 = 3000 s-I, kt, = 

1500 s-I, k,,, = 1000 s-I, k,,JK, or k+,lK = 25 pM-‘ S-I, K,,, = 45 pM and K ,  = I  00 ,uM 
[54]. The enzyme catalytic centre turns over 1000-fold per second. Under saturating 
concentrations of penicillin, 76% of the total enzyme occurs as acyl enzyme at the steady 
state of the reaction. 

In their interaction with penicillin, the PBPs remain immobilized at the abortive level 
of the acyl enzyme, at least for a long time. Not only is k+, very much less than kt2 but k+, 
has a very small absolute value. The higher the k+,/K and the smaller the k+, are, the lower 
the b-lactam concentration required to inactivate 100% of the enzyme in the form of acyl 
enzyme at the steady state of the reaction. The values of K ,  k+2 and k+, or at least k+,/K 
and k,, which govern the inactivating potency of a b-lactam for a given PBP are 
experimentally available data [53]. 
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Fig. 6. Accumulation of acyl enzyme at the steady state of the reaction as a function of varying concentrations 
of carbonyl donor and varying values k+, and k+3. 

The value of A+, is related to the half-life of the acyl enzyme by half-life = -In 0.5/k+,. 
Knowing k+3, k, can be computed from 

which for k, >> k+3 simplifies to 

[acyl enzyme] 

Use of eq. (10) is justified if the time of incubation of the j3-lactam with the enzyme is 
much shorter than the half-life of the acyl enzyme and if the j3-lactam, at the concentration 
used, causes complete acylation of the enzyme at the steady state of the reaction. 
Knowing k,, eq. (3) applies if [D] is very much less than K and eq. (2) applies if [D] is not 
very much less than K. The kinetic constants for the interaction of benzylpenicillin with 
the Streptomyces R61 DD-peptidase/PBP are K = 13 mM, K+, = 180 S-I, K+,/K = 

1300 M-I s-l and k,, = 1.4 x lo4 s-' [55]. The enzyme catalytic centre turns over once 
every 120 min (k,,, = k+3). Under saturating concentrations of penicillin and at the steady 
state of the reaction, 99. 9% of total enzyme occurs as acyl enzyme. The half-life of the 
acyl enzyme is about 1 h. 

The distinction between j3-lactamases and PBPs in terms of lability versus stability of 
the acyl (penicilloyl) enzyme is only quantitative. Some j3-lactamases may be partially or 
completely inactivated by j3-lactam substrates. They show hysteretic kinetics, the ob- 
served substrate-induced inactivation being attributed to the enzyme conformational mo- 
tility [56]. Otherj3-lactamases also give rise to long-lived acyl enzymes and these acyl en- 
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zymes may undergo various types of intramolecular rearrangements [57]. The common 
feature of B-lactamase inactivation is that of a branched pathway in which B-elimination 
leads to a hydrolytically inert acyl enzyme and, sometimes, further modification of some 
residues of the active site. 

The inertness of the acyl (penicilloyl) enzyme formed by reaction of penicillin with the 
PBPs is not absolute. Slow breakdown generates penicilloate. Concomitant slow intra- 
molecular rearrangement of the penicilloyl moiety causes rupture of the C5-426 bond and 
release of the leaving group (eventually as N-formylpenicillamine) [58]. As a result of the 
vacancy thus created in the active site, the newly formed acyl(phenylacetylglycy1) enzyme 
is both hydrolytically and amholytically labile [59]. 

4.2. Reaction with acyclic esterhhioester carbonyl donors 

The ester and thioester shown in Fig. 7 are acyclic analogues of penicillin. Compounds of 
this type are hydrolyzed with varying effrcacies by all the penicilloyl serine transferases 
tested: B-lactamases, Streptomyces K 15 DD-transpeptidase/PBP, exocellular DD-pepti- 
dases/ PBPs and water-soluble derivatives of high M, PBPs [60,61]. The interest of these 
penicillin analogues is that the leaving group of the enzyme acylation step vacates the 
active site. As a corollary, the enzyme activity can undergo partitioning between alternate 
acceptors, H,O and amino compounds. 

Simple bi-substrate models do not explain the observed variations of aminolysis over 
hydrolysis caused by varying concentrations of the esterhhioester carbonyl donors and 
amino acceptors. The scheme as best representing the mechanism of the Streptomyces 
R61 DD-peptidasePBP-catalyzed reactions on the co-substrates C,H,-CONH-CH,- 
COS-CH,<OO- and D-alanine is shown in Fig. 7 [62]. An amino acceptor molecule 
binds to the acyl enzyme made at the expense of one carbonyl donor molecule and a 
second carbonyl donor molecule binds to the ternary complex acyl enzyme-acceptor to 
yield a quaternary complex acyl enzyme-acceptor-donor which is productive in 
hydrolysis. 

The simplest model representing the mechanism of the E. cloacae P B-lactamase- 
catalyzed reactions on the co-substrates m-[(pheny lacetylglycyl)oxy] benzoic acid and D- 
phenylalanine is also shown in Fig. 7 [63]. It suggests the presence of two different 1 : 1 
enzyme/donor complexes only one of which leads to hydrolysis and aminolysis (donor in 
site 1) and a 1.2 enzyme/donor complex which leads only to hydrolysis (donor in both 
sites 1 and 2). 

Comparable complex kinetics of concomitant hydrolysis and aminolysis are observed 
with the water-soluble derivatives of PBP2x and PBP2B of S. pneumoniae and PBP3 of 
E. coli. Under certain conditions, these high M, PBPs perform preferential aminolysis 
over hydrolysis of thioester substrates [6 1 [. 

99 

4.3. Reaction with acyclic amide carbonyl donors 

Ac,-L-Lys-D-Ala-D-Ala is an acyclic analogue of penicillin in the D-alanyl-D-alanine moi- 
ety and an analogue of the peptidoglycan precursor in both the Ac,-~-ly~yl and D-alanyl- 
D-alanine moieties. It is a substrate of the monofunctional DD -peptidases/PBPs. 
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Fig. 7. Catalyzed hydrolysis and aminolysis of thioester and depsipeptide carbonyl donors by the Strepromyces 
R61 DD-peptidasePBP and E. cloacaep-lactamase. D, carbonyl donor; A, amino acceptor; PI, leaving group; 
H, hydrolysis product; T, aminolysis product. Adapted from [62] for the Sfreptomyces R61 enzyme and [63] 

for the E. cloacae enzyme. 

The Streptomyces K 15 DD-transpeptidase/PBP has been discussed in Section 3. I .  The 
Streptomyces R6 1 and Actinomadura R39 DD-peptidases/PBPs hydrolyze the tripeptide 
with k,,l/K,,, values of 4000 M-' s-I and 53 000 M-1 s-l, respectively. They catalyze trans- 
fer of the electrophilic group Ac,L-Lys-D-Ala to amino acceptors structurally related to 
the wall peptidoglycan [55,64]. They perform dimerization of properly structured pep- 
tides (Fig. 8) [65,66]. Kinetic models of the type shown in Fig. 7 with estedthioester sub- 
strates, best explain the observed variations of transpeptidation over hydrolysis as a hnc- 
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tion of the relative and absolute concentrations of the co-substrates. Under certain condi- 
tions, the rate of transpeptidation exceeds the rate of hydrolysis. 

From the foregoing, it follows that the penicilloyl serine transferases have similar ex- 
tended binding sites and much of the same catalytic machinery except in the respect that 
the DD-peptidasesPBPs only utilize the tripeptide Ac,-L-Lys-D-Ala-D-Ala and other 
peptidoglycan precursor analogues as carbonyl donors. Isosterism between penicillin and 
Ac,-L-Lys-D-Ala-D-Ala is only partial. Differences in the electronic properties of the two 
carbonyl donors may explain the specific activity of the DD-peptidasesPBPs. 

Productive binding of lactams belonging to different chemical families in terms of PBP 
inactivating potency (and p-lactamase substrate activity) requires a relatively strict spatial 
disposition of the triad formed by the carbon atom of the carboxylate, the carbonyl of the 
scissile amide bond and the oxygen atom of the exocyclic carbonyl group (or COH in 
thienamycin) (Fig. 9) [67]. One requirement is an almost co-planarity of the three func- 
tional groups. In one of the most stable extended conformations of Ac,-L-Lys-D-Ala-D 
Ala, the carboxylate, the carbonyl of the D-ahyl-D-danine scissile peptide bond and the 
carbonyl of the L-lySyl-D-alanine peptide bond have a spatial disposition comparable to 
that of the equivalent triad in penicillin. These functional groups generate a typical elec- 
tronic property and this electronic distribution gives rise to an electrostatic potential of 
definite shape and volume (see Section 5.1). 

Comparison of the electrostatic potential isocontours (at -10 kcallmol) (Fig. 9) shows 
that the Na- and Ne-acetyl-L-lysine amide bonds of the tripeptide generate two extended 
negative electrostatic wells which are not present in the penicillin map. In all likelihood, 
corresponding subsites allowing the tripeptide to undergo correct positioning with respect 
to the enzyme functional groups exist in the DD-peptidases/PBPs but not in the p-lactam- 
ases. The reason why the high M, PBPs lack peptidase activity on Ac,-L-Lys-D-Ala-D-Ala 
is not understood (see Section 3.3). 

Streptomyces R61 OD-peptidase I PBP Ac - L- Lys -D -Al a- ID-Al a 

1 
Ac- L-Lys -D-Ala-D-Ala -Ac-L-Lys-D-Ala-Gly 

HzN-GIY _I€ H2N-Gly J c  Ac-L- Lys-D-Ah- I D-Ala) 

Ac- L- Lys- D- Ala  -Gl y _Ic - Ac- L- Lys -D-Ala -Gly 

H2N -GI y 

Actinomadura R39 00-peptidase /PEP 

Fig. 8. DD-peptidase-catalyzed peptide dimerization. Vertical arrow, scissile peptide bond. Adapted from 
[64-66]. 
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Fig. 9. Electrostatic potential isocontours at -10 kcal/mol of benzylpenicillin and the most stable extended con- 
former of Ac2-L-Lys- D-Ala-D-Ala. The views are shown along the plane of the scissile amide bond. The a- 

and &-side chains of L-lysine are above and below the reference plane, respectively. 

5. Mechanisms of enzyme-catalyzed reactions 

Understanding how the penicilloyl serine transferases fhnction requires knowledge of the 
entire energy profiles of tke catalyzed reactions giving the energies and geometries of 
substrates, intermediates and transition states bound to the active site and identifying 
those interactions important for transition states stabilization. Experimental techniques, 
kinetic data, NMR, X-ray crystallography, site-directed mutagenesis and theoretical 
methods are needed. 

5.1. Empirical force field methods and molecular orbital calculations 

Theoretical methods that use empirical force fields expressing the energy of a molecular 
system given by simple functions of interatomic distances and other internal coordinates, 
are applicable to systems containing up to 5000 atoms. Since parametrization is set up so 
that properties of stable molecules at the equilibrium are reproduced, these methods are 
not suitable for computations on unstable intermediates and transition states of vanishing 
small life-time. Static molecular mechanics methods used for geometry optimization and 
structure refinement and molecular dynamics simulations able to give useful insight into 
conformational changes provide starting structures for quantum chemical calculations. 
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Quantum chemical descriptions of the electronic distributions of the molecules can be 
achieved only by ab initio molecular orbital (MO) calculations. Each molecular orbital is 
treated as a combination of a basis set of functions representing atomic orbitals and all the 
integrals are then evaluated analytically. Ab initio methods are applicable to systems of 
up to a few tens of atoms (using program packages such as Gaussian 92) [68]. For larger 
systems of up to 100-200 heavy atoms, semi-empirical MO calculations are used in which 
the more intractable integrals are replaced by simplified functions containing parameters 
chosen to reproduce experimental results for a large set of molecules. When applied to 
molecules related to those in the reference set, self-consistent field MO calculations 
(containing the AM1 [69], MNDO [70], PM3 [71] semi-empirical Hamiltonians para- 
metrized for many elements) give results of comparable accuracy to those obtained by ab 
initio calculations with small basis sets (STO-3G [72], Minil [73]). 

The atomic rearrangements and electronic redistributions which occur in an en- 
zyme-ligand interacting system are best described by potential energy hypersurfaces. The 
surface generated by a system containing N atoms, has 3N - 6 dimensions. Surfaces up to 
300 dimensions can be computed with acceptable accuracy. Hence, semi-empirical quan- 
tum calculations are restricted to reduced models of up to 100 heavy atoms. Amino acid 
residues assumed to be catalytically important and represented by small molecules (a his- 
tidine by an imidazole ring, an aspartate by a formate, etc.) in the same orientation as in 
the X-ray structure serve as the starting structure for optimization. Such models allow the 
effects of local structural features to be studied and the likelihood of varying catalytic 
mechanisms to be estimated by finding the transition states and measuring the associated 
activation barriers. A transition state is a point on the potential energy hypersurface where 
the energy is maximum along the reaction coordinate and minimum in all the other direc- 
tions (as an example, see Fig. I2 in Section 5.4). Algorithms find a true transition state as 
a point having one negative hessian eigenvalue [74]. 

Effects of the surrounding protein and solvent atoms can be studied by combining the 
quantum mechanical representation of the interactive part of the enzyme with a simpler 
empirical valence force fields description of the rest of proteins [75]. Approaches of this 
type allow the electronic properties of the protein to be computed and expressed in the 
form of 3-D electrostatic potential maps. An electrostatic potential map is the best finger- 
print of a molecule [76-781. It takes into account its volume, conformation and electronic 
distribution. At each point on the map, the electrostatic potential expresses the energy of 
interaction with a unitary positive charge. Figure 9 (Section 4.3) shows the electrostatic 
potential maps of two small molecules, benzylpenicillin and the tripeptide Ac~-L-LYs-D- 
Ala-D-Ala. 

Interactions of greatest importance in enzyme catalysis are those which govern the in- 
itial enzyme-ligand binding and those which lower the activation energy barrier. The elec- 
trostatic interactions are the main driving forces for the formation of non-covalent com- 
plexes and, therefore, the major component of the interaction energy is the electrostatic 
energy [79]. It can be calculated by integrating numerically [80] and/or analytically [81] 
the electronic density of the ligand and the electrostatic potential of the enzyme. 

Free energy perturbation methods used in combination with molecular dynamics allow 
differences in binding free energies for varying ligands and the effects of site-directed 
mutagenesis to be evaluated [82]. 
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5.2. /-Lactamases catalytic machinery 

The double proton shuttle which takes place during enzyme-catalyzed hydrolysis of 
penicillin is schematically represented in Fig. 10. Enzyme acylation is achieved by trans- 
fer of the proton of the yOH of the essential serine residue S* to the nitrogen atom of the 
B-lactam amide bond with concomitant nucleophilic attack of the adjacent carbonyl car- 
bon atom by the activated S*Oy atom. Enzyme deacylation involves transfer of the proton 
from a water molecule to the S*Oy atom of the acyl enzyme with concomitant attack of 
the adjacent carbonyl carbon atom by OH and re-entry of a water molecule. The reactions 
are facilitated by polarization of the carbonyl groups of the scissile amide and ester bonds 
by backbone NH groups. The mechanism is concerted. The acyl enzyme is the only 
chemical intermediate which can be trapped. The tetrahedral intermediates 1 and 2 vanish 
as they are formed. The ‘molecular mechanics’ sees the catalyzed reaction as a series of 
discrete steps occurring along the pathway from substrate to product. The ‘quantum 
chemistry’ view is that of a continuum with transition states along the reaction coordinate, 
which is the combination of all the degrees of freedom involved in the molecular rear- 
rangement. 

5.2.1. /-Lactamases of class A 
Using the ABL numbering, the four /3-lactamases of known 3-D structure [ 2 4 ]  possess a 
conserved pentapeptide E166XELN 170 in addition to the active-site defining motifs 

coo- 

Proton abstraction n d  back donation 

Molecular 
mechanics 

t 

Fig. 10. B-Lactamase-catalyzed hydrolysis of penicillin. Energy profiles following the reaction coordinates F 
and F ’ in molecular mechanics and quantum chemistry frameworks, respectively. 
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S*70XXK, S13ODN and K234T(S)G. The Streptomyces ulbus G enzyme serves to illus- 
trate the underlying catalytic mechanism [ 5 ] .  

The 3-D structure of a protein as derived from X-ray crystallography, is correct within 
the limits of experimental error. It must be refined. The geometry of that portion of the @- 
lactamase containing all the amino acid residues within a 15 A radius around the a carbon 
of S*70 and forming the three innermost shells of the active site is optimized by energy 
minimization within the molecular mechanics AMBER V3 framework. The atomic posi- 
tions of water molecules generated by a Monte Carlo bath are refined together with the 
protein coordinates. Figure 1 1A gives a schematic view of the immediate boundary of the 
optimized active site. A dense hydrogen bonding network interconnects the water mole- 
cules W1 and W2 and the side chains of nine of the fifteen amino acid residues present, 
namely S*70 and K73 (of the S*TTK motif on helix a2), S130 and N132 (of the SDN 
motif connecting helices a 4  and a5), K234, T235 and A237 (of the KTGA motif on 
strand 83) and El66 and NI 70 (of the EPELN motif on a loop connecting helices a 6  and 
a8 at the entry of the cavity). 

When acting on a good p-lactam substrate, the p-lactamase catalytic centre turns over 
many times per second. Based on the ‘molecular mechanics’ view of the reaction (Fig. 
lo), modelling the five discrete reaction steps may shed light on the likely mechanism of 
proton shuttle. The geometries of the ligand (benzylpenicillin), acyl enzyme, product 
(penicilloate) and tetrahedral intermediates 1 and 2 (treated as stable entities and in which 
the -0-S*-E moiety is replaced by O-CH,) are optimized by energy minimization within 
the MO semi-empirical AM 1 framework. The optimized molecules are docked separately 
in the optimized enzyme active site by geometrical adjustments and the geometries of the 
most logical complexes are energy-minimized within the molecular mechanics AMBER 
V3 framework [5  3. 

The picture which emerges from this modelling exercise is that formation of the non- 
covalent Michaelis complex is driven by hydrogen bonding interactions between the three 
hnctional groups of the benzylpenicillin molecule (Fig. 9, Section 4.3) and several amino 
acid side chains of the enzyme active site (Fig. 1 IB). The carboxylate at the end of the li- 
gand interacts with the y-OH groups of S130 and T235; the exocyclic CONH amide bond 
at the other end of the ligand interacts with the side chain amino group of N132 and the 
backbone carbonyl of A237; and the carbonyl of the scissile @-lactam amide bond inter- 
acts with the backbone NH groups of S*70 and A237 in a way reminiscent of the oxy- 
anion-hole hydrogen bonds of the serine peptidases of the trypsin and subtilisin families. 

As a result of these interactions, the bound penicillin molecule is in an optimal position 
(Fig. 1 1 B) to allow the proton of the yOH of S*70 to be abstracted by the OE 1 group of 
El66 via the water molecule W1, the activated OyS*70 to perform attack of the@-lactam 
carbonyl carbon on the well exposed a-face of the molecule and the abstracted proton to 
be donated back to the nitrogen atom through the hydrogen bonding subnetwork W2, K73 
and S130 acting as final proton donor. As a result of these intramolecular rearrangements 
(not shown), the acyl (penicilloyl) enzyme is now in an optimal position to allow the pro- 
ton of the water molecule W 1 to be abstracted by the 0 ~ 1  group of E166, the activated 
OH- to perform attack of the carbonyl carbon of the acyl enzyme and the abstracted pro- 
ton to be donated back to the S*70 Oy atom, thus achieving penicillin hydrolysis and en- 
zyme regeneration. 
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Fig. 11.  Schematic diagram of the hydrogen bonding networks within the active sites of the Streptomyces ulbus 
Gp-lactamase of class A and the C~trobucrerfreundiiB-lactamase of  class C. A and C, ligand-free cavities; B, 

Michaelis complex formed with benzylpenicillin; D, Michaelis complex formed with aztreonarn. 

According to this mechanism, the acylation and deacylation steps are ‘mirror’ images 
involving the same general base catalyst, namely E166. The effects caused by the selec- 
tive mutation of El66 into A, N or D in several B-lactamases of class A give rise to con- 
flicting interpretations. 

As reported for the B. lichenformis P-lactamase [83], the E166A mutation causes a 
million-fold reduction of the enzyme catalytic activity and stoichiometric accumulation of 
the acyl enzyme. As derived from burst kinetics and stopped-flow studies, the acylation 
step (with nitrocefin as substrate) remains rapid suggesting that the major role of El66 is 
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on that water molecule poised to attack the acyl enzyme carbonyl. The crystal structures 
of the native and mutated enzymes are very similar except that the hydrolytic water mole- 
cule seen in the native enzyme shifts markedly in the enzyme mutant. 

As reported for the E. coli TEM 8-lactamase [6], the E166N mutation also causes ac- 
cumulation of the acyl enzyme. Based on independent determinations of the crystal struc- 
tures of the wild-type enzyme, the enzyme mutant and its acyl (benzylpenicilloyl) enzyme, 
K73 would act as general base in the acylation step, abstracting the proton from the yOH 
of S*70, while the deacylation step only would be El 66-dependent. This conclusion, 
however, suffers from a lack of analysis of the kinetic properties of the enzymes. The wild 
type enzyme hydrolyzes benzylpenicillin with similar values of k+, (3000 s-') and k,, 
(1  500 s-I) (see Section 4.1). Not knowing the k+2 and k,, values for the enzyme mutant 
[84], conversion of the P-lactamase into a PBP is not proof that the E166N mutation 
decreases only the k,, value. Assuming for the enzyme mutant, a k+, value of 0.1 s-I, 
which is four orders of magnitude smaller than that of the wild-type enzyme, and a k+, 
value of 0.001 s-I, 99% of the enzyme would accumulate as acyl enzyme under saturating 
conditions and at the steady state of the reaction. 

As reported for the B. cereus p-lactamase [85], the E166D mutation (which is much 
more conservative than the E 166A and El 66N mutations) causes a 2000-fold decrease of 
the values of both k,, and k,, for benzylpenicillin hydrolysis while the mutation K73R 
causes only a 100-fold decrease of the k,, value. Hence, the acylation step appears to be 
much more E 166-dependent than K73-dependent. Computer modelling of the 
corresponding Streptomyces albus G p-lactamase mutants [5] suggests that as a result of 
the E166D mutation, Wl no longer connects the yOH of S*70 to the dicarboxylic acid, 
thus severely hampering proton abstraction. In the K73R mutant, WI is oriented toward 
the 0.52 atom of E I66 (and not to the OE 1 atom as in the wild-type enzyme) thus likely 
decreasing the efficiency of proton abstraction. 

5.2.2, The C. freundii fl-lactamase of class C 
Using the numbering of the mature protein, the active-site defining motifs are S*64VSK, 
Y I50AN and K3 15TG. At variance with the p-lactamases of class A, the C. Peundii /9- 
lactamase lacks the pentapeptide EXELN and it possesses a tyrosine residue Y 150 instead 
of the serine residue S 130. 

The refined structure of the C. fieundiip-lactamase [4] reveals a remarkably dense hy- 
drogen-bonding network involving S*64, K67, Y150, N152 and K315 (Fig. 11C). 
Superimposition experiments highlight the similarity of the active site with that of the p- 
lactamases of class A. The 83  strands are similarly situated with respect to the y-OH of 
the essential serine residues. The YAN motif of the C. freundii p-lactamase is about 
4-5 A farther away from 83 than the corresponding SDN motif in the @-lactamases of 
class A but as a consequence of this displacement, the phenolic hydroxyl group of the 
tyrosine residue of the YAN motif and the y-OH group of the serine residue of the SDN 
motif are similarly disposed with respect to the y-OH of the essential serine residue. 

Positioning of a /3-lactam ligand in the active site of the C. jeundii  /9-lactamase has 
been derived from the refined X-ray structure of the stable acyl enzyme formed with the 
monobactam inhibitor aztreonam [4]. The aztreonam molecule bound to the class Cp-lac- 
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tamase has the same general orientation as the benzylpenicillin molecule bound to the 
class A /3-lactamases (Fig. 11D). In particular, the carbonyl group of the scissile amide 
bond of aztreonam forms hydrogen bonds to the backbone NH groups of S*64 and S3 18, 
the equivalent of the oxyanion hole of the class A /%Iactamases. 

Superimposition of the C. PeundiiB-lactamase active site onto trypsin using the essen- 
tial serine and the oxyanion hole as reference points, leads to the conclusion that the phe- 
nolic oxygen of Y 150 is <0.5 A from the Nel position of the essential histidine in trypsin, 
suggesting that Y 150, as its anion, would act as a general base during B-lactam-catalyzed 
hydrolysis in a way similar to that of H57 in trypsin [4]. Modelling of the Michaelis 
complex, nucleophilic attack, tetrahedral intermediate formation and collapse to give the 
acyl enzyme, support the view that Y150 is in an optimal position to act as both proton 
acceptor and proton donor [4]. 

5.3. PBPs catalytic machinery 

The Streptomyces R61 DD-peptidase/PBP is of partially known 3-D structure [21]. It 
possesses a YSN motif, it lacks the pentapeptide EXELN and has a HTG triad instead of 
the usual KT(S)G motif. Based on superimposition experiments, the active site appears to 
be comparable to that of the C. freundiiB-lactarnase of class C. The 8 3  strands, helices a 2  
(with the essential serine residue) and YSNNAN motifs have similar spatial dispositions 
in the two enzymes. Mutants of the Streptomyces R61 enzyme have been produced by 
chemical methods and site-directed mutagenesis [86-901. The significance of the ob- 
served effects must await establishment of the refined structure of the wild type enzyme. 
Interestingly, however, replacement of Y 159 of the YSN motif by the corresponding ser- 
ine residue of the class A /3-lactamase gives rise to an enzyme mutant which retains a 
large proportion of the thioesterase activity (on Ac,-L-Lys-D-Ala-D-thiolactate) and 
penicillin-binding capacity but has much reduced peptidase activities [90]. 

All the monofunctional DD-peptidases/PBPs (except the Streptomyces R6 1 enzyme) 
and penicillin-binding modules of the bi(multi?)functional high M, PBPs possess an SXN 
motif and several dicarboxylic acid residues occurring at places roughly equivalent to the 
conserved motif E166XELN of the /3-lactamase of class A [l]. Whether these dicar- 
boxylic acid residues are catalytically important or not is not known. The roles of D447 in 
the E. coli PBP2 [9 I ]  and of E396, D409 and E411 in the E. coli PBP3 [92] have been in- 
vestigated. The D447E PBP2 mutant retains both penicillin-binding and genetic comple- 
mentation activities. The D447N PBP2 mutant binds penicillin but lacks complementation 
activity. The D447A protein mutant is inert in both respects. The E396A, D409A and 
E4 I 1 A PBP3 mutants bind penicillin and have complementation activity. 

5.4. Transition states 

It is not yet possible to express the evolution features described in Section 3 and the ki- 
netic properties described in Section 4 in atomic terms. But we are learning much. 

Due to the high density of their hydrogen bonding networks, the active sites of the 
penicilloyl serine transferases are structures of high motility. Local modifications causing 
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disappearance or weakening of any hydrogen bond may propagate their effects far from 
the mutated amino acid residues and alter the entire hydrogen bonding configuration of 
the cavity. A cavity damaged by mutations with respect to a given ligand, may regain 
functionality upon binding of another ligand either by readapting a configuration compa- 
rable to that of the wild-type enzyme or by utilizing an alternate route of proton shuttle. 
Quantum chemistry calculations only may allow the functioning of the charge relay sys- 
tem to be elucidated, the amino acid residues acting as general base catalysts to be identi- 
fied and the mechanism through which these amino acid residues have their proton affin- 
ity sufficiently decreased for activation of the nucleophile to be understood. Decreased 
proton affinity of amino acid residues such as lysine (K73 in the TEM p-lactamase) or ty- 

l s t l i n e a r  ~ 

c o rn  bind t i on 

Fig. 12. Energy hypersurface of water-assisted methanolysis of protonated fomamide. The reaction coordinate 
from the optimized protonated formamide/water/methanol molecular system to product is from right to left. The 
42 dimension hypersurface (N= 16 atoms) calculated by using the STO-3G basis set is projected into a three- 
dimensional space (with more than 94% of total information conserved). Proton donation to the nitrogen atom 

is via H 2 0 .  
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Fig. 13. Water-assisted rnethanolysis of a bicyclic penam nucleus. S*70 and A237 refer to amino acid residues 
of the active site of the p-lactamases of class A (see Fig. 12A). For details, see text. Proton donation to the 

nitrogen atom is via HZO. 

rosine (Y 150 in the C. freundii /?-lactamase) to which a role as general base catalyst is 
tentatively assigned, is one of the many unsolved problems. 

A molecular system containing the active-site amino acid residues, the structurally or- 
dered water molecules and a bound benzylpenicillin molecule generate an energy hyper- 
surface close to one thousand dimensions. Usefil information can be provided by smaller 
models. Calculation of the 42 dimension energy hypersurface of the water-assisted 
methanolysis of protonated formamide (Fig. 12) allows the transition state to be identified 
and the associated activation barrier to be estimated. Similarly, rupture of the p-lactam 
amide bond can be studied on models consisting of benzylpenicillin, methanol 
(mimicking the active site serine) and two formamides (mimicking the oxyanion hole) in 
the same spatial disposition as in the refined Michaelis complex (Fig. 13). From this 
starting conformation, the water-assisted nucleophilic attack of methanol on the a-face of 
penicillin is a 120 dimension hypersurface accessible to ab initio STO-3G minimal basis 
calculation (unpublished data). The energy barrier of the transition state along the reac- 
tion coordinate to penicilloyl methyl ester is less than 15 kcal/mol. Computation of simi- 
lar models in which lactam or lactone compounds belonging to varying chemical families 
replace penicillin, suggest that activation barriers for rupture of the putative scissile bond 
exceeding 25 kcal/mol cannot be overcome. 

8. Concluding remarks 

Techniques able to calculate energy profiles for enzymic reactions have a wide range of 
applications. In the field of the penicilloyl serine transferases, they could allow effective 
inhibitors to be designed as transition state analogues andor mechanistic perturbators of 
the normal reaction pathway. Such molecules should be useful lead compounds in the 
design of new antibacterial drugs. Future advances depend on the availability of crystal 
structures for an increasing number of enzymes belonging to the various groups and 
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classes described, and on the refinement and increased power of the computational tech- 
niques. 

Acknowledgements 

Original work from this laboratory was supported in part by the Belgian programme on 
Interuniversity Poles of attraction initiated by the Belgian State, Prime Minister’s Office, 
Science Policy Programming (PA1 no. 19), the Fonds de la Recherche Scientifique 
MCdicale (contract no. 3.453 1.92), and a Convention tripartite between the RCgion 
wallonne, SmithKline Beecham, U.K. and the University of LiBge. G.D. is chercheur 
qualifiC du Fonds National de la Recherche Scientifique (FNRS, Brussels). 

References 

I .  Ghuysen, J.M. (1991) Annu. Rev. Microbiol. 4 5 , 3 7 4 7 .  
2. Herzberg, 0. and Moult, J. (1987) Science 236,694701, 
3. Moews, P.C., Knox, J.R., Dideberg, O., Charlier, P. and Frkre, J.M. (1990) Proteins Struct. Funct. 

Genet. 7, 1 5 6 1  71. 
4. Oefner, C., D’Arcy, A,, Daly, J.J., Gubemator, K., Charnas, R.L., Heinze, I . ,  Hubschwerlen, C. and 

Winkler, F.K. (1990) Nature 243,284-288. 
5 .  Lamotte-Brasseur, J., Dive, G., Dideberg, O., Charlier, P., Frkre, J.M. and Ghuysen, J.M. (1991) 

Biochem. J. 279,213-221. 
6. Strynadka, N.C.J., Adachi, H., Jensen, S.E., Johns, K., Sielecki, A,, Betzel, C., Sutoh, K. and James, 

M.N.G. (1992) Nature 359, 700-705. 
7. Nguyen-Disteche, M., Leyh-Bouille, M., Pirlot, S.. Frere, J.M. and Ghuysen, J.M. (1986) Biochem. J. 

8. Leyh-Bouille, M., Nguyen-Disteche, M., Pirlot, S., Veithen, A,, Bourguignon, C. and Ghuysen, J.M. 
(1986) Biochem. J.  235, 177-182. 

9. Palomeque-Messia, P., Englebert, S., Leyh-Bouille, M., Nguyen-Disteche, M., Duez, C., Houba, S., 
Dideberg, 0.. Van Beeumen, J. and Ghuysen, J.M. (1991) Biochem. J. 279,223-230. 

10. Pratt, J.M., Jackson, M.E. and Holland, 1.B. (1986) EMBO J. 5,2399-2405. 
11 ,  Jackson, M.E. and Pratt, J.M. (1988) Mol. Microbiol. 2, 563-568. 
12. Ferreira, L.C.S., Schwarz, U., Keck, W., Charlier, P., Dideberg, 0. and Ghuysen, J.M. (1988) Eur. J. 

Biochem. 171, 11-16, 
13. Van Der Linden, M.P.G., De Haan, L. and Keck, W. (1993) Biochem. J. 289,593-598. 
14. Duez, C., Fraipont-Piron, C., Joris, B., Dusart, J., Urdea, M.S., Martial, J.A., Frkre, J.M. and Ghuysen, 

J.M. (1987) Eur. J. Biochem. 162,509-518. 
15. Granier. B., Duez, C., Lepage, S., Englebert, S., Dusart, J., Dideberg, O., Van Beeumen, J., Frkre, J.M. 

and Ghuysen, J.M. (1992) Biochem. J. 282,781-788. 
16. Schuster, C., Dobrinski, B. and Hakenbeck, R. (1990) J. Bacteriol. 172,6499-6505. 
17. Severin, A,, Schuster, C., Hakenbeck, R. and Tomasz, A. (1992) J. Bacteriol. 174, 5152-5155. 
18. Stocker, N.G., Broome-Smith, J.K., Edelman, A. and Spratt, B.G. (1983) J. Bacteriol. 155,847-859. 
19. Joris, B., Ledent, P., Kobayashi, T., Lampen, J.O. and Ghuysen, J. M. (1990) FEMS Microbiol. Lett. 

20. Ambler, R.P., Coulson, A.F.W., Frkre, J.M., Ghuysen, J.M., Joris, B., Forsman, M., Levesque, R.C., 
Tiraby, G .  and Waley, S.G. (1991) Biochem. J. 276,269-272. 

21. Kelly, J.A., Knox, J.R., Zhao, H., Frere, J.M. and Ghuysen, J.M. (1989) J. Mol. Biol. 209, 281-295. 
22. Joris, B., Ledent, P., Dideberg, 0.. Fonze, E., Lamotte-Brasseur, J., Kelly, J.A., Ghuysen, J.M. and 

Frere, J.M. (1991) Antimicrob. Agents Chemother. 35,22942301, 

235, 167-1 76. 

70, 107-1 14. 



23. Broome-Smith, J.K., loannidis, I . ,  Edelman, A. and Spratt, B.G. (1988) Nucleic Acids Res. 16, 1617. 
24. Todd, J.A., Roberts, A.N., Johnston, K., Piggot, P.. Winter, G. and Ellar, D.J. (1986) J. Bacteriol. 167, 

25. Mottl, H., Terpstra, P. and Keck, W. (1991) FEMS Microbiol. Lett. 78,213-220. 
26. Mottl, H., Nieland, P., Dekort, G., Wuringa, J.J. and Keck, W. (1992) J. Bacteriol. 174,3261-3269. 
27. Zhu, Y.F.,Curran, J.J., Joris, B., Ghuysen, J.M. and Lampen, J.O. (1990) J. Bacteriol. 172, 1137-1141. 
28. Zhu, Y.,  Englebert, S., Joris, B., Ghuysen, J. M.. Kobayashi, T. and Lampen, J.O. (1992) J. Bacteriol. 

174,6171-6178. 
29. Broome-Smith, J.K., Edelman, A,, Yousif, S. and Spratt, B.G. (1985) Eur. J. Biochem. 147,437446. 
30. Asoh, S., Matsuzawa, H., Ishino, F., Strominger, J.L., Matsuhashi, M. and Ohta, T. (1986) Eur. J. 

Biochem. 160,231-238. 
31. Nakamura, M., Maruyama, I.N., Soma, M., Kato, J.I., Suzuki, H. and Hirota, Y. (1983) Mol. Gen. 

Genet. 191, 1-9. 
32. Martin, C., Briese, T. and Hakenbeck, R. (1992) J. Bacteriol. 174.45 174523. 
33. Laible, G., Hakenbeck, R., Sicard, M.A., Joris, B. and Ghuysen, J.M. (1989) Mol. Microbiol. 3, 

34. Dowson, C.G., Hutchinson, A. and Spratt, B.G. (1989) Nucleic Acids Res. 17,7518. 
35. El Kharroubi, A., Jacques, P., Piras, G., Coyette, J., Van Beeumen, J. and Ghuysen, J.M. (1991) 

Biochem. J. 280,463469. 
36. Piras, G., Raze, D., El Kharroubi, A., Hastir, D., Englebert, S., Coyette, J. and Ghuysen, J.M. (1993) J. 

Bacteriol. 175,28462852. 
37. Song, M.D., Wachi, M., Doi, M.. Ishino. F. and Matsuhashi, M. (1987) FEBS Lett. 221, 167-171. 
38. Zhang, Q.Y. and Spratt, B.G. (1989) Nucleic Acids Res. 17,5383. 
39. Englebert, S., Piras, G., El Kharroubi, A,, Joris, B., Coyette, J., Nguyen-Distbche, M. and Ghuysen, 

J.M. (1993) in: M.A. de Pedro, J.-V. HBltje and W. Loffelhardt (Eds.), Bacterial Growth and Lysis: 
Metabolism and Structure of the Bacterial Sacculus, FEMS Symposium Proceedings, Lluc, Mallorca, 
Plenum Press, New York, pp. 3 19-333. 

40. Van Heijenoort, Y., Leduc, M., Singer, H. and Van Heijenoort, J. (1987) J. Gen. Microbiol. 133, 
667-674. 

41. den Blaauven, T., Aarsman, M. and Nanninga, N. (1990) J. Bacteriol. 172.63-70. 
42. Bouloc, P., Jaffe, A. and D’Ari, R. (1989) EMBO J. 8,317-323. 
43. Ogura, T., Bouloc, P., Niki, H., D’Ari, R., Hiraga, S. and Joffe, A. (1989) J. Bacteriol. 171, 3025-3030. 
44. Vinella, D., D’Ari, R. and Bouloc, P. (1992) EMBO J. 1 I .  1493-1501. 
45. Nanninga, N. (1991) Mol. Microbiol. 5, 791-795. 
46. Vicente, M., Palacios, P., Dopazo, A,, Garrido, T., Pla, J. and Aldea, M. (1991) Res. Microbiol. 142, 

47. Nagasawa, H., Sakagami, Y., Suzuki, A,, Suzuki, H., Hara, H. and Hirota, Y. (1989) J. Bacteriol. 171, 
5890-5893. 

48. Bartholom&De Belder, J., Nguyen-Disttche, M., Houba-Herin, N., Ghuysen, J.M., Naruyama, I.N., 
Hara, H., Hirota, Y. and Inouye, M. (1988) Mol. Microbiol. 2, 519-525. 

49. Fraipont, C., Adam, M., Nguyen-Disttche, M., Keck, W., Van Beeumen, J., Ayala, J.A., Granier, B., 
Hara, H. and Ghuysen, J.M. (1993) Biochem. J., in press. 

50. Wu, C.Y.E., Hoskins, J., Blaszczak, L.C., Preston, D.A. and Skatrud, P.L. (1992) Antimicrob. Agents 
Chemother. 36,533-539. 

51. Laible, G., Keck, W., Lurz, R., Mottl, H., Frtre, J.M., Jamin, M. and Hakenbeck, R. (1992) Eur. J. 
Biochem. 207,943-949. 

52. El Kharroubi, A., Jacques, P., Piras, G., Coyette, J. and Ghuysen, J.M. (1988) in: P. Actor P., L. Daneo- 
Moore, M.L. Higgins, M.R.J. Salton and G.D. Shockman (Eds.), Antibiotic Inhibition of Bacterial Cell 
Surface Assembly and Function, American Society for Microbiology, Washington, DC, pp, 367-376. 

53. Ghuysen, J.M., Frtre, J.M., Leyh- Bouille, M., Nguyen-Disttche, M. and Coyette, J. (1986) Biochem. J. 

54. Christensen, H., Martin, M.T. and Waley, S.G. (1990) Biochem. J. 266, 853-861. 
5 5 .  Frtre, J.M. and Joris, B. (1985) CRC Crit. Rev. Microbiol. 1 I ,  299-396. 
56. Samuni, A. and Citri, N. (1979) Mol. Pharmacol. 16,250-255. 

257-264. 

1337-1 348. 

253-257. 

235, 159-165. 



129 

57. Cartwright, S.J. and Waley, S.G. (1983) Medicinal Res. Rev. 4, 341-382. 
58. Frkre, J.M., Ghuysen, J.M., Degelaen, J., Loffet, A. and Perkins, H.R. (1975)Nature258, 168-170. 
59. Marquet, A., Frkre, J.M., Ghuysen, J.M. and Loffet, A. (1979) Biochem. J. 177,909-916. 
60. Adam, M., Damblon, C., Plaitin, B., Christiaens, L. and Frkre, J.M. (1990) Biochem. J. 270, 525-529. 
61. Adam, M., Damblon, C., Jamin, M., Zorzi, W., Dusart, V., Galleni, M., El Kharroubi, A,, Piras, G., 

Spratt, B.G., Keck, W., Coyette, J., Ghuysen, J.M., Nguyen-Distkche, M. and Frkre, J.M. (1991) 
Biochem. J. 279, 601404. 

62. Jamin. M., Wilkin, J.M. and Frere. J.M. (1993) Biochemistry 32,7278-7285. 
63. Pazhanisamy, S. and Pratt, R.F. (1989) Biochemistry 28,6875-6882. 
64. Ghuysen, J.M. (1977) in: W.E. Brown (Ed.), E.R. Squibb Lectures on Chemistry of Microbial Products, 

University of Tokyo Press, Tokyo, 162 pp. 
65. Ghuysen, J.M., Leyh-Bouille, M., Campbell, J.N., Moreno, R., Frere, J.M., Duez, C., Nieto, M. and 

Perkins, H.R. (1973) Biochemistry 12, 1243-1251. 
66. Frkre, J.M., Ghuysen, J.M., Zeiger, A.R. and Perkins, H.R. (1976) FEBS Lett. 63, 112-1 16. 
67. Lamotte-Brasseur, J., Dive, G. and Ghuysen, J.M. (1984) Eur. J. Med. Chem. 19,319-330. 
68. Gaussian 92: M.J. Frisch, G.W. Trucks, M. Head-Gordon, P.M.W. Gill, M.W. Wong, J.B. Foreman, 

B.G. Johnson, H.B. Schlegel, M.A. Robb, E.S. Replogle, R. Comperts, J.L. Andres, K. Raghavachari, 
J.S. Binkley, C. Gonzalez, R.L. Martin, D.J. Fox, D.J. Defrees, J. Baker, J.J.P. Stewart and J.A. Pople, 
Gaussian Inc., Pittsburgh PA, 1992. 

69. Dewar, M.J.S., Zoebisch, E.G. and Healy, E.F. (1985) J. Am. Chem. SOC. 107,3902-3909. 
70. Dewar, M.J.S. and Thiel, W. (1977) J. Am. Chem. SOC. 99,48994905. 
71. Stewart, J.J.P. (1989) J. Comp. Chem. 10, 209-216. 
72. Hehre, W.J., Stewart, R.F. and Pople, J.A. (1969) J. Chem. Phys. 51,2657-2664. 
73. Tatewaki, H. and Huzinaga, S. (1980) J. Comp. Chem. I ,  205-217. 
74. Culot, P., Dive, G., Nguyen, V.H. and Ghuysen, J.M. (1992) Theor. Chim. Acta 82, 189-205. 
75. Yang, A.-S., Gunner, M.R., Sampogna, R., Sharp, K. and Honig, B. (1993) Proteins 15,252-265. 
76. Lamotte-Brasseur, J., Dive, G., Dehareng, D. and Ghuysen, J. M. (1990) J. Theor. Biol. 145,215-220. 
77. Dehareng, D., Dive, G. and Ghuysen, J.M. (1991) Theor. Chim. Acta 79, 141-152. 
78. Dive, G .  and Dehareng, D. (1993) Int. J. Quant. Chem. 46, 127-136. 
79. Dive, G., Dehareng, D. and Ghuysen, J.M. (1993) Theor. Chim. Acta 85,409-421. 
80. Dehareng, D., Dive, G., Lamotte-Brasseur, J. and Ghuysen, J.M. (1989) Theor. Chim. Acta 76,85-94. 
81. Dehareng, D., Dive, G. andGhuysen, J.M. (1993)Int. J. Quant. Chem. 46,701-734. 
82. Rao, S.N., Singh, V.C., Bash, P.A. and Kollman,P.A. (1987)Nature328,551-554. 
83. Knox, J.R., Moews, P. C., Escolar, W.A. and Fink, A.L. (1993) Protein Eng. 6, 11-18. 
84. Adachi, H., Ohta, T. and Matsuzawa, H. (1991) J. Biol. Chem. 266,3186-3191. 
85. Gibson, R.M., Christensen, H. and Waley, S.G. (1990) Biochem. J. 272,613-619. 
86. Bourguignon-Bellefroid, C., Wilkin, J.M., Joris, B., Aplin, R.T., Houssier, C., Prendergast, F.C., Van 

Beeumen, J., Ghuysen, J.M. and Frere, J.M. (1992) Biochem. J. 282,361-367. 
87. Hadonou, A. M., Jamin, M., Adam, M., Joris, B., Dusart, J., Ghuysen, J.M. and Frkre, J.M. (1992) 

Biochem. J. 282,495-500. 
88. Bourguignon-Bellefroid, C., Joris, B., Van Beeumen, J., Ghuysen, J.M. and Frkre, J.M. (1992) 

Biochem. J. 283, 123-128. 
89. Hadonou, A.M., Wilkin, J.M., Varetto, L., Joris, B., Lamotte-Brasseur, J., Klein, D., Brown, G., 

Ghuysen, J.M. and Frkre, J.M. (1992) Eur. J. Biochem. 207,97-102. 
90. Wilkin, J.M., Jamin, M., Damblon, C., Zhao, G.H., Joris, B., Due& C. and Frkre, J.M. (1993) Biochem. 

91. Adachi, H., Ishiguro, M., Imajoh, S., Ohta, T. and Matsuzawa, H. (1992) Biochemistry 31,430-437. 
92. Goffin, C., Ayala, J.A., Nguyen-Distkche, M. and Ghuysen, J.M. (1993) FEMS Microbiol. Lett., in 

press. 

J. 291,537-544. 



This Page Intentionally Left Blank



J.-M Ghuysen and R.  Hakenbeck (Eds.), Racfrnal Cell Wa// 
Q 1994 Elsevier Science B.V. All rights reserved 13 1 

CHAPTER 7 

Microbial peptidoglycan (murein) hydrolases 
G.D. SHOCKMAN’ and J.-V. HOLTJEZ 

‘Department ofhficrobiology and Immunology, Temple Universi[y School of Medicine, Philadelphia, 
PA 191 40, USA and 2M~-Planck-lnstilutfirr Entwicklungsbiologie, Abteilung Biochemie, 
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I. Introduction 

Environmental conditions that lead to the dissolution of bacterial cells (bacteriolysis) have 
long been known. It was soon discovered that bacteriolysis was catalyzed by ‘factors’ in 
extracts of tissues, plants and microorganisms and in some instances by microbial culture 
filtrates. At one time it was thought that bacteriolysis was a complex phenomenon accom- 
panied by a variety of enzymatic processes [ I ] .  However, soon after the observations of 
Fleming [2], who found that a powerfbl substance that he called ‘lysozyme’ was capable 
of rapidly lysing thick suspensions of certain bacteria, especially an organism he called 
Micrococcus lysodeikticus (now known as Micrococcus luteus), it became clear that this 
enzyme was widely distributed in nature. Lysozyme was found to be present in high con- 
centration in hen egg white [2], from which it was crystallized [3], enabling extensive 
studies of its action on bacterial cells [4,5]. 

Studies of the action of lysozyme and of other bacteriolytic enzymes [6,7] revealed 
that this bacteriolytic action was the result of hydrolysis of specific bonds in the protec- 
tive and shape-maintaining bacterial exoskeleton, the peptidoglycan (murein) sacculus of 
the cell wall [8,9; see also Chapter 21. 

In addition, and concurrently, the experiments of Weibull [ 101 clearly demonstrated 
that clarification of dense suspensions of Bacillus megaterium by lysozyme could be 
prevented by the presence of a sufficient, iso-osmotic concentration of solutes, such as 
0.3 M sucrose, that are unable to permeate into the bacteria. Instead the rod-shaped bacilli 
were transformed into spherical, osmotically fragile bodies. Electron microscopy showed 
that these spherical bodies were no longer surrounded by the characteristic, approximately 
20-nm thick wall but were contained in a thin, typical membrane structure. 

It soon became clear that, at least in some instances, it was not necessary to add ly- 
sozyme or other enzymes or extracts to observe bacteriolysis or, under appropriate iso- 
osmotic environments, formation of osmotically fragile protoplasts. Cultures of some or- 
ganisms, such as Streptococcus pneumoniae, various species of Bacilli or Enterococcus 
hirae ATCC9790 (formerly called Streptococcus faecalis, Streptococcus faecium and 
Enterococcus faecium) would dissolve (autolyze) when incubated under conditions of 
‘unbalanced growth’ resulting in an inhibition of further cell wall peptidoglycan synthesis 
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or, for that matter, in an appropriate buffer. The observations that bacteriolysis could be 
prevented, with the formation of spherical, osmotically fragile bodies, by the provisions 
of an iso-osmotic environment again demonstrated that autolysis was the result of hy- 
drolysis of a sufficient number of bonds in the protective cell wall peptidoglycan to cause 
its dissolution and removal from the bacterial surface. Thus, it was concluded that these 
bacteria are equipped with their own, endogenous, peptidoglycan hydrolases that even- 
tually can autolyze the cell. 

2. Enzyme specijkities 

Autolysins, then, are defined as endogenous enzymes that hydrolyze specific bonds in the 
bacterial cell wall (peptidoglycan) resulting in damage to the integrity and protective 
properties of the two- or three-dimensional structure of the peptidoglycan [ l  11. This 
definition does not include all the enzymes that are capable of hydrolyzing bonds in the 
peptidoglycan. Included in the term peptidoglycan hydrolases but excluded from this 
definition of autolysins would be those enzymes that hydrolyze bonds that are not relevant 
for the mechanical stability of the peptidoglycan sacculus, such as DD-carboxypeptidases 
that remove terminal D-alanine residues, or enzymes that can hydrolyze bonds in pepti- 
doglycan subunits but are not capable of hydrolyzing bonds in intact, insoluble pepti- 
doglycan. 

A broad variety of enzyme specificities have been detected, including peptidases and 
glycosidases (Fig. 1). Two types of glycosidases are known. p-N-acetylmuramidases 
(lysozymes) and /!l-N-acetylglucosaminidases, which hydrolyze the p- 1 ,4-glycosidic bond 
between MurNAc and GlcNAc and between GlcNAc and MurNAc, respectively. A pecu- 
liar muramidase-like enzyme has been isolated from Escherichiu coli [12,13] and phage 
lambda [ 14,151. These latter enzymes not only split the p- 1,4-glycosidic bond but con- 
comitantly catalyze a transfer of the glycosyl bond onto the hydroxyl group of the carbon 

d 1 ... GlcNAc - MurNAc - GlcNAc ... 
I -  

L-Ala 
I 

D-Glu D-Ala 
1 -  

D-Ala 
I +  

I 
D-GIu 

I 
m-A,pm I D-Ala 

+ I  D-Ala m-A,pm I m-A,pm 

D+iu I 

Fig, 1 .  Structure of the murein of E. coli. N-Acetylglucosamine (GlcNAc) and N-acetylmuramic acid 
(MurNAc) are interlinked in an alternating sequence by /3-1,4-glycosidic bonds forming polysaccharide chains 
which are crosslinked by peptides consisting of L- and Dalanine, D-glutamic acid and rn-diaminopimelic acid 
(m-%pm) as indicated. Murein hydrolases cleave specific bonds: -b, lytic transglycosylase; +, B - N -  
acetylglucosaminidase; D, N-acetylmuramyl-Lalanine-amidase; b, D,D-endopeptidase; +, L,Dcarboxy- 

peptidase; :-+, D,D-carboxypeptidase. (From ref. 12.) 
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6 of the same muramic acid, thereby forming 1,6-anhydromuramic acid. These enzymes 
are called lytic transglycosylases. They must not be confused with the synthetic transgly- 
cosylases such as some of the well known high molecular weight, penicillin-binding pro- 
teins (PBPs; see Chapter 6). 

Amidases (N-acetylmuramoyl-L-alanine amidases) that specifically cleave the amide 
bond between the lactyl group of muramic acid and the a-amino group of L-alanine, the 
first amino acid of the stem peptide, are found in many bacteria and effectively separate 
the peptide components from the amino sugar chains of the peptidoglycan [ 161. 

The peptide moieties of peptidoglycan are attacked by exo- as well as by endo-pepti- 
dases. DD-carboxypeptidases convert pentapeptide into tetrapeptide moieties by cleaving 
the terminal D-aIanyl-D-alanine bond of crosslinked and uncrosslinked stem peptides. DD- 
endopeptidases have been described and isolated which cleave the crucial DD-peptide 
bond that crosslinks the stem peptides to yield the characteristic peptidoglycan network. 
Both DD-carboxypeptidases and some of the DD-endopeptidases that are inhibited by /?- 
lactam antibiotics are addressed in detail in another chapter of this volume (see Chapter 
6). The penultimate peptide bond which is an L-D bond between the amino acid in 
position 3 (almost always either L-lysine or rn-diaminopimelic acid) and the D-ahine in 
position 4 of the stem peptide is cleaved by LD-carboxypeptidases. Only a few other pep- 
tidases have been characterized so far. However, other peptidase specificities must exist, 
because of the existence of certain peptidoglycan turnover products, such as GlcNAc- 
MurNAc L-Ala-D-Glu [ 171. 

3. Enzyme assay systems 

Fleming’s classical assay for peptidoglycan hydrolases is a rather unspecific one that 
simply follows the dissolution of cells of M. luteus, usually by measuring a decrease in 
turbidity. Similar and somewhat more specific assays follow the decrease in turbidity of 
insoluble cell wall or peptidoglycan substrates. Use of such substrates has led to meas- 
urements of released amino- or carboxy-terminal andor reducing groups [ 181. In addition, 
the specificity of the bond hydrolyzed can be determined by identification of the released 
terminus. For example, the action of an amidase results in an increase in N-terminal L- 
alanine whereas the action of a muramidase or glucosaminidase results in an increase in 
reducing MurNAc or GlcNAc, respectively. More sophisticated and sensitive assays in- 
clude the use of specifically radioactively labeled peptidoglycan, allowing the determina- 
tion of radioactivity in the supernatant after separation of the insoluble peptidoglycan by 
centrihgation [ 19,201. 

Recently an elegant procedure has been reported by which the action of a whole set of 
peptidoglycan hydrolases in crude cell extracts can be visualized after SDS-PAGE [21]. 
Suspensions of bacterial cells or walls in the gels are used. Activity is visualized as a clear 
band in the turbid gel. 

As noted by Foster [22], detection of bands of lysis after SDS-PAGE on acrylamide 
gels containing wall or other substrates is unlikely to include all of the autolysins of an 
organism such as B. subtilis. The methodology requires that the activity (1) survives SDS- 
PAGE, (2) can be renatured to an enzymatically active form after SDS-PAGE, (3) is ac- 
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tive in monomeric form or composed of identical subunits that can reassociate, (4) hydro- 
lyzes a sufficient number of bonds to cause visible dissolution of the substrate, ( 5 )  hydro- 
lyzes and dissolves the substrate incorporated into the gel (the substrate specificity prob- 
lem), and (6) does not require cofactors or activators such as processing by the action of a 
protease. Proteolysis can present an additional problem in the generation of more than one 
proteolytically processed polypeptide that may or may not retain enzymatic activity ca- 
pable of dissolving the selected substrate. Clearly the method will not detect non-autolytic 
peptidoglycan hydrolase activities. 

By means of HPLC-based separation of peptidoglycan subunits [23], specific enzyme 
assays for various peptidoglycan hydrolases including carboxypeptidases, endopeptidases 
[24] and amidases [ 161 have been established. 

4. Distribution of peptidoglycan hydrolases 

As discussed below, the presence of peptidoglycan hydrolases in bacteria has been pre- 
dicted on the basis of the unique feature of the structure of peptidoglycan that envelopes 
the cell with a gigantic, bag-shaped, covalently crosslinked network. To us, enlargement 
of this peptidoglycan sacculus seems conceivable only by an intricate interplay of synthe- 
sizing and hydrolyzing enzymes to allow new peptidoglycan subunits to be inserted into 
the pre-existing sacculus [9,25,26]. Indeed, peptidoglycan hydrolases turn out to be 
widely distributed among bacteria [8,27]. Until now, a mutant has not been isolated that 
completely lacks peptidoglycan hydrolase activity; in part, probably due to the presence 
of more than one peptidoglycan hydrolase in the species examined thus far. On the other 
hand, final proof for the assumption that peptidoglycan hydrolases are indispensable to 
the bacterial cell does not exist either. A list of some of the bacteria possessing pepti- 
doglycan hydrolases is presented in Table I [12,2848]. This table, which is based on that 
in Rogers et al. [27], gives an idea of the breadth of both Gram-positive and Gram-nega- 
tive genera and species in which bacterial autolysins have been found, although one or 
more enzymes could easily be a bacteriophage- or plasmid-coded enzyme and not all of 
the listed activities have been well characterized by current criteria. It is of interest to note 
that many of the organisms listed in Table I possess peptidoglycan hydrolases of more 
than one specificity. In addition, as shown in Table 11, which lists some recently well 
characterized microbial peptidoglycan hydrolase activities and some of their interesting 
properties [13,33,35-38,4 1,43-45,6146,69-1091, several bacterial species, including E. 
coli, E. hirae and B. subtilis, possess more than one enzyme that hydrolyzes the same 
bond. As discussed below, the presence of multiple peptidoglycan hydrolases complicates 
determinations of putative function(s) of these activities. 

Interestingly, peptidoglycan hydrolases have also been found in other microorganisms 
and even in higher organisms, with hen egg white lysozyme the best known. Lysozymes 
have been widely found in animal tissues, tears, milk, cervical mucus and urine and are 
also present in plants. In addition, an amidase has been found in human and other mam- 
malian sera [ I  10,1111. The presence of peptidoglycan hydrolases in organisms other than 
bacteria may be considered a natural antibacterial defense mechanism. 
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TABLE I 

Bacteria that have been reported to possess peptidoglycan hydrolase activitiesa 

Organism Muramidases Ref 

A B C D E 

Arthrobacter ciystallopoietes + 28 
Bacillus cereus + + 29 
Bacillus lichen formis + + 30 
Bacillus sphaericus + + 31 
Bacillus stearothermophtlus + 32 
Bacillus subtilis + + 33 
Bacillus thuringiensis + + + 34 
Brucella abortus t 35 
Clostridium acetobulylicum + + 36-38 
Clostridium botulinum + + 39 
Clostridium welchii + + 40,41 
Enterococcus hirae + 42-45 
Escherichia coii + + + + 12 
Lactobacillus acidophilus + 46 
Listeria monocytogenes (+I (+) + 47 
Micrococcus luteus + + 48 
Mycobacierium smegmatis + + 49 
Myxobacter sp. + + 50,51 

Proteus vulgaris + 35 
Neisseria gonorrhoeae + + + + 52-55 

Pseudomonas aeruginosa + 56 
Salmonella typhimurium + 51 
Staphylococcus spp. + 4- + 58,59 
Streptococcus hygrocopicus + 60 
Streptococcus pneumoniae i + 61-64 
Streptococcus pyogenes + 67 
Streptomyces spp. + + + + 68 

aModified from ref 27. 
bA, lysozyme (EC 3.2. I .  17); B, lytic transglycosylase (EC 3.2.1 .-); C, endo-8-N-acetyl-glucosaminidase (EC 
3.2. I .30); D, N-acetylmuramyl-Lalanine-amidase (EC 3.5.1.28); E, peptidoglycan-m-endopeptidase (EC 
3.4.99). 
+, Evidence of the activity obtained; (+), a glycanase activity detected. Bond specificity not determined. 

In addition, the action of peptidoglycan hydrolases could result in the production of 
(or hydrolysis of) peptidoglycan fragments that possess bioactive properties such as 
immunostimulating [ 112-1 141 or sleep-inducing [ 115,1161 activities. The production of 
peptidoglycan hydrolases by hngi or bacterial species in natural habitats such as soils or 
aqueous environments may limit the microbiota to bacterial species that are, for one 
reason or another, resistant to the particular peptidoglycan hydrolase activity or activities 
present. 



TABLE II 
Reasonably well characterized peptidoglycan hydrolases 

Organism and enzyme Cell and/ Substrate Bond hydrolyzed Mr Signal Comments Ref. 
or wall (kDa) peptide 
lytic 

Streptomyces albus G 
m-carboxypeptidase -k Muramyl pentapeptide; C-terminal DAla-DAla; 18 42 aa Sequenced, crystal structure 69-74 

wall peptidoglycans C-terminal DAla-Ddi- determined 
amino acid (a to COO-) 

B. sphaericus 

I 
Endopeptidases 

U 

B. subtilis 168 
Amidases 

CWlA 
(Foster) M59232 

CWlA 
M37710 
(GenBank) 

I 

x-y -DGlu-(L)-meso y-DGlu-(L)mesoA2pm 44.7 - 2 N-terminal repeats similar 75 
A2pm; x -y -~Glu- (~ ) -  peptidyl dipeptide to E. hirae repeats; C- 
(meso)-A2pm-DAla hydrolase terminal catalytic domain 

L-Ala-y-DGlu-Ldiamino y-DGlu-Lmeso A2pm; re- 30 
acid-X quires free N-terminal 

L-Ala 

76 

Homologous walls and MurNAc-L-Ala @NP 29.9 A3r&o Identical nucleotide sequ- 77 
spore cortex; walls of L-Ala) ence. Proteolytically 
other Gram-positive processed at C-terminal 
spp. (e.g., M. luteus) end from 30 kDa to 21- 

23 kDa Both forms ac- 

homology with N-terminal 
of S. albus G peptidase. 
Central region is highly 
homologous with a.a. 
sequence of Bacillus sp. 
autolysin and probably 
contains enzyme-active 
site. Two short repeats at 
C-terminus (233") 

Homologous SDS walls tive. C-terminal has 78,79 



CwlB 
M6 1747 (GenBank) 

CwbA 
LYtB 
D10388 (DDBJ) 

Modifier protein 

Glucosaminidase 

Bacillus sp. 
Amidase (?) 

B. lichenifomis F W  120 
Amidase 

CwlM 
X621 I6 
(Emu 

+ 

+ 

+ 

+ 

Homologous walls 

Homologous walls 

MurNAc-L-Ala 
(DNP L-Ala) 

None 

52.6- 
49.9 

24 a.a. 
A24-DZS 

74.1- A2-j- 
15 

Walls of B. subtilis, B. GlcNAc-MurNAc endo-N- 90 
lichenifomis, M. luteus. acetyl 
Teichoic or teichuronic 
acids not required 

Homologous SDS-treated Not determined 
cells. M. luteus cells 
(autoclaved or SDS 
treated) 

Walls of B. lichenifomis, MurNAc-L-Ala 
B. subtilis, M. luteus 

3 N-terminal to central (57 
a.a.) repeats; enzyme 
active site in C-terminal 
domain (307") 

80,81 

82 

-A26 Binds to and modifies ac- 81,83 
tivity of CwlB (LytC) 
from random to pro- 
cessive. N-terminal re- 
gion highly homologous 
with N-terminal region of 
LytC (CwlB). C-ter- 
minal region has homol- 
ogy with SpolID of B. 
subtilis and B. amylo- 
liquefaciens (307") 

Activated by 0.1-0.2 M HCI 33,41 

27.6 A3,-I138 Enzyme active site probably 84 
in N-terminal domain 

21.5 - N-terminal has homology 85 
with C-terminal catalytic 
domain of CwlB; two C- 
terminal repeats. 
Stimulated by modifier 
protein 
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00 

Organism and enzyme Cell and/ Substrate Bond hydrolyzed Mr Signal Comments Ref. 
or wall ( m a )  peptide 
lytic 

Strep. pneumonrue 
Amidases 

LytA 

#J HB-3, Hbl-3 

+ Pneumococcal walls with MurNAc-L-Ala (N-terminal 36.5 - 

+ Pneumococcal walls with MurNAc-L-Ala 36.5 

choline L-ala) 

choline 

C-terminal repeats 61 

Extensive homology with 62 
IytA gene 

Murarnidases 
+ cp-I, Cpl-1 

#J Cp-9, Cpl-9 

+ cp-7, Cpl-7 

+ Pneumococcal walls with MurNAc-GlcNAc 39.1 
choline 

+ 

+ 

Glucosarninidase + 

Staph. simulans NRRL B-2628 
Lysostaphin + 

Sfaph. aureus NCK8325 
m 4 7 )  
Amidase 

LytA 
M59424 
(&dank) 

+ 

Pneumococcal walls with MurNAc-GlcNAc 
choline 

Pneumococcal walls; no MurNAc-GlcNAc 
choline 

39.1 

38.5 

Pneumococcal walls with GlcNAc-MurNAc 64 
choline 

6 C-terminal repeats with 63, 64 
homology to LytA repeats; 
Asp 10, Glu 37 

homology to LytA repeats; 
Asp 10, Glu 37 

from above repeats; does 
not require choline; 
Asp 10, Glu 37 

6 C-terminal repeats with 65 

3 C-terminal repeats different 65 

Not sequenced 66 

Cells and walls ofStuph. Gly-Gly in cross-bridges 51.7- ca. 38 Preproenzyme with 7-14, 13 86-88 
26.9 a.a. a.a tandem repeats at N- 

terminal. Plasmid coded. 
Extracellular 

S. aureus walls 
M. luteus cells 

MurNAc-L-Ala (DNP-Ma) 53.8 - A prophage gene; C-terminal 89-91 
sequence homology with 
lysostaphin 



Staph. aureus A8 
Glucosaminidase 

SaG + 
Lactococcus lactis SK 1 1 2 

Amidase (?) 
$ us3, LYtA + 

Lactobacillus delbrueckii 
subsp. bulgaricus 
Muramidase (?) 

@ mvl lysA. 
LysA 
M35235 
(GenBank) 

Chalaropsis sp. 
Muramidase 

CH 

I 

+ 

Strep. globosporus 
ATCC 21553 
Muramidase (mutanolysin) 

M1 (ACM) + 

Clostridiurn acetobutylicurn 
ATCC 824 
Muramidase 

LYC 
M68865 
(*flank) 

+ 

M. luteus cells GlcNAc-MurNAc 

Homologous cells; strains Not determined 
of L. lactis 

ca. 80 

29 

Cloned; not sequenced 

? Homology to pneumo 
amidase 

92 

93 

Cells of L. bulgarius, L. Probably MurNac-Glc- 2 1.1 - Homology with CH 94 
helveticus, S. sali- NAc based on homology 
varius 35 

muramidase; Asp 8, Glu 

S. aureus walls OAcMurNAc-OAcGlnAc 22.4 Sequenced; not cloned; Asp 95 
MurNAc-GlcNAc 6, Glu 33 

Broad range of bacterial MurNAc-GlcNAc 23.6 77 a.a. Homology with Chalaropsis 96 
walls and cells OAc MurNAc-OAcGlcNAc CH muramidase Asp 9, 

Glu 36 

C. acetobutylicum walls; MurNH,GlcNH~; Not 34.9 - Homology with CH mur- 36,37 
C. acetobutylicurn active on re-N-acetyl- (sequ- amidase, Asp 5, Glu 32; 5 
peptidoglycan; not ated peptidoglycan ence) C-terminal repeats; C- 
inhibited by choline 41 terminal region has 

homology with N-terminal 
of S. albus G peptidase 



TABLE I1 (continued) + 
h 

Organism and enzyme Cell and/ Substrate 
or wall 
lytic 

Bond hydrolyzed Mr Signal Comments 
(kDa) peptide 

Y 

Ref. 

C. acetobutylicum WCIB 8052 
(CECT 806) 
Amidase + S. pneumoniae walls Probably MurNAc-L-Ala; 1 15 - 

choline dependent 

Enterococcus hirue ATCC 9790 
Muramidases 

M-l + 

M-2 
M77639 
(Gedank) 

Strep. faecalis 
Muramidase (?) 

+ 

+ 

E. hirue cells or walls; 
re-N-acetylated 
peptidoglycan 

MurNAc-GlcNAc 

M. lufeus walls and pep- 
tidoglycan; E. hirae 
peptidoglycan; N-Ac- 
peptidoglycan; L. acido- 
phiZus walls or peptido- 
glycan; S. aureus, tar1 N- 
acetylated peptidoglycan; 
S. uureu.s peptidoglycan 

MurNAc-GlcNAc 

137- 
87 

70.7 A49-D50 

M. luteus cells; S. fuecaZis Not determined; probably 74 
walls MurNAcClcNAc 

Also in C. saccharop- 38  
erbutylacetonicum (more 
active) 

Not cloned or sequenced. 43 
Latent form (1 30 kDa) 
proteinase activated. 
Glucoenryme, nucleo- 
tidlylated with ca. 12 
monomeric, 5-mercap- 
touridyllic acids. Pro- 
cessively hydrolyzes 
soluble glycan chains 

44,453 
C-terminal end; S&T (ca. 97,98 
5 1%) rich regions at C- 
terminal 

6 45 a.a. repeats at 

+ Homology with E. hirae 99 
muramidase; 4 direct 68 
a.a. repeats at C-terminus 
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5. Physiological finctions in bacteria 

Early on in the relatively brief history of bacterial cell wall science, the presence of auto- 
lytic peptidoglycan hydrolase activities in cultures of rapidly growing and dividing bacte- 
ria led to the idea that such potentially suicidal enzymes may play one or more roles in 
cell wall assembly and bacterial growth [9,25,26]. In fact, in several bacterial species the 
capacity of bacterial cells to autolyze is maximal or near maximal during the exponential 
growth phase [25,117-119]. Such impressions have since been reinforced by data which 
positively correlated autolytic capacity or autolysin activity with growth rate [120,12 11, 
and by studies of changes in peptidoglycan hydrolase activities during the division cycle 
of synchronized cultures [ 120,122,1231. Although data supporting several of the proposed 
roles have been obtained, the presence of multiple peptidoglycan hydrolase activities have 
in most cases complicated interpretations. Direct proof of such roles awaits comprehen- 
sive studies of well characterized mutants. 

A number of potential roles for peptidoglycan hydrolase activities in bacterial surface 
growth and division have been proposed, with indirect experimental evidence in support 
of some of them [27,124-1271. These roles include ( I )  hydrolytic action to provide new 
acceptor sites for the addition of peptidoglycan precursors in the bag-shaped macromole- 
cule surrounding the bacterium, (2) insertion of new subunits into the stress-bearing pep- 
tidoglycan layer by a ‘make-before-break’, inside-to-outside growth mechanism, (3) hy- 
drolysis of bonds in selected areas of the cell wall surface causing modifications of the 
shape (remodeling) of previously assembled wall, (4) cell division, i.e. compartmentali- 
zation into two new cell units separated by both membrane and wall, ( 5 )  participation in 
the final stages of cell separation, (6) peptidoglycan turnover and recycling, (7) transfor- 
mation of competent cells, (8) spore formation and germination. 

5. I .  Role in the provision of new acceptor sites 

Peptidoglycan hydrolases of only two specificities would provide new acceptor sites con- 
sistent with current knowledge of peptidoglycan biosynthesis (see Chapters 3 and 4). 
These would be N-acetylmuramidases (including the lytic transglycosylases) and appro- 
priate endopeptidases [ 1 1,12,27,124-1271. Whereas transglycosidation reactions such as 
that carried out by hen egg white lysozyme [I281 would not create additional MurNAc 
reducing ends and GlcNAc non-reducing ends, such an activity could result in the reloca- 
tion of such potential acceptor sites. The available data concerning the average glycan 
chain length and extent of peptide crosslinking of walls of a number of bacterial species 
(summarized in [27,129,130] are not consistent with a deficit of available peptide or gly- 
can acceptor sites. Also inconsistent with an overall lack of acceptor sites is the continued 
assembly of wall in the form of thickened wall rather than wall surface expansion that is 
not associated with the sole autolytic N-acetylmuramidase activity of E. hirae [ 13 I]. 

5.2. Enlargement of the peptidoglycan sacculus 

In order to expand the sacculus, new peptidoglycan subunits have to be inserted into the 
pre-existing network. We are unable to visualize the occurrence of this process in the ab- 
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sence of the rupture of covalent bonds to allow enlargement of the cell envelope. For rod- 
shaped Gram-positive bacteria, it has been shown that the peptidoglycan grows according 
to an inside-to-outside growth mechanism [ 13 1-1 351. New peptidoglycan is first attached 
underneath the pre-existing peptidoglycan layer. This is followed by specific cleavage of 
covalent bonds in the stress-bearing layer by peptidoglycan hydrolases. As a result of this, 
the new material is automatically pulled into the layer under stress. Thus peptidoglycan 
hydrolases may indeed be considered pacemaker enzymes for the enlargement of the pep- 
tidoglycan sacculus. Even for the thin murein layer of Gram-negative organisms a kind of 
inside-to-outside growth mechanism following the safe strategy of ‘make before break’ 
[ 1361 has been proposed [ 1371. 

5.3. Remodeling functions of peptidoglycan hydrolases 

To our knowledge, this idea was first proposed by Rogers [ 1271. There is no question that 
bacterial cells change in shape and in surface area to volume ratios throughout their cell 
division cycle [ 1251. Also, such dimensions vary with growth rate of the bacteria. This is 
not only true for rod-shaped species, but also for cocci. Peptidoglycan hydrolases of any 
specificity could serve this function. The number of bonds hydrolyzed at specific topo- 
logical sites and at specific times during the division cycle could be relatively small, 
making detection of hydrolysis products difficult. Recent analyses of the composition of 
the peptidoglycans of several different bacteria, including E. coli, S. aureus, S. pneumo- 
niae and Gaffkya homari, by HPLC of muramidase-hydrolyzed peptidoglycan fragments 
[23,24,138-1411 have revealed the presence of a large number of components, some in 
quantitatively minor amounts. Whereas some of these components probably result from 
the biosynthetic action of previously undescribed transferases, at least some probably 
result from the action of hydrolases. The possible role(s) of these newly discovered pepti- 
doglycan structural units in cell shape, changes in shape and availability for biosynthetic 
(e.g. acceptor) activities, remains to be determined. 

5.4. In cell division and cell separation 

There are technical difficulties in distinguishing between the enc. of ce division and the 
beginning of cell separation. The latter is usually defined as the point in time at which the 
number of distinct and countable particles increases. This event usually takes the form of 
a doubling in number, but in the case of separation of chains of bacteria, it can be a much 
larger increase in cell numbers. Intuitively, it seems highly likely that hydrolysis of some 
bonds in the peptidoglycan (rather than a Velcro-like peeling apart) should be involved in 
the separation of the two new cell poles. Correlations between deficiencies in autolytic 
activity and failure of cells to separate of several coccal and rod-shaped species have been 
observed [142-1491. In some instances, autolytic deficiencies were due to only partially 
characterized mutations, resulting in reduced autolytic activity or to environmentally in- 
duced phenotypic changes in wall substrate-suppressed lytic activity [144]. In at least 
some instances, cell separation could be induced by the addition of extracts containing 
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autolytic activity or by the addition of hen egg white lysozyme. Thus, curing of, for ex- 
ample, a presumed amidase defect by the addition of a muramidase clearly demonstrates a 
lack of hydrolytic specificity for the cell separation function [ 1501. 

Separation of hlly divided bacterial cells is not essential to further growth, division 
and survival of the bacteria. It does inhibit the dissemination of daughter cells and thus 
could affect distribution, for example, towards nutrients or away from inhibitors, or the 
dissemination of organisms in an infection. Thus, cell separation could influence patho- 
genesis [ 15 13. In Gram-negative bacteria, cell separation overlaps with the formation of 
the septum. Cleavage of the septum along its middle line starts before the septum has 
been completed. This gives rise to the formation of the typical V-shaped constrictions 
rather than septation as is the case for most Gram-positive rods. Mutants of E. coli defec- 
tive in cell separation (envA) form chains of cells [ 1521. 

5.5. Peptidoglycan turnover 

Cell wall turnover is usually defined as the loss of previously assembled, insoluble wall 
from the bacterial cells. In the case of Gram-positive bacteria, the presence of the wall on 
the outside of the membrane permeability barrier and the absence of an outer membrane 
exterior to the peptidoglycan means that turnover can be measured by the release of la- 
beled peptidoglycan fragments from the cells to the supernatant culture medium. These 
methods appear to be valid, providing the released fragments are not re-utilized for wall 
assembly. For Gram-negative species, such as E. coli, measurement of loss of peptidogly- 
can is complicated by the presence and properties of the outer membrane. Relatively re- 
cently, it was discovered that substantial amounts of peptidoglycan fragments are released 
from the peptidoglycan sacculus of E. coli [ 1531 and may be re-utilized for peptidoglycan 
assembly [ 154-1561, 

Loss of wall and wall peptidoglycan has been observed during growth of a number of 
bacterial species including B. subtilis, B. megaterium, Lactobacillus acidophilus. S. 
aureus, Listeria monocytogenes, E. coli and Neisseria gonorrhoeae (see [ 129,1571 for 
recent reviews). On the other hand, peptidoglycan turnover has not been observed during 
growth of E. hirue [158], even under conditions of stress, in a variety of strains of S. 
mutans and S. sanguis [159], or in a Lys-DAP- mutant of B. meguferium [160]. Thus, 
peptidoglycan turnover does not appear to be essential for wall surface growth in these 
bacteria. In B. subtilis, thickened wall made after inhibition of protein synthesis does not 
appear to turn over [161]. 

Clearly peptidoglycan hydrolases must be involved in the loss of peptidoglycan frag- 
ments from assembled, peptide-crosslinked wall. In B. subtilis, an amidase appears to be 
the primary enzyme activity involved in wall turnover as determined from analysis of the 
peptidoglycan fragments present in the culture supernate [ 1621. These investigators were 
unable to detect amidase in the growth medium and thus postulated that enzyme bound to 
the cell surface catalyzed removal of wall material. In L. acidophilus, the only detectable 
peptidoglycan hydrolase activity, muramidase [46], must be responsible for the loss of 
peptidoglycan from the cells. In E. coli, lytic transglycosylases and endopeptidases are 
responsible for turnover, whereas amidases, glucosaminidases and perhaps carboxypepti- 
dases are involved in further hydrolysis of the turnover products to smaller units that can 
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be re-utilized for peptidoglycan assembly after uptake back into the cytoplasm via active 
transport systems [ I  551. 

5.6. Autolysins involved in transformation 

Indirect evidence suggests a role for autolytic activity in the ability of three different bac- 
terial species, B. subtilis, S. gordonii (formerly S. sanguis) and Pneumococci, to be trans- 
formed. Correlations have been observed between increased competence for transforma- 
tion and the rate of autolysis of intact cells and of isolated walls of B. subtilis [ 1631 and of 
S. gordonii [164, 1651. However, in at least two instances, autolysis-deficient (but not - 
negative) mutants remained fully transformable. Both a mutant of the pneumococcus de- 
leted in the lytA gene [ 1661 and lyt mutants of B. subtilis [ 1671 appear to retain f i l l  trans- 
formability. The recent observations that each of these organisms possesses more than 
one autolytic peptidoglycan hydrolase (see [22,168] and Sections 9.2 and 9.3) are a 
complicating factor, requiring additional experiments with well defined single, and per- 
haps multiple, mutants in peptidoglycan hydrolase activities. 

5.7. Peptidoglycan hydrolases in sporulation and spore germination 

It seems highly likely that peptidoglycan hydrolases play one or more important roles in 
(1) the liberation of mature spores from the mother cell and (2) the hydrolysis of the 
unique cortical peptidoglycan upon spore germination. A variety of peptidoglycan hydro- 
lases of varying specificities, including amidases, peptidases and hexosaminidases, have 
been detected in various bacilli and in some cases appear to increase in activity during 
sporulation or germination (summarized in [27]; see also Chapter 8). More recently, using 
the production of lytic bands after SDS-PAGE of extracts on gels containing a suspension 
of B. subtilis 168 walls, Foster [22] detected at least seven different polypeptide bands of 
lytic activity, more than one of which increased in intensity during sporulation of B. 
subtilis. Sorting out the functions of each of these activities and their potential roles in the 
development of spores will require application of modem genetic and biochemical 
studies. 

6. Subcellular localization 

It seems justified to describe peptidoglycan hydrolases as unusual enzymes for an unusual 
substrate. The substrate for this group of enzymes is a unique, insoluble, high molecular 
weight structure of the size of the bacterium. The shape-maintaining peptidoglycan saccu- 
lus located outside of the cell’s permeability barrier consists of structurally and h c -  
tionally different substructures, such as hemispherical polar caps and a cylindrical middle 
part in the case of rod-shaped bacteria, raised wall bands, peripheral wall and the leading 
edge of the invagination in streptococci. The latter structure is just one example of a 
strictly localized growth zone [ 1691 which contrasts with multiple growth sites in E. coli 
[ 170,17 11. There are the stress-bearing layers of peptidoglycan but also the outermost 
layers which in B. subtilis may be undergoing dissolution [135]. In E. coli, nascent pepti- 
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doglycan differs from mature peptidoglycan [ 172,1731. The enzymes may be specifically 
directed to certain areas of the macromolecular sacculus by specific recognition of de- 
fined structures. Binding of many of the hydrolases to peptidoglycan has been found to be 
quite strong. In some cases salt concentrations of up to 5-8 M LiCl [ 174,1751, 0.01 N 
NaOH [ 1 19,1761 or 4-8 M guanidine-HCI [ 177,1781 were necessary to release the en- 
zymes from the peptidoglycan. In at least two instances, the number of these high-affinity 
binding sites appears to be limited [177-1791. The soluble lytic transglycosylase of E. 
coli could still be found bound to the murein sacculus after boiling in 4% sodium do- 
decylsulfate [ 1791. 

The specific subcellular distribution of two individual enzymes on the peptidoglycan 
sacculus was visualized by immunoelectron microscopy. The amidase of B. subtilis was 
found to be bound at the site of cell division, that is, in the septa of dividing cells [ 1801. 
Similarly the amidase of S. pneumoniae was also found to be located mainly in the septa1 
region [ 18 I]. The soluble lytic transglycosylase of E. coli was shown to be bound exclu- 
sively to the outer surface of the peptidoglycan sacculus [ 1791. 

Necessarily, the peptidoglycan hydrolases have to be transported across the cytoplas- 
mic membrane in order to reach their peptidoglycan substrate. Several possibilities exist 
for the final localization of the exported enzymes. Either they remain attached or an- 
chored to the outer surface of the cytoplasmic membrane, or they bind directly to the 
peptidoglycan. In addition, in Gram-negative bacteria, the enzymes can remain in a sol- 
uble form in the periplasm or can be bound to the outer membrane. Examples for all these 
cases exist. A leader peptide is present [ l o l l  to direct the soluble lytic transglycosylase 
(Slt70) of E. coli to the periplasmic space, where a limited amount binds to the pepti- 
doglycan [ 179,1821. By contrast, the amidase of S. pneumoniue is synthesized without an 
N-terminal signal sequence [181]. Therefore, the mechanism by which this enzyme is 
translocated across the membrane is not clear. After export, the enzyme seems to be re- 
tained at the outer surface of the membrane by a specific interaction with the lipoteichoic 
acid [ 1831. A membrane bound lytic transglycosylase has been claimed to reside and be 
active in the outer membrane of E. coli [ 1841. 

The lysis system of phage lambda consists of a highly sophisticated mechanism that 
includes not only a gene R for a lytic transglycosylase, known as lambda endolysin [ 151, 
but in addition a gene Rz that seems to be needed for efficient lysis in the presence of 
Mg2+ [185,186], and hrthermore of a gene S which codes for a pore-forming protein to 
facilitate the specific translocation of the soluble enzyme across the inner membrane of E. 
coli [ 1871. Analogous export systems for bacterial peptidoglycan hydrolases cannot be 
ruled out. 

7. ReguIation and control of peptidoglycan hydrolases 

As expected, for such potentially suicidal activities, peptidoglycan hydrolase activities 
must be exquisitely regulated and integrated with other biosynthetic and perhaps other 
degradative processes. Regulation of peptidoglycan hydrolase activities may occur at 
several levels. 
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First, such enzymes, that are, like all proteins, synthesized on cytoplasmic ribosomes, 
must be transported through the cytoplasmic membrane to the exterior wall of Gram posi- 
tives, or to the periplasm of Gram negatives, to have access to the substrate. Thus, control 
of general access to the insoluble substrate is an important factor. For example, Hartmann 
et al. [ 1881 proposed a ‘barrier’ that prevented access of peptidoglycan hydrolases to the 
peptidoglycan of E. coli. Indeed, the autolytic transglycosylase, Slt70, can be up to 30- 
fold overproduced in E. coli without causing lysis of the cell [loo]. Such access could 
even be limited to specific topologically located areas on the surface, such as at or near 
nascent cross walls in the case of E. hirue [ 189,1901 or, in the case of E. coli, to a perip- 
lasmic ring structure, formed by the periseptal annuli [191]. Similarly, intact, growing 
cells of E. hirue are resistant to the action of its muramidases [ 1921, even though murami- 
dase-2 is known to be present in an active form in the culture medium [177,178]. In this 
instance, an exterior molecule could protect the peptidoglycan from hydrolysis. 
Muramidase-1 of E. hirue is present in a latent, zymogen form, that requires proteolytic 
activation [ 193-1951. Finally, recently obtained data suggest that the state of protein 
folding (or refolding) could be an important factor in governing the activity of murami- 
dase-2 of E. hirue [ 177,1781. 

The ability of such enzymes to bind to and maintain contact with the insoluble sub- 
strate, particularly outside of the cellular permeability barrier, is also important. As men- 
tioned in Section 6, several peptidoglycan hydrolases have been shown to bind to their 
substrates, with very high affinity, and, in at least two instances, bind to a limited number 
of binding sites [178,179]. Muramidase-2 of E. hirue [97], the autolysin of S. fueculis 
[99], as well as the amidase and bacteriophage-coded amidases and glycosidase of pneu- 
mococci [64] have been shown to possess long amino acid repeat sequences that could be 
involved with substrate binding. Wall polymers other than the peptidoglycan substrate, 
such as a polysaccharide, teichoic acid or teichuronic acid, in some instances appear to be 
important for autolysin binding and can, therefore, affect substrate specificity. For exam- 
ple, the choline-containing wall teichoic acid of the pneumococcus appears to be impor- 
tant in the binding of the pneumococcal amidase to the wall [ 1961. 

Substrate specificity is also important. Therefore, changes in the chemistry of the pep- 
tidoglycan may control the action of the peptidoglycan hydrolases. 0- and N-acetylation 
of amino sugars of the peptidoglycan itself are two examples. 0-acetylation decreases the 
susceptibility of peptidoglycan to hydrolysis by hen egg white lysozyme but not to the 
Chuluropsis muramidase (see [ 1971 for a recent summary). The presence, absence, and/or 
exact chemical structure of non-peptidoglycan wall polymers such as teichoic acids, that 
interact with either enzyme or substrate, perhaps at specific topological sites, and that 
modi& [ 198,1991 or inhibit hydrolase activities, such as cardiolipin [200,201], lipo- 
teichoic acids [202], and the Forssman antigen of the pneumococcus [203], are known. 
Besides these latter structures, which are only present in Gram-positive bacteria, an addi- 
tional candidate for an endogenous inhibitory compound has been described that could be 
involved in the regulation of peptidoglycan hydrolases in E. coli. Coenzyme A-S-S-glu- 
tathione (CoAS-SG), isolated from E. coli in a search for regulatory substances, was 
found to inhibit the endogenous autolytic enzymes [204]. Although proof of an in vivo 
hc t ion  of this compound was not obtained, mutants defective in the synthesis of CoAS- 
SG lysed spontaneously when resuspended in 0.01 M phosphate (pH 6.8) at 37°C. 
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The control of the peptidoglycan hydrolases is connected with other central metabolic 
processes of the cell; for example, with the stringent response [205-2071 and with heat 
shock control [208]. An important consequence of this is that penicillin and other pepti- 
doglycan synthesis inhibitors operate as bacteriostatic rather than bacteriolytic agents 
when stringency has been induced, for example, by amino acid starvation. Inhibition of 
bacteriolysis of many bacterial strains cultured at rather low pH values has been observed, 
giving rise to the phenomenon of phenotypic tolerance [209,210]. The primary inhibition 
of penicillin-sensitive enzymes, which results in specific morphological alterations, is 
filly expressed under these conditions. However, secondary bacteriolysis does not be- 
come apparent. The energized state of the membrane of B. subtilis appears to be impor- 
tant in regulating its amidase activity [21 I] .  Chaotropic and other agents such as ethanol 
[212], osmotic shifts up and down [213], and treatments with EDTA, sucrose or NaCl 
[ I881 have all been found to induce spontaneous bacteriolysis. Furthermore, as mentioned 
in Section 5, correlations have been made between the capacity of bacterial cells to au- 
tolyze and growth rate [120], the cell division cycle in synchronized cultures 
[120,122,123], and phase of growth [121,131]. For example, when cultures of E. hirue 
ATCC 9790 enter the stationary phase due to exhaustion of the supply of valine or 
threonine (required amino acids that are components of protein but not of peptidoglycan), 
the capacity of the bacteria to autolyze decreases rapidly, although their content of auto- 
lytic enzyme activity (probably muramidase-1, see Section 9.1) remains virtually un- 
changed [131]. 

Recently, the antibiotic bulgecin, a glucosamine derivative, was shown to specifically 
inhibit the major autolytic enzyme of E. coli, the soluble lytic transglycosylase (Slt70) 
[214]. Inhibition of this enzyme was determined to be non-competitive. Since a deletion 
of the slt gene showed no obvious phenotype, it was not surprising to find that bulgecin 
inhibition of the enzyme did not change the growth characteristics of the wild-type E. coli. 
However, when combined with furazlocillin, which alone causes filamentation, bulges 
were formed prior to rapid bacteriolysis and the MIC for mecillinam was significantly 
lowered. These data indicate a severe disturbance of the cell’s peptidoglycan metabolism 
when Slt is inhibited or the gene deleted. 

8. Bacteriolysis by endogenous autolysins 

In general, lysis of bacterial cells is observed after inhibition of hrther synthesis of pepti- 
doglycan either nutritionally or by the addition of an appropriate antibiotic [2 15,2 161. 
This lytic response is irrespective of the site of action of the antibiotic. Inhibition of an 
early step, such as the formation of the UDP-MurNAc-pentapeptide by cycloserine, inhi- 
bition of the final crosslinking reaction by a B-lactam antibiotic, as well as a block at any 
other intermediate step of the biosynthetic pathway usually leads to bacteriolysis. The 
molecular details are not known. Thus, we have to face the fact that more than 50 years 
after Fleming’s discovery of penicillin, its characteristic bacteriolytic effect is still not un- 
derstood. 

The reason for this situation is the lack of knowledge of the intracellular control 
mechanisms for autolytic enzymes [ 12,1251. Although ignored for a long time, bacteri- 
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olysis in the presence of inhibitors of peptidoglycan synthesis is the result of an uncon- 
trolled action of the endogenous peptidoglycan hydrolases. In general, inhibition of pepti- 
doglycan synthesis triggers a sequence of events that merges into a common pathway 
finally causing bacteriolysis by hydrolysis of a sufficient number of bonds in the pepti- 
doglycan sacculus. 

Two hypotheses have been proposed to explain the bacteriolytic effect of penicillin 
and related inhibitors: an enzymic balance model and a peptidoglycan hydrolase trigger 
mechanism. Weidel and Pelzer [9] assumed that growth of the sacculus requires that the 
two enzyme systems, hydrolases and synthetases, must cooperate in a well balanced 
fashion. Inhibition of the peptidoglycan synthesis system would result in a loss of this 
critical balance, with the peptidoglycan hydrolases getting the upper hand. According to 
this model, the peptidoglycan hydrolases involved in antibiotic-induced lysis would also 
be involved in normal growth of the peptidoglycan sacculus. 

However, the observation of the phenomenon of tolerance due to a defect in the pepti- 
doglycan hydrolase system is thought to be inconsistent with this proposal [2 16,2 171. 
Since tolerant mutants grow normally [218,219], one has to conclude that the affected 
peptidoglycan hydrolase@) is (are) not absolutely necessary for growth. In the case of S. 
pneumoniue, it became evident that the amidase enzyme apparently responsible for anti- 
biotic-induced lysis was indeed not needed for normal growth and division. It may be 
only involved in the final splitting of the septum to allow separation of the daughter cells 
[ 1441. However, it must be noted that pneumococci that lack or have an inactivated ami- 
dase still possess a second autolytic peptidoglycan hydrolase, a glucosaminidase 
[166,168]. Thus, it remains possible that for normal wall surface growth and division, the 
residual glucosaminidase activity can serve the required function even though it hydro- 
lyzes a different bond in the peptidoglycan. 

Loss of this amidase activity simply was accompanied by growth of S. pneumoniae in 
chains of unseparated but septated cells [ 1441. Earlier reports on this system put forward 
the idea that inhibition of peptidoglycan synthesis, for example by penicillin, triggered 
activity of the enzyme normally involved in splitting of the septum, at a premature, false 
time point in the cell division cycle [216,220]. 

Detailed ultrastructural studies of penicillin-induced lysis of S. aureus by Giesbrecht 
and co-workers [22 1,2221 suggest another mechanism for the induction of bacteriolysis. 
In the presence of low concentrations of penicillin, murein synthesis was shown to con- 
tinue, but the new wall appeared to accumulate at previously initiated nascent crosswalls. 
New crosswalls failed to be formed, but splitting of the peripheral wall was obtained 
at the presumed next division site. Cellular lysis occurs due to this ‘morphogenetic 
defect’. 

A similar conclusion was drawn from experiments analyzing the changes in the com- 
position of the peptidoglycan sacculus of E. coli during antibiotic-induced bacteriolysis 
[223]. The results indicated that lysis by cycloserine, moenomycin and penicillin is likely 
to be by a zipper-like action of an exo-muramidase (e.g. a lytic transglycosylase) that is 
normally responsible for the precise cutting of the septum. Thus, it seems that inhibition 
of peptidoglycan synthesis which affects proper synthesis of a septum (thereby causing a 
morphogenetic defect) cannot be regulated by the cell, with the result that the action of 
the septum splitting system can no longer be cancelled. Electron microscopy [224] 
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showed that lysis occurred predominantly at sites of fbture cell divisions and not ran- 
domly as one would expect for the case of a general weakening of the peptidoglycan sac- 
culus. 

A mechanism that triggers silent peptidoglycan hydrolases may be involved in the lysis 
process induced by the lysis proteins of certain bacteriophages such as e l 7 4  and MS2. 
These low molecular weight, hydrophobic proteins coded for by the phage do not possess 
peptidoglycan hydrolase activity. Since lysis of the host cells depends on the presence of 
endogenous bacterial peptidoglycan hydrolases and consequently does not occur under 
tolerant conditions, it seems that these proteins act by triggering host enzymes [225-2271. 
The molecular details are not known. Interestingly, however, it has been shown that MS2 
lysis protein not only induces the formation of adhesion sites between inner and outer 
membrane but also gets inserted into these sites [228]. Obviously, besides inhibition of 
peptidoglycan synthesis, other mechanisms exist by which the endogenous bacterial pep- 
tidoglycan hydrolases can get out of control. 

9. Well characterized peptidoglycan hydrolase systems 

Peptidoglycan hydrolase activities, primarily autolysin activities, have been examined in a 
variety of both Gram-positive and Gram-negative bacterial species. Based on the putative 
relationship of these degradative activities to wall peptidoglycan assembly, the, at least 
superficially, simplest, and perhaps most primitive, systems are those present in Gram- 
positive species that are normally unable to construct cylindrically shaped wall and that 
can divide only in a single plane [229]. These models are thus the group broadly defined 
as streptococci. In this respect, the streptococcal species studied in most detail are the 
autolytic systems of E. hirae and S. pneumoniae. In this classification, next in physical 
complexity come cocci which possess information permitting them to divide in more than 
one plane: the Micrococci and the Staphylococci, with S. aureus most extensively studied. 
Third in order of increasing complexity are Gram-positive species that can form a cylin- 
drical surface and are therefore normally rod-shaped. In this class, the organism for which 
the most information is available is B. subtilis, with additional data available from studies 
of other Bacillus species including Bacillus lichenformis and Bacillus cereus, and from 
some studies of Clostridia, Lactobacilli, and Listeria. 

Studies of peptidoglycan hydrolase activities in Gram-negative bacteria have the added 
complication of dealing with a more complex surface structure, but at least in the case of 
the best studied species, E. coli, have the advantage of availability of a relatively enor- 
mous amount of genetic information and the easy availability of excellent genetic tech- 
niques. Limited, but in some cases important, studies of other Gram-negative species such 
as Klebsiella and of Neisseria which are nearly coccal shaped and divide in at least two 
planes, add to our information. The availability of data accumulated from studies of mor- 
phologically, and apparently biochemically, different systems enables comparisons of the 
systems used to attain similar results and helps to sort out common principles even when 
sometimes important details differ. 



9.1. The peptidoglycan hydrolases of E. hirae ATCC 9790 

A broad variety of data are completely consistent with the presence of only one specificity 
of peptidoglycan hydrolase in E. hirae (summarized in [ 125,1261). The only detectable 
bond cleaved is the /?- 1,4 bond between MurNAc and GlcNAc. The presence of only mu- 
ramidase activity is consistent with the belief that this coccal-shaped organism that di- 
vides in only one plane is a relatively simple model of wall surface growth and degrada- 
tion. However, the observations [44] that E. hirae possesses two separate and biochemi- 
cally distinct peptidoglycan hydrolases as well as a growing assortment of data which 
show that, in contrast to hen egg white lysozyme, both muramidases are high molecular 
weight complex proteins, indicates that this model is far from simple. 

9.1. I .  Some properties of muramidase-1 
Muramidase-l is synthesized as a large molecular weight (130kDa) zymogen that ap- 
pears to be first translocated to the wall [195], where it is tightly bound and then prote- 
olytically cleaved to an 87 kDa active form [43]. It is a glucoenzyme that is multiply sub- 
stituted with oligosaccharides containing only glucose units [43]. It also possesses about 
12 phosphodiester-linked monomeric 5-mercaptouridine monophosphate residues [230]. 
There is some evidence that nucleotidylation plays a role in enzyme activity, although the 
exact role remains to be elucidated (Dolinger and Shockman, unpublished data). 

Muramidase-1 processively hydrolyzes /3-I ,4 bonds between MurNAc and GlcNAc in 
soluble peptidoglycan chains [23 1-2331. Processive hydrolysis starts from the non-reduc- 
ing ends of the disaccharide-peptide glycan chains, resulting in virtually only one product, 
monomeric disaccharide-peptide units [232,233]. 

9. I .  2. Muramidase-2 
Muramidase-2 possesses very little ability to dissolve intact walls or cells of E. hirae de- 
spite the fact that it can hydrolyze muramidase-sensitive bonds in the wall peptidoglycan 
of E. hirae, and dissolves walls of M. luteus [44]. Muramidase-2 does not seem to be a 
glycoprotein, and differs from muramidase- 1 in its abilities to bind to and hydrolyze vari- 
ous wall substrates [42,234]. Although it is remotely possible that muramidase-2 is a non- 
processed (non-glycosylated andor non-nucleotidylated) form of muramidase- I ,  substan- 
tial evidence exists that each is a product of separate genes [235]. 

Muramidase-2 is also a complex protein. Two polypeptide bands, with apparent mo- 
lecular weights of about 125 and 70 kDa on SDS-PAGE, possess peptidoglycan hydrolase 
activity and have the ability to bind radioactively labeled penicillin with low affinity [45]. 
These two polypeptides appeared to have the same electrophoretic mobility on SDS- 
PAGE as PBPl and PBP5 present in membrane preparations of E. hirae. However, 
immunochemical and molecular data clearly demonstrate that PBPS and the 70 kDa form 
of muramidase-2 are separate and distinct proteins [235]. 

9.1.3. Cloning and sequence analysis of the gene for muramiduse-2 
Recently [97], a gene that codes for the extracellular form of muramidase-2 was cloned 
and sequenced. A 4.5-kb insert cloned in Agtl  1 hybridized with six DNA bands at about 
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4.5, 5.0, 6.1, 7.1, 9.1 an4 12.5 kb of EcoRI-digested chromosomal DNA of E. hirae. The 
nucleotide sequences of fragments of the 4.5-kb band subcloned into plasmids were de- 
termined. The deduced amino acid sequence of the open reading frame that codes for a 
666-amino-acid-long protein showed ( 1) a 49-amino-acid-long putative signal peptide, 
with a potential protease cleavage site between A49 and D50 (the virtual identity of the 
determined N-terminal amino acid sequence of mature extracellular muramidase-2 with 
the deduced sequence, clearly identified this cleavage site); and (2) the presence of six 
45-amino-acid-long, highly homologous, amino acid repeat units, separated by interven- 
ing sequences that are highly enriched for serine and threonine (ca. 5 1 % S plus T), at the 
C-terminal end of the protein. Although these repeats have little homology with repeat 
units found in a variety of different proteins of Gram-positive bacterial species, including 
those in the pneumococcal amidase gene [64] and the muramidase genes of several pneu- 
mococcal phages [65], substantial homology was observed with four contiguous 68-amino 
acid-long repeat units at the C-terminus of an autolysin of unspecified specificity of S. 
faecalis [99]. The amino acid sequence of the S. faecalis protein showed other areas of 
substantial homology with muramidase-2 including the putative signal peptide and much 
of the rest of the two polypeptides, except for a 104-amino acid insertion between amino 
acids 64 and 65 of the E. hirae muramidase-2, and for the serine- plus threonine-enriched 
sequences between the C-terminal repeats of muramidase-2 [98]. 

Analogous to the interpretations of Garcia and co-workers [64,65], it seems likely that 
the six 45-amino-acid-long repeats of muramidase-2 may be involved with the high-afin- 
ity binding [ 177,1781 of this enzyme to the wall peptidoglycan of E. hirae. 

Further analysis of the derived amino acid sequence of muramidase-2 [98] showed the 
presence of an SXXK-active site motif and of several amino acid groupings such as SGN 
and KSG, that are characteristic motifs of serine B-lactamases and PBPs [236]. Although 
the spacing of the motifs in muramidase-2 are not inconsistent with those found in other 
penicillin-interactive proteins, the shape and distribution of hydrophobic and hydrophilic 
clusters along the amino acid sequences of muramidase-2 differ from those found in a 
broad assortment of serine B-lactamases and in a number of PBPs [236]. Thus, it is pos- 
sible that the mechanism of penicillin interaction may differ from that of the typical ser- 
ine-active site penicillin-interactive protein [236]. 

9.1.4. Possible functions of the two muramidases of E. hirae in surface growth and 

The presence of two peptidoglycan hydrolases in E. hirae that hydrolyze the same bond 
complicates earlier interpretations and hypotheses concerning the possible functions of 
autolysins in surface growth and division. On the other hand, the presence of two separate 
and distinct enzymes that can hydrolyze the same bond, contributes to our lack of success 
in isolating autolytic-negative mutants of E. hirae despite considerable and varied efforts 
over many years. It is also of interest to note the dearth of autolytic-negative strains of 
other bacterial species. 

While the presence of multiple enzymes that catalyze the same type of reaction sug- 
gests that the cells are carrying ‘insurance’ for a presumably essential function, it is 
equally clear that only a low level of peptidoglycan hydrolase activity is essential to the 
survival and growth of the bacterial cell. Evidence for this is the existence of species and 

division 
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strains, such as some Group A streptococci, that fail to autolyze under conditions that 
result in the rapid autolysis of other strains [67]. Recent successes in cloning, sequencing 
and expressing peptidoglycan hydrolases of several bacterial species (see Table 11) should 
lead to solving the questions of functions and essentiality of these various peptidoglycan 
hydrolases in the not too distant future. 

9.2. The autolytic system of S. pneumoniae 

S. pneumoniae has long been known to possess an amidase activity [237,238], which was 
purified and characterized [239]. Although analyses of the products of the action of par- 
tially purified preparations of the autolytic enzyme activity of S. pneumoniae on cell wall 
preparations of the pneumococcus, that results in the release of amino sugars from the 
walls, suggested the presence and action of one or more glycosidases [240], substantial 
evidence for the presence of a second peptidoglycan hydrolase activity was obtained only 
relatively recently. In studies of a mutant of S. pneumoniae deleted in the IytA gene cod- 
ing for the amidase, Shnchez-Puelles et a]. [ 166,1681 demonstrated the presence of a sec- 
ond peptidoglycan hydrolase, which was purified and shown to be a 64 kDa endo N-ace- 
tyl-glucosaminidase [66]. To our knowledge, this enzyme has not yet been cloned and 
sequenced. 

9.2.1. Choline-dependent amidases 
The pneumococcal amidase has a number of interesting and unusual properties. The en- 
zyme appears to recognize and interact with the choline-containing wall teichoic acid 
[241]. The enzyme appears to be synthesized in the ‘E’ form which seems to be present 
only in the cytoplasmic fraction [ 1831, has little to no peptidoglycan hydrolase activity, 
and in the absence of a wall choline-containing teichoic acid, is not transported through 
the membrane, nor is it converted to the active C form. Conversion to the C form appears 
to be due to the formation of a choline-amidase complex and an allosteric change in the 
enzyme. On the other hand, high choline concentrations (e.g. 2%) result in inhibition of 
cellular lysis and chain formation. 

The gene for the pneumococcal amidase, lytA, has been cloned in E. coli, sequenced 
[61,242] and expressed as the E form [61]. The gene codes for a protein of 36.5 kDa. A 
mutant strain, M3 I ,  was isolated that possessed a completely deleted IytA gene. This 
mutant grew at a normal rate, could be transformed, failed to lyse in the stationary growth 
phase, displayed a tolerant response to the action of B-lactam antibiotics, and grew in 
short chains of 6-8 cells. The insertion of a plasmid containing the IytA gene resulted in 
amidase production at a rate about five times faster than in the parental strain and restored 
the ability to autolyze in stationary phase, to lyse in the presence of penicillin and to form 
normal diplococci [243]. Similarly, insertional inactivation of the IytA gene failed to af- 
fect its phenotype, except for resistance to autolysis [244]. 

9.2.2. Modular organization of enzymes 
Extensive studies of several lytic peptidoglycan hydrolases of several pneumococcal bac- 
teriophages, including the construction of chimeric proteins, resulted in the concept of 
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modular organization of these lytic enzymes. The N-terminal domain appears to contain 
the catalytic site, which in one class catalyzes an amidase activity (e.g. LytA, Hbl-3) and 
in the other class catalyzes a muramidase activity (e.g. Cpl-1 , Cpl-9). The N-terminal do- 
mains of the bacteriophage muramidases not only had homology with each other but also 
contained aspartic and glutamic residues (D9, E36) at sites that are homologous to those 
observed in other microbial lysozymes including the Chalaropsis CH (D6, E33) [95] and 
Strepfomyces globosporus M 1 (D9, E36) 1961 lysozymes. 

The C-terminal domains, which contain three or six amino acid repeats, are thought to 
be important in the recognition of choline residues in the pneumococcal wall. The 
choline-recognizing enzymes, including the LytA amidase and the Cpl-1 and Cpl-9 mu- 
ramidases, possess six 20-amino-acid-long tandem repeats, while Cpl-7 muramidase, 
whose lytic action is independent of the presence of choline in the wall, possesses 2.8 48- 
amino-acid-long tandem repeats. The two classes of repeats lack homology with each 
other. 

9.3. The peptidoglycan hydrolases of B. subtilis and other Bacilli 

Various strains of B. subtilis, B. licheniformis and other Bacillus species have been ob- 
served to possess enzyme activities that can hydrolyze bonds in their peptidoglycan 
[22,129]. These activities include those that (1)  appear to be specific for spore cortex 
peptidoglycan and may be involved with spore germination, (2) increase in amount post- 
exponentially during sporulation and may play a role in sporulation, (3) hydrolyze bonds 
in the peptidoglycans but, because of their substrate specificities, are unlikely to be in- 
volved with peptidoglycan or cellular dissolution, such as the exo-N-acetylglucosamini- 
dase [245,246] and exo-N-acetylmuramidase [247] of a strain of B. subtilis, and finally 
(4) are truly autolytic peptidoglycan hydrolases. 

9.3.1. The amidase of B. subtilis 
The predominant autolytic peptidoglycan hydrolase activity of several Bacillus species 
appears to be an amidase [ 1291. This is the enzyme specificity that seems to be responsi- 
ble for loss of cell wall peptidoglycan by turnover of walls of bacilli [157]. 

A number of years ago Herbold and Glaser [198,199] purified and characterized an 
amidase of B. subrilis ATCC 605 I .  This enzyme has a molecular weight of about 50 kDa. 
Activity of this amidase is modulated by an approximately 80-kDa modifier protein which 
stoichiometrically combines with the enzyme and changes the pattern of wall hydrolysis 
from random to processive hydrolysis of amide bonds on individual glycan strands. Wall 
glyceroteichoic acid appeared to be required for the binding of the enzyme to walls and 
for the functional interaction of the enzyme and modifier protein, since the enzyme failed 
to bind to, and hydrolyze, walls of B. subtilis W23 that possesses a wall ribitol teichoic 
acid instead of the wall glyceroteichoic acid found in walls of strain 605 1. However, the 
amidase binds strongly to walls of strain 605 1 containing teichuronic acid in the place of 
wall glyceroteichoic acid [248]. 

Subsequently Lindsay and Glaser [249] purified and partially characterized an amidase 
from a different strain of B. subtilis, strain W23, that possesses a ribitol teichoic acid in its 
wall, in contrast to the glyceroteichoic acid in walls of the ATCC 6051 strain. Although 



the W23 amidase was similar in molecular size to the 6051 amidase, the two enzymes 
differed. The W23 amidase failed to interact with the modifier protein, and differed from 
the 6051 amidase in both pH optimum and substrate specificity. Furthermore, various 
wall teichoic acids affected the enzymes differently, and the two enzymes failed to 
immunochemically cross-react [248]. Thus, similar to the peptidoglycan hydrolases of 
other bacterial species, the high-molecular-weight amidases of B. subtilis strains possess 
complex substrate specificity, substrate binding and protein interaction profiles [ 198,199, 
248,2491. 

9.3.2. Cloning and sequencing of autolysins of Bacilli 
Recently, several laboratories have cloned in E. coli and sequenced the genes for autolys- 
ins of Bacilli. These include the genes for a 28-kDa autolysin of undetermined specificity 
of a Bacillus species [84], a 30-kDa amidase of B. subtilis 168 [77-791, a 50- to 53-kDa 
amidase of B. subtilis 168 [SO-821, an amidase of B. lichenformis, FD0120 [85], as well 
as the modifier protein of the 50- to 53-kDa amidase of B. subtilis 168 [81,85]. Cloning 
and sequencing of the gene for the N-acetylglucosaminidase (LytD; map position 310O) 
has not yet been reported. 

9.3.3. The 28-kDa autolysin of a Bacillus sp. and the 30-kDa amidase (CwlA) of B. 

As mentioned above, two laboratories [77,78] have cloned in E. coli and sequenced a 
gene, called cwlA (map position 233"), that codes for an amidase activity that has the 
identical nucleotide (and amino acid) sequence. The amino acid sequence of the N-termi- 
nal and central regions showed a high degree of homology with the 28-kDa Bacillus sp. 
autolysin. There appears to be a signal peptide that is cleaved after A39 [78]. Further- 
more, in E. coli, the enzyme seems to be proteolytically processed, probably at the C- 
terminus of the protein, to a 21- to 23-kDa polypeptide [77,78]. Both the 30-kDa and 21- 
to 23-kDa forms were enzymatically active. Thus, the N-terminal end of the protein 
probably carries the catalytic domain. Interestingly, the C-terminal amino acid sequence 
of CwlA possesses two short repeated sequences and displayed extensive homology with 
the N-terminal sequence of the Streptomyces albus G wall-lytic carboxypeptidase [250]. 
The cloned CwlA amidase has a broad substrate specificity, as it dissolved walls of a 
variety of Gram-positive species, including walls of several Bacillus spp., walls of M. 
luteus and Lactobacillus arabinosus, as well as the spore cortex of B. megaterium. It did 
not hydrolyze walls of E. coli. 

subtilis 168 

9.3.4. The 53-kDa amidase (CwlB or LytC) of B. subtilis 168 
Again, two laboratories have cloned in E. coli and sequenced the gene for this enzyme, 
called cwlB by Kuroda and Sekiguchi [82] and lytC (map position 307') by Margot and 
Karamata [80] and Lazarevic et al. [81]. The gene codes for a 52.6-kDa polypeptide that 
carries a putative signal sequence that is cleaved after A24 to yield the 49.9-kDa amidase 
protein. This amidase apparently failed to exhibit amino acid homology with other known 
amidases or with other proteins in the data bank, except for a similarity to the CwlM ami- 
dase of B. licheniformis. 
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9.3.5. The 27.5-kDa amidase (CwlM) of B. licheniformis [8S] 
There appear to be similarities between this amidase and the 53-kDa CwlB amidase of B. 
subtilis 168. The N-terminal region 14 to L154 of CwlM has striking homology with the 
C-terminal region I323 to L474 of CwlB (37% identity). Since a truncated form of CwlM, 
CwlMt, which lacks 64 amino acids at its C-terminal end, retains amidase activity, the 
catalytic domain of CwlM probably resides in its N-terminal region. The C-terminal do- 
main of CwlM contains two 3 1-amino-acid-long repeats. In contrast, CwlB amidase con- 
tains three repeated amino acid sequences in its non-catalytic N-terminal domain. It is of 
some interest to note that the CwlMt, which lacks 64 amino acids at its C-terminal end, 
including the two 3 1 -amino-acid-long repeats, retained both catalytic and wall-binding 
activities to walls of both B. subtilis and M. luteus, indicating that, in this instance, the 
non-catalytic C-terminal domain of CwlM containing the repeated sequence did not ap- 
pear to play a role in binding to the wall substrate. 

9.3.6. The modifier protein of the 52.6-kDa amidase (CwbA or LytB) of B. subtilis 168 

Upstream from the cwlB (or 1ytC; map position 307") gene is the gene for the 76.7-kDa 
protein that not only stimulates the activity of the 52.6-kDa amidase but also changes its 
mode of hydrolysis from random to processive [198,199], called CwbA by Kuroda et al. 
[83] and LytB by Lazarevic et al. [81]. The amino acid sequence of the N-terminal por- 
tion of CwbA (or LytB) has homology to the N-terminal sequence of CwlB and its entire 
sequence showed significant amino acid homology to the spoIID gene product of both B. 
subtilis and Bacillus amyloliquefaciens [25 1,2521. The genes for both the 76.7-kDa 
modifier and the 52.6-kDa amidase appear to be part of a regulatory unit that is diver- 
gently transcribed and has been called a 'divergon' by Lazarevic et al. [81]. The tran- 
scribed genes include IytABC, and lytR, which is transcribed in the opposite direction. 
The LytA (or LppX) product appears to be a 9.4-kDa highly acidic peptide that is prob- 
ably a lipoprotein [81,83]. LytR is a 35-kDa polypeptide which acts as an attenuator of 
the expression of both the ZytABC and IytR operons [8 I]. 

[81,831 

9.3.7. Possible functions of the amidases of Bacilli 
It seems clear that amidase activity is responsible for cell wall turnover in Bacilli. 
However, insertionally inactivated mutants in the IytB and IytC genes produced only a 
60 min delay in the onset of loss of wall by turnover [80]. After this time, the slopes of the 
curves were about the same as for the parent strain. Although rates of lysis of intact cells 
and/or isolated native walls containing endogenous wall-bound autolysins of IytB, IylC 
and IytC insertionally inactivated mutants were much slower than those of walls of the 
parent strain, wall autolysis continued for an extended time interval (e.g. 24 h). Growth 
rate, average chain length, cell shape, and flagellar motility did not seem to be affected by 
the absence of the 52.6-kDa amidase and/or the modifier protein. However, swarming of 
cells of amidase-deficient mutants was considerably reduced. Strains lacking the 52.6- 
kDa amidase andor the modifier, sporulated normally, their spores germinated normally, 
and cells yielded comparable numbers of transformants. However, additional autolysins, 
including at least one other amidase and a glucosaminidase, remained present [go]. 
Recently using zymograms after SDS-PAGE on gels containing suspensions of purified 
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cell walls from vegetative cells of B. subtilis 168 or B. megaterium KM spore cortex, 
Foster [22] observed in SDS extracts of vegetative bacteria the presence of four polypep- 
tide bands that dissolved walls of B. subtilis. Two polypeptides, A3 and A4, at 34 and 
30 kDa, respectively, plus another polypeptide, A5 at 23 kDa, were able to dissolve the 
spore cortex peptidoglycan of B. megaterium KM. Band A4 showed a large increase in 
activity 6 h after induction of sporulation (just before mother cell lysis and release of the 
mature spores), band A5 appeared transiently at 5 h postinduction, and a quantitatively 
minor band at 41 kDa, A6, that appeared to be cortex specific, was observed in dormant 
spores. Studies of insertionally inactivated mutants were used to identitjl bands A1 and 
A2 as the previously biochemically characterized 90-kDa glucosaminidase and 50-kDa 
amidase, respectively [33,198,199]. Since band A4 was not lost in a mutant lacking the 
30-kDa amidase, Foster was unable to identify this band as the product of a cloned gene 
that codes for a 30-kDa amidase [77]. Thus, the presence of more than one peptidoglycan 
hydrolase appears to complicate the precise determinations of possible biological signifi- 
cance and finction(s). 

9.4. The murein hydrolases of E. coli 

With more than nine different murein (peptidoglycan) hydrolases, E. coli has one of the 
more complex systems of peptidoglycan hydrolases [12,130] (Table 11). The actual auto- 
lytic system, that is, the group of enzymes that could autolyze the cell by cleaving bonds 
in the high-molecular-weight sacculus, consists of enzymes of two specificities, endopep- 
tidase and muramidase activity. A unique characteristic feature of the muramidase of E. 
coli is its peculiar reaction mechanism. Unlike lysozyme these enzymes do not simply hy- 
drolyze the B-1 ,Cglycosidic bond between MurNAc and GlcNAc but, concomitantly with 
cleavage of the bond, form a 1,6-anhydromuramic acid ring structure [ 131. The signifi- 
cance of this reaction is not known. It may be a means of conserving the bond energy for 
further rearrangement reactions. 

9.4, l .  Lytic transglycosylases 
Three lytic transglycosylases have been isolated from E. coli [ 13,103,104]. One of these, 
the soluble lytic transglycosylase (Slt70), has been studied in detail. The slt70 gene 
(99.7 min) has been cloned [loo] and the sequence has been determined [ lol l .  The en- 
zyme protein is synthesized with a leader peptide and translocated across the membrane 
and processed to a protein with a molecular mass of 70 kDa. The products of secA, secY 
and secB have been shown to be involved [ 1821. No obvious homology with other mu- 
ramidases, including lambda endolysin, a lytic transglycosylase, could be detected. 
Recently, the crystal structure of Slt70 was obtained at a resolution of 2.8 [253]. It is 
the first autolytic and the second bacterial peptidoglycan hydrolase for which the com- 
plete three-dimensional structure has been determined. (The first is the S. albus G DD- 
carboxypeptidase [70,7 I].) The 360 N-terminal amino acids represent a horseshoe-like 
structure possessing exclusively a helices. The C-terminal domain (aa384-aa618) is a 
globular domain and possibly contains the catalytic site. Homology in the structure but 
not in the amino acid sequence exists between the carboxyl domain and T4 lysozyme 
(Thunmissen and Dijkstra, personal communication). From the mutant carrying a deletion 
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in the slt70 gene, a second lytic transglycosylase has been purified and determined to be a 
protein of 35 kDa [103]. Thus, this enzyme has been called Slt35. Furthermore, recently a 
membrane-bound lytic transglycosylase (Mlt38) with a molecular weight of about 38 kDa 
has been purified [ 1041. An interesting property of this enzyme is its capacity to degrade 
isolated glycan strands, stripped of their peptides by treatment with an amidase. 

9.4.2. Endopeptiduses 
Two endopeptidase activities are present in E. coli, a penicillin-sensitive enzyme that is 
identical with PBP4, the dacB (68.6 min) gene product [ 1061 and a penicillin-insensitive 
one, the mepA (50.4 min) gene product [107,253a,254]. Both enzymes have been purified 
and characterized. They fail to show significant sequence homology with each other and 
the conserved Ser-Xaa-Xaa-Lys motif of PBPs is not present in the penicillin-insensitive 
endopeptidase. Overproduction of either or both endopeptidases did not result in a visible 
destabilization of the peptidoglycan sacculus. Although PBP4 has been considered to be a 
membrane protein, it does not appear to be anchored in the membrane. For example, in a 
strain overproducing the enzyme, about 80% of the total amount was detected in the 
soluble fraction in an active form. The protein is translated with a cleavable signal peptide 
of 20 amino acids [108]. 

9.4.3. Additional murein hydrolases 
Besides two DD-carboxypeptidases, PBP5 and PBP6 (see Chapter 6) [255], LD-car- 
boxypeptidase activities have also been identified [ 123,2561. A nocardicin A-sensitive 
LD-carboxypeptidase (MW 32kDa) has been purified [257]. Such an enzyme activity 
might be involved in the regulation of cell division, since its activity was found to in- 
crease in synchronized cultures during cell division [ 1231. 

Two enzyme specificities present in the periplasmic space of the cell envelope of E. 
coli participate in the efficient recycling of murein turnover products, an amidase 
[35,259] and a /34"acetylglucosaminidase [ 1091. Since mainly the murein monomers, the 
1,6-anhydrodisaccharidetetra- and -tripeptides, have been found to be released into the 
periplasm as a result of turnover [ 1531, amidase activity is needed to set free the peptide 
moieties which are accepted by the oligopeptide transport system (opp) of the cell to be 
taken into the cytoplasm for re-utilization [ 1551. Recently, indirect evidence for a second 
permease system has been obtained [ 1561. Therefore, efficient recycling may obscure true 
rates of turnover [156]. The disaccharides are likely to be cleaved by the endo$-N- 
acetylglucosaminidase known to be present in the periplasm [ 1091. The monosaccharides 
may then be transported into the cell by sugar transport systems. 

9.5. Autolytic peptidoglycan hydrolases of other bacterial species 

As listed in Table I,  a broad variety of bacterial species have been shown to produce pep- 
tidoglycan hydrolases. Since the original list was compiled in 1980 [27], experimental 
evidence that a number of additional bacterial species produce peptidoglycan hydrolases 
has been obtained (Tables I and 11). For example, evidence that N. gonorrhoeae [52,53] 
Pseudomonus aeruginosa [56], other strains of Clostridia [36-381, and Streptococci 
[60,67] produce peptidoglycan hydrolases has been obtained. The question then arises: do 
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all bacteria produce such enzymes? This question is important in terms of the potential 
role such activities have been postulated to play in cell wall assembly and cell division 
[26,124-1261. Since some of the enzyme activities described are extracellular and others 
are coded for by genes of bacteriophages or plasmids, their role in the economy of the cell 
is questionable. On the other hand, significant is the demonstration of McDowell and 
Lemanski [67] that S. pyogenes, an organism that fails to demonstrate overt autolysis even 
when challenged with cell wall antibiotics, possesses an apparent hexosamidase activity. 

Recently, the genes for several peptidoglycan hydrolases, including several putative 
autolysins, have been cloned and sequenced (Table 11). Further studies and comparisons 
of these genes and proteins should be revealing. 

10. Concluding remarks 

Until now, convincing proof showing that peptidoglycan hydrolases are indispensable for 
growth of bacteria containing peptidoglycan in their walls fails to exist. However, it is 
difficult to think of a mechanism by which the peptidoglycan network could be enlarged 
and divided without the help of hydrolytic enzymes. Thus, theoretically, peptidoglycan 
hydrolases must be considered pacemaker enzymes for cell wall growth and therefore for 
bacterial growth in general. If we accept this concept, then indeed this class of enzymes 
represents unique bacterial proteins. On the one hand, they enable the cell to grow, but on 
the other hand, they can also kill the cell by means of autolysis. Because of both features, 
these Janus-faced enzymes are of great interest for chemotherapy. 

Although the molecular details are still not understood, it seems clear that the bacteri- 
olytic action of cell wall synthesis inhibitors such as penicillins is due to the uncontrolled 
action of endogenous peptidoglycan hydrolases [2 15,2 161. In addition to inhibition of 
peptidoglycan synthesis, other ways of inducing uncontrolled action of these enzymes are 
feasible. The mode of action of certain low molecular weight phage-coded lysis proteins 
are one such example [225-2271. 

As pacemaker enzymes for bacterial growth, peptidoglycan hydrolases should be an 
ideal target for antibiotics. The problem, however, is the multiplicity of hydrolases found 
in bacteria. This fact has not only inhibited the isolation of mutants completely lacking 
peptidoglycan hydrolytic activity but also is an obstacle in attempts to demonstrate that a 
complete block of these hydrolases results in bacteriostasis as would be expected for true 
pacemaker enzymes. 

An interesting situation is caused by the inhibition of only one peptidoglycan hydrolase 
with the other hydrolases left unaffected. Inhibition of the major autolytic enzyme present 
in E. coli, the Slt70, by bulgecin resulted in increased lysis sensitivity [214]. Probably be- 
cause of the presence of additional autolytic enzymes, the inhibition of just one pace- 
maker enzyme together with some PBPs yielded a synergistic, bacteriolytic effect. 

Peptidoglycan hydrolases, which appear to be involved in the growth of the shape- 
maintaining structure of the bacterial cell, necessarily have to be under strict topological 
and temporal control. Thus, by studying the cellular control mechanisms for peptidogly- 
can hydrolases, a fundamental problem in biology is being addressed, namely, how a 
specific shape is realized, maintained and modified in a well controlled fashion in a bio- 



160 

logical system. One clue for an understanding of these mechanisms may turn out to be the 
specific subcellular distribution of the enzymes. Since some of them are tightly bound to 
peptidoglycan, it is possible that the sacculus serves as a matrix to guarantee synthesis of 
a peptidoglycan network identical in shape to the pre-existing structure. In analogy to 
DNA replication, it is quite likely that multi-enzyme complexes are involved in these 
processes. In particular, for a coordination of the insertion of new peptidoglycan subunits 
with the cleavage of bonds to provoke enlargement of the sacculus, holoenzyme-like 
complexes are reasonable possibilities. Therefore, progress in understanding growth and 
division of the bacterial cell wall, which is the molecular basis for the morphogenesis of 
the bacterium during its cell cycle, calls for intense investigations of the interplay of pep- 
tidoglycan-synthesizing and -hydrolyzing enzymes. 
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CHAPTER 8 

Cell wall changes during bacterial endospore formation 
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1. Description of sporulation 

1.1. Overview 

Bacterial endospore formation is a primitive cellular differentiation that is induced by nu- 
trient depletion. An early stage is an asymmetrically located division which yields two 
distinct cells that have radically different developmental fates. The smaller cell (the pre- 
spore) is engulfed by the larger cell (the mother cell) and develops into the mature spore; 
the mother cell ultimately lyses. The mature spore is characterized by its resistance to a 
variety of environmental stresses. There are several periods when wall metabolism during 
the developmental cycle is substantially different from vegetative wall metabolism; some 
of these involve new wall synthesis whereas others are degradative. 

1.2. Stages of sporulation 

Early microscopy studies enabled investigators to identify a series of intermediates in the 
morphological transition from vegetative cell to spore; these stages are now convention- 
ally designated with Roman numerals [ l ]  (Fig. I), with the vegetative bacterium desig- 
nated stage 0 (zero). The overall process is very similar for all species of Bacillaceae that 
have been studied [2]. Soon after the start of sporulation, the nucleoid rearranges to form 
an axial filament (stage I); the significance of this rearrangement remains unclear. 
Formation of the asymmetrically located spore septum is defined as stage I1 of sporula- 
tion. Accompanying septation, nucleoids segregate to both cell types, with the nucleoid in 
the prespore being much more condensed than that in the mother cell [3]. The sporulation 
septum contains much less visible wall material than is found in a vegetative division 
septum or in the cylindrical wall of the bacillus. Loss of that wall material converts the 
septum from a rigid to a flexible structure and permits complete engulfment of the 
prespore by the mother cell [4]. This event is associated with a gross change in the septa1 
membrane as indicated by the reduction in the number of electron-dense layers visualized 
by electron microscopy, a change that may indicate membrane fusion [ 5 ] .  
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Fig. I .  Schematic representation of endospore formation and germination. 

The engulfed prespore is commonly called the forespore. Soon after the forespore has 
been formed (stage 111), it becomes surrounded by two types of peptidoglycan. There is an 
inner layer, the primordial germ-cell wall (PGCW), and an outer layer, the cortex. The 
PGC W ultimately evolves to become the wall of the germinated spore, whereas the cortex 
is degraded upon spore germination. In so far as they can be distinguished, the enzymes 
for cortex synthesis are considered to be associated with the mother cell, while the en- 
zymes for PGCW synthesis are considered to be associated with the forespore [6,7]. 
Formation of these two peptidoglycans is defined as stage IV of sporulation. By this 
stage, the forespore is increasing in density and is becoming distinguishable by light mi- 
croscopy as a refractile body within the mother cell. 

Subsequent stages of sporulation include deposition of spore coat proteins around the 
forespore (stage V), ‘maturation’ of the forespore (stage VI), and release of the mature 
spore upon lysis of the mother cell (stage VII). Between stage I11 and stage VII, the vol- 
ume of the forespore/spore cytoplasm decreases to less than half its original value, with 
the mature spore being dehydrated [8]. 

Germination of a dormant spore to give an actively-metabolizing, heat-sensitive cell 
can occur within a few minutes. Degradation of the cortex occurs in this interval [9]. The 
germinated spore then grows to become a vegetative cell in about 2 h by a process known 
as outgrowth. 
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2. Cell wall structures and metabolism 

2.1. Peptidoglycan synthesis during sporulation 

There are three periods of peptidoglycan synthesis during sporulation. These correspond 
to ( I )  synthesis of a small amount associated with spore septum formation, (2) synthesis 
of the PGCW which is quite similar to vegetative wall, and (3) synthesis of the cortex. 
The timing of the different periods of synthesis was established biochemically by measur- 
ing increased incorporation of cell wall-specific components such as diaminopimelic acid 
and by determining which stages of sporulation were sensitive to inhibition by penicillin. 
The location of peptidoglycan in the developing spore was visualized by electron micros- 
copy, and subsequently was confirmed by fractionation and biochemical analysis of 
sporulating cells. 

2.2. Sporulation division septum 

After the last vegetative cell division, there is an interval of 1-2 h during which little or 
no peptidoglycan synthesis occurs [ 10,l I].Then, if conditions are favorable for sporula- 
tion, a septum is formed at one pole of the cell. Although asymmetric septation is compa- 
rable to vegetative septation in many respects (for an excellent review, see [ 12]), and is at 
least as sensitive as vegetative division is to inhibition by penicillin [ 131, it involves only 
a very small amount of peptidoglycan synthesis. Electron micrographs reveal a thin dense 
layer of wall in the completed septum. It is formed as in the vegetative cells by centripetal 
growth from the sides of the cell coincident with invagination of the cell membrane 
[1,2,14-161. The wall is not destined to become exocellular and so is not necessary for 
osmotic protection. The small amount of peptidoglycan in the wall may be required sim- 
ply to ensure growth of the septum in the correct direction [4]. 

The peptidoglycan contained within the sporulation septum is thought to be chemically 
similar to vegetative peptidoglycan, primarily because of two observations. First, septa- 
tion at stage I1 is not preceded by an overall increase of cell wall-synthetic enzymes or the 
appearance of novel enzymes, which suggests that the residual amounts of the vegetative 
enzymes are adequate. Second, cells at stage I1 of sporulation will resume vegetative 
growth if they are transferred to a nutritionally favorable medium. When this occurs, the 
completed sporulation septum acquires more crosswall material and becomes the wall that 
separates the two resulting vegetative cells [4,17,18]. 

The spore septum is short-lived. Soon after its completion (designated stage IIi by 
Illing and Errington [ 16]), the crosswall begins to ‘dissolve’. The dissolution begins in the 
center of the septal disk and is marked by bulging of the prespore into the mother cell as 
the septum loses its rigidity. This has been designated stage IIii [16]. During stage IIiii, 
hydrolysis of the septal wall continues outwards to the sides of the cell, and the membra- 
nous septum, which is now completely flexible, begins to grow and engulf the prespore 
(Fig. 1). 

There are several types of spo mutants that are blocked at different points within stage 
11, and these give some insight into the process of spore septum formation. The spoIIE 
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and spoIIA(P-) mutants form the sporulation septum, but do not degrade the peptidogly- 
can within it; the spolIE mutants ultimately make a thick spore crosswall containing as 
much peptidoglycan as a vegetative septum [16,19]. Further analysis of these loci may 
yield the key to understanding what normally limits peptidoglycan synthesis at this time in 
development. The spollA locus contains three genes, one of which encodes an RNA po- 
lymerase sigma factor, oF, whose activation may be crucial for the compartmentalization 
of gene expression [20]. Less is known about the product of the spoIZE locus except that 
it appears to be a membrane protein (Youngman, personal communication cited in [20]). 

The spoIID mutation causes the accumulation of cells that have only a partially hydro- 
lyzed crosswall and thus are unable to proceed through the engulfment stage of sporula- 
tion (stage IIii [ 19,211). The protein sequence derived from the spoIID gene is similar to 
that of the C-terminal portion of the LytB (CwbA) protein, which modifies N-acetylmu- 
ramoyl-L-alanine amidase activity in vegetative cells [22-241. The similarity is consistent 
with the notion that SpoIID protein has a direct role in septal wall autolysis and is re- 
quired to complete hydrolysis of the peptidoglycan so that engulfment can proceed. 

The question that remains is what initiates the hydrolysis of peptidoglycan in the spore 
septum. It should be noted that this event is unlike the splitting of the vegetative septum 
that occurs during separation of daughter cells. The septal wall in the sporulating cell is 
not split into two parts, but rather it is completely dissolved. Moreover, loss of 
peptidoglycan during stage I1 begins in the center of the septum and proceeds outwards, 
whereas autolysis of the vegetative septum begins on the periphery of the septum, which 
is in contact with the external medium, and proceeds inwards. Thus, a sporulation-specific 
autolytic enzyme, or a sporulation-specific autolysin activator, may be required for this 
process. 

2.3. Germ cell wall 

Immediately after engulfment, the forespore lacks peptidoglycan, and appears to be un- 
stable as mutants blocked at this stage tend to lyse (spoIIIA [25], spoIIIE [26], spoIZIJ 
[27]). The structure of the membrane surrounding the spore at this stage is not well re- 
solved; several micrographs suggest that it may have the character of a single membrane, 
although this remains to be established [ 5 ] .  After peptidoglycan synthesis has com- 
menced, the forespore cytoplasm is seen to be separated from the mother-cell cytoplasm 
by an inner forespore membrane (ifm) and an outer forespore membrane (ofm) whose 
‘outside’ surfaces face one another, creating an extracellular space between them [28,29]. 

During stage 1V of sporulation, two different types of wall are laid down between the 
ifm and the o h .  They can be distinguished by electron microscopy, which reveals a rela- 
tively thin, darker layer of material apposed to the outer surface of the ifm (the PGCW) 
and a thicker region of less dense cortex [ 1,2,14,15]. Vinter [ 101 pulse-labelled sporulat- 
ing cells of Bacillus cereus with 14C-diaminopimelic acid (DAP) and determined that the 
DAP-containing peptidoglycan made first during this stage did not have the same fate as 
that made later. The structure that was synthesized first was more stable during germina- 
tion of the mature spores and was retained by the cells during the outgrowth phase. It was 
suggested that this stable structure serves as the cell wall for the young vegetative cells 
(the PGC W). The DAP-containing structure that is degraded during germination corre- 
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sponds to the cortex layer of the spore (see Section 2.4). Vinter’s conclusions were con- 
firmed by Pearce and Fitz-James [30], and later extended by Cleveland and Gilvarg [31] 
who observed that the peptidoglycan of the PGCW of Bacillus megaterium was more 
highly crosslinked than the cortical peptidoglycan, thereby providing a possible mecha- 
nism for PGCW resistance to the autolytic enzymes that are active on the cortex during 
germination. 

The chemical structure of the PGCW closely resembles that of vegetative wall. For ex- 
ample, if the vegetative cell wall is sensitive to lysozyme, the PGCW from spores of that 
species has a similar sensitivity [7]. Also, the amino acid composition of the peptidogly- 
can peptides is invariably the same for PGCW as for vegetative cell wall, even when the 
cortical peptidoglycan has a different amino acid composition. These similarities are not 
surprising, as the fate of the PGCW is to serve as the primer or basement layer for vege- 
tative wall synthesis during outgrowth of the spore. Nevertheless, the PGCW is not iden- 
tical to the vegetative wall. Not only is it thinner, but also it apparently lacks teichoic acid 
[32-341 and in Bacillus sphuericus the vegetative T layer protein is absent [7]. 

While it is a logical prediction that the PGCW is synthesized by enzymes in the fore- 
spore and ifm, it has not been easy to verify this for most species of Bacillus. This is be- 
cause most, if not all, of the enzymes needed for PGCW synthesis are also required for 
synthesis of the cortex, so they will also be present in the mother cell compartment and 
ofin. B. sphaericus is a useful exception to this generalization, because its cortex contains 
DAP while its vegetative and germ cell walls contain lysine. Thus, Linnett and Tipper 
[7,11] were able to distinguish the locations of germ wall peptidoglycan synthesis and 
cortical peptidoglycan synthesis in this species. They observed that synthesis of all the 
enzymes needed for vegetative wall peptidoglycan precursors ceased at about the start of 
sporulation (lo). De novo synthesis of these enzymes resumed after completion of the 
septum (in the system used, this was at t2, that is, 2 h after the start of sporulation) and 
continued throughout the engulfment phase. Although the pre-existing vegetative enzymes 
were stable and thus were still present, their specific activity had decreased as a conse- 
quence of continued synthesis of other proteins. Assays from samples taken between t2 
and t4 determined that the vegetative enzyme Lys ligase was present in both the mother 
cell and the prespore/forespore, but its specific activity was significantly greater in the 
prespore/forespore. This suggests that the de novo synthesis was being directed from the 
forespore genome. At about t4 when synthesis of Lys ligase stopped, synthesis of cortex- 
specific DAP ligase commenced exclusively in the mother cell. Meanwhile, enzymes that 
were needed for both types of peptidoglycan had similar specific activities in both fore- 
spore and mother cell. 

The cell wall biosynthetic enzymes are generally quite stable, and it is likely that some 
of the enzymes synthesized in the forespore are retained by the mature spore in an inac- 
tive form. Later they may be activated and used during the early stages of germination. 

2.4. Cortex 

Cortex formation is the major event to occur during the morphological stage IV (Fig. 1). 
Cortex is laid down between the germ cell wall and the o h .  The cortex is composed of 
peptidoglycan with features that distinguish it from the vegetative form. It is a very highly 
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conserved structure among the various species of Bacillus; that is, despite the differences 
that may exist among their vegetative peptidoglycan structures, all bacilli appear to have 
the same chemotype of cortex [35] (Fig. 2). In essence, it is composed of peptidoglycan 
of chemotype I [37] that contains meso-DAP and direct interpeptide linkages between D- 
Ala of one peptide and the D-aminO group of meso-DAP on another peptide. This basic 
structure is also typical of the vegetative peptidoglycan of Bacillus subtilis and closely 
related species. In contrast, the vegetative peptidoglycan of B. sphaericus is chemotype 11, 
which contains L-LYS instead of DAP and has isoasparaginyl interpeptide bridges [38]. 

It is likely that the UDP-N-acetylmuramyl (MurNAc) pentapeptide precursor of the 
cortex is synthesized in the mother cell cytoplasm by vegetative enzymes. This is sup- 
ported by the fact that the only new enzyme required for its synthesis by B. sphaericus is 
DAP ligase, and this enzyme is only detectable in the mother cell compartment [ l l ] .  
Synthesis of DAP ligase is coordinated with an increase in the cytoplasmic activities of 
the vegetative cell wall biosynthetic enzymes, except for Lys ligase. Evidently the same 
D-Ala-D-Ala ligase recognizes both the vegetative and DAP-containing precursors in this 
species. 

The cortical peptidoglycan is subject to sporulation-specific modifications either dur- 
ing or after its assembly on the surface of the o h .  In the mature cortex of B. subtilis and 
other species of Bacillus almost half of the muramic acid residues are present as the lac- 
tam rather than being N-acetylated, and thus they cannot be linked to a peptide. The N- 
acetylglucosamine-muramoylactam units alternate regularly with the N-acetylglucos- 
amine-MurNAc disaccharides, which suggests that this unique structure may serve some 
purpose (Fig. 2) [36,39]. Although removal of the peptide from muramic acid may be 
done with the cortex-associated enzyme MurNAc-L-alanine arnidase [40], the enzymes re- 
sponsible for the subsequent synthesis of the muramoylactam structure have not been 
identified, nor do we know how this modification is so tightly regulated. 

35% 47% 18% 

CH-OH CH-OH CH-nH CH.OH CH.OH CH.OH 
--r A L \ 

H-+CH, 
I 

H-C-CH, 
I 
1 
0 - co I ?Y?s f H  

4 A a  
L - A h  

D-Glu 
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4 V  

4 
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D-Ala 

Muramic 6-lacurn L-Ala 

Fig. 2. Structure of peptidoglycan found in the cortex of B. subrilis spores [36]. Approximately 19% of the 
diaminopimelic acid residues (Dpm) are linked by their &-amino group to the carboxyl group of 

Dalanine on a nerrby peptide chain. Reprinted with permission from ref. [35]. 
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No more than 35% of the muramic acid residues in the cortex of B. subtilis spores are 
substituted with a peptide, and about 18% are linked only to L-alanine (Fig. 2) [36]. In 
contrast, all of the muramic acid residues in vegetative peptidoglycan are linked to a pep- 
tide [41]. It is clear that having fewer muramylpeptides per disaccharide reduces the nun- 
ber of crosslinks that are possible in the cortex compared with the vegetative structure. 
The degree of crosslinkage in the cortex is apparently even less than would be predicted 
from this structure. Warth and Strominger [36,40] measured the amount of DAP in vege- 
tative and spore walls that had a free amino group available for dinitrophenylation. In 
vegetative cells, 35% of the DAP residues were blocked by crosslinking, but only 19% in 
the cortex [36,41]. The peptide crosslinking in vegetative B. subtilis (35%) is somewhat 
lower than has been reported for other species of Bacillus [31,41], whereas the value for 
crosslinking in its cortex (19%) is quite similar to that reported for B. sphaericus (20%) 
and B. megaterium (1 7%) [3 1,421. Marquis and Bender have challenged these results and 
have reported high crosslinking in the cortex [43]; however recently Popham and Setlow 
[44] have been unable to repeat Marquis and Bender’s results and have obtained data 
similar to Warth and Strominger’s [36] (see also Section 2.5). 

There are other structural differences between vegetative and cortical wall. Tripeptides 
are very common in vegetative wall peptidoglycan [41], but there is a greater proportion 
of tetrapeptides than tripeptides in cortical peptidoglycan of both B. subtilis [36] and B. 
sphaericus [42]. Teichoic acid is not detected in the cortex [36]. Finally, the D-carboxyl 
group of meso-DAP is amidated in vegetative wall peptidoglycan of B. subtilis, but not in 
the spore peptidoglycan [39]. This feature, when combined with the presence of L-alanine 
residues that have a free carboxyl group and the greater proportion of peptide chains not 
involved in crosslinking, accounts for the fact that the cortical peptidoglycan is more 
negatively charged than vegetative peptidoglycan [6]. It has been suggested that a polyan- 
ionic structure may be essential for the finction of cortex (see Section 2.5). 

There are still many unresolved questions about cortical peptidoglycan synthesis. For 
example, it is not known how the muramic lactam and the MurNAc residues substituted 
only with L-alanine are made. It is assumed that they are both derived from MurNAc-pen- 
tapeptide, but the enzymes needed to modify this precursor have not all been identified. 
Tipper and Gauthier [6] proposed two routes by which lactams could be formed, but one 
path required an unidentified transacylase and the other required a novel transpeptidase. 

The removal of four of the amino acids from the pentapeptide chain to leave just L- 
alanine is believed to occur by a stepwise process [45]. First D-Ala-D-Ala-carboxypepti- 
dase removes the terminal D-alanine, and then D-Glu-(L)-meso-DAP endopeptidase I re- 
leases the dipeptide (L)-meso-DAP-D-Ala. Both of these activities have been detected in 
sporulating cells of B. sphaericus and B. subtilis [40,42]. Moreover, they both appear to 
be membrane bound, which would be consistent with hydrolytic modification of the lipid- 
linked peptidoglycan precursors. Further evidence for this pathway is that an increasing 
amount of the dipeptide product is produced during sporulation [42]. However, the other 
product (MurNAc-L-Ala-D-Glu) has not been detected. This suggests that there is very 
rapid removal of the D-glutamate residue by an L,D-carboxypeptidase. Although there is 
an L,D-carboxypeptidase that increases during sporulation of B. sphaericus, it only hydro- 
lyses the L-Lys-D-Ala linkage in vegetative cell walls, and it is most active in the 
forespore where it is probably needed to generate tripeptides in the germ cell wall [45]. It 
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does not hydrolyze the L-Ala-D-Glu linkage of the cortex. Thus, another enzyme remains 
to be identified. 

Among the sporulation enzymes whose specific roles in cell wall metabolism are un- 
certain are an Lpdipeptidase and D-Glu-L-diamino acid endopeptidase 11. The 
dipeptidase appears late in sporulation of B. sphaericus and is active on either L-LYS-D- 
Ala or (L)-rneso-DAP-D-Ala [45]. It is located exclusively in the forespore cytoplasm. It 
has been suggested that this is a salvage enzyme, but that role does not explain why the 
enzyme is only present in the forespore, what directs the dipeptides to the forespore rather 
than the mother cell, or what use the forespore could have for the free DAP. In contrast, 
the other enzyme, D-Glu-L-diamino acid endopeptidase 11, is located exclusively in the 
cytoplasm of the mother cell and it first appears early in sporulation [46-48]. Unlike 
endopeptidase 1 described above, endopeptidase I1 is less specific for the diamino acid in 
its peptide substrate, but it requires a peptide with an unsubstituted N-terminal L-Ala. 
Thus, its action can only follow that of MurNAc-L-alanine amidase. Since amidase is a 
wall-bound enzyme [40-501, the peptides generated by its action must return to the 
interior of the mother cell for digestion by endopeptidase 11. It is not clear if this 
particular endopeptidase serves a special role in the sporulating cell or if its appearance is 
simply associated with stationary-phase starvation conditions. 

2.5. Relationship of cortex content and structure to heat resistance 

The essential role of cortex in the heat resistance of spores is illustrated by the phenotypes 
of three abnormal spore variants: spores that developed in the presence of penicillin, 
spores deficient in cortex, and spores lacking cortex [51]. Penicillin has profound effects 
on the developing spore. If it is added to the culture when cortex is being synthesized, 
DAP continues to be incorporated but there is less cortex made and it appears distorted. 
In addition, the spores do not become fully refractile, and they tend to lyse when liberated 
from the mother cell [2,52,53]. Those spores that survive the penicillin treatment and do 
not lyse are heat sensitive [53]. The heat sensitivity and tendency to lyse are also typical 
of cortexless mutants [30,54]. 

Wickus et al. [55] observed that the increase in muramic lactam content in sporulating 
samples of either B. cereus or B. megaterium paralleled the increase in number of heat- 
resistant spores formed. lmae and Strominger [54,56] extended this finding to B. sphueri- 
cus. They also manipulated the meso-DAP concentration in the medium of a DAP-requir- 
ing mutant of B. sphaericus to generate mutant spores with varying amounts of cortex. 
They concluded that maximum heat resistance required over 90% of the maximum cortex 
content, whereas no more than 20% of the normal amount of cortex is required for spores 
to become refractile and to accumulate dipicolinic acid. 

There are two features of the cortex structure that are believed to be relevant to its in- 
volvement in heat resistance. It has a high net negative charge and it is loosely 
crosslinked. The relatively small amount of crosslinking should permit the cortex to ex- 
pand or contract, depending on the concentration and type of cations present [35]. This 
flexibility is considered to be crucial to the heat resistance of spores, although the actual 
mechanism remains controversial [35,57-59]. 
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The view of the cortex as a loosely crosslinked, negatively charged structure has been 
challenged by Marquis and Bender [43], who have suggested that the cell walls used in 
the earlier studies were badly damaged during sonication or shaking with glass beads. In 
contrast, their samples of cortical peptidoglycan prepared by chemical extraction of 
decoated spores appeared to be tightly crosslinked (>90%), because very few free amino 
groups could be detected. This type of structure would be consistent with the observation 
that intact cortex has very low conductivity, and therefore does not have as many charged 
groups as previously believed [60]. It was postulated that a compact, uncharged, and rigid 
cortex would help maintain the dehydrated state of the core by resisting the osmotic swel- 
ling of the spore protoplast [43]. However, a recent attempt to confirm the tight 
crosslinking in chemically extracted spores did not do so, but rather gave results that were 
consistent with a more loosely crosslinked structure [44] as previously proposed by Warth 
and Strominger [36,41]. 

2.6. Roles for the vegetative penicillin-binding proteins (PBPs) in spore wall metabolism 

There are six PBPs (numbered 1,2A, 2B, 3,4, 5 )  that can be routinely observed in mem- 
branes from vegetative cells of B. subtilis [61,62]. The PBPs are designated by number, in 
descending order of their molecular weights, and thus PBPs with the same number from 
different species are not necessarily similar to one another. Despite intensive biochemical 
analyses, there is still very little known about their catalytic activities [63,64]. 

The amounts of PBP1, 2A, 4 and 5 (as indicated by penicillin binding) decrease sub- 
stantially soon after the end of exponential growth in both sporulating and non-sporulat- 
ing cells [61,65]. It is tempting to suggest that the residual amount of these proteins is 
sufficient for whatever role they might have in spore septum formation, PGCW, or cortex 
synthesis, but the fact that these events still occur in null mutants of PBP 1, 4, or 5 argues 
against any essential role for those PBPs during sporulation [66,67]. 

It has been proposed that PBP2A may be required specifically for synthesis of the 
sidewalls of the cell during vegetative growth [68], and hence it may be the functional 
equivalent of the shape-maintaining PBP2 of Escherichiu coli. Two observations are 
consistent with this proposal. First, the membrane-bound amount of PBP2A rapidly drops 
to less than 20% of its vegetative level (as assayed by penicillin binding) when cells enter 
stationary phase where length extension is greatly reduced [61,62,65]. Second, de novo 
synthesis of PBP2A resumes early in germination at a time when one would predict that 
the biosynthetic enzymes for cell elongation are being made [68]. Unfortunately no useful 
mutants of PBP2A exist and the structural gene has not yet been cloned. 

There are several reasons to suggest that PBP2B is probably required for both vegeta- 
tive and spore-specific septum formation. First, there is enhanced synthesis of PBP2B 
during stage I1 of sporulation but not in non-sporulating stationary-phase cells [61]. 
Second, PBP2B is not detectable in the mature spore [69], but its synthesis is restored 
shortly before the first vegetative cell division following germination (i.e. substantially 
later than synthesis of PBP2A) [68]. Thus, PBP2B from B. subtilis may play a role in 
cell division that is similar to that of PBP3 from E. coli [70]. The genes for both of these 
PBPs have been cloned and sequenced [71] (Yanouri and Buchanan, unpublished results). 
Their derived amino acid sequences are 28% identical over a length of 630 residues. The 
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Fig. 3. Comparison of the 133" region of the B. subtilis genetic map with the mru region of the E. coli genetic map. Similar pain of genes are joined by dotted lines 
and similarities in predicted amino acid sequences are indicated as % identity. The gaps between adjacent coding regions are indicated in base 

pairs (bp). 
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two genes are located in homologous regions of the chromosomes (Fig. 3). For these 
reasons the gene for PBP2B has been given the same name as its E. coli counterpart 

There is enhanced synthesis of PBP3 during stage 111, which is the period when the 
enzymes needed for cortical peptidoglycan synthesis are made [62]. In addition, this PBP 
is rapidly restored to its vegetative level during the outgrowth phase of germination [68]. 
The timing of its expression suggests that PBP3 might fulfill a h c t i o n  that is common to 
both vegetative and spore wall synthesis. No useful mutants of this PBP exist and its gene 
has not yet been identified 

PbPB. 

2.7. Sporulation-specijk PBPs 

Two PBPs are synthesized exclusively during sporulation [61,62]. PBP4* appears earlier 
than PBP5* and also reaches its maximum amount earlier (in [61,62] they are named 4a 
and 5a). Although PBP4* is never detected in vegetative cells or in non-sporulating mu- 
tants, it is not clear if it is actually required for sporulation. This uncertainty stems from 
the fact that there is strain-specific variation in the amount of PBP4* produced during 
sporulation, some sporulating strains apparently do not produce any at all, and that inacti- 
vation of its structural gene has no obvious phenotypic effect [61] (Popham, personal 
communication). The gene for PBP4* has recently been isolated and sequenced (Popham, 
personal communication). Interestingly, its sequence is most homologous to a newly 
discovered D-aminopeptidase from an unrelated soil organism [72]. What role such an 
enzyme would serve in spore wall metabolism is unknown. 

The appearance of sporulation-specific PBPS* occurs at roughly the same time as the 
enhanced synthesis of vegetative PBP3. However, in contrast to PBP3, which is detect- 
able in both the ifm and ofin of the mature spore, PBP5* appears to be located exclu- 
sively in the ofin [69]. This is consistent with its likely role in cortex synthesis and with 
the observation that the PBP is synthesized only in the mother cell. The dacB gene that 
encodes PBP5* has been cloned and sequenced. The transcription control of dacB by aE 
is consistent with the specific location of PBP5* in the mother cell [73] (Buchanan and 
Hancock, unpublished results). 

The amino acid sequence of PBP5* is 30-35% identical to that of known D,D-car- 
boxypeptidases from a variety of organisms [73], and a partially purified sample of the 
protein had a weak D,D-carboxypeptidase activity [74]. If this is indeed its function in 
vivo, it raises the question of why the sporulating cell should need a second D,D-car- 
boxypeptidase when there is still an abundance of the more active vegetative PBPS pre- 
sent. Apparent redundancy of D,D-carboxypeptidases is also found in E. coli [75-781. A 
null mutant of PBP5* grew normally, but formed spores that were very heat-sensitive 
[79], which suggests that PBP5* is needed for normal cortex synthesis. Thus, there is a 
requirement specifically for PBP5* during sporulation, which PBPS cannot fulfill. PBPS* 
is apparently anchored in the ofm by a carboxy-terminal amphiphilic helix, which is simi- 
lar to the membrane anchor of other low molecular weight PBPs [73]. Its amino-terminal, 
active-site domain extends out from the membrane into the cortical space between the 
ofin and ifin, where it can act upon nascent cortical peptidoglycan. This cortical space is 
clearly not comparable to the extracellular surface where the vegetative PBPs normally 
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are found. The pH, ion concentration, and even substrate availability may be quite 
different in the two locations [59]. These differences, which are ill-defined at present, 
may ultimately explain the requirement for a new carboxypeptidase enzyme for cortex 
synthesis, but they leave open the question of how vegetative PBP3 can apparently be 
active in both environments. 

The product of dacF is believed to be a third D,D-carboxypeptidase, because its de- 
rived amino acid sequence is 34% identical to that of PBP5*, and over 30% identical to 
that of vegetative PBP5 as well as the D,D-carboxypeptidases from E. coli [73,80]. The 
DacF protein has not yet been detected in cell extracts by the penicillin-binding assay. 
The dacF gene is expressed as part of a long transcript that also includes the spoflA op- 
eron [80] and is expressed specifically in the presporelforespore [80] (Schuch and Piggot, 
unpublished observations). dacF is not part of an earlier period of spoffA transcription 
which occurs before formation of the spore septum (see Section 3.2). It  is not yet known 
what the function of the DacF protein is likely to be, as null mutants of ducF form normal 
heat-resistant spores that are also capable of normal germination [80]. Possibly there is 
redundancy of function with DacA. 

Immediately downstream from pbpB is located the spoVD gene, which is expressed 
only during sporulation. The derived amino acid sequence for SpoVD is 35% identical to 
the sequence for PBP2B over a length of 675 residues, and it is 29% identical to that for 
PBP3 of E. coli (Daniel et al., unpublished results). It has recently been demonstrated that 
the product of the spoVD gene cloned in E. coli binds to penicillin (Buchanan, un- 
published observations), but the SpoVD protein has not yet been identified in membranes 
of B. subtilis by the penicillin-binding assay. spoVD mutants are defective in cortex [ 191, 
so it is likely that this protein is indeed a penicillin-sensitive cell wall enzyme specifically 
required during sporulation. 

Located in the same cluster as spoVD is the spoVE locus (Fig. 3). The protein encoded 
by spo VE is similar to that encoded byfts W which occupies the corresponding map posi- 
tion in E. coli (Fig. 3), and to the protein encoded by r o d  of E. coli [81,82]. The three 
proteins have very similar hydropathy profiles with the potential for the formation of at 
least nine transmembrane segments [81,82], and the likely membrane association was 
verified in the case of the RodA protein [83-851. They are not themselves PBPs, but are 
thought to interact with PBPs. In E. coli, the RodA protein is known to interact with 
PBP2 and both are associated with elongation [86]; it is suggested that FtsW interacts 
with PBP3 and that the pair are associated with septation [87,88]. It is tempting to 
speculate that there is a similar interaction between SpoVE and SpoVD. Mutations in 
spoVE and in spoVD result in a defect in cortex synthesis [ 191. Moreover, both genes are 
expressed in the mother cell. 

2.8. Autolytic ac fivity during spore formation and germination 

From the initiation of sporulation to the germination of the spores, there are a series of 
changes in autolytic activity. Moreover, several novel lytic activities appear during the 
developmental cycle, of which the cortex-lysing enzyme isolated from spores by Strange 
and Dark [89] is an early example. The changes in autolysis often appear to be crucial to 
hrther development, although this cannot yet be said for the changes that have been 
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observed at the start of sporulation [90]. Shockman and Holtje (Chapter 7) give an 
authoritative review of the autolysins present during exponential growth of sporeforming 
(and other) bacteria. 

The role of autolysins during the transition from Stage I1 to Stage 111 is considered in 
Section 2.2. The gross reorganization of the septa1 membrane which results from wall au- 
tolysis is speculated to be a major factor in the compartmentalization of gene expression, 
as well as in the subsequent interaction between the two cell types [5]. The role of lytic 
enzymes in cortex synthesis is discussed in Section 2.4. Lytic enzymes are also involved 
in mother cell lysis, and in cortex breakdown during germination. Foster [91] has recently 
re-examined autolysins from sporulating B. subtilis. Several distinct activities against cor- 
tex and/or vegetative cell wall were detected; at present it is not clear how these relate to 
the enzymes of Guinand et al. [41] (see Section 2.4). 

Activation of a cortex autolysin has long been considered to be an important early 
germination event [4 1,92,93]. A variety of cortex-lytic enzymes have been extracted from 
germinating spores, and from dormant spores (reviewed in [9]). The toughness of dormant 
spores has frustrated attempts to establish which, if any, of these enzyme activities is the 
prime cause of cortex breakdown, and to establish how early cortex autolysis is in the se- 
quence of germination events [9]. 

Spores do not contain wall teichoic acid [32-341. Teichoicase activity is detected dur- 
ing sporulation [94-961 and might be responsible for the lack of wall teichoic acid in 
spores. It is not known if the teichoicase is regulated in concert with any of the pepti- 
doglycan-lytic enzymes, but it seems reasonable to mention it in the context of the latter 
activities. 

3. Genes associated with peptidoglycan metabolism during sporulation 

3. I .  Morphogenes and morphogene clusters required for sporulation 

A genetic map of loci involved, directly or indirectly, in wall metabolism during sporula- 
tion is shown in Fig. 4, and the loci are described in Table I. The spo loci, the ger loci, 
dacB, and dacF are only transcribed during sporulation. Many of the spo loci do not code 
for proteins directly involved in wall metabolism but rather for transcription regulators of 
wall-metabolism genes. The list also includes loci for wall metabolism during vegetative 
growth. These loci are, or are thought to be, required also for spore formation. 

A large group of 'morphogenes' are clustered in the region centered at 133", and were 
identified on the basis of similarities of their respective products to proteins encoded by 
genes located within a similar cluster in the mru region of the E. coli genetic map [127]. 
The two regions are compared in Fig. 3. Interestingly, the B. subtilis 133" cluster does not 
contain the equivalents of the E. coli ddl, murC and murF genes, but does contain two 
sporulation-specific loci, spoVD and spoVE. 

3.2. Regulation of gene expression and the coupling of transcription activation with the 
course of morphogenesis 

The later stages of spore formation rely on the cooperation between the two cell types that 
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are formed as a result of the sporulation division. The cell types, the prespore/forespore 
and the mother cell, differ in developmental fates as well as in size [ 19,1281. There is now 
a large body of evidence that distinct, but not totally independent, programs of gene ex- 
pression are activated in each of them soon after septation [ 129-1331. Temporally regu- 
lated and compartmentalized gene expression during sporulation is in part a consequence 
of the existence of distinct RNA polymerase sigma factors which are activated in one or 
the other of the cell types [20]. The first sigma factors to show cell specificity are uF and 
uE. The sporulation genes that encode them, spoIIAC and spoIIGB, respectively, are tran- 
scribed and translated prior to septation [ 107,134,135]. However, the activities of uF and 
UE have only been detected after septation, and have been found to be segregated to the 
prespore and to the mother cell, respectively (reviewed in [20]). uE is required for the 
mother cell-specific transcription of the peptidoglycan-metabolism genes ducB and 
spollD [73,120,132], and possibly for spoVD and spoVE [112] (Daniel et al., unpublished 
results). aF is required for the prespore/forespore-specific transcription of ducF (Schuch 
and Piggot, unpublished observations). 

The immediate product of spoIIGB is not uE, but rather an inactive precursor prouE. 
The formation of the spore septum somehow triggers processing of pro-uE to its mature 
form [122,136,137]. Mutations in spoIIA, and spoZIE that block sporulation at stage IIi 

Origin 
00 

Fig. 4. Location of wall-associated genetic loci on the genetic map of B. subfilis 168 [97]. Alternative names 
for loci are indicated in parentheses. The origin and terminus of chromosome replication are also 

indicated. 
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TABLE I 
Genetic loci associated with wall metabolism during development of B. subtilis 

Locus Map Comments Refs. 
position 
(“1 

dacA 

dacB 

dacF 

dal 
ddl 
dds 

jisA 

j i s z  

gerJ 

gerM 

m i d ,  D 
mra Y 

mreB, C, D 

murD 

murE 

mu& 

0 

208 

21 I 

38 
36 
I34 

134 

134 

206 

25 1 

242 
133 

242 

134 

133 

134 

PBP5 (45.5 kDa); vegetative D-Ala [61,74,79,98-10 I ]  
carboxypeptidase 
PBP5* (40. I kDa); cortex synthesis 
(D-Ala carboxypeptidase) 1031 

[801 
PBP5*, but has not been detected 
by penicillin-binding assay. Gene 
co-transcribed with spollA late in 
sporulation 
Alanine racemase 
DAla-DAla synthetase 
Deficient in division and sporulation; 
also called divlB 
Septum formation during growth and 
sporulation 
Septum formation during growth and 
sporulation 
Defective germination; mutants do not 
complete cortex hydrolysis during 
germination; spore resistance properties 
develop later than normal 
Defective germination; mutants do not 
complete cortex hydrolysis during 
germination. Possibly encodes a 
I i poprotein 
Mutations cause minicell production 
Encodes the UDP-N-AcMur (pentapep- 
tide): undecaprenyl-phosphate phospho- 
N-AcMur (pentapeptide) transferase 
(involved in the first step of the lipid 
cycle reactions). 
Three ORFs similar to the shape- 
determining mre genes of E. coli; 
the divlVBl mutation maps in this 
region 
Product similar to the Dglutamate 
adding enzymes of E. coli. 
Product similar to the diaminopimelic 
acid adding enzymes of E. coli. 
Encodes the UDP-N-AcG1c:NAcMur 
(pentapeptide) pyrophosphoryl- 
undecaprenol N-AcGlc transferase 
(involved in the formation of lipid 
intermediate I1 from lipid intermedi- 
ate I and UDP-GlcNAc). 

[61,62,65,69,73,79,102, 

DacF protein similar to PBP 5 and 

[ 1 041 
[I041 
[ 105,1061 

[ 105,107,108] 

[ 105,107,1081 

[110,111] 
(Daniel et al., 
unpublished) 

[ I  10,111] 

[112] (Daniel et al., 
unpublisjed) 
(Daniel et at., 
unpublished) 
[112,113] 
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TABLE I (continued) 

Locus Map Comments Refs. 
position 
(“1 

PbPB 

(PbPC) 

(PbPD) 

PbPE 

P o d  

(Po4 

spoIIA 

spoIID 

spollE 
spoIIG 

spo VB 
spo VD 

spo VE 

I33 

NM 

NM 

296 

93 

21 I 

316 

10 
135 

239 
133 

134 

PBP2A (78.8 kDa); cell elongation. 
PBP2B (77.6 kDa); septum formation 
during growth and sporulation; PBP2B 
is similar in sequence to PBP3 of 
E. coli 
PBP3 (70.7 kDa); cortex and vegetative 
wall synthesis 
PBP4 (67.0 kDa); vegetative role as 
backup enzyme? 
PBP4* (51.4 kDa); unknown sporula- 
tion function 
Unidentified protein with 36% 
identity to PBPIA ofE. coli 
PBPl (100.5 kDa) vegetative 
transglycosylase/traspeptidase; 
gene is not the same as p o d  
Tricistronic operon; spollAC (also 
called sigF) encodes OF; spoIIAA and 
spollAB encode proteins that regulate 
0’ activity 
Product has similar sequence to 
modifier of amidase 
Mutants form thick septa 
Dicistronic operon; spollGB (also 
called sigE) encodes proUE; spolIGA 
thought to encode the protease that 
activates p r o d  
Mutants defective in cortex formation 
Mutan’s have altered cortex; protein 
product similar in sequence to PBP2B 
Mutants defective in cortex formation; 
protein product similar in sequence 
to proteins FtsW and RodA of E. coli 

[61,65,68] 
[61,65,68] 

lished observations) 
(Buchanan, unpub- 

[61,68,69] 

[61,66,68] 

[61,65] (Popham, 
personal communication) 
[ I  141 

[63,67,115, I 161 
(Popham, personal 
communication) 
[ 1 17-1 191 

[22,120] 

[ 19.12 I] 
[ 122-1 251 

[ 19,1261 
[19,125] (Daniel et al., 
unpublished) 
[81,82,112] 

aParentheses indicate that the locus has not yet been identified. 

prevent prouE processing [ 16,1381. Thus, septation per se is insufficient to trigger proc- 
essing. Higgins and Piggot [ 5 ]  have suggested that the gross septal membrane reorganiza- 
tion (membrane fusion?) that occurs subsequent to septal wall autolysis may be the trigger 
for processing. It is at this period of membrane reorganization that prespores lose their 
ability to return directly to vegetative growth upon the addition of nutrients, and become 
committed to develop into mature spores. 

A group of genes expressed in the mother cell after engulfment is under the control of 
another sigma factor, uK. The sigK gene, encoding uK, is generated by a mother cell-spe- 
cific rearrangement that joins in phase the spoIVCB and the spoIIIC loci [139-1411. sigK 
and the gene required for its formation require uE for their transcription [ 1421. The mor- 
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phology of sigK mutants [ 191 indicates that uK is not needed for the formation of PGCW, 
but is required for cortex and coat synthesis. aK is formed from an inactive precursor, pro- 
aK, whose activation requires the forespore-specific & [20]. Since & itself does not be- 
come active until after completion of engulfment [ 143-1461, it follows that aK-dependent 
synthesis of cortex and coat is also delayed until then. Candidates for a direct involvement 
in cortical peptidoglycan synthesis include the spoVB, spoVD, spoVE, gerJ and gerM 
loci, as mutations in these loci impair cortex formation. There are experimental grounds 
for thinking that uK may be required for transcription of these various loci [73,109,126] 
(Henriques and Piggot, unpublished results; Daniel et al., unpublished results). However, 
because of the considerable overlap in promoter specificity between uE and aK 
[142,147-1491, it is not always clear if one or other or both of these sigma factors h c -  
tions in vivo, so that this suggested mechanism for coupling cortex synthesis to the com- 
pletion of engulfment is by no means established. 
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CHAPTER 9 

Teichoic acid synthesis in Bacillus subtilis: 
genetic organization and biological roles 

HAROLD M. POOLEY and DIMITRl KARAMATA 

Institut de ginitique et de biologie rnicrobiennes, Rue Char-Roux 19, 
CH-I 005 Lausanne. Switzerland 

1. Introduction 

The structural characterization of anionic cell wall polymers followed the discovery of 
their widespread occurrence among Gram-positive organisms [ 1,2]. Further studies re- 
vealed the biosynthetic pathways of the main chain of many representative examples of 
these secondary wall polymers [1,34]. The isolation of Bacillus subtilis 168 mutants de- 
ficient in the synthesis of the major wall teichoic acid [7,8], characterized by specific 
morphological disturbances, was not followed immediately by a thorough genetic analysis 
partly because of a lack of consensus regarding the nature of the biochemical function 
affected [7,9-1 I]. More recently, a major cluster of teichoic acid genes has been identi- 
fied and, through DNA sequencing and biochemical characterization of mutants, their 
organization in B. subtilis 168 is emerging. In focusing on these developments, the pre- 
sent contribution seeks to draw out the more general implications in the hope that these 
will be relevant for other Gram-positive organisms. 

Although the question of the biological role of the wall anionic polymers had been 
raised, that of the necessity of their synthesis was not addressed for a long time. 
Demonstration of this [ 12,131 is a key finding at the fundamental level. In turn, it raises 
the possibility of their being an antibiotic target, underlining the need to identify and to 
understand their role. The structure, biosynthesis and functions of anionic wall polymers 
have been the subject of recent reviews [5,6,14]. 

2. Synthesis of the Bacillus subtilis I68 cell wall teichoic acids 

2. I .  Poly(glucosy1ated glycerol phosphate) 

2.1.1.  Chemical structure 
The glucosylated poly(glycero1 phosphate) (poly(GroP)), with the equivalent ribitol con- 
taining poly(ribito1 phosphate) (poly(RboP)), is the most widely distributed and fie- 
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quently encountered wall anionic polymer [ I  ,4]. Structurally, it consists of two parts (Fig. 
1): the main chain and the so-called linkage unit (LU) [IS]. The former contains 50-60 
glycerol 1,3 phosphate repeating units (J.H. Pollack and F. Neuhaus, personal communi- 
cation), with the 2-hydroxyl groups bearing substituents, among the commonest of which 
are a or f? C-l linked glucose and ester-linked D-alanine. This chain is covalently linked 
by a phosphodiester to the muramic 6 C residue, through the LU [ 16-20]. The commonest 
form, present with minor variations in several members of the genera Bacilli, 
Staphylococci and Lactobacilli [2 1,221, consists of the disaccharide N-acetyl manno- 
samine @1-4), linked to N-acetyl glucosamine (IM), in turn linked to a muramic acid 
residue of peptidoglycan (PG). The non reducing terminus of this disaccharide is joined 
to the main polyol phosphate (see above) via one or several, frequently three, glycerol 
phosphate residues. Several variant forms of LU for anionic polymers in a variety of or- 
ganisms have since been identified [ 151. 

2.1.2. Biosynthesis and genetics 
On the basis of their structural organization, four aspects of the biosynthesis of this poly- 
mer can be recognized: 

nCTP+ naGroP < T ~ ~ D  

nCDP-Gro 

polymerlsallon 
of main polyol 
phcaphale chaln + UTP 

LIDP-ManNAc 

Rnol-PP-GlcNAc 

UDP-GlcNAc 

Renol-P 

Unkagc 10 nsacenl 
peplldaglycan chaln 

peptidoglycan 

Fig. 1. Biosynthetic pathway for poly(glucosy1ated glycerolphosphate), the major wall teichoic acid of B. 
subfilis 168. This figure, slightly amended [39], is reproduced with permission of the Journal of 

Bacteriology, American Society for Microbiology. 
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(i) 

(ii) 

the cytoplasmic synthesis of nucleotide sugar diphosphate linked soluble precursors 
(including steps 1 ,2  and 3, Fig. l), 
the polymerization of the LU through a pyrophosphate linkage to the membrane 
located polyprenol, by successive addition of N-acetylglucosamine (GlcNAc), N- 
acetylmannosamine (ManNAc) and, probably, three GroP units from nucleotide 
linked precursors (Fig. 1, steps 4-7); 

(iii) the polymerization, onto the preformed polyprenol linked LU, of the main polymer 
backbone by sequential addition to the terminal polyol phosphate residue of polyol 
phosphate units from the soluble CDP-glycerol (CDPGro) (Fig. 1, step 8). Hexose 
linkage to the free hydroxyl group (Fig. 1, step 9) goes hand in hand with the po- 
lymerization; 

(iv) the ligation of the completed teichoic acid molecule to a simultaneously synthesized 
PG chain occurs through formation of a phosphodiester link to muramic-6-hydroxyl 
together with liberation of polyprenol phosphate (Fig. 1, step 10). 

2.1.2.1. The soluble precursors. Those required for the synthesis of the main polymer 
chain include CDPGro (or CDP-ribitol for poly[RboP]), and uridine diphosphoglucose 
(UDPG), while for LU synthesis UDP N-acetyl glucosamine (UDPGlcNAc), UDP N-ace- 
tyl mannosamhe (UDPManNAc) as well as CDPGro are required. 

(a) CDPGro, a specific precursor for wall teichoic acid (WTA) synthesis, is formed by 
Gro-3-phosphate cytidylyl transferase, readily detectable in the cytosol fraction of 
disrupted B. subtilis 168 and W23 cells [23,24]. tugD was identified as the struc- 
tural gene for this enzyme by localization of mutation tugDl [25], associated with 
an absence of a CDPGro pool at the non-permissive temperature [ 131. 
UDPG: mutations in the gfaB locus provoke an absence of glucose in the isolated 
cell walls of B. subtilis 168 [26]. The absence of UDPG pyrophosphorylase activity 
(UDPGPPase), invariably associated with mutations in the gtuB locus [27], as well 
as recent DNA sequence studies of the gtaB region [28], revealing a high overall 
homology of the deduced amino acid sequence with several analogous prokaryotic 
enzymes, establish that gtuB is the structural gene for the UDPGPPase. No mutants 
blocked in formation of precursors, UDPManNAc (step 3, Fig. 1) and UDPGlc- 
NAc, have been reported, and the structural genes of the enzymes responsible have 
not been identified (Table I). 
UDPGlcNAc: this precursor, principally involved in the synthesis of the pepti- 
doglycan polysaccharide chain, also forms part of the disaccharide unit linking this 
polymer to the main polyol phosphate chain. 
UDPManNAc: UDP-N-acetyl-D-glucosamine 2-epimerase, responsible for the for- 
mation of UDPManNAc from UDPGlcNAc, was identified in cell extracts of 
Bacillus cereus [29], B. subtilis [20] and E. coli [30]. 

(b) 

(c) 

(d) 

2.1.2.2. The linkage unit formation. The first step involves the transfer of GlcNAc from 
UDPGlcNAc to polyprenol (Fig. I ,  step 4). In several Gram-positive organisms, this step 
was shown, in vitro, to be extremely sensitive to tunicamycin [3 1,321. Subsequent steps in 
LU synthesis and in main chain polymerization are insensitive to this antibiotic [3 1,321. 



TABLE I 
Genes and enzymes involved in synthesis of wall teichoic acids in B. subtiiis 168, poly(glucosy1ated glycerol phosphate) and poly(g1ucose N-acetylgalactosamine 
phosphate) 

Biosynthetic Enzymea Cellular Genetic organisation 
step localiz- 

ation Poly(glucosy1ated GroP) Poly(g1cgalNAcP) 

Chromo- Gene Operon Ref. En- Chromo- Gene Operon Ref. 
some loca- zyme some loca- 
tion of tion of 
relevant relevant 
gene(s)b gene(s) 

1. Soluble precursors l d  
L 

3' 

2. Linkage unit 4-6f 
7f.g 

3. Main chain formation 8 
9 

4. Teichoic peptidoglycan 
l i n g  reaction 16 

Cytosol 
Cytosol 
Cytosol 

308" gtaB gtaB 
308" tagD gtaDEF 
Unknown Unknown Unknown 

Membrane. 
Membrane 

Membrane 
Membrane 

Membrane 

Unknown Unknown Unknown 
Unknown Unknown Unknown 

308" tagF tagDEF 
308" tugE(gta4) Unknown 

308"? tagABC ? tagABC 

1 l d  
2 2= 

?h 

dl 

a 
3 8 
4 9 

5 lo h  

308" gtaB gtaB 1 
335" gne Unknown 6 
Unknown Unknown Unknown 

Unknown Unknown Unknown 
Unknown Unknown Unknown 

308" Unknown 7 
Unknown 7 308" gsa 

Unknown Unknown Unknown 

aNumbers refer to steps shown in Fig. 1. 
bRefers to map position on chromosome beginning at origin (0') in a clockwise direction ending at origin again (360") 
'References: 1. Soldo et al.[281; 2, Pooley et al. [13]; 3, Pooley et al. [39]; 4, Young [26]; 5, Fig.2; 6, Estrela et al. [46]; 7, E s h l a  et al. [46] and this chapter. 
dUDPG is used for the synthesis of both poly(g1cGroP) and poly(g1cgalNAcP). Mutational [27] or insertional [28] inactivation of gtaE blocks incorporation of 
glucose into both polymers, consistent with graE encoding a common enzyme. 
eUDPGalNAc is a precursor unique to poly(g1cgalNAcP). 
fPossibly, common enzyme responsible for this step of poly(GroP) and of poly(g1cgalNAcP) biosynthesis (see text). 
gIt is not known whether two separate enzymes are needed for this step. If the linkage unit contains three molecules of glycerol phosphate, conceivably, one activity 
could be sufficient. For strain W23, the linkage unit consists of two glycerol phosphate units. 
'The existence of a linkage unit or of covalent linkage to PG has received little attention. The possibility of linkage via the same LU as poly(groP) remains open (see 
text). 

L 

W 
0 
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Based on incorporation from CDP-[3H]Rbo by membrane preparations [33], mutant 52A5 
of 5'. uureus was reported to be deficient in the activity of the first enzyme in LU forma- 
tion. However, while ribitol was absent from the mutant, cell walls of mutant and wild 
type contained comparable amounts of glycerol (0.05-0.1 pmoVmg) and of muramic 
phosphate [34]. These findings are inconsistent with a block in the first step of LU forma- 
tion. 

The proposed biosynthetic pathway of the LU and the main chain of poly(ribito1 phos- 
phate) of S. uureus received strong support [35] through the isolation and identification, 
of the specific intermediates and their stepwise formation through the activity of enzymes 
present in membranes (including steps 4-7 in Fig. 1). 

To date, there is no information on the LU genes in B. subtilis. Sequencing and analy- 
sis of a 21 kb segment localized near 308" (Fig. 2) of the B. subtilis chromosome 
[25,26,36,37; V .  Lazarevic and D. Karamata, personal communication; P.-Ph. Freymond 
and D. Karamata, personal communication], containing nearly all genes involved in 
teichoic acid synthesis identified so far, leaves no room for genes encoding LU enzymes. 
Although, functions have not yet been unambiguously assigned to certain sequenced 
ORFs of the tugABC operon, the latter are likely to be involved in the ultimate steps of 
poly(GroP) incorporation into the wall (see below). 

Among about 20 B. subtilis 168 mutants thermosensitive in teichoic acid synthesis, not 
one appears to be affected in the synthesis of the LU (Table I). This is surprising since, 
firstly, the number of relevant genes should represent half or more of the total of those 
involved in poly(GroP) synthesis (Fig. l), and, secondly, their deficiency could lead to a 
conditional lethal phenotype. Indeed, tunicamycin (see below), known to inhibit the first 
step in LU formation, produces morphological changes and growth inhibition comparable 
to those which accompany mutations in tug genes [38]. A possible existence of two sets 
of LU genes might account for the absence of mutants deficient in LU synthesis. 

2.1.2.3. The main chain. Nearly 30 years ago, poly(glycero1 phosphate) polymerase was 
demonstrated in vitro with membrane preparations of B. subtilis and B. licheniformis [3]. 
It appeared probable that the gene encoding this enzyme would be found among those 
forming the tugABCDEF divergon [25]. Indeed, nearly all tug mutations identified so far 
were mapped to tagB, tugD or tugF(rodC). Enzyme assays revealed polymerase defi- 
ciency to be invariably and exclusively associated with mutant alleles of tugF [39]. That 
tugF, which encodes a 88 063 Da product [36], was the structural gene was deduced from 

VHHSVHV Ba Ba SV B E  Bg BgV Sp PHWVEgHE H HHP P V B H E  H PESp V B B  

tag€ fa@ fagA tag8 tagC orlx gtaB w 
d--b I ... I... I .,..-...I...."1.." ,...."...-.... I.. 

1 kb - 

Fig. 2. Schematic map of genes in the 308" region of the E. subtilis 168 chromosome. This region is flanked on 
both sides by genes encoding lytic enzymes [37]. Reference restriction sites are indicated: B, 

EumHI; Bg, Bg/II; E, EcoR1; H, HindlII; P, Pstl; S, Sucl; Sp, Sphl; V, EcoRV. 
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the thermosensitivity of this polymerase for mutants in which activity was detectable in 
vitro. 

Glucosylation ofpoly(glycero1 phosphate). Glycosyl transfer from UDPG to the C-2 
position of the 1,3-phosphodiester linked glycerol units (step 9, Fig. 1) was readily dem- 
onstrated in isolated membrane preparations [3,40]. 

Mutations associated with a specific deficiency in this activity were all mapped to the 
gtaA locus [26]. This gene, sequenced under the name of rodl), encodes a 78 285 Da pro- 
tein [36]. As the second gene in the tagDEF operon, it has been designated tagE [25]. 
The absence of a conditional lethal phenotype for tugE(gtaA) mutations implies that the 
non-glucosylated poly(GroP) is able to fulfil all functions essential for growth. 

The identification of products encoded by all three genes of the tagDEF operon re- 
veals a genetically coordinated expression of functions directly involved in successive 
steps of the main chain polymerization. 

2.1.2.4. Attachment to newly synthesized peptidoglycan. The last step in the biosynthesis 
of WTA involves transfer of the complete molecule to a nascent PG chain through the 
formation of a phosphodiester linkage. 

In B. subtilis 168, the attachment of WTA or teichuronic acid (TU) to simultaneously 
made PG chains was shown to occur in vivo [41]. So far, the B. subtilis 168 genes in- 
volved in the attachment step remain unidentified. Candidates for this function include 
tugA and tagB. The unique mutation mapped to these ORFs is tagBl(tag-1, rodA). 
Following shift to the restrictive temperature, analysis of isolated cell walls revealed that 
phosphate incorporation is strongly and very comparably inhibited for strains bearing 
markers tugB1, tagFl or tugDI [42]. Nevertheless, when compared with strains bearing 
the latter mutations, incorporation of 2-[3H]glycerol into whole cells bearing tugBl was 
significantly higher (unpublished observations), which is consistent with continuing TagF 
activity. A block at the PG linking step could account for the extremely low level of 
phosphate in isolated cell walls. 

2.2. Poly(glucosyl N-acetylga lactosamine I-phosphate) 

2.2.1. Genetic and biochemical analysis of mutants 
B. subtilis 168 walls contain a second, so-called minor, teichoic acid, poly(glucosy1 N- 
acetylgalactosamine 1 -phosphate) [43,44]. Galactosamine amounts to about 20 % of all 
wall hexosamine present in cells grown in rich medium at 30°C [27]. Genetic and bio- 
chemical analysis of 25 mutants specifically resistant to bacteriophage @3T, of which this 
polymer forms part of the receptor, led to the identification of genes concerned with the 
synthesis of this polymer. About one-quarter of the mutations were mapped to a gne locus 
around 335" [45,46], the remainder, named gga, were all localized to a second region 
very close to the tagDEF operon [25,46]. In contrast to results obtained with poly(GroP), 
mutations associated with absence of poly(g1ucosyl N-acetyl galactosamine 1 -phosphate) 
(poly(glcga1NAcP)) did not have a conditional lethal phenotype. Mutations in other 
genes, gtaC (phosphoglucomutase deficient), gfaE (phosphoglucomutase and UDPGPP- 
ase deficient) and gtaB [27], cause a block in the synthesis of this polymer, in addition to 
that of the glucosylation of the major WTA. 
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2.2.2. Biosynthesis 
Genes involved in the biosynthesis of the soluble sugar nucleotide linked precursors, 
UDPG and UDP N-acetyl galactosamine (UDPGalNAc), have been identified. As noted 
above, the former is synthesized by the product of the gtuB gene. UDPGalNAc is ob- 
tained by epimerization of UDPGlcNAc. The gne marker is presumed to be the structural 
gene for this enzyme, since a specific absence of UDPGlcNAc 4-epimerase activity was 
observed in cell extracts of six strains carrying mutations, of which all were mapped to 
this locus [46]. 

Physical mapping and insertional mutagenesis revealed an approximately 4 kb region 
associated with a @3T resistant phenotype, and localized between the tugABCDEF [47] 
and gtuBorfx [28] divergons. All gga mutations were localized in this region [46]. 
Preliminary observations suggest that this 3 - 4  kb region is unlikely to contain more than 
two ORFs (P.-Ph. Freymond and D. Karamata, personal communication). 

Cell free membrane, as well as membrane and wall preparations, of strains deficient in 
UDPG synthesis are able to synthesize the poly(glcga1NAcP) following addition of 
UDPG and UDPGalNAc only. The possible involvement of a LU was apparently not ex- 
amined [48]. 

In contrast to the monosaccharidic poly(GroP), a linearly coupled disaccharide phos- 
phate is the repeating unit of this ggu polymer. Thus, two alternative biosynthetic path- 
ways appear possible. The first would involve the polymer synthesis, in the same direc- 
tion and manner as that of the monomeric alditol phosphate, by addition to the end distal 
to that of the lipid carrier. This would mean the alternate addition, from the sugar nucleo- 
tides, of GalNAc phosphate and then of glucose linked directly to the GalNAc 3-hydroxyl 
group. Two enzymes would be required. The polymerization of galactosylglycerol phos- 
phate, a disaccharide teichoic acid of B. couguluns, occurs via this pathway [49]. The 
second mechanism, likely to require three enzymes, entails the assembly of the disaccha- 
ride repeating unit on a lipid carrier, followed by successive addition from sugar nucleo- 
tides. This mechanism is characteristic of the assembly of disaccharide repeating units of 
PG or TU of several organisms, as well as, apparently, the disaccharide polymer of B. li- 
cheniformis, the glucosyl glycerol phosphate [6,50]. Synthesis of these polymers proceeds 
in the direction opposite to that of monosaccharidic teichoic acids, i.e. via the transfer of 
the carrier linked repeating unit to the growing polymer chain bound to a second lipid 
carrier molecule, by insertion between the lipid carrier and the polymer. Thus, the first 
(oldest) repeating unit added is the most distant from the lipid carrier. 

It has been suggested [15] that the lipid carrier distal addition of monosaccharide 
phosphate units may not apply for teichoic acids consisting of repeating units of tri- or 
oligo-saccharide phosphates, which could be synthesized in a lipid carrier proximal di- 
rection, the polymer being directly attached to peptidoglycan without any LU. Should the 
presence of two genes involved in the polymerization of poly(glcga1NAcP) be confirmed, 
the lipid carrier distal addition of monomers would appear plausible (see above) and, in 
turn, imply the presence of a LU. 

From the foregoing, it is apparent that the small number of ggu and gne genes identi- 
fied falls short of those required for synthesis of precursors, LU, polymerization and liga- 
tion to PG. However, sequencing studies reveal no Wher  candidate ORFs in the 21 kb 
region (Fig. 2), containing tug genes, and mutations mapping elsewhere than in the two 
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regions described here above were not identified. It is possible that defects in the uniden- 
tified genes have a different phenotype. Conceivably, any reactions common to the syn- 
thesis of several teichoic acid polymers could be achieved by a unique set of enzymes. 
Such functions include LU synthesis and, possibly, the final, PG linkage reaction (Table 
I). In view of the essentiality of poly(GroP) synthesis, inactivation of genes encoding any 
such enzymes are expected to be lethal. The existence of shared functions would imply an 
interdependence of the synthesis of the two WTA of B. subtilis. 

2.2.3. Biological functions 
The role of this second anionic polymer remains undefined, but it can be considered as a 
substitute for the major anionic polymer of B. subtilis 168 [46]. If this were true, the fact 
that cells grown at 45°C do not make the GalNAc containing polymer [7] could be partly 
responsible for the conditional lethal phenotype at this temperature of tag mutations. 

3. Roles of poly(glycero1 phosphate) synthesis 

3.1. Introduction 

Attempts to understand the biological roles of WTA followed their discovery and the 
realization of their widespread distribution among the Gram-positive bacteria. Their pres- 
ence in the cell wall was judged to be important, for the negative surface charge [51], for 
the binding of divalent cations [5  1,521, for specific affinities for cell autolysins [53] and 
bacteriophages [26,54]. Their role as a phosphate reserve [55 ] ,  and as a component of the 
cell permeability barrier [56] were also proposed. 

3.2. Synthesis of poly(glycero1 phosphate) in B. subtilis 168 is essential for growth 

Until recently, the question of the necessity of WTA synthesis for cell growth had, sur- 
prisingly, not been addressed directly. With hindsight, this may be explained by the fac- 
ulty of certain bacilli to produce a substitute polymer, TU [2,57], thereby showing that 
WTA was not, strictly speaking, indispensable. Nevertheless, TU is produced only under 
phosphate starvation; in phosphate replete media, TU is not made, even when WTA syn- 
thesis is blocked mutationally [58,59]. Isolation of mutants thermosensitive for teichoic 
acid synthesis unable to sustain growth in non-permissive conditions strongly argues for 
the essentiality of WTA synthesis. That strain 168 cells make three distinct anionic wall 
polymers, i.e. poly(GroP), poly(glcga1NAcP) and TU, partly capable of substituting for 
one another [46,57], only reinforces the conclusion of the necessity for a wall polyanion 
synthesis for cell growth. 

Decisive evidence for this conclusion came from insertional mutagenesis [ 121, and the 
identification of specific activities of teichoic acid enzymes encoded by genes which have 
suffered conditional lethal mutations [ 13,39,42]. The need to identify the specific h c -  
tions fulfilled by these molecules has become even more evident. 
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3.3. Hybrid strains containing heterologous cell wall teichoic acid 

Hybrid B. subtilis 168 recombinants in which poly(GroP) genes were replaced by 
poly(RboP) ones, originating from strain W23, were obtained by genetic exchange in the 
308O region of the chromosome [60], through substitution and deletion, respectively, of 
what were subsequently shown to be tar and tag teichoic acid gene cassettes [25,36,61]. 
The surprisingly and, apparently, little altered phenotype of such hybrids provided new 
support for the suggestion [I] that, rather than specific chemical components, it was the 
anionic nature and overall structure that were important functionally. 

3.4. The p H  gradient across the cell wall 

Together with the membrane anchored lipoteichoic acids (LTA), the role of polyanions in 
maintaining an appropriate ionic environment for membrane synthetic activities has long 
been recognized [52]. Their presence may also be critical for the generation of a pH gra- 
dient across the cell wall [62-64], by sequestering protons released at the membrane level 
by oxidative or fermentative processes. The low pH thus generated could, for instance, 
inhibit peptidoglycan hydrolases from degrading nascent PG [63]. Generating a pH gradi- 
ent in a high medium pH should be more difficult. An increased pH in the vicinity of the 
membrane could lead to dysfbnction that could block growth. Changes in cell wall com- 
position shown by alkaliphilic bacteria [65] support this view. For a majority of alka- 
liphilic organisms of the genus Bacillus, transfer from pH 7 to pH 10 medium is accom- 
panied by a substantial increase in polyanionic wall components [65]. This response 
should facilitate retention of protons near the membrane. 

3.5. Teichoic acid and surface extension: cylinder elongation in rod-shaped organisms 

Following extended incubation of thermosensitive tag mutants at the restrictive tempera- 
ture, grossly deformed cell shapes [8,66] develop as the result of complex metabolic in- 
teractions. The time course of changes in the rate of synthesis of each of the major mac- 
romolecular fractions was not clearly or completely established [9,42]. Recently, it was 
found that the very first consequences of blocking WTA synthesis were: a halving in the 
rate of PG synthesis and, apparently, an immediate block in cell length increase [67]. This 
implies that cylinder expansion is dependent on the synthesis of WTA, which, in turn, is 
consistent with an essential role for anionic polymers for cell growth. Cell division, which 
underwent no interruption during the same period, can, apparently, be achieved through 
PG synthesis alone. Analysis of randomly isolated partial phenotypic revertants of condi- 
tional lethal tag gene mutants in B. subtilis [ I  I ]  revealed that their cell wall phosphate 
content was invariably increased, which is consistent with the above conclusions. No 
secondary mutations of a suppressor type were identified, able to undergo more or less 
normal cell elongation in the absence of WTA synthesis. 

3.6. Wall teichoic acid synthesis as a target for antibiotics 

The conclusion of the necessity for growth provides strong grounds for exploring the 
possibility of wall anionic polymer synthesis being an antibiotic target [68]. Based on in 
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vitro evidence [3 11, there is a case for tunicamycin being a model antiteichoic acid [68].  
Tunicamycin at the minimum inhibitory concentration strongly inhibits 2-[3H]glycerol in- 
corporation into poly(GroP), while barely affecting incorporation of N-acetylglucosamine 
into PG (unpublished). Although, because of toxicity, the clinical use of tunicamycin is 
excluded, knowing that inhibition of teichoic acid synthesis stops growth opens a new 
perspective in the search for novel antibiotics. 

4. Concluding remarks 

Whereas there has been progress towards genetically defining teichoic acid synthesis in B. 
subtifis 168, several identified genes remain functionally uncharacterized, while, at pre- 
sent, no genes of the phylogenetically widespread peptidoglycan LU have been identified. 

Establishing the necessity of the polyanionic wall synthesis for growth in B. subtifis 
168 underlines the continuing lack of knowledge of the key function(s) of this polymer. 
Evidence for a role, in this rod-shaped organism, in the elongation of the cylindrical part 
of the surface, has provided no understanding of just how teichoic acid could participate 
in this process. 
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CHAPTER 10 

Lipoteichoic acids and lipoglycans 
WERNER FISCHER 

lnstitut fur Biochemie der Medizinischen Fakultlit, Universitlit Erlangen-Nurnberg, Fahrstrasse 17, 
0-91054 Erlangen, Germany 

I .  Introduction 

Glyceroglycolipids, lipoteichoic acids and lipoglycans are characteristic components of 
the cytoplasmic membrane of Gram-positive bacteria, whereas teichoic acids are compo- 
nents of the peptidoglycan layer. In analogy to teichoic acids [l], lipoteichoic acids may 
be defined as macroamphiphiles that contain alditolphosphates as integral parts of the 
hydrophilic chain. Lipoglycans possess a linear or branched homo- or heteropolysaccha- 
ride as hydrophilic moiety and may carry monomeric glycerophosphate (GroP) branches. 
The term lipoglycan is proposed in order to differentiate these macroamphiphiles from the 
structurally, physicochemically and functionally different class of lipopolysaccharides 
(LPS) of Gram-negative bacteria [2,3]. Lipoteichoic acids and lipoglycans do not occur 
together in the same organism and are thought to replace each other functionally. 
Lipoteichoic acids are prevailing in that subgroup of Gram-positive eubacteria which 
contains DNA of a guanine and cytosine (G + C) content of less than 50%, whereas lipo- 
glycans occur preferentially in the other subgroup with DNA of a (G + C) content greater 
than 55% [4]. Several reviews on lipoteichoic acids and lipoglycans have appeared [4-71 
covering methodological, metabolic, and functional aspects, with complete references. 

2. Structure and occurrence 

2. I .  Poly(g1ycerophosphate) lipoteichoic acids 

This classical type is most widespread and has been found in bacilli, enterococci, lacto- 
bacilli, lactococci, leuconostoc, listeria, staphylococci and certain streptococci (for litera- 
ture, see [4]). As shown in Fig. 1(I), the hydrophilic moiety is a single unbranched 1,3- 
linked poly(g1ycerophosphate) chain which is covalently linked by a phosphodiester bond 
to 0-6 of the non-reducing hexosyl terminus of a glyceroglycolipid [8-lo]. The latter 
serves through the hydrocarbon chains of its fatty acids as a hydrophobic membrane 
anchor and is in most cases derived &om a glycolipid found among the free lipids of the 
cytoplasmic membrane [4]. Because the glycolipid structures may vary in a genus- or 
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TABLE I 
Lipid anchors of poly(g1ycerophosphate) lipoteichoic acids (for references, see [6] )  

Glycolipid Derivative Occurrence 

Glc(a I-2)Glc(a I-3)acyl2Gro 

Glc(a I-Z)Glc(a I-3)acyl2Gro 

Glc(a I-Z)Glc(a I-3)acyl*Gro 

Glc(Bld)Glc(B I-3)acyl2Gro 

Gal(al-Z)Glc(al-3)acyl~Gro 

Gal(a I-2)Glc(a I-3)acyl2Gro 

Glc(BI-6)Gal(a 1-2)Glc(al-3) 
acyl2Gro 

- 

Glc(a I-2)Glc(a I-3)acyl2Gro 

L a c y ,  

L P t d  

Glc(a I-2)Glc(a I-3)acyl2Gro 

- 

Gal@ ]-2)Glc(a 1-3)acyl2Gro 

Lacy1 

6 
Gal@ I-Z)Glc(a I-3)acyl2Gro 

L P t d  
GlcG I-6)Gal(a I-Z)Glc(a I-3)acyl2Gro 

L a c y ,  
acyl2Gro 

Streptococci, Leuconostoc 

Lactococci 

Enterococci 

Bacilli, Staphylococci 

Streptococci, Lactobacilli 

Listeria 

Lactobacilli 

Bacilli 

species-specific manner, the lipid anchors of lipoteichoic acids vary accordingly (Table 
I). In a number of bacteria, the lipoteichoic acid consists of two species, one linked to the 
glyceroglycolipid, the other to an acyl or phosphatidyl derivative (Table I). Di-0-acyl- 
glycerol (acy1,Gro) in place of a glycolipid was found in the lipoteichoic acids of certain 
bacilli. 

The poly(g1ycerophosphate) chain is unbranched and is 16-40 glycerophosphate resi- 
dues in length on average [4,6]. Position 2 of the glycerophosphate residues is substituted 
in part either with D-ahine ester or with D-alanine ester and glycosyl residues. 
Lipoteichoic acids lacking any substituent or carrying glycosyl substituents only are ex- 
ceptional. The glycosyl substituents are common sugars, such as D-glucose, D-galaCtOSe 
and N-aCetyl-D-glUCOSamine, and are in many cases attached to the glycerol (Gro) resi- 
dues as monomeric branches. Mono- to tetra-a-D-glUCOpyranOSyl (Glc) residues with 
(1-2) interglycosidic linkages have been found as chain substituents in the lipoteichoic 
acids of enterococci [9,11] and Leuconostoc [ 121. A similar a-glucooligosaccharide series 
with (1-6) interglycosidic linkages occurs in the lipoteichoic acid of Streptococcus 
sanguis [ 131. 

Fig. I .  Structures of lipoteichoic acids (I-IV) and a lipoglycan (V). For occurrence and references, see 
text. 
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Fig. 2. Polydispersity of the lipoteichoic acid from Enferococcus hirue. The polydispersity concerns the num- 
ber of fatty acids (left panel), the chain length (GroPllipid), the extent of glycosylation (Glc,Gro/phosphorus). 
the glycosylation pattern (Glc,Gro/Glc,Gro), the extent of alanylation (alanine/phosphorus) and the fatty acid 
pattern. Abbreviations: C,, mean length of fatty acids; FA, fatty acids; Glc,Gro, total glycosylated glycerol; 
Glc,Gro, individual glycosylated glycerols, where x (1-4) is the number of glucosyl residues per glycerol. 
Examples for abbreviations of fatty acids: 12:0, dodecanoic acid; l6 : l ,  hexadecenoic acid; 19cy, cis-l1,12- 

methylenoctadecanoic acid. Taken from [21]. 

Detailed analyses of several lipoteichoic acids showed that all chains are partially sub- 
stituted [12,14], and D-alanine ester and glycosyl substituents occur together on the same 
rather than on separate chains [ 12,151. The distribution of glycosyl substituents along the 
chain is basically random but may be overlaid by a tendency to a regular distribution or an 
accumulation [ 16,171. The alanyl residues occupy the free positions between the glycosyl 
substituents and are therefore distributed in a similar pattern. 

A more recent finding is the polydispersity of lipoteichoic acids [ 12,18,19]. It concerns 
the chain length, the extent of glycosylation, and the composition of the fatty acids 
[12,20,21]. As an example, the composition of the lipoteichoic acid of Enferococcus 
hirae is depicted in Fig. 2. Molecular species were separated by hydrophobic interaction 
chromatography primarily according to the number of fatty acids and then within each of 
the resulting peaks according to the length of the hydrophilic chain. 

2.2. Poly(glycosyla1ditobhosphate) lipoteichoic acids 

This type of lipoteichoic acid is less widespread: structures 11-IV (Fig. 1) have each been 
found in one bacterial species only. The lipoteichoic acid of Lactococcus gurvieae (11) 
contains (a 14)-linked digalactosyl residues between the glycerophosphate moieties, and 
position 2 of the latter is substituted with another a-D-gahCtOpyIWOSyl (Gal) residue 
[22,23]. Because of the absence of D-alanine ester substituents, the chain is a pure poly- 
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anion. In the lipoteichoic acid of Clostridium innocuum (111) /3-galactopyranosyl residues 
are intercalated between the glycerophosphate moieties. Approximately 25% of the latter 
are substituted with N-aCetyl-D-glUCOSaminyl residues, 50% with positively charged D- 
glucosaminyl residues, and a positively charged glucosaminyl residue is also present in 
the glycolipid anchor (W. Fischer, unpublished). In the lipoteichoic acid of Streptococcus 
pneumoniae (IV), glycerophosphate is replaced by ribitolphosphate; between the 
ribitolphosphates a tetrasaccharide unit is intercalated which carries two phosphocholine 
residues on the N-acetyl-galactosaminyl residues [24]. The rare amino sugar 2-acetamido- 
4-amino-2,4,6-trideoxy-~-galactose confers a positive charge to the repeating unit and is 
also present in the glycolipid anchor. Polydispersity has been demonstrated for I1 [21] and 
IV [24]. Whereas the lipid anchors of I1 are derived from membrane glycolipids, those of 
111 and IV are not because both C. innocuum and S. pneumoniae contain Glc(a1-3)- 
acy12Gro and Gal(a 1-2)Glc(a 1-3)acy12Gro as membrane glycolipids [25,26; W. Fischer, 
unpublished]. There is a unique situation in S. pneumoniae as the teichoic acid and lipo- 
teichoic acid have identical chain structures [27]. In other Gram-positive bacteria, 
lipoteichoic acids and teichoic acids are unrelated entities, and even in those cases where 
both possess poly(g1ycerophosphate) chains, the glycerophosphate residues are enantio- 
mers and biosynthetically derived from phosphatidylglycerol and CDP-glycerol, respec- 
tively (for references, see [6]). 

Streptococcus oralis which is closely related to Streptococcus pneumoniae possesses a 
choline- and ribitolphosphate-containing teichoic acid [28] and possibly lipoteichoic acid 
[29]. The occurrence of a lipid-substituted poly(ribito1phosphate) with galactose and ala- 
nine substitution was suggested in the nutritionally variant streptococcus serotype I [30]. 

2.3. Lipoglycans 

On the basis of the base composition of DNA, Gram-positive bacteria form two subdivi- 
sions with guanine + cytosine content higher and lower than 50%, respectively [3 I]. 
According to the present state of knowledge, lipoteichoic acids predominate in the low- 
guanine + cytosine subdivision and seem to be replaced by lipoglycans in the high- 
guanine + cytosine subdivision [4]. 

In lipoglycans, the hydrophilic moiety is a polysaccharide structure which in contrast 
to LPS is not made up by repeating units. The lipoglycan of Bijidobacterium bijidum 
(Fig. 1, V) contains a linear (1-5)-B-D-galactot%ranan attached to a linear (1-6)-P-D- 
glucopyranan and this is glycosidically linked to ~-Galp@l-3)acyl,Gro and an acylated 
derivative [32]. Both glycolipids occur among free membrane lipids [33]. Glycerophos- 
phate residues are no longer an integral part of the chain, but attached as monomeric 
branches to 0-6 of the galactofuranosyl residues. Part of the glycerophosphate is substi- 
tuted with alanine ester which is, however, the L-form in contrast to the D-form in lipo- 
teichoic acids [32]. The same lipoglycan structures have been found in other bifido- 
bacteria [34,35]. 

Succinylated lipomannans were isolated from Micrococcus luteus, Micrococcusflavus, 
Micrococcus sodonensis [36,37] and a non-succinylated form from Micrococcus agilis 
[38]. The hydrophobic moiety contains 50-70 (1-2)-, (1-3)-, and (14)-linked a-D- 
mannopyranosyl (Man) residues and two 2,4-substituted branch points; the lipid moiety is 
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diacylglycerol, possibly as part of Man@ 1-3)Man(a l-3)acy12Gro, the major membrane 
glycolipid [39]. 

Mycobacterium leprae and Mycobacterium tuberculosis contain lipomannan and 
lipoarabinomannan which are substituted with ester-linked lactate and succinate and an- 
chored to the membrane via phosphatidylinositol [4043]. Species with one or two addi- 
tional fatty acids and polydispersity in chain size have been detected [43]. The lipid- 
bound polysaccharide core is a ( ld)-a-D-mannopyranan with short (1-2)a-D-man- 
nopyranosyl side chains [40,42]. The outer part of the lipoarabinomannan consists of an 
0-3-branched ( I-5)-a-D-arabinofuranan with P-D-AraA I-2)a-D-Araf residues as non- 
reducing antigenic termini [44]. In virulent strains of M. tuberculosis, these termini are 
capped with (al-2)-linked mono-, di-, and trimannosyl residues [45] which, as a kind of 
bacterial mimicry, imitate common sequences on mammalian cell surface glycoproteins 
[46]. Lipoarabinomannan, lipomannan, and the presumably biosynthetically related man- 
nosylphosphatidylinositols [4749] contain hexadecanoate and tuberculostearate as fatty 
acids, which differs from the fatty acid composition of mycobacterial membrane lipids. A 
lipoarabinomannan with an as yet unidentified lipid anchor was identified in 
Mycobacterium paratuberculosis [50]. 

Another lipomannan, thought to be membrane-anchored via phosphatidylinositol, was 
found in Propionibacterium freudenreichii [5 I] .  

3. Cellular location 

Poly(g1ycerophosphate) lipoteichoic acids and lipoglycans are associated with the outer 
leaflet of the cytoplasmic membrane as was shown for numerous bacteria with various 
immunoelectron microscopy procedures (for references, see [4,52]). Lipid macroam- 
phiphiles, detected towards the surface of the cell, may have lost the contact to the cyto- 
plasmic membrane during secretion into the surroundings (see below). As shown by 
analysis, lipoteichoic acid amounts to 6 and 10 mol% of lipid amphiphiles in the mem- 
brane of Staphylococcus aureus and Lactococcus lactis, respectively, [53,54], which 
suggests that lipoteichoic acid constitutes every eighth or fifth lipid molecule in the outer 
leaflet of the membrane. 

4. Biosynthesis 

4.1.  Formation of the poly(glyceroph0sphate) chain 

The synthesis of poly(g1ycerophosphate) lipoteichoic acids occurs in linkage to the defi- 
nite glycolipid anchor [53,55] and is accomplished by sequential addition of individual 
glycerophosphate residues distal to the lipid anchor [56,57]. The glycerophosphate donor 
is phosphatidyl glycerol [58-60], not CDP-glycerol which serves as the donor in the syn- 
thesis of poly(g1ycerophosphate) teichoic acids [6 13. 

Two glycerophosphate transferases may be involved, one to recognize the glycolipid, 
the other to polymerize the chain: 



205 

* 

Hex,acyl,Gro + PtdGro 4 GroP-Hex,acyl,Gro + acy12Gro 

GroP-Hex,acyl,Gro + n PtdGro + (GroP), + ,Hex,acyl,Gro + n acylzGro 

Glycerophosphoglycolipids [4,6], the products of the first reaction [53], are usually de- 
tected in variable amounts among free membrane lipids [54]. Concomitantly found 
acylHex2acy12Gro and PtdHex,acyl,Gro and their glycerophosphate derivatives may rep- 
resent the precursors of those lipoteichoic acid species which cany three and four fatty 
acids on their lipid anchors (Table I). Polydispersity in chain length suggests that from a 
certain length, chain growth may stop at any point [12,20,21]. How the recently observed 
variations in the fatty acid composition, dependent on the length of the hydrophilic chain, 
are accomplished (Fig. 2), has not been clarified. 

Owing to the use of phosphatidyl glycerol as glycerophosphate donor, large amounts 
of diacylglycerol are formed during lipoteichoic acid synthesis. For S. aureus, it has been 
calculated that in one bacterial doubling, the pool of phosphatidyl glycerol (50 mol% of 
total membrane lipids) turns over three times for lipoteichoic acid synthesis, and the 
diacylglycerol formed concomitantly is six times the amount present in the diacylglycerol 
pool [53]. The excess diacylglycerol is not degraded: approximately 15% is used for 
membrane glycolipid synthesis, and the major fraction is recycled via phosphatidic acid to 
phosphatidylglycerol (Fig. 3). Recycling of diacylglycerol in the course of lipoteichoic 
acid synthesis has also been observed with other bacteria [57,63-65]. 

T U D P G L c  

L U D P  

Fig. 3.  Lipoteichoic acid biosynthesis and its relationship to membrane lipid metabolism in S. aureus [53]. 
Reactions on the cytosolic site of the membrane are marked by asterisks. For lipoteichoic acid synthesis to oc- 
cur on the outer leaflet of the membrane, transmembrane movement of phosphatidylglycerol, glycolipid and 

diacylglycerol is required. The reactions of lipid metabolism have been reviewed by Pieringer [62]. 
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4.2. Substitution of the polymer chain 

Chain growth and addition of substituents to the chain are not necessarily dependent on 
each other [55] but may occur concomitantly in vivo [66,67]. On completed chains, gly- 
cosylation and elongation of oligosaccharide residues may continue [94]. Glycosylation 
requires hexosyl- 1 -phosphate derivatives of undecaprenol which are formed from nu- 
cleoside diphosphate (NDP) hexoses [68,69]: 

NDP-hexose + phospho-undecaprenol S hexosyl- 1 -phospho-undecaprenol + NDP 

hexosyl- 1 -phospho-undecaprenol + LTA e hexosyl-LTA + phospho-undecaprenol 

The incorporation of D-alanine ester into lipoteichoic acid has been studied in 
Lactobacillus casei [70]. The cytosolic phase requires two proteins: D-alanine-activating 
enzyme and D-ahnyl carrier protein (Dcp), previously named D-a1anine:membrane ac- 
ceptor ligase [71; M.P. Heaton and F.C. Neuhaus, personal communication]. 

D-alanine + ATP e D-alanyl-AMP + PP 

D-alanyl-AMP + Dcp S D-alanyl-Dcp + AMP 

Both reactions are catalyzed by the D-alanine-activating enzyme. The enzyme system 
which transfers the D-ahyl  residue fiom D-alanyl carrier protein to lipoteichoic acid re- 
mains to be identified. 

In growing S. aureus, alanine ester is rapidly lost from completed lipoteichoic acid by 
alanyl transfer to teichoic acid and spontaneous hydrolysis of the labile ester bond [72]. 
The loss is compensated for by incorporation of new alanine ester at a rate adjusted to the 
velocity of loss [73]. 

4.3. Location of lipoteichoic acid synthesis 

The site of lipoteichoic acid synthesis on the membrane has not been identified. However, 
the use of glycolipid, phosphatidylglycerol and hexosyl-1 -phosphoundecaprenol makes 
synthesis feasible to occur on the outer leaflet, the location of the completed polymer. A 
prerequisite was the movement of the lipid reactants through the membrane in a way 
similar to that of newly synthesized phosphatidylethanolamine in the membrane of 
Bacillus megaterium [74]. In contrast to lipoteichoic acid synthesis, the membrane-as- 
sociated synthesis of peptidoglycan and teichoic acid use nucleotide- rather than lipid- 
activated precursors and are thought to be accomplished by membrane-spanning multi- 
enzyme complexes [75-771. The replacement of glycerophosphate by ribitolphosphate in 
the lipoteichoic acid of S. pneumoniae (Fig. I ,  V), suggests the requirement of CDP-ribi- 
to1 for biosynthesis and therefore a route similar to that of teichoic acids. Moreover, ow- 
ing to the identical chain structure of the lipoteichoic acid and teichoic acid, common 
biosynthetic intermediates might be envisaged. 
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4.4. Synthesis of lipoglycans 

In M. luteus, Man(aI-3)Man(crI-3)acy12Gro, the putative anchor of lipomannan, is syn- 
thesized from GDP-mannose and diacylglycerol on the inner leaflet of the membrane 
[39]. The polymer synthesis, however, requires D-mannOSy1-1 -phospho undecaprenol as 
glycosyl donor [78,79] and might therefore be located on the outer leaflet. Noteworthy in 
context with this location is the observation that in B. bifidum, the glycerophosphate resi- 
dues of the lipoglycan are derived from phosphatidylglycerol [80]. 

5. Metabolic fate of lipoteichoic acids 

In pulse-chase experiments using [2-3H]glycerol as the label, after the chase, there was no 
or negligible loss of lipoteichoic acid and lipids from growing cells of Bacillus subtilis 
[64] and S. aureus [53,81], whereas in experiments with E. faecalis [82] and Bacillus 
stearothermophilus [63], most of the radiolabel disappeared rapidly from cellular lipids 
and lipoteichoic acid. Part of the label lost from B. stearothermophilus was recovered in 
the culture medium as apparently unchanged lipid amphiphiles. Secretion of lipoteichoic 
acids in acylated or deacylated form has been described for various bacteria (for litera- 
ture, see [83,84]). Under the action of penicillin and other inhibitors of cell wall synthesis, 
secretion of lipoteichoic acid may be enhanced considerably [85-871 and accompanied by 
secretion of lipids and proteins [19,88,89]. It has therefore been proposed that during 
normal growth, lipoteichoic acid may be secreted in the monomeric form, but in the 
presence of cell wall antibiotics as part of membrane-derived vesicles [ 191. 

6. Physicochemical properties 

The critical micellar concentrations of various lipoteichoic acids is in the range of 5 X 

10“ M [90] and 2.8 x IO-’M to 6.9 X IO-’M [91] which is three to four orders of 
magnitude higher than the value for dipalmitoylglycerophosphocholine (4 X M) 
[92]. The lower hydrophobicity of lipoteichoic acids is caused by their large hydrophilic 
chains [4] and, accordingly, an inverse relationship between hydrophobicity and the size 
of the hydrophilic chain could be demonstrated [20,2 1,24,43]. Lipid macroamphiphiles 
are therefore less firmly anchored in the cytoplasmic membrane than lipids, and long- 
chain species more prone to extrusion than their short-chain homologues. Additional fatty 
acids increase the hydrophobicity [21]. 

X-Ray scattering analysis of various lipoteichoic acids (Fig. 1, I, 11) and a lipoglycan 
(Fig. 1, V) showed that all of them adopt very similar micellar structures in aqueous dis- 
persion, independent on their different chain structures and chain substituents over a wide 
range of temperature and at various salt concentrations [93]. Nearly independent on the 
extent of alanine substitution, an average micelle of S. aureus lipoteichoic acid contains 
150 molecules arranged in a spherical assembly with a diameter of about 22 nm. The 
hydrophilic region occupies an outer shell of about 8.5 nm thickness, which indicates a 
highly coiled conformation of the hydrophilic chains because an extended chain of 25 
glycerophosphate residues is 17.5 nm in length. Lipoteichoic acids and lipoglycans may 
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also form coiled structures in vivo, presumably located between the peptidoglycan layer 
and the surface of the cytoplasmic membrane. The closer proximity to the membrane 
surface helps our understanding of how chain elongation [56], elongation of oligosac- 
charide substituents [94] and re-esterification of the chain with alanine (see above) may 
be accomplished. In order to serve as a donor in the alanylation of wall-linked teichoic 
acid [73], lipoteichoic acid may alternate in vivo between a coiled and a more or less ex- 
tended conformation. 

The micellar structure of lipoteichoic acids and lipoglycans contrasts with the bilayer 
structure which LPS, phospholipids, and glycerophospholipids adopt in aqueous disper- 
sions [95-981. In contrast to LPS, lipoteichoic acids seem therefore to be constructed for 
the insertion into bilayer membranes rather than for the formation of such structures. 
Accordingly, in studies with Langmuir Blodgett techniques, pure lipoteichoic acid forms 
monofilms of low collapse pressure. However, mixtures which contain dipalmitoylphos- 
phatidylglycerol and limited amounts of lipoteichoic acid do form stable monolayers with 
collapse pressures similar to that of pure phosphatidylglycerol [99]. The mean area per 
molecule remains constant at lipoteichoic acid concentrations up to 20 mol%, but 
gradually decreases at increasing concentrations, possibly by squeezing out lipoteichoic 
acid micelles. Similar results were obtained with mixtures of lipoteichoic acid and natural 
lamellar phase lipids of S. aureus [ 1001. In X-ray powder diffraction experiments, these 
mixtures showed a gradual loss of lamellar order at increasing lipoteichoic acid concen- 
trations [loo]. It is noteworthy in this context that the lipoteichoic acid concentration in 
the outer layer of the membrane of S. aureus lies at 10-20 mol% in the range of stable 
monolayers. 

7. Functional aspects 

About 15 years ago, when almost only poly(g1ycerophosphate) lipoteichoic acids were 
known, essentially three possible functions were ascribed to them: carrier function in 
teichoic acid synthesis, control of the magnesium ion concentration near the membrane, 
and regulation of the activity of cellular autolytic enzymes [ lol l .  The carrier activity in 
teichoic acid synthesis proved to be an artifact when native alanyl-substituted lipoteichoic 
acids became available, and it seems at present that alanine ester together with glycosyl 
substituents prevent the interference of lipoteichoic acid with the assembling of teichoic 
acid on its definitive linkage unit [6]. 

Together with wall-linked teichoic acids and teichuronic acids, membrane-associated 
lipoteichoic acid forms a polyionic network between the membrane and the surface of the 
cell. On the basis of numerous experiments, this network has been proposed to act as a 
reservoir of divalent cations and particularly to supply membrane-associated enzymes 
with magnesium ions [4,6]. In this context, the succinylated lipomannan of micrococci has 
been considered a substitute of lipoteichoic acid, and it is noteworthy that mycobacterial 
lipoglycans also contain succinyl residues (see above). As discussed previously, some 
conflicting results make a re-evaluation of the ion-scavenging role of lipoteichoic acids 
and lipoglycans desirable [4,6]. 

Autolytic enzymes which hydrolyze particular linkages of the peptidoglycan layer are 
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thought to play a strictly controlled role in cell growth and cell separation. The first lipo- 
teichoic acid shown to be inhibitory to autologous autolysin was that of S. pneumoniae 
[ 1021. This autolysin, an N-acetylmuramyl-L-alanine-amidase, requires peptidoglycan- 
linked teichoic acid for activation and binding to its substrate, whereby the phos- 
phocholine residues of the teichoic acid are essential and cannot be replaced by phos- 
phoethanolamine [103,104]. In addition to the inhibitory effect on autolysin in vitro, lipo- 
teichoic acid added to growing pneumococcal cultures, inhibited cell separation and 
effected resistance to penicillin-induced and stationary-phase lysis [ 102,1051. Because 
lipoteichoic acid proved non-inhibitory in the monomeric form [lo61 and, as shown re- 
cently, possesses the same phosphocholine-containing chain structure as teichoic acid 
[24,27], the aforementioned effects seem to have been caused by trapping the enzyme on 
the surface of lipoteichoic acid micelles [ 1061. Membrane-associated lipoteichoic acid 
might therefore act in vivo as a topological barrier. However, temporary alterations of the 
autolysin-fixation potential, as required for a regulatory role, have still to be demon- 
strated. 

Poly(g1ycerophosphate) lipoteichoic acids proved inhibitory to autolytic enzymes from 
organisms containing this type of lipoteichoic acid [ 107-1 091. The acylated and 
deacylated form [ 1071 and the alanine-free and alanylated acylated form of lipoteichoic 
acid were found to represent pairs of inhibitory and non-inhibitory species [110]. 
Moreover, dependent on the extent of alanylation, all intermediates between fUlly active 
and hlly inactive forms can be observed [ l  lo]. It is still an open question whether this 
regulatory potential is used in the cell (for discussion, see [4]). On the other hand, mutant 
strains of L. casei, deficient in D-ahnine ester content of lipoteichoic acid, show aberrant 
cell morphology and defective cell separation [ 1 1 13.  Moreover, the induction of autolysis 
of Staphylococcus simulans by cationic group A lantibiotics is apparently caused by re- 
lease of the cationic autolysins from the negatively charged lipoteichoic acid and teichoic 
acid [ 1121. 

As shown with S. aureus, lipoteichoic acid may hnction as D-alanyl-donor for the 
alanylation of teichoic acid [72]. It is not clear whether this is the only way to introduce 
alanyl ester into teichoic acid. Although many teichoic acids contain this substituent 
[113,114], the enzymatic reactions for its incorporation into teichoic acid have not been 
studied. 

As noted above, lipoteichoic acid may influence the physical properties of the bilayer 
membrane. Changes of the membrane properties are likely to occur, at least between 
growing and stationary phase cells. A role of macroamphiphiles in this process would not 
be dependent on a certain hydrophilic structure and could therefore be exerted by the 
various lipoteichoic acids and lipoglycans equally well. 

Whether the killing of enterococci and other Gram-positive bacteria by the cyclic 
lipopeptide antibiotic daptomycin [ 1 151 is caused by the demonstrated halt of lipoteichoic 
acid synthesis [ 1 16,1171 requires hrther study. 

8. Potential role in pathogenicity 

Activities of lipoteichoic acid, which in the case of pathogenic bacteria may play a role in 
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the host invader interplay, are summarized in Fig. 4. As noted above, lipoteichoic acids 
and lipoglycans can be secreted during bacterial growth, and secretion may be enhanced 
by penicillin and other cell wall antibiotics. During secretion, lipidated polymers are 
thought to become exposed at the cell surface and serve to mediate bacterial adhesion to 
various cells of the host organism (for references, see [7,118, 1 191). The detection of pro- 
tein adhesins led to a two-step model in which lipoteichoic acid is responsible for primary 
weak hydrophobic binding which may be followed by stronger binding, mediated by 
bacterial surface proteins [ 1201. Afier entering the host organism, lipoteichoic acids and 
lipoglycans interact with a number of humoral and cellular components of the host. 
Lipoteichoic acids have been shown to bind to fibronectin [ 12 I ]  and serum proteins, e.g. 
albumin [122], and a 28 kDa factor, previously thought to be specific for LPS [123]. 
There is a transient retention of acylated lipoteichoic acids in heart, liver and kidney, 
whereas deacylated lipoteichoic acid is rapidly excreted in the urine [124]. 

Lipoteichoic acids and lipoglycans are potent immunogens, in particular as compo- 
nents of inactivated bacterial cells (for literature, see [4,5]). Immunodeterminants of 
lipoteichoic acid are the poly(glycerophosphate), glycosyl substituents and alanine ester. 
Hypersensitive reactions against lipoteichoic acids have been observed, whereby cell- 
mediated type V hypersensitivity seems not to be involved [ 125-1281. 

Like other macroamphiphiles, lipoteichoic acids possess the ability to bind to mam- 
malian cells which requires the hydrophobic moiety and is a saturable process [ 129-13 I] .  
Whether specific receptors are involved is still an open question. Lipoteichoic acids, at- 
tached to the cell surface, may bind antilipoteichoic acid antibodies and render the cell 
susceptible to lysis by complement. Complement-independent cytotoxic reactions of lipo- 
teichoic acids on various mammalian tissue culture cells have also been reported (for 
references, see [4]). In addition to antibody-dependent complement activation, poly- 
(glycerophosphate) lipoteichoic acids have per se the capacity to activate the direct 
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complement pathway, whereby unshielded negative charges and micellar organization 
enhance this capacity [ 1321. Pneumococcal lipoteichoic acid, possibly due to its particular 
structure, activates the alternative complement pathway and, being inactive in micellar 
dispersion, requires insertion into the cell membrane for activity [133]. 

In contrast to LPS of Gram-negative bacteria, lipoteichoic acids are not pyrogenic and 
lack lethal toxicity [5]. A reason for this difference may be the simple lipid structure of 
lipoteichoic acids and lipoglycans because the endotoxicity of LPS resides in the lipid A 
moiety and is optimally expressed by a defined disaccharide structure, D-GlcNp@1-6)-D- 
GlcNp, carrying two phosphate groups and six fatty acids including 3-acyloxyacyl groups 
in a defined location [3]. A key role in the expression of endotoxicity in vivo is played by 
LPS-reactive mononuclear cells [ 1341 which produce and secrete as mediators hormone- 
like proteins such as tumor necrosis factor a (TNF) and interleukin 1 (11-1) along with 
interleukin 6 (11-6) [ 1351. In recent studies, certain lipoteichoic acids displayed a similar 
capacity of stimulating human blood monocytes and rat macrophages to secrete 11-16, 11- 
6, TNFa [11,136,137], and tumoricidal activity [136,138]. Also induced was the 
formation of nitric oxide NO'and superoxide radical 0,- in rat macrophages [ 1361 and 
blood monocytes [ 139,1401, respectively. Induction of nitric oxide synthase has been 
further observed in vascular smooth muscle cells [ 1411. The concentration of lipoteichoic 
acids required for these effects seems to be several orders of magnitude higher than for 
LPS [3,136]. This may normally prevent overproduction of monokines in vivo, avoid 
septic shock, and possibly promote beneficial effects. For example, parenterally adminis- 
tered lipoteichoic acid has been reported to lead to immunomodulation in early Listeriu 
monocytogenes infection [ 1421, antitumor activity on fibrosarcoma [ 1431 and prevention 
of pulmonary tumor colonization [ 1441. 

Activities, possibly relevant for the host invader interplay, have also been reported for 
mycobacterial lipoarabinomannan: it is excreted in copious quantities, suppresses T-lym- 
phocyte activation, inhibits y-interferon activation of macrophages, induces the release of 
TFNa, and leads to a generalized inhibition of antigen presentation by antigen presenting 
cells (for literature, see [41,42,44]). 
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CHAPTER 1 1  

Cell-wall-associated proteins in Gram-positive bacteria 
MICHAEL A. KEHOE 

Department of Microbiology, University of Newcastle upon Tyne, Medical School, 
Newcastle upon Tyne, NE2 4HH, UK 

1. Introduction 

The cell walls of all Gram-positive bacteria contain proteins that play pivotal roles in cell 
growth and division, such as enzymes involved in the synthesis, modification and turn- 
over of peptidoglycan. The reader is referred to Chapters 2-7, 25 and 26 for detailed ac- 
counts of these processes and proteins. In addition to these ‘housekeeping’ proteins, many 
Gram-positive bacteria express wall-associated proteins that interact in various ways with 
the extracellular environment and this chapter focuses on this latter category of wall-as- 
sociated proteins. 

The first Gram-positive cell-wall-associated proteins to be described in the literature 
were the M antigens of group A streptococci (Streptococcus pyogenes), which were ex- 
tracted with hot-acid and subjected to serological studies as early as the 1920s [1,2]. 
However, such extraction procedures resulted in highly fragmented, crude antigen prepa- 
rations and this limited detailed biochemical or structural studies for many decades. With 
the exception of ‘housekeeping’ proteins, cell-wall-associated proteins in other Gram- 
positive species received little attention until the discovery of Staphylococcus aureus 
protein A in 1966 [3]. Lysostaphin, which had been discovered a year earlier, proved to 
be an effective means for releasing undegraded protein A from S. aureus cell walls [4], 
facilitating the first detailed biochemical and structural studies on a Gram-positive cell- 
wall-associated protein. Subsequently, it was found that pepsin releases a large fragment 
of the S. pyogenes M protein, called pepM antigen, which could be purified to apparent 
homogeneity, permitting detailed structural studies on M proteins in the late 1970s [5,6]. 
However, such studies were limited to only part of the M protein molecule and studies on 
other wall-associated proteins continued to be hindered by difficulties in extracting and 
purifying intact proteins. Progress remained slow for many years, but a real breakthrough 
was provided by the application of recombinant DNA techniques to the analysis of wall- 
associated protein genes from the mid-1980s onwards. This has produced a very rapid, 
exponential expansion in our knowledge of Gram-positive cell-wall-associated proteins 
and this chapter concentrates on those proteins that have been studied at a molecular level 
in recent years. 
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Recent molecular studies on Gram-positive cell-wall-associated proteins have been 
stimulated by interest in a small number of species of medical or commercial importance, 
rather than interests in Gram-positive cell walls per se. Most recent studies have focused 
on pathogenic bacteria, particularly staphylococcal and streptococcal species that remain 
in a predominantly extracellular location upon infecting human or animal hosts. Not sur- 
prisingly, these pathogens express wall-associated proteins that interact with various fac- 
tors present in the extracellular matrix of mammalian tissues or circulating in body fluids, 
These include mammalian proteins such as collagen, complement components, antibod- 
ies, fibrinogen, fibronectin, kininogen, laminin, a2-macroglobulin, plasmin, prothrombin 
and salivary glycoproteins. A wide range of Gram-positive bacterial cell-wall-associated 
proteins that interact with such mammalian proteins have been characterized in consider- 
able detail in recent years. Thus, the major part of this chapter concerns wall-associated 
proteins in pathogenic Gram-positive species, although a limited number of proteins from 
non-pathogenic species that have been studied at a molecular level in recent years are also 
discussed. 

2. Protein secretion: novel Gram-positive components 

The factors that determine whether a secreted protein is destined to be released from the 
cell or to form durable cell-wall associations are very closely linked with secretion of the 
protein through the cytoplasmic membrane. With two exceptions (see Sections 10 and 
14), wall-associated proteins in Gram-positive bacteria are synthesized initially as pre- 
cursors possessing short (up to 42 residues) N-terminal extensions that are removed by a 
membrane-associated signal-peptidase during protein translocation across the cytoplasmic 
membrane. Gram-positive N-terminal secretion-signal sequences are structurally very 
similar to, but tend to be longer than, their counterparts in other species and the reader is 
referred elsewhere [7,8] for a detailed account of these signals. Secretion pathways in 
Gram-positive bacteria have been studied in far less detail than in Escherichia coli, but 
homologues of several E. coli secretion components have been identified in Bacillus 
subtilis, suggesting that major secretion pathways are very similar in Gram-positive and 
Gram-negative species [7]. Further, most recombinant Gram-positive exoproteins that are 
expressed in E. coli are secreted to the periplasm. Despite these similarities, recent studies 
on B. subtilis mutants have identified a novel Gram-positive secretion component 
designated PrsA [9,10], which is of particular interest here in that it raises the possibility 
that extracytoplasmic chaperons determine the fate of at least some secreted proteins. 
PrsA-defective mutants display a 50-fold reduction in the secretion of a highly expressed 
recombinant a-amylase and a 1842% reduction in the secretion of native B. subtilis 
exoproteins [9]. Mature a-amylase (i.e. lacking its N-terminal signal sequence) 
accumulates in membrane fractions of PrsA-defective mutants, indicating that both the 
association of the a-amylase precursor with the membrane and the processing of its N- 
terminal signal sequence occurs independently of PrsA [9]. Sequence analysis [ 101 
suggests that PrsA is a hydrophilic lipoprotein, anchored to the external surface of the 
cytoplasmic membrane (Section 3.1). Together, these data suggest that PrsA plays a role 
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at a late stage in the secretion process. A clue to its function is provided by recent studies 
showing that the folding of B. subtilis levansucrase is influenced by Fe3+ and that in the 
absence of Fe3+ mature levansucrase accumulates in the cell envelope [ 1 11. By analogy, it 
has been suggested that PrsA acts as an extracytoplasmic chaperon, guiding the folding of 
exoproteins emerging from the membrane into conformations that are compatible with 
their efficient release from the cell [ 101. 

Although the mechanism of action of PrsA remains to be confirmed, interestingly, it 
shares considerable homology with a protein called PrtM, which is required for the matu- 
ration of cell-wall-associated serine proteases produced by Lactococcus lacfis [ 12,131. 
Like many extracellular proteases, the plasmid-encoded L. lactis Wg2 and SKll  pro- 
teases are synthesized initially as preproproteins, with a large propeptide sequence 
between a typical N-terminal signal sequence and the N-terminal end of the fully mature 
protease [14,15]. These propeptides must be removed after translocation of the pro- 
protease across the membrane in order to activate the protease. Propeptide processing of 
Bacillus subtilisins is predominantly autocatalytic [ 161. However, unlike subtilisins, 
propeptide processing of proWg2 or proSK11 requires an accessory factor, PtrM, which 
is encoded by sequences adjacent to the Wg2 or SKll  genes on the plasmid [12,13]. Like 
the homologous PrsA, PtrM is predicted from sequence data to be an extracytoplasmic 
lipoprotein, but there is no evidence that it possesses protease activity [ 12,131. It has been 
suggested that PtrM may act as a chaperon to hold proWg2 and proSK11 emerging from 
the membrane in conformations compatible with the autocatalytic removal of their 
propeptides [ 101. The possibility that similar wall-associated chaperon proteins might 
play a role in directing certain secreted proteins into cell-wall-association pathways would 
be consistent with some of the studies outlined in Section 3.2, although it must be em- 
phasized that at present there is no direct evidence that this is the case. 

3. Localization ofproteins in the cell wall 

After translocation across the cytoplasmic membrane, the factors that influence the subse- 
quent localization of secreted proteins are quite different in Gram-positive and Gram- 
negative bacteria. In Gram-negative species, the outer membrane forms an effective per- 
meability barrier that retains most secreted proteins in the periplasm. To be released from 
the cell, a protein usually needs to possess specific signals that can be recognized by 
accessory secretion pathways, such as the HlyB-HlyD-TolC pathway in the case of E. coli 
a-haemolysin (Chapter 20). In contrast, in Gram-positive bacteria specific signals are 
often required to retain a protein in the cell wall, rather than to direct its release. Some se- 
creted proteins diffuse rapidly through the thick Gram-positive cell wall, although limits 
in wall porosity or non-covalent affinities for anionic wall polymers can retard the release 
of many extracellular proteins [17]. However, the majority of proteins that form durable 
wall associations possess either distinctive N-terminal signals (lipoproteins) or, more 
commonly, distinctive C-terminal wall-associating signals, although a number of wall-as- 
sociated proteins which are discussed in later sections possess neither of these types of 
signals. 
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3.1. N-terminal signals in lipoproteins 

A number of wall-associated proteins in Gram-positive bacteria are anchored to the exter- 
nal surface of the cytoplasmic membrane via a covalently attached lipid moiety. These 
include wall-associated penicillinases in Bacillus licheniformis, Bacillus cereus and S. 
aureus, and the wall-associated adhesins SarA and SsaB in Streptococcus gordonii and 
Streptococcus sanguis, respectively [7,18-20, and Section 121. In addition, sequence 
predictions strongly suggest that the PrsA and PtrM proteins described above [ 10,12,13], 
as well as the AmiA and MalX proteins of Streptococcus pneumoniae [2 I ]  and the MelE 
protein of Streptococcus mutans [22] are similarly anchored to the cytoplasmic mem- 
brane. Most studies on secreted bacterial lipoproteins have focused on Gram-negative 
species [ 181, but the mechanisms by which secreted lipoproteins acquire a lipid anchor 
are very similar in Gram-positive and Gram-negative bacteria. Like E. coli lipoproteins, 
there is direct evidence that the B. licheniformis penicillinase is synthesized as a glyc- 
eride-modified prepenicillinase [23]. Further, its secretion and processing are inhibited by 
globomycin, a cyclic peptide antibiotic that specifically inhibits the processing of lipopro- 
tein precursors in E. coli [ 18,231. Both Gram-negative and Gram-positive lipoproteins 
possess similar, distinctive, N-terminal signal-sequences, which tend to be shorter than 
those of other secreted proteins [18,24]. These unique signal sequences contain a 
tetrapeptide consensus at the cleavage site, consisting of Leu-X-Y-Cys, where X and Y 
are predominantly small neutral residues and signal-peptidase cleavage occurs between Y 
and Cys (Fig. la). This sequence directs either co- or post-translational modification, in- 
volving the transfer of glycerol from phosphatidylglycerol to the + I  Cys, followed by the 
transfer of fatty acids from phospholipid to the glyceryl-prelipoprotein, to produce a 
diglyceride-prelipoprotein [ 181. In E. coli, processing of diglyceride-prelipoproteins re- 
quires a distinct signal peptidase (Spase 11) which is specifically inhibited by globomycin 
[ 181. Although a homologue of Spase I1 has yet to be identified in Gram-positive bacteria, 
the specific inhibition of B. lichengormis prepenicillinase processing by globomycin [23] 
suggests strongly that one exists. 

3.2. C-terminal wall-associating sequences 

The C-terminal ends of a large number of otherwise quite distinct Gram-positive wall- 
associated proteins share common structural features that are required to localize these 
proteins in the cell wall. This suggests that there has been a strong selective pressure for 
retaining or acquiring these structures during evolution. These C-terminal structures in- 
clude a number of distinct features (Fig. lb). At the extreme C-terminus there is a stretch 
of 15-22 hydrophobic residues, followed by a short tail of predominantly charged amino 
acids. Immediately upstream from this hydrophobic/charged-tail domain, there is a highly 
conserved Leu-Pro-X-Thr-Gly-X (LPXTGX) motif [25], which is usually preceded by a 
sequence containing a high proportion of regularly spaced proline (Pro) residues. Both the 
length and the primary sequence of this Pro-rich region can vary considerably between 
unrelated wall-associated proteins and in some cases, for example protein A (Section 8. l) ,  
the Pro-rich region can be located a considerable distance upstream from the LPXTGX 
motif, with the intervening sequences containing relatively few prolines. Early fractiona- 
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tion studies showed that this Pro-rich region in S. aureus protein A is associated with the 
cell wall [26,27] and more recent studies have confirmed that this is also the case in group 
A streptococcal M proteins [28]. 

It can be predicted that the C-terminal hydrophobic residues form a membrane-span- 
ning a-helical domain, with the downstream charged-tail acting as a stop-transfer signal 
[25,29]. This prediction is supported by the observation that at pH 5.5 (but see below), 
group A streptococcal M proteins remain tightly associated with protoplast membranes 
after removal of the cell wall [30]. Thus, the extreme C-terminal hydrophobic/charged-tail 
sequences are often described in the literature as a membrane ‘anchor’ and it has been 
widely assumed that proteins are held firmly on the cell surface by being anchored in the 
membrane via these C-terminal sequences. It must be emphasized that this assumption is 
not correct. As early as 1969, Forsgren [31] reported that protein A is released from S. 
aureus protoplasts and in 1972 Sjoquist et al. [32] described experiments suggesting 
strongly that protein A is covalently crosslinked to S. aureus wall peptidoglycan. These 
early studies have been confirmed by more recent observations, where protein A fraction- 
ated with cell-wall material and little or none remained associated with protoplast mem- 
brane fractions [33]. The apparent failure of the C-terminal hydrophobic/charged-tail se- 
quences to act as a durable membrane anchor is not unique to S. aureus protein A. The C- 
terminal ends of streptococcal M proteins are highly susceptible to proteolytic cleavage 
[34] and a membrane-associated protease, called membrane-anchor cleaving enzyme 
(MACE) releases M protein from streptococcal protoplasts at pHs between 6.0 and 8.0 
[30], despite the fact that this protease is inactive at or below pH 5.5 (see above). 
Similarly, Streptococcus mutans adhesin P 1 (Section 12) possesses a typical C-terminal 
hydrophobickharged-tail sequence [35], but it is released from S. mutans protoplasts by 
an endogenous enzymatic activity designated surface protein-releasing enzyme (SPRE) 
[36]. It could be argued that the release of these proteins from protoplasts is an artefact, 
resulting from digestion of the cell wall in vitro. However, sequencing of a S. mutans 
gene that encodes an extracellular fructanase has revealed that this enzyme also possesses 
both an LPXTGX motif and C-terminal hydrophobickharged-tail sequences [37], yet it is 
released readily by intact cells. Similarly, studies on the localization of protein A deletion 
mutants and alkaline phosphatase-protein A fusion proteins expressed in S. aureus have 
confirmed that both the LPXTGX motif and the C-terminal hydrophobickharged tail se- 
quences are required to localize protein A in the S. aureus cell wall, but suggest that the 
hydrophobic/charged-tail sequences play a transient role in a more complex wall-associat- 
ing pathway [33]. They may act to retard the release of the C-terminal end of the protein 
from the membrane while other steps in this pathway associate the protein with the cell 
wall, but some experiments have suggested that they may possess a more specific signal- 
ling function. Deleting the extreme C-terminal residue (Leu) from protein A has no effect 
on its normal incorporation into the cell wall, but replacing this C-terminal Leu by Cys re- 
sults in complete release of the mutant protein, including the hydrophobic/charged-tail 
sequence, from intact cells [33]. Thus, one should not be misled by the term membrane 
‘anchor’ into thinking that proteins are held firmly on the cell-surface via their C-terminal 
hydrophobidcharged-tail sequences. 

Having being translocated across the membrane and directed into a ‘wall-associating’ 
pathway, the precise mechanisms by which proteins are then associated with the cell wall 
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are not clearly understood. Based on sequence homologies with the C-terminal attachment 
site for glucosyl-phosphatidylinositol (GPI) anchors in a number of eucaryotic membrane- 
anchored proteins, it has been suggested that the LPXTGX motif might serve a similar 
function in bacterial proteins [30]. To date, however, GPI anchors have not been identi- 
fied on bacterial surface proteins. Thus, the precise function of the LPXTGX motif re- 
mains unclear, although studies on mutations in this motif of protein A indicate that it is 
an important signal [33]. The strong conservation of LPXTGX motifs and of a hydro- 
phobickharged-tail domain suggests that different Gram-positive species possess very 
similar pathways to coordinate protein secretion with subsequent steps required to anchor 
proteins in the cell wall. These subsequent steps are likely to vary, depending on the par- 
ticular species or protein. For example, S. aureus protein A appears to be covalently 
crosslinked to the cell wall [32], whereas streptococcal M proteins may not be covalently 
linked to other wall polymers [28]. An alkaline phosphatase fusion protein possessing 
only the protein A LPXTGX motif and hydrophobic charged-tail sequences is f m l y  an- 
chored in the S. aureus cell wall [33], whereas a fructanase possessing a similar LPXTGX 
motif and hydrophobickharged-tail sequence is released very readily from S. muruns cells 
[37]. As mentioned above, the primary sequences upstream from the LPXTGX motif vary 
considerably between unrelated wall-associated proteins and this might have a significant 
influence on wall-associating the mechanisms. In the literature, these upstream sequences 
have usually been described as a cell-wall ‘spanning’ region, primarily because it was as- 
sumed that they remain attached to the extreme C-terminal sequences anchored in the 
membrane but, as described above, current evidence suggests that this is not the case. 
Although sequences upstream from the LPXTGX motif are clearly associated with the 
cell wall [26-281, at present there is little direct evidence that they actually span the thick 
Gram-positive cell wall 

The studies outlined above suggest the following working model. Like other extracel- 
lular proteins, a typical N-terminal signal-sequence initially directs wall-associated pro- 
teins into a secretion pathway. Then, unlike other extracellular proteins, additional C- 
terminal signals retard the release of the C-terminal end of the protein from the membrane 
and direct the protein into a wall-associating pathway. This pathway includes steps re- 
quired to form durable wall associations, but the precise mechanisms may vary. In some 
cases, such as protein A, it may involve the formation of covalent crosslinks with other 
wall polymers. In other cases, it may simply involve protein release from the membrane 
being retarded while sufficient crosslinks are formed in newly incorporated peptidoglycan 
around the protein’s Pro-rich region to hold the protein in the wall. For some proteins, 
durable wall association might require more specific non-covalent interactions with other 
wall or membrane-associated polymers. Irrespective of the precise wall-associating 
mechanism, having served a transient anchoring and/or signalling function, the C-terminal 
hydrophobickharged-tail sequences are likely to be detached by a membrane-associated 
protease. At present, the advantages of utilizing an apparently complex pathway, rather 
than simply anchoring a protein firmly in the membrane via a C-terminal hydropho- 
bidcharged-tail sequence are not clear, It might be necessary to avoid excessive protein 
bridging between the wall and membrane interfering with cell-wall growth and/or to avoid 
the membrane being saturated with hydrophobickharged-tail anchors that might interfere 
with other membrane functions. Although our understanding is still limited, it is clear that 
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proteolytic cleavage of the C-terminal hydrophobickharged-tail sequences must be care- 
fully coordinated with other steps that anchor the protein in the wall. Variations in the 
efficiency of this coordination could explain why some wall-associated proteins are re- 
leased from cell walls much more readily than others and why such release can vary con- 
siderable between strains and growth conditions. 

4. Common structural themes 

In addition to possessing common N-terminal and C-terminal signals involved in protein 
secretion and localization (Sections 2 and 3)’ many distinct Gram-positive cell-wall-as- 
sociated proteins possess other common structural features. 

4. I .  Repeats 

A particularly striking structural feature found in the vast majority of wall-associated pro- 
teins for which sequence data are available is the existence of tandemly repeated se- 
quences. Some proteins possess a single type of tandemly repeated sequence whereas 
others may possess several distinct types of tandem repeats and in some cases a very large 
proportion of the molecule can consist of repeated sequences. Where a protein contains a 
number of distinct types of repeated sequences these are normally distinguished by letters 
(A repeats, B repeats, etc.), whereas individual copies of the same repeated sequence are 
normally distinguished by numbers (A l ,  A2, etc.). Tandem repeats can vary in length 
from as few as two to over 100 residues. Within any particular set of tandem repeats, the 
internal copies are often very highly conserved whereas the external copies can be more 
degenerate. This reflects the fact that internal copies are likely to have been generated 
more recently and thus would have had less time than the external older copies to 
accumulate divergent point mutations . 

The mechanisms by which repeats are produced initially in wall-associated proteins are 
not clearly understood, although one could speculate that they may have resulted from 
slippages during replication or unequal intergenic recombination events. However, once 
two or more copies of a repeat exist, it is easy to visualize how replication slippage or 
homologous recombination events can duplicate or delete copies. Such events have been 
observed to occur at a frequency of about 1 X in the case of tandem repeats in group 
A streptococcal M proteins, resulting in the same M protein expressed by different iso- 
lates varying in size [38,39]. The advantages of possessing apparently ‘unstable’ tandem 
repeats are not clear at present. It is possible that the ability to reversibly shorten or 
lengthen a cell-surface protein might facilitate an organism’s ability to adapt to changing 
environmental conditions. Tandem repeats in many proteins have been associated with 
binding domains for other proteins or polysaccharides [40] and an ability to reversibly 
alter the number of such binding domains might also be important in adapting to changes 
in the environment. Further, at the DNA level, recombination events between tandem re- 
peats provide a means for accelerating sequence diversity. If the number of nucleotides in 
a tandem repeat is not a precise multiple of three, homologous recombination between 
repeats would generate frame-shift mutations. In most cases, however, the number of nu- 
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cleotides in repeated sequences of genes encoding wall-associated proteins is divisible by 
three and consequently one sees corresponding repeats in the protein. However, even in 
this case recombination between imperfect, divergent copies of a repeat can produce new 
sequence combinations and there is evidence that such recombination events can contrib- 
ute to antigenic variation in the case of streptococcal M proteins [41]. 

Recombination or replication slippages involving repeats can sometimes give rise to 
structures that might appear at first sight to be quite different from the parent protein. A 
good example of this are the repetitive structures of the two protein G (Section 8.1) se- 
quences depicted in Fig. 2, which correspond to protein G genes from distinct strains 
[42,43]. In the upper sequence, the N-terminal half of the molecule contains two copies of 
a 37-residue repeat (A1 and A2), which are separated by an unrepeated 38-residue 
‘spacer’. Similarly, in the C-terminal half of the molecule there are two copies of a 55- 
residue repeat (B 1 and B2), separated by a 15-residue unrepeated spacer. However, re- 
combination or replication slippages between A1/A2, and between Bl/B2, can give rise to 
the lower structure. Note that in addition to generating a third copy of each of the original 
repeats, these recombination events have also duplicated the originally unrepeated spacer 
sequences, generating two additional types of repeats. Thus, some protein G sequences 
have been described as having two types of repeats designated A1- A2... B1-B2, whereas 
others have been described as having four types of repeats designated A1-B 1 -A2-B2-A3 
. . .Cl-Dl-C2-D2-C3, where repeat B in the former is equivalent to repeat C in the latter 
(Fig. 2). An alternative way of describing the latter structure would be to consider the Al- 
B1 sequence as a single repeat (say Z), in which case the N-terminal half of the molecule 
would have two complete copies of the tandem repeat Z, followed by a third partial copy 
(Fig. 2). Tandem repeats in many wall-associated proteins have been described in exactly 
this fashion, that is several complete copies followed by a further partial copy, and protein 
G provides a good example of how such structures might arise. 

A1 A2 81 82 

A1 61 A2 82 A3 C1 D1 C2 D2 C3 

Fig. 2. Repetitive sequences in protein G. The structure of protein G (Section 8.1) from strain GX7809 [42] is 
depicted in the upper part of the diagram and the lower half depicts protein G from strain (3x7805 [43]. The 
narrow black boxes on the extreme left correspond to the N-terminal signal sequences, and other boxes 

correspond to repeated sequences. 
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4.2. Proteinjibrils, sequence variation and coiled-coil dimers 

Under the electron microscope, a number of Gram-positive wall-associated proteins have 
been visualized as fibrils projecting outwards from the cell surface (Fig. 3). These fibrils 
are usually 1200 nm long, although some can be as long as 400 nm [44]. Individual fibrils 

Fig. 3. Wall-associated protein fibrils and fimbriae. (A) Sfreptococcus salivarius strain HB (168 OOOx) 
expressing a dense fringe of short (ca. 90 nm) peritrichous fibrils (SF), and sparse longer (ca. 168 nm) fibrils 
(LF) that have aggregated into thicker filaments of varying widths (B) S. salivurius strain CHR (130 0 0 0 ~ )  
expressing peritrichous fimbriae, 0.5-1 .Opm long and 3-4 nm wide. The cells were stained with I %  methylene 
tungstate and the bars represent 100 nm. This figure was generously provided by P.S. Handley and is 

reproduced with permission (0 1990 Harwood Academic Publishers GmbH) from [44]. 
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Fig. 4. Helical wheel representation of a coiled-coil dirner. 

are very thin and their widths cannot be measured easily in electron micrographs [44]. 
They often form a peritrichous 'hairy fuzz' over the entire cell surface, but they may also 
aggregate into tufts. 

In pathogenic species, the regions of fibrillar proteins (usually the N-terminal halves) 
that project outwards from the cell-surface are potential targets for protective host anti- 
bodies. This can impose a selective pressure for antigenic variation, giving rise to multi- 
ple serotypes of certain wall-associated proteins. The ability to undergo sequence vari- 
ations in order to avoid recognition by host antibodies must be balanced by functional 
constraints on the types of structural changes that may be permitted. One means of ac- 
commodating very extensive sequence variation while maintaining a common overall 
structure is to produce a fibrillar protein possessing an a-helical coiled-coil secondary 
structure. A good example of this is group A streptococcal M proteins, which are ex- 
pressed as extended ( 5 0 4 0  nm) a-helical coiled-coil dimers with highly variable N-ter- 
minal sequences projecting outwards from the cell surface [29]. This structure is main- 
tained by a seven-residue periodicity which extends throughout most of the M protein 
molecule, with the exception of the extreme C-terminal sequences and a short non-helical 
region of variable length (usually 10-20 residues) at the N-terminus of the mature protein 
[45,46]. The heptapeptide periodicity accommodates very considerable variation in the 
primary sequence, since it requires only that certain types of residues occur periodically 
[47]. This is depicted in Fig. 4, where the residues in an a-helical heptapeptide repeat are 
designated by the letters a b c d e f g. An a-helical coiled-coil dimer is most likely if the 
residues at positions a and d are predominantly hydrophobic and those at positions b, c, e, 
f, g are predominantly helix-promoting hydrophilic residues. The residues at positions a 
and d are located on the same side of the a-helix, such that they interact with residues at 
positions d' and a', respectively, on the second a-helical polypeptide. The side-chains of 
these residues interlink to produce close contacts along the axis of each a-helical chain, 
producing a coiled-coil dimer with the axis of each polypeptide tilted at an angle of about 
10' with respect to the other. This structure is stabilized by short range van der Waals 
attractive forces. If residues a and d are hydrophobic, exclusion of the aqueous solvent 
produces an energetically very favourable structure, which may be stabilized further by, 
for example, salt bridges between similarly charged residues at positions e and g [47]. 
Thus, in M proteins, non-polar residues predominate at positions a and d and charged 
residues occur frequently at positions e and g [29,48]. However, the precise characteris- 
tics of the seven residue periodicity varies to some extent in different M proteins, and 
even in diflkrent segments of the same M protein. There can, for example, be a higher 
proportion of polar residues at positions a and d than is found in other fibrous proteins 
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such as mammalian tropomyosin. Nevertheless, physical studies have confirmed that M 
proteins possess an a-helical coiled-coil structure [45], although occasional discontinui- 
ties in the heptapeptide periodicity confer extended M protein fibrils with some degree of 
flexibility [29,46]. 

5. Complex cell wull-ussociated protein structures 

5.1. Fimbriae 

Some Gram-positive bacteria express fimbriae, which are morphologically quite distinct 
from protein fibrils (Fig. 3). Fimbriae can extend for several micrometres (500-4000 nm) 
beyond the cell wall and have constant, measurable widths of 3.0-10.0 nm along their 
entire length. Although they are not as common as their counterparts in Gram-negative 
organisms, they have been detected in an increasing number of Gram-positive species in 
recent years, including a variety of Corynebacterium, Staphylococcus, Streptococcus and 
Aclinomyces species [44,49-52; P.S. Handley, personal communication]. 

Molecular studies on Gram-positive fimbriae have been sparse, or in most cases non- 
existent. Although first described over two decades ago [49], only one Corynebacterium 
fimbrial gene, which has yet to be sequenced, has been cloned [53]. Most studies have 
focused on the oral pathogens, Streptococcus sanguis, Actinomyces viscosus and A .  
naeslundii. Only some strains of S. sanguis (e.g. FW2 13) express fimbriae, which medi- 
ate adhesion to salivary glycoprotein agglutinins (SAG) adsorbed to tooth enamel [54,55]. 
Most A.  viscosus strains express two distinct types of fimbriae: type 1 mediate adhesion to 
SAG and type 2 bind to polysaccharides on certain other oral bacteria, mediating bacterial 
co-aggregation [56-581. Following direct adhesion of S. sanguis and A.  viscosus to SAG- 
coated teeth, such co-aggregration reactions (as well as cell-cell bridging by SAGS and 
bacterial dextrans or levans) contributes to the development of a more complex oral flora. 
Most strains of A .  naeslundii lack type 1 fimbriae, but express type 2 fimbriae similar to 
those of A.  viscosus [56,59]. 

Studies on the subunit structures of Gram-positive fimbriae have been complicated by 
the fact that the subunits are very tightly associated and appear as ladders on SDS-poly- 
acrylamide gels [56]. However, the expression of cloned genes in E. coli has allowed 
some progress to be made. Major subunits with M, values of 65 000 and 59 000 have 
been identified in the case of Actinomyces type 1 and type 2 fimbriae, respectively 
[60-62]. These do not self-assemble when expressed in E. coli, suggesting that their 
strong association in native fimbriae may require interactions with additional fimbrial 
subunits or processing by accessory proteins involved in fimbrial biogenesis. However, 
such additional subunits or accessory proteins have yet to be identified. The cloned A.  
viscocus type 1 and A. naeslundii type 2 fimbrial genes have been sequenced and the 
deduced proteins contain typical N-terminal signal sequences and share considerable 
homology [62,63], but they share no significant homologies with Gram-negative fimbrial 
antigens. Perhaps surprisingly for fimbrial subunits, their sequences include typical C- 
terminal wall-associating signals of the type described in Section 3.2. It is possible that 
these sequences play a role in coordinating subunit secretion with fimbrial biogenesis and 
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that they are then proteolytically detached. However, at present we know essentially 
nothing about the mechanisms involved in Gram-positive fimbrial biogenesis. 

Studies of cloned genes in E. coli have also identified a M, 30 000 protein (designated 
FimA) that reacts with antisera to purified S. sanguis FW213 fimbriae [64]. The deduced 
FimA sequence includes a N-terminal signal peptide, but is quite distinct from the larger 
Actinomyces fimbrial antigens and it does not possess obvious C-terminal wall-associat- 
ing signals [65]. It is, however, highly homologous to antigen SsaB, a non-fimbrial adhes- 
in produced by a distinct strain of S. sanguis [66,67; Section 121. More recent studies 
identified additional FW213 fimbrial antigens, with M, values of 53 000, 125 000 and 
160 000, and suggested that the M, 53 000 antigen may be the major structural subunit 
[68]. Thus, FimA might be analogous to the adhesive minor fimbrial subunits found in 
many Gram-negative fimbriae [69]. Further, FimA is encoded by a polycistronic message 
which includes open reading frames for additional polypeptides that might be analogous 
to accessory fimbrial biogenesis proteins in Gram-negative species [68,69]. However, 
given the very different architecture of their cell envelopes, the mechanisms involved in 
fimbrial biogenesis in Gram-positive species is likely to be quite different than those in 
Gram-negative organisms. 

5.2. Flagella 

Despite the differences in cell envelopes, Gram-positive flagella are morphologically very 
similar to their counterparts in Gram-negative species [70]. Flagella in E. coli and 
Salmonella ryphimurium have been studied in considerable detail and over 35 distinct 
flagellar genes have been identified [71], but there have been few comparable studies on 
Gram-positive flagella. However, a flagella locus WaA) from B. subtilis was recently se- 
quenced and predicted protein sequences corresponding to 9 out of 12 open reading 
frames were found to share significant homologies with flagellar components of E. coli or 
S. typhimurium [72]. Thus, the reader is referred elsewhere [71] for reviews on the inten- 
sively studied flagella systems in E. coli and S. ryphimurium, which are likely to be good 
models for their poorly studied counterparts in Gram-positive organisms. 

5.3. S-Layers 

Many bacteria secrete proteins that are assembled in a variety of geometric formats to 
produce crystalline surface layers (S-layers), which may coat the entire cell [73,74]. S- 
Layers are commonly associated with archaebacteria, but they have also been detected in 
over 100 distinct species of Gram-positive and Gram-negative eubacteria [75]. They 
usually consist of a single type of protein or glycoprotein subunit, with M, values ranging 
between 40 000 and 200 000, but some contain two or more distinct subunits [73,74]. In 
Gram-positive eubacteria, they are attached by non-covalent interactions to the cell wall 
and when dissociating agents are removed, purified S-layer proteins reassemble sponta- 
neously into two-dimensional lattices with the same geometric formats as those on the 
intact cell and they can reattach to cells and other surfaces [74,76]. Thus, the biogenesis 
of S-layers appears to be a predominantly self-assembly process. Molecular studies have 
been limited and primary sequence data have been reported for relatively few S-layer pro- 



230 

teins, including those produced by four diverse Gram-positive species, namely 
Acetogenium kivui [77], Bacillus brevis [78,79], Deinococcus radiodurans [80] and 
Lactobacillus brevis [8 11. These sequences include typical N-terminal signal peptides, 
share little or no primary sequence homologies, and lack the kinds of wall-associating 
signals described in Section 3. However, they all contain relatively high levels of hy- 
droxylated residues (Thr, Ser or Tyr), suggesting that inter- and intra-molecular H-bond- 
ing may be an important features of S-layer structure. 

An average S-layer contains 5 X lo5 subunit monomers [74]. Thus, their biogenesis 
reflects a considerable expenditure of energy by the cell, suggesting that they are func- 
tionally very important structures. However, our understanding of these functions is lim- 
ited. Given the diversity of bacterial species that produce S-layers, some may have 
adapted to serve diverse functions in different species. All S-layers contain regularly ar- 
rayed pores that can act as molecular sieves with homogeneous, well-defined exclusion 
limits for macromolecules and one common function may be to act as permeability barri- 
ers to protect underlying cell walls against harsh environmental conditions [73,74]. This 
may explain why many bacteria cease to produce an S-layer when grown under favour- 
able laboratory conditions [73]. S-Layers are produced by a variety of pathogenic bacteria 
and could play an important role in virulence, although this has been demonstrated di- 
rectly only in the case of the A-layer of Aeromonas salmonicida (a Gram-negative patho- 
gen) [82]. However, since S-layers are often difficult to detect when organisms are grown 
in vitro [73], their role in virulence might well be underestimated. Further studies on S- 
layers might reveal novel virulence mechanisms and might also lead to the industrial ex- 
ploitation of their molecular sieving properties and their highly efficient subunit expres- 
sion systems. 

5.4. Cellulosomes 

In the early 1980s, it was discovered fortuitously that the cellulolytic Gram-positive bac- 
terium Clostridium lhermocellum adheres in a specific manner to its cellulose substrate, 
but not to other insoluble polysaccharides [83]. Subsequent studies found that the adhesin 
resides in 18-nm particles consisting of at least 14 distinct polypeptides, 13 of which pos- 
sess endoglucanase, P-glucosidase or xylanase activity [83,84]. These cellulolytic parti- 
cles have been found in both wall-associated and extracellular forms, and are now called 
the ‘cellulosomes’. In the cellulosome, the enzymatic subunits associate with a non-cata- 
lytic M, 210 000 scaffolding-protein, designated S, or S1 [83,84]. Extensive molecular 
studies have shown that the enzymatic subunits contain similar 23 or 24-residue tandem 
repeats, which bind to one of seven repeated 147-residue ‘cellulase-docking’ domains in 
the non-catalytic S, [85,86]. An intact 147-residue S, repeat is the minimum structure to 
which a cellulase can bind [86]. Thus, it is possible that each S, subunit binds no more 
than seven enzymatic subunits, but that different copies of S, bind different combinations 
of the 13 enzymatic polypeptides found in cellulosomes. Size considerations suggest than 
an individual 18-nm cellulosomal particle is unlikely to contain more than a few copies of 
S, and might even consist of just one S, with seven associated cellulases. 

Electron microscopic studies have visualized polycellulosomal protuberances decorat- 
ing the surface of C. thermocellurn [87]. Recent studies suggest that these structures bind 
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to cellulose via a 167-residue unrepeated cellulose-binding domain (CBD) in S ,  [MI. 
Concentrating cellulases in cellulosomes aligns multiple cellulases with the substrate, and 
this may allow the cell to achieve a more efficient degradation of this recalcitrant sub- 
strate [89]. The mechanism by which these enzymatic complexes are attached to the bac- 
terial cell wall has yet to be determined. None of the sequenced cellulosomal subunits 
(including S,) possess recognizable Gram-positive cell-wall-associating signals 
[86,88,90]. Further studies will be required to define the precise architecture of the cellu- 
losomes and the mechanism of their attachment to the cell wall. 

6. Staphylococcus aureus clumping-factor and coagulase 

Binding of fibrinogen to S. aureus causes cells to clump in plasma and a number of stud- 
ies have attributed this clumping to cell-bound coagulase [91,92]. However, McDevitt et 
al. [93] have demonstrated that while cell-bound coagulase can bind fibrinogen (see be- 
low), this is not responsible for the clumping reaction. These workers have recently 
cloned and sequenced a distinct clumping-factor gene (clf) (D. McDevitt and T.J. Foster, 
personal communication). The deduced CLF protein sequence possesses an N-terminal 
signal peptide and the extreme C-terminal end includes a typical wall-associating 
LPXTGX motif, followed by a hydrophobickharged tail domain. However, the Pro-rich 
sequence that precedes the LPXTGX motif in most wall-associated proteins (Section 3.2) 
has been interrupted in CLF by a remarkable repetitive sequence, where the dipeptide 
Asp-Ser is repeated almost perfectly 150 times (D. McDevitt and T.J. Foster, personal 
communication). The binding site for S. aureus whole cells has been localized to a 15- 
residue sequence at the C-terminus of the fibrinogen y-chain [94,95] which includes a 
number of positively charged residues that might interact with the negatively charged 
CLF Asp-Ser repeat. At present, however, there is no direct evidence that fibrinogen 
binds to the CLF Asp-Ser repeat region and it is quite possible that this sequence has a 
structural role. It is interesting to note that linker or hinge sequences between distinct 
domains in a variety of proteins have been found to possess similar dipeptide repeats [96], 
although those described to date are much shorter and would be predicted to be more 
flexible than the CLF Asp-Ser region, which could form a rigid extended structure. It is 
possible that this structure serves as a bridge extending from a wall anchor to project the 
N-terminal half of CLF well beyond the wall. The N-terminal half of CLF is not repeti- 
tive, but it has been noted to share significant homology with the N-terminal halves of S. 
aureus fibronectin-binding proteins (Section 9), suggesting a common evolutionary origin 
(D. McDevitt and T.J. Foster, personal communication). 

As mentioned above, S. aureus coagulase also binds fibrinogen and although it is nor- 
mally described as an extracellular protein it also exists in a cell-bound, wall-associated 
form [91,92]. The name coagulase is a misnomer, since it acts stoichiometrically and has 
no enzymatic activity. I t  coagulates plasma by binding to and activating prothrombin, 
which triggers the polymerization of fibrin [97,98]. Sequencing of cloned coa genes re- 
vealed that coagulase does not possess typical wall-associating signals, but the C-terminal 
ends of the deduced protein sequences contain 27-residue tandem repeats and share some 
structural similarities with the Pro-rich Xr-repeat region of protein A (Section 8.1), sug- 
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gesting that these sequences might play a role in wall association [99,100]. The absence 
of more typical wall-associating signals might explain why coagulase is released very 
readily from the cell. The C-terminal halves of distinct serotypes of coagulase are highly 
conserved, but their N-terminal halves display considerable primary sequence diversity 
[99-1021. Despite this diversity, prothrombin-binding has been localized to the N-termi- 
nal half of coagulase [ 1021, whereas fibrinogen binds to the more conserved C-terminal 
half of the molecule [93]. Thus, prothrombin and fibrinogen bind to distinct sites on co- 
agulase, although neither binding-site has been mapped precisely. Textbooks usually de- 
scribe coagulase as a virulence factor, and in vivo studies employing chemically induced 
mutants have indicated that coagulase-defective mutants display reduced virulence in 
animal models [ 103- 1061. However, using genetically well-defined mutants constructed 
by allele-replacement mutagenesis [ 1071, Phonimdaeng et al. [ 1001 observed no reduction 
in the virulence of isogenic Coa+ and Coa- derivatives of S. uureus strain 8325-4 in either 
mouse subcutaneous infection or mastitis models. Thus, the potential contribution of co- 
agulase to virulence remains a matter of speculation. 

7. Streptococcal M proteins 

Early studies on group A streptococcal M proteins indicated that they are both important 
virulence factors and highly protective antigens. For this reason, they have been studied in 
considerably more detail than most other Gram-positive wall-associated proteins. The 
reader is referred to an earlier review [29] for a detailed account of studies up to the end 
of 1988 and to more recent reviews for a discussion on the immunological properties of 
M proteins [108,109]. Here, we focus primarily on more recent advances in our under- 
standing of M protein structure, genetics and interactions with host proteins. However, to 
facilitate the subsequent discussion, it will be useful to begin with a brief account of tra- 
ditional serotyping systems that have had a considerable, and to some extent misleading, 
influence on how M proteins have been defined. 

M proteins were originally defined in the 1920s as type-specific protein antigens in 
crude hot-acid extracts of S. pyogenes [2]. Antisera were raised to individual clinical iso- 
lates and absorbed extensively with heterologous strains to remove non-strain-specific 
antibodies in order to produce a range of M serotyping-sera [2]. Essentially the same la- 
borious and crude procedures are still used widely today to divide group A streptococcal 
strains into distinct M types (designated M I ,  M2, M3, etc.) and approximately 100 M 
types of S. pyogenes have been described to date. M serotyping has been supplemented 
by two other typing reactions. Some strains of group A streptococci express a serum 
opacity-reaction factor (designated OF or SOR), which is a rather poorly defined product 
that causes opalescence in serum, and typing systems have associated expression of OF 
with the expression of specific serotypes of M proteins [113,114]. In addition, treatment 
of S. pyogenes cells with trypsin exposes an antigen called T protein and 25 distinct sero- 
types of T antigen have been defined by antibody-absorbtion procedures similar to those 
described above. A single M type can express either one or more than one serotype of T 
antigen, but the T-serotyping pattern was found to be consistent within an M type [ 1 151. 
One T antigen gene (tee6) has recently been sequenced and the deduced T6 protein se- 
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quence contains typical C-terminal wall-associating signals, but is otherwise quite distinct 
from M antigens [ 1 161. Hybridization studies with tee6 gene probes have suggested that T 
antigens may correspond to a variety of quite distinct wall-associated proteins [ I  171. 
However, since T proteins have no known role in virulence, most have not been studied in 
any detail and they will not be discussed further in this chapter. Here, it is sufficient to 
note the apparent parallels in typing studies between the M type, T type and OF pheno- 
type. 

Rebecca Lancefield’s early studies indicated that M proteins are important antiphago- 
cytic virulence factors and that immunity to S. pyogenes infections is due primarily to op- 
sonic, type-specific anti-M antibodies [ l  lo]. Shortly after the discovery of M proteins, 
clumping of group A streptococci in plasma was first noted [l 1 I ]  and in 1965 Kantor 
[ I  121 demonstrated that fibrinogen is precipitated by acid-extracted M antigen. These 
early observations were supported by subsequent studies, but it is important to note that 
neither in vivo nor in vitro phagocytosis and opsonization studies have been performed on 
many of the strains defined by serotyping as distinct M types. Nevertheless, it has been 
widely assumed that all virulent group A streptococci express a single, type-specific, fi- 
brinogen-binding, anti-phagocytic M protein. This assumption is misleading. It is now 
known that M protein genes (emm) are members of a larger emm-like gene family, that 
many S. pyogenes strains express more than one M-like protein, and that only some M- 
like proteins bind fibrinogen and possess antiphagocytic properties. For reasons of clarity, 
a discussion of the emm-like gene family and its implications for the definition and no- 
menclature of M and M-like proteins is deferred until Section 7.3. Here, it is sufficient to 
note that ‘type-specific M antigen’ and ‘antiphagocytic M protein’ are not necessarily 
synonymous. Since the term ‘M protein’ has been considered for many decades to imply 
an antiphagocytic function, here this designation is restricted to those type-specific M 
antigens that have been clearly demonstrated to possess antiphagocytic properties The 
designation ‘M antigen’ is used in a more general sense, in that it refers to both anti- 
phagocytic M proteins and type-specific M-like proteins that have been defined by sero- 
typing rather than functional criteria and which, therefore, may or may not have anti- 
phagocytic properties. Similarly, the term ‘emm-like’ gene is used rather tham emm gene, 
except where there is direct evidence that the gene product is an antiphagocytic M pro- 
tein. 

7. I. Structure, structural relationships and antigenic variation 

To date the complete sequences of cloned emm or emm-like genes corresponding to the 
type-specific M antigens of serotypes 2, 5,6, 12,24;49 and 57 S. pyogenes have been re- 
ported [48,118-1231, as well partial sequences of emm-like genes corresponding to sero- 
types 1,3 ,  18 and 19 [ 124-1261. As summarized in Fig. 5 ,  the sequences encoding the N- 
terminal signal peptides and sequences corresponding to the C-terminal halves of M anti- 
gens are very highly conserved between serotypes and they all possess typical C-terminal 
wall-associating signals. In contrast to these highly conserved regions, sequences corre- 
sponding to the N-terminal halves of mature (i.e. minus the signal peptide) M antigens 
that project outwards from the cell wall are highly variable. Despite this variation, M an- 
tigens are predicted to share a common structure, consisting of extended a-helical coiled- 
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Fig. 5 .  Structural relationships between group A strcptococcal M antigens. The narrow black boxes on the ex- 
treme left represent the N-terminal signal sequences and other boxes represent repeated sequences. It should be 
noted that the B repeats in M24 and M49 are similar to the C repeats in the other antigens depicted and conse- 
quently they are sometimes described as conserved ‘C’ repeats in the literature. Approximate levels of sequence 
homologies are indicated by the % between various M antigens. The sequences represented by the diagram are 

from the following references: M24 [121], MS [IZO], M6 [ I  181, MI2 [ I  191 and M49 [122]. 

coil dimers (Section 4.2), that appear under the electron microscope as hairy fibrils pro- 
jecting from the streptococcal cell-surface [ 1271. A significant proportion of all se- 
quenced M antigens consists of tandem repeats, although the number of distinct repeats 
varies between M types (Fig. 5) .  As mentioned in Section 4, tandem repeats are a com- 
mon feature of Gram-positive wall-associated proteins and are often associated with 
binding domains for other proteins. By analyzing defined deletion mutants we have re- 
cently localized the binding site for fibrinogen in serotype 5 M protein to within the B re- 
peats (J. Shields and M.A. Kehoe, unpublished data), which is consistent with ultrastruc- 
tural studies indicating that fibrinogen binds to the central regions of M protein fibrils 
[ 1281. Although DNA isolated from about 20% of other M types hybridize to M5 B-re- 
peat probes [ 1291, including for example M6 (Fig. 5 ) ,  the corresponding regions of other 
M types are quite distinct. Thus, fibrinogen appears to bind to a highly variable region of 
M proteins and it seems likely that distinct primary sequences can form a structurally 
similar fibrinogen-binding domain. The M protein binding-site on fibrinogen has been 
localized to a region distinct from the S. aweus CLF binding-site (Section 6), but has not 
been mapped precisely [ 1301. 
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Although the C-terminal halves of M antigens are highly conserved, it has been found 
that certain monoclonal antibodies to the conserved C-repeats of M6 (Fig. 5) can distin- 
guish OF+ and OF- M types of S. pyogenes, suggesting that there are two evolutionary 
divergent lines of M antigens [ 13 1,1321. Thus, M antigens have been divided into two 
distinct groups, designated class I and class 11, which closely parallel OF+ and OF- M 
types [ 13 1,1321. This division was supported by available published sequences, which 
show that there are significant differences between the conserved C-terminal regions of M 
antigen genes cloned from OF+ and OF- M types, and by subsequent PCR studies 
[ 125,1331. However, some discrepancies were noted [125,131]. In an attempt to deter- 
mine if these classes reflect genuine evolutionary relationships, we recently sequenced 
conserved C-repeat and signal-peptide regions of over 40 distinct emm-like genes, divided 
about equally between OF+ and OF- serotypes. Although at present we cannot be certain 
that all of these genes express a type-specific M antigen (see Section 7.3), these studies 
have confirmed that limited sequence variation in the conserved C-repeat regions does 
divide these emm-like genes into two divergent groups that generally parallel the above 
classes. However, they also provide evidence for the horizontal transfer of sub-segments 
of emm and emm-like genes between OF+ and OF- M types, suggesting that the classifica- 
tion of M antigens into two distinct groups solely on the basis of PCR or antibody probes 
that recognize specific sites could be misleading (A. Whatmore, V. Kapur, J. Musser and 
M.A. Kehoe, unpublished data). 

In published type-specific emm-like sequences, there is a striking contrast between the 
very high levels of sequence variation in regions corresponding to the N-terminal halves 
of mature M antigens and the very strong conservation of flanking signal-peptide and C- 
terminal regions (Fig. 5) .  Further, emm or emm-like gene probes corresponding to the 
variable N-terminal regions of a variety of distinct M antigens react only with DNA from 
the homologous M type, suggesting that these regions are very distinct in different sero- 
types [ 129,134a,b]. This suggested that variation in these regions might involve antigenic 
shifts, with intergenic recombination events introducing quite distinct sequences between 
the conserved regions of emm genes [120,124]. We have recently determined and com- 
pared sequences in the 5’ variable regions of emm-like genes from over 80 distinct M 
types (A. Whatmore and M.A. Kehoe, unpublished data). Again it should be noted that at 
present we cannot be certain that all of these genes express a type-specific M antigen (see 
Section 7.3). Nevertheless, these comparisons have provided new evidence concerning 
possible mechanisms of antigenic variation, as well as highlighting some of the limitations 
of M serotyping. It is now clear that the variable regions of certain ‘type-specific’ emm- 
like genes share considerably more homology than previously recognized and the diver- 
gence of corresponding antigens could be accounted for by antigenic drift, with protective 
antibody selecting for the accumulation of base-substitutions and/or short dele- 
tionshsertions. Indeed, in some cases there is less variation in the 5’ sequences of ‘type- 
specific’ emm-like genes from distinct M serotypes than there is between the correspond- 
ing sequences in different isolates of the same M type, highlighting the fact that M sero- 
typing may provide a misleading impression of relationships between M antigens. 
Nevertheless, the variable regions of many emm-like genes are still very divergent and it 
appears that intergenic recombination events also contribute very significantly to anti- 
genic variation. The studies outlined in Section 7.3 suggest that other emm-like genes in 
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adjacent regions of the chromosome might contribute to such intergenic recombination 
events, but it is also clear that emm-like genes and subsegments of these genes are ex- 
changed between group A streptococcal strains (A. Whatmore and M.A. Kehoe, unpub- 
lished data). Further, a recent report by Simpson et al. [ 1351, provides evidence that sug- 
gests an emml2 gene has been transferred between group A and G streptococci, suggest- 
ing that emm-like genes can be transferred not only between individual strains of group A 
streptococci but also between streptococci that are currently classified as distinct species. 

7.2. Phase-switching and regulation 

A long recognized characteristic of group A streptococci is that reversible loss of M anti- 
gen expression can occur when organisms are cultivated in vitro [ 1 101. In 1980, it was re- 
ported that a phage isolated from an MI2 strain mediated reversion of a type 76 M- vari- 
ant to the M76+ phenotype [ 1361, but this phage was subsequently found to have no effect 
on M- variants of other strains, including its parent M 12 strain. In later studies, however, 
Simpson and Cleary [I371 observed reversible phase-switching of a serotype 12 strain 
between MC and M- phenotypes, and this switching was associated with a change in col- 
ony opacity from Op+ to Op-. Although phase-switching of the M and Op phenotypes was 
normally simultaneous, it also occurred independently, suggesting that colony opacity was 
determined by a distinct factor that was coregulated with the M antigen [137]. More re- 
cently, these workers have reported that expression of a third determinant, namely the 
streptococcal C5a peptidase (SCP; Section 11) is also controlled by this phase-switch 
[ 1381. Although hybridization studies revealed no gross sequence differences between 
reversible M+ and M- variants, studies on irreversible phase-locked M- variants of MI2 
strains, and a Tn916 insertion mutant of an M6 strain, have identified a locus several hun- 
dred bp upstream of these emm genes that activates transcription of both the emm and scp 
genes, as well as controlling the colony Op phenotype in M12 strains [ I  19,137-1391. The 
factor determining colony opacity in the M12 strains has not been defined, but the scp 
gene has been cloned, sequenced and is located about 4 kb downstream from the emml2 
gene [140,141]. The emm/2 and scp genes encode distinct monocistronic mRNAs [138]. 
Thus a locus, designated VirR (virulence regulator) by one group and Mry (M protein 
RNA yield) by another, encodes a trans-acting product that activates expression of a 
number of distinct S. pyogenes genes [138,139]. More recent studies have identified a 
mry (virR) gene that encodes a 62-kDa protein, which shares some homology with effec- 
tor proteins of two component sensor/effector regulators in other species [ 1423. Further, it 
has also been reported that expression of M protein is influenced by at least one environ- 
mental factor, namely carbon dioxide tension [ 1431 and this would be consistent with Mry 
(VirR) playing a role in an environmental sensor/effector regulator system. Although Mry 
(VirR) controls at least three distinct genes (emm, scp and colony Op determinant in MI2 
strains), it has no effect on expression of streptokinase or hyaluronic acid capsule [139]. 

7.3. M-like proteins and gene families 

Many group A streptococci express wall-associated proteins that bind the Fc regions of 
various human immunoglobulins (Section 8) and the sequences of these IgA or IgG Fc- 
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binding proteins have been found to share significant homologies with the type-specific M 
antigens. Although sequences in the central and 5’ regions of these genes can be quite 
variable, homologies between sequences encoding the N-terminal signal peptides and the 
C-terminal halves of M antigens and M-like Ig-binding proteins indicate that they are es- 
sentially members of a single gene family [144-1461. Over the past year, published de- 
scriptions of an increasing number of emm-like genes have revealed a complexity that 
challenges traditional definitions of ‘M proteins’, but an unfortunate lack of agreed defi- 
nitions and nomenclature has been a source of some confusion for those not working in 
the field. Therefore, these studies are summarized below, with reference to Fig. 6. 

Recently, Haanes et al. [ 1471 reported hybridization studies indicating that the emm- 
like genes in all strains of group A streptococci they examined are located in the same 
position in the chromosome and are flanked by the virR (mry) and scp genes described in 
the previous section. However, while OF- M types appeared to possess a single emm-like 
gene between virR and scp, in OF+ strains a triplet of emm-like genes has been found in 
this position (Fig. 6) [ 1471. Different laboratories have determined the sequences (or par- 
tial sequences) of multiple emm-like genes in M49 [ 122,1471, M4 [ 145,148-1 5 11 and M 2  

M76 

M49 

M2 

M4 

n 

Fig. 6. Arrangement of emm-like genes in various strains of S. pyogenes. All of the genes within the central box 
are members of the emm-like gene family and are flanked by the regulatory gene virR (also called m y )  and scp, 
which encodes a C5a peptidase. Individual emm-like genes are described in the text. The boxes in the M76 and 
M2 triplets containing a ? represent putative emm-like genes that have not been identified directly but that are 

likely to exist (see text). 
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[ 1231 streptococci and available data suggest that each of these genes is monocistronic. It 
must be emphasized that published sequence data are limited to individual strains from 
relatively few M types. Nevertheless, a comparison of these sequences suggests that 
corresponding emm-like genes are located at a similar position in the emm-like gene trip- 
let in different serotypes (Fig. 6), with the emm-like genes discussed in Section 7.1 corre- 
sponding to the central gene in these triplets. However, the proteins encoded by corre- 
sponding emm-like genes in different serotypes can have distinct biological properties and 
consequently they have been given quite distinct designations by different laboratories. 

The central gene in the M49 triplet was described as an M protein gene (emm49) 
[122], because it corresponds to a previously described pepM49 antigen that had been 
shown to absorb opsonic, bactericidal antibodies from anti-M49 sera [152]. While the 
protective M49 antigen may well possess antiphagocytic properties, it is not clear if this 
has been tested directly and therefore, in order to be consistent, in Fig. 6 the designation 
emmL49 (for emm-like) is used. In contrast to the protective M49 antigen, in M4 strepto- 
cocci the central gene in the emm-like triplet expresses an IgA Fc-binding protein (Arp4) 
and antibodies to the Arp4 protein are not opsonic [145,149]. The corresponding emm- 
like gene in M2 streptococci has been designated emmL2.1 and encodes a product that is 
recognized by M2 typing sera [ 1231. In each of these strains there is a highly homologous 
(>go% homology) emm-like gene located ca. 207 base-pairs (bp) downstream from these 
central genes. This has been designated e n d  (M49), enn4 (M4) or emmL2.2 (M2) 
[123,147,148]. In both M49 and M4 strains, this downstream emm-like gene appears to 
be transcriptionally silent [148,153], but in the M2 strain it expresses an IgA Fc-binding 
protein, although its expression is about 30-fold lower than that of the central (emmL2.1) 
emm-like gene [ 1231. 

The upstream emm-like gene in the M4 strain express IgG Fc-binding protein that has 
been designated Mrp4 (M related protein) [ 1501. Mrp4 is very similar to a previously de- 
scribed IgG Fc-binding protein from M76 streptococci, called FcrA76 (Fc receptor A), 
and thefcrA76 gene is also located upstream from other emm-like genes [144], although 
sequence data for these other M76 emm-like genes have not been reported. In the M49 
strain, there is a similar upstream emm-like gene which was designatedfcrA49 due to its 
homology with fcrA76 [ 1471, but the Ig-binding properties of the putative gene product 
have not been reported. The corresponding region in the M2 strain was not sequenced, 
but the observation that this strain binds IgG in addition to IgA [123], together with hy- 
bridization studies [ 1471 strongly suggest that the M2 strain also contains a similar emm- 
like gene. A comparison of the complete sequences of Mrp4 and FcrA76 (only part of 
fcrA49 was sequenced) showed that these proteins possess a single set of tandem repeats 
(designated A) that are very distinct from repeats observed to date in other M and M-like 
proteins, including the usually highly conserved repeats (often, but not always, designated 
C repeats; Fig. 5) in the C-terminal halves of these molecules [147,150]. Thus, some 
workers divide M-like proteins into two distinct groups (class A and C) on the basis of 
whether they possess Mrp4 A-like repeats or conserved C-like repeats found in other pro- 
teins [150]. According to this scheme, the class I and I1 M antigens described by others 
(Section 7.1) would represent subdivisions of the class C M-like proteins. 

Fibrinogen-binding has been considered to be a characteristic property of M proteins, 
but Mrp4 and the closely related FcrA76 proteins have been found to bind both fibrino- 
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gen and IgG [150]. In addition, similar Ig- and fibrinogen-binding proteins have been 
found in M22, M28 and M60 strains [ 15 11. This blurs the previously assumed distinction 
between fibrinogen-binding ‘M proteins’ and M-like Ig Fc-binding proteins. Further, hy- 
bridization studies indicate that all OF+ M types examined possess multiple emm-like 
genes similar to those described in detail above [ 1471. Although some of these emm-like 
genes may be transcriptionally silent (e.g. e n d ,  ennl), studies to date suggest that most 
OF+ strains are likely to express at least two, and in some cases three, distinct M-like pro- 
teins, each of which have N-terminal sequences that may vary between serotypes. This 
raises the question: what is an M antigen and how does one define an M protein? As 
noted above, sequence comparisons suggest that the emm-like genes discussed in Section 
7.1 correspond to the central genes in emm-like triplets and where data are available (e.g. 
M2, M49), M-typing sera appear to recognize the product of this central gene. At present, 
however, a direct correlation between the M-typing reaction and a specific emm-like gene 
product has not been established for the vast majority of M types and many of the con- 
ventional typing-sera could well contain antibodies against more than one M-like protein. 
Even when typing-sera identify a single highly expressed M-like protein (e.g. EmmL2.1) 
when cells are grown in vitro, in the absence of direct evidence it is dangerous to assume 
that this protein is dominant under all in vivo growth conditions, or that it is an anti- 
phagocytic protein, or that the typing-sera are opsonic. Indeed, although Mrp4 possesses 
many characteristics traditionally associated with M proteins (including a variable N- 
terminal sequence, a predicted coiled-coil structure and fibrinogen-binding), anti-Mrp4 
sera are not opsonic and hence the designation Mrp rather than M protein [149]. It is clear 
that it is time to reconsider dogma and definitions that have emerged from traditional se- 
rotyping studies. For example, for the reasons outlined earlier, it may be useful to confine 
the term M protein to those M-like proteins that have been demonstrated directly to pos- 
sess antiphagocytic properties. However, until clearer definitions are agreed, one must be 
careful not to be misled by the fact that different laboratories may use different designa- 
tions for variants of very similar emm-like genes. 

From the published literature, the situation in OF- M types seems more straightforward 
in that they are reported to possess a single emm-like gene and in many cases there is 
direct evidence for the antiphagocytic and opsoninogenic properties of these emm gene 
products. The apparently distinct architecture of the virR-emm-scp regions (called the vir 
‘regulon’) in OF+ and OF-, strains suggested that they represent evolutionary divergent 
lines [147], which are reflected in the class I and I1 M protein divisions discussed in 
Section 7.1. Two exceptions have been described, namely M80 (OF-) in which hybridi- 
zation studies have identified an OF+ vir regulon architecture, and M1 (also OF-), which 
expresses an M-like IgG Fc-binding protein, called protein H [ 146,1471. However, we 
have recently found that such exceptions are not uncommon. We have identified at least 
two distinct emm-like genes in a wide variety of OF- M types and in the case of one M5 
strain have shown that an emm-like gene located 210 bp downstream from emmS ex- 
presses an IgG-binding protein when cloned in E. coli, although its expression by S. pyo- 
genes has not been confirmed (A. Whatmore and M.A. Kehoe, unpublished data). 
Interestingly, there is not a corresponding downstream emm-like gene in other M5 strains 
which we have examined, indicating that significant variation in the architecture of the vir 
regulon can occur in strains expressing the same serotype of M protein. This, together 
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with our studies of other strains, has provided strong evidence for the horizontal transfer 
of emm-like genes between strains (A. Whatmore and M.A. Kehoe, unpublished data). 
These observations, together with those outlined in Section 7.1, indicate that evolution of 
group A streptococcal emm-like genes is a very dynamic process, involving horizontal 
transfer of either entire genes andor gene segments, as well as other events. Given this 
mixing and matching of genes and gene segments, one must be careful not to be misled by 
traditional typing methods or other subdivisions that tend to oversimplify complex evolu- 
tionary relationships. 

7.4. Role of Mproteins in pathogenesis 

The antiphagocytic properties of types 5 and 6 M proteins have been demonstrated di- 
rectly, by showing that expression of recombinant M proteins in Streptococcus sanguis 
(rM5) or an M- strain of S. pyogenes (rM6) confers these cells with resistance to 
phagocytosis [ 154,1551. For a range of other M types, the antiphagocytic properties of M 
proteins have been inferred fiom the ability of M+ cells to resist phagocytic killing and/or 
the ability of type-specific, opsonic anti-M sera to overcome this resistance [ 1 lo]. 
Detailed studies have focused on a limited number of serotypes, and in these cases it has 
been demonstrated that M-negative (M-) streptococci are effectively opsonized by the 
alternative complement pathway, whereas in the absence of type-specific opsonic anti- 
body, M-positive (M+) cells resist phagocytosis [ 156-1 581. The antiphagocytic properties 
of these M proteins have been attributed by different groups to their ability to bind either 
plasma fibrinogen [ 128,159,160] or complement factor H [ 16 1,1621. Fibrinogen binding 
to M proteins has been suggested to mask receptors for the complement C3b opsonin, 
whereas factor H downregulates production of C3b, by facilitating the inactivation of C3b 
and the decay of the C3bBb complex that amplifies C3b production through a positive 
feedback loop. 

Different laboratories have reported apparently conflicting results concerning the ex- 
tent to which fibrinogen-binding contributes to the antiphagocytic properties of M pro- 
teins. It is clear that expression of M protein on the cell surface reduces deposition of C3b 
to a significant extent even in the absence of fibrinogen. Jacks-Weis et al. found that C3b 
deposition on M6+ and M49+ cells in serum (i.e. absence of fibrinogen) was patchy, re- 
sulting in ineffective opsonization and almost complete resistance to phagocytosis [ 1581. 
In contrast, Whitnack and Beachey [ 1601 found more uniform C3b deposition on M24+ 
cells in the absence of fibrinogen, resulting in effective opsonization and only partial re- 
sistance to phagocytosis, whereas in the presence of fibrinogen, the cells were completely 
resistant to phagocytosis. These differences might be explained by differences in the 
amounts of M protein expressed by different strains in these experiments. 

It has been reported that M proteins can also bind the complement regulator, factor H, 
and it was suggested that this explains their antiphagocytic properties [161]. However, the 
affinity of M proteins for fibrinogen is at least 1 0-fold higher than their affinity for factor 
H [128,161] and the concentration of fibrinogen in plasma is higher than the concentra- 
tion of factor H. Thus, in vivo, fibrinogen binding to M protein would be expected to 
greatly inhibit the binding of factor H to M protein. Indeed, Horstmann et al. [I621 re- 
ported recently that physiological concentrations of fibrinogen reduce factor H binding to 
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M6+ streptococci in vitro by 5-10-fold. However, it was also reported that factor H has a 
low binding-affinity for fibrinogen, that it binds to M+ cells in the presence of fibrinogen, 
and that unlike factor H, fibrinogen does not alter the rate of decay of cell-bound C3bBb 
complexes [ 1621. The anti-opsonic properties of M proteins under in vivo conditions (i.e. 
in the presence of fibrinogen) were attributed to this low-affinity factor H binding and it 
was concluded that the contribution of fibrinogen-binding was small or neutral. It is diffi- 
cult, however, to account for the difference in the resistance of M+ and M- cells to op- 
sonization in plasma (i.e. in the presence of fibrinogen) solely in terms of low affinity fac- 
tor H binding to M+ cells. In the studies outlined above, the amount of factor H that 
bound to M6+ streptococci in the presence of fibrinogen was no higher than the amount 
binding to M- cells in its absence, and only two-fold higher than the amount binding to 
M- cells in the presence of fibrinogen [162]. Since similar amounts of factor H binding to 
M- cells does not inhibit opsonization, the potential ability of bound factor H to inhibit 
opsonization of M+ cells must depend on other mechanisms ensuring that less C3b is de- 
posited on M+ than on M- cells. In the above studies, it was found that binding of C3 to 
M6+ cells in 50% serum was about 3-fold lower than binding to M- cells, and in 50% 
plasma this difference was increased to 6-fold. Given that C3b acts through a positive 
feedback loop to amplify its own production, there is likely to be a very fine balance be- 
tween the inhibitory activity of factor H and the ability of C3 deposition to overcome this 
inhibition. It seems no more speculative to suggest the two-fold reduction in C3 deposi- 
tion caused by fibrinogen binding to M proteins helps to tip this balance in favour of the 
bacterial cell, than it is to suggest that low-affinity factor H binding is significant. In ad- 
dition to reducing the deposition of C3b, fibrinogen binding to M proteins may contribute 
to resistance to phagocytosis by other mechanisms, for example, by masking conserved or 
partially conserved epitopes in the centre and C-terminal halves of M proteins [163]. 
During evolution, the N-terminal regions of M proteins containing fibrinogen-binding 
domains (Section 7.1) have undergone considerable primary sequence variation, suggest- 
ing that there has been a strong selective pressure to retain the ability to bind fibrinogen, 
despite the fact that this actually reduces factor H binding to M+ cells. However, the rela- 
tive contributions of fibrinogen or factor H-binding to the antiphagocytic properties of M 
proteins may well vary, depending on the particular strain, variations in physiological 
environments and on the immunological status of the host. Further, although M proteins 
are clearly very major antiphagocytic virulence factors in many strains, it must be remem- 
bered that this has not been demonstrated directly for many M types and that group A 
streptococci can also express other antiphagocytic factors including, for example, a 
hyaluronic acid capsule [164]. The relative contributions of M proteins and these other 
factors to virulence may also vary between different strains, physiological environments 
and immunological conditions. Thus, it is an oversimplification to attribute the antiphago- 
cytic properties of all virulent group A streptococci solely to M proteins or to their inter- 
actions with one particular host factor. 

In addition to their antiphagocytic properties, it has been suggested that M protein 
might play a role in adhesion of group A streptococci to host surfaces, either by binding 
directly to the surface of epithelial cells [ I651 or by acting as an anchor that binds LTA 
such that its lipid moiety is oriented outwards and binds to fibronectin on the surface of 
host epithelial cells [ 1661. However, using allele-replacement mutagenesis, Caparon et al. 
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[ 167,1681 demonstrated recently that M protein is not required for adhesion of M6 strep- 
tococci to human buccal or tonsillar epithelial cells in vitro, although it does promote mi- 
crocolony formation subsequent to adhesion. lt has been argued, however, that the adhe- 
sion of group A streptococci to host surfaces may be a multifactorial process and it re- 
mains possible that M proteins may contribute to the overall adhesiveness of certain 
strains or to adhesion to certain types of host surfaces [ 1691. It has also been suggested 
that M antigens may contribute to the pathogenesis of post-streptococcal autoimmune 
diseases (acute glomerulonephritis and acute rheumatic fever) by eliciting harmfid immu- 
nological reactions. The reader is referred to other recent reviews for a discussion of these 
properties [ 108,1091, 

8. Immunoglobulin Fc-binding proteins 

In 1966, Forsgren and Sjoquist [6] first demonstrated that S. aureus protein A binds 
gamma-immunoglobulins via their Fc domains. For many years protein A was thought to 
be a unique bacterial Ig Fc-binding protein, but in the mid-l970s, it was found that IgG 
Fc-binding also occurs in groups A, C and G streptococci [ 170,17Ia], and in 1980 it was 
confirmed that ‘non-immune’ IgA-binding to group A streptococci [ 17 1 b] also occurs via 
the IgA Fc domain [172]. During the past 10 years an increasing number of Gram-posi- 
tive wall-associated proteins displaying a wide variety of Ig-binding affinities have been 
described [173]. These proteins are Frequently referred to as Ig receptors. However, as 
pointed out by Bjorck and Akerstrom [174], the word receptor implies that a biological 
response is evoked upon ligand-binding, but there is no evidence that this is the case for 
bacterial Ig-binding proteins. Thus, here we avoid the term receptor, although in some 
cases it is implied by specific protein or gene designations. The roles of Ig-binding pro- 
teins in pathogenesis have not been clearly defined, although allele-replacement mutations 
in the S. aureus protein A gene have been found to modulate virulence to a limited extent 
in certain animal model systems [ 1751. The reader is referred elsewhere [ 1731 for discus- 
sions on the potential mechanisms by which Ig-binding proteins might contribute to viru- 
lence. 

8.1. tgG Fc-binding proteins 

Bacterial IgG Fc-binding proteins were originally classified into five types (designated 
Types I-V) on the basis of differences in their binding affinities for human IgG subclasses 
and IgG From various animal species [176]. At the time this system was devised, it was 
assumed that an individual species expresses a single Type of IgG Fc-binding protein. 
This appears to be the case for S. aureus protein A (designated Type I), which accounts 
for all of the IgG Fc-binding activity associated with whole cells, is strongly conserved 
among different strains of S. auras [ 1731, and shares little homology with other IgG Fc- 
binding proteins (see below). The Type 111 IgG Fc-binding proteins, expressed by most 
strains of S. equisimifis, S. dysgufacriae (closely related group C species) and human iso- 
lates of group G streptococci, also represent a distinct, single type of IgG-binding protein, 
called protein G [ 1771. Recombination events between repeated sequences may alter both 
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the size and binding properties of protein G in different strains (Section 4, Fig. 2) 
However, if one aligns protein G sequences leaving gaps to account for duplica- 
tioddeletion events, one can see that their primary sequences are almost identical and are 
quite distinct from other IgG Fc-binding proteins [42,43,178,179]. 

Although protein A (Type I) and protein G (Type 111) represent clearly distinct types of 
IgG Fc-binding proteins, it is now obvious that there is considerable diversity among the 
group A streptococcal IgG-binding proteins, which were originally defined as a single 
Type I1 group that bind all four subclasses of human IgG [ 1761, but subsequently subdi- 
vided into Types 110, II'o, Ha, IIb and Ilc on the basis of variation in the binding proper- 
ties of cell extracts [ 1801. These subdivisions, however, could be equally misleading and 
the variation in Ig-binding patterns is consistent with what we now know about the diver- 
sity and multiple copy number of emm-like genes in S. pyogenes (Section 7.3), where the 
M-like protein family includes variable 1gG Fc-binding proteins that possess a variety of 
IgG Fc-binding specificities. Therefore, one must be carehl not to be misled by the fact 
that the literature often refers to an individual variant as the Type I1 IgG Fc-binding pro- 
tein or by the fact that one specific variant was designated protein H (human IgG Fc re- 
ceptor) [ 18 11 before this diversity was appreciated. The position has been complicated 
hrther by the discovery of Mrp proteins that bind both IgG and fibrinogen (Section 7.3) 
and protein Sir (streptococcal Ig receptor) that binds both IgG and IgA [151]. It is now 
apparent that antigenic and host protein-binding properties of individual variants of IgG 
Fc-binding proteins in group A streptococci can be as distinct as those of protein A (Type 
I) and protein G (Type 111). The classification of Type IV IgG Fc-binding proteins in bo- 
vine isolates group G streptococci and Types V and VI IgG Fc-binding proteins in S. 
zooepidemicus (group C) are based solely on antigenic relationships and Ig-binding af- 
finities [173] and in the absence of sequence data, it is difficult to judge the validity of 
these divisions. 

The sequences for protein A, protein G and a number of group A streptococcal emm- 
like IgG-binding protein genes have been reported [42,43,144-146,150,178,182a]. The 
predicted structures and relationships between these proteins are summarized in Fig. 7. 
Like most other wall-associated proteins, they all possess N-terminal signal sequences, 
tandemly repeated sequences, C-terminal LPXTGX motifs and hydrophobic/charged tail 
domains (Section 4.2), but the upstream wall-associated regions can be quite divergent. 
Thus, in protein G there are five copies of a pentapeptide repeat between a Pro/Gly-rich 
region and the LPXTGX motif (Fig. 1 b). In protein A, there is an extensive repetitive re- 
gion (12 x 8-residue repeats) designated Xr, which is rich in Pro/Gly, followed by region 
Xc which consists of an unrepeated 55-residue sequence containing only 6 Pro or Gly 
residues [182a]. The remainder of the protein A molecule consists of five copies of a 
56/58-residue tandem repeats, each of which contains an IgG Fc-binding domain [28]. 
For historical reasons, each of these repeats is designated by a distinct letter (Fig. 7), 
which differs from the convention subsequently adopted for all other wall-associated pro- 
teins, where different letters are used to designate different types of repeats (Section 4.1). 
The N-terminal halves of sequenced M-like IgG Fc-binding proteins from group A strep- 
tococci (protein H, FcrA76 and Mrp4) consist of variable, unrepeated sequences and their 
C-terminal halves contain a single set of tandem repeats, which have been discussed in 
Section 7.3. The IgG Fc-binding sites in these M-like proteins have yet to be defined 
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Fig. 7. Structures of immunoglobulin Fc-binding proteins. The black boxes on the extreme left represent N- 
terminal signal sequences and other boxes represent repeated sequences. The % indicated between M-like Ig- 
binding proteins represent approximate levels of sequence homologies and the (non-lg Fc-binding) M5 protein 
is included for comparison. The sequence of the extreme C-terminal end of FcrA76, represented by the dashed 
line, was not reported but is likely to be almost identical to the corresponding regions of the other M-like pro- 
teins. The sequences represented by the diagram are described in the following references: protein G [42], pro- 

tein A [182], FcrA76 [144]. Mrp4 [150], Arp4 [I451 and M5 [120]. 

precisely, but it has been reported that IgG binds to the C-terminal repeats in FcrA76 
[ 182b] and it has been proposed that the IgG-binding site in protein H is more likely to be 
located in unrepeated, N-terminal sequences [ 1461. 

8.2. IgA Fc-binding proteins 

The genes for two distinct types of IgA Fc-binding proteins have been sequenced. One 
type is represented by the M-like proteins Arp4 and EmmL2.2 from M4 and M2 group A 
streptococci, respectively [ 123,1451. Although these are clearly members of the same M- 
like protein family, differences between their conserved regions and in the relative loca- 
tions of arp4 and emmL2.2 genes in the emm-like gene clusters of their respective hosts 
(Fig. 6) place them in distinct subdivisions within the M-like protein family (Section 7.3). 
In Arp4, the IgA Fc-binding site has been localized to unique, unrepeated sequences in 
the N-terminal half of the molecule [145,183,184]. A IgA Fc-binding protein, called 
Arp60, has been isolated from a S. pyogenes M60 strain [185]. Arp60 is very similar to 
Arp4, but like other M-like proteins, the sequences in the N-terminal halves of Arp4 and 
Arp60 are variable [183]. In addition to binding IgA Fc with high affinity, Arp4 and 
Arp60 display weak binding for IgG [ 183-1 851. 
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The second, type of IgA Fc-binding protein for which complete sequence data are 
available is a component of the ‘C antigen complex’ of group B streptococci, which is ex- 
pressed by all capsular serotype Ib and many serotypes Ia and I1 strains [186]. The C an- 
tigen complex has been reported to include four distinct proteins [186,187], but only the 
a and p antigens, which have been shown to be protective, have been studied in any de- 
tail. Genes for both the a and b antigens have been cloned and sequenced [ 188-1921. The 
a antigen does not appear to bind Ig or other host proteins and its function has not been 
defined. The p antigen, which is an IgA Fc-binding protein, has been designated protein 
Bac (B streptococci IgA receptor, C complex protein) by some workers. Unlike most 
wall-associated proteins, the 123 786 Da protein Bac @?-antigen) does not contain exten- 
sive tandem repeats, and although it contains a typical C-terminal LPXTGX motif and 
hydrophobickharged tail domain, there are only 5 prolines in the 84 residues preceding 
the LPXTGX motif. However, upstream from this there is a very Pro-rich 90-residue se- 
quence with an unusual tripeptide XPZ periodicity, where every third residue is Pro, the 
residue at position X is variable but either hydrophobic or poorly hydrophilic and position 
Z alternates between a positively and negatively charged residue [191]. It has been re- 
ported that there are two distinct IgA Fc-binding sites in the p-antigen, although these do 
not correspond to obvious repeats [190]. However, the use of polyclonal human IgA in 
these experiments raises the possibility that some of the observed binding might have 
been due to antigen-specific antibody and the number of distinct Fc-binding sites remains 
to be confirmed. In addition to the IgG- and IgA-binding proteins described above, a S. 
pyogenes protein designated Sir (streptococcal Ig receptor), which displays high-affinity 
binding for both IgG and IgA Fc-regions has been described [151]. Its sequence has not 
been published, but it has been found to be a class C (Section 7.3) M-like protein (G. 
Lindahl, personal communication). 

8.3. Non-immune Fab-binding proteins 

Non-immune binding of Fab regions of various immunoglobulin subclasses (IgG, IgA, 
IgM and IgE) to protein A and of IgG Fab to protein G has been reported [193]. This 
Fab-binding is sometimes called alternative non-immune Ig-binding, to distinguish it from 
Ig Fc-binding. lnhibition and binding experiments employing various Ig subfragments and 
different antibody isotypes have indicated that Fab-binding to protein A involves a site in 
the variable region of the Ig heavy chain, and is specific for the V&I, explaining the 
ability of protein A to bind Fab regions of different immunoglobulin subclasses 
[ 194,1951. Fab-binding to protein G involves only heavy chain constant region sequences 
and has been defined precisely by crystallographic studies (see following section). Neither 
protein A nor protein G appear to interact with Ig light chains. However, a novel Ig- 
binding protein which specifically binds Ig light chains has been isolated from 
Peptococcus magnus and has been designated protein L (L chain) [196a,b]. The protein L 
gene has recently been cloned and sequenced [ 1971 and the predicted protein L sequence 
shares many of the characteristic features of other wall-associated proteins, including a 
highly repetitive structure and a C-terminal hydrophobic/charged tail domain, preceded 
by the sequence LPKAGS, which is very similar to the more typical LPXTGX motif. The 
upstream Pro-rich region consists of 51 residues with a XPX tripeptide periodicity 
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(analagous but not identical to that in protein Bac; above), followed by 6 hexapeptide 
tandem repeats [197]. The molecule also includes 5 copies of a 72-76 residue tandem re- 
peat which contain the Ig light chain-binding domains, and two further distinct repeats 
whose function has not been defined. A distinctive structural feature of protein L is that 
the predicted N-terminal signal sequence (which is not similar to those of lipoproteins) is 
unusually short ( 1  8 residues) for a Gram-positive protein. 

8.4. Defined Ig-binding sites in proteins A and G 

Crystallographic studies have defined the IgG Fc-binding interaction between IgG and an 
isolated tandem repeat from protein A [ 1981. This binding involves predominantly hydro- 
phobic contacts between residues in two a-helices in the protein A repeat and residues at 
the interface of the C,2 and C,3 domains in the Fc region of IgG. The IgG Fc-binding 
site in protein G has been localized to the C-terminal ends of the 55-residue C-terminal 
repeats (designated B in the (3x7809 sequence and C in the (3x7805 sequence; Fig. 2) 
[ 1991. There is no primary sequence homology between the well-defined IgG Fc-binding 
sites on protein A and protein G, nor between these sites and IgG Fc-binding regions of 
protein H. Nevertheless, inhibition experiments with synthetic peptides indicate that all 
three proteins bind to the same region of IgG Fc and it has been suggested that this re- 
flects convergent evolution towards a common Fc-binding structure [ 1991. However, 
NMR studies on an isolated 55-residue C-terminal repeat from protein G have shown that 
the structure of the protein G Fc-binding region is quite distinct from that in protein A 
[200-2021. Further, recent studies on the crystal structure of Fab bound to an isolated 55- 
residue C-terminal repeat from protein G, have shown that this binding involves interac- 
tions between a /?-strand in protein G aligned antiparallel to a /?-strand in Fab, effectively 
extending a/?-sheet structure in protein G into the Fab molecule [203]. This is a particu- 
larly interesting arrangement, since hydrogen bonding between atoms in the polypeptide 
backbone contributes significantly to the stability of the @-sheet, such that the binding 
domains could tolerate cons iderable variation in their primary sequences. 

8.5. Binding afinities for other host proteins 

In addition to non-immune binding of immunoglobulins, protein A, protein G and protein 
L have been reported to bind the plasma protease-inhibitors kininogen and a,- 
macroglobulin ( a , M )  [204]. The interaction between protein G and a,M has been studied 
in most detail. Inhibition experiments have shown that IgG and a,M compete for the same 
binding sites on protein G, and that the affinity of protein G for IgG is about twice that of 
its affinity for a ,M [204]. Further, since the molar concentration of IgG in plasma is 
about twenty times higher than that of a2M,  group A streptococci are likely to bind IgG 
much more readily than a,M. Nevertheless, at physiological pH, binding of both IgG and 
a,M to intact streptococci in vitro has been demonstrated [204]. Protein G also binds hu- 
man serum albumin via domains in the N-terminal half of the molecule which are quite 
distinct from the C-terminal IgG-binding domains [ 1741. The potential significance of 
these binding reactions in vivo remains a matter for speculation. 
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9. Fibronectin-binding proteins 

Fibronectin is an adhesive glycoprotein that is an important constituent of the extrace- 
M a r  matrix in human and animal tissues and it is also deposited on implanted medical 
catheters and other prosthetic devices. A variety of bacterial pathogens can bind to fi- 
bronectin on host surfaces or implanted prostheses [205-2071, including Staphylococcus 
uureus, coagulase-negative staphylococci and groups A, C and G streptococci. Genes 
encoding wall-associated fibronectin-binding proteins (FnBP) have been cloned from S. 
uureus [208,209], S. pyogenes [2 10,2 1 I ]  and S. dysguluctiue [2 121. 

Two distinct FnBPs, designated FnBP A and FnBP B, have been cloned from a single 
strain (8325-4) of S. uureus and both have been sequenced [209,213]. They contain typi- 
cal C-terminal wall-associating signals, a number of distinct types of tandemly repeated 
sequences and share considerable homologies (Fig. 8). These genes are located close to 
each other (separated by 682 bp) in the S. uureus strain 8325-4 chromosome [209] and 
are likely to have arisen by gene duplication and divergence. Some S. aureus strains ap- 
pear to possess only a singlefnb gene, but the number of strains that have been examined 
to date is limited (T.J. Foster, personal communication). The fibronectin-binding site on 
FnBP A has been localized to the 38-residue D repeats (Fig. 8) and individual D1, D2 or 
D3 peptides inhibit binding of fibronectin to S. aureux cells, as well as binding of S. 
aureus to fibronectin-coated substrates [208,2 13,2 141. By chemically modifLing various 
amino acid side chains and examining subpeptides of D3, the sequence EEDT was identi- 
fied as an important constituent of the fibronectin-binding site [215]. However, a syn- 
thetic peptide with the sequence FEEDTL failed to inhibit fibronectin-binding, indicating 
that adjacent residues also play a role in presenting the EEDT motif in the correct con- 
formation [2 151. 

Studies on truncated FnBP B proteins have shown that in addition to the D repeats, 
FnBP B contains an additional fibronectin-binding site which is not present in FnBP A 

Fig. 8. Structures and relationships between S. aureus fibronectin-binding proteins. The black boxes on the ex- 
treme left represent N-terminal signal peptides and other boxes represent repeated sequences. Various regions 
of the FnBPs (including unrepeated regions) are designated by letters , as described in the original papers 

[209,213]. Approximate levels of sequence homologies are indicated by the % between FnBP A and B [209]. 
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and therefore is likely to be located in the variable N-terminal half of FnBP B (region A, 
Fig. 8), which lacks an EEDT motif [2 151. However, these sequences contain a number of 
sites displaying a similar charge distribution to the EEDT motif [215], suggesting that the 
fibronectin-binding domain consists of a structural motif that can tolerate some primary 
sequence variation. A partial sequence corresponding to the C-terminal region of a 
fibronectin-binding protein from S. pyogenes has been reported and, interestingly, it also 
contains short (37-residue) tandem repeats that bind fibronectin [2 161. These repeats have 
a similar distribution of charged and uncharged residues as in the D repeats of S. uureus 
FnBP A and B [216] and earlier experiments have suggested that S. pyogenes and S. 
aureus share a common binding site on fibronectin [217]. This might reflect convergence 
to a common fibronectin-binding domain, but the possibility that these domains in the S. 
pyogenes and S. uureus proteins have diverged from a common ancestor cannot be 
excluded. The extreme C-terminal sequence of the partially sequenced S. pyugenes FnBP 
possess typical wall-associating signals [2 161. 

Evidence that S. aureus FnBP plays a role in virulence has been provided by studies on 
Tn918 insertion mutants that displayed both a reduced ability to bind fibronectin and a 
100-fold reduction in virulence in a rat traumatized heart valve endocarditis model [2 181. 
Although at the time these studies were performed, the precise nature of the mutants had 
not been defined, recent studies have indicated that the Tn918 insertion is located either 
in or very close to a singlefnb gene in this clinical isolate (T.J. Foster, personal commu- 
nication). Using allele-replacement mutagenesis, Hanski and Capron [2 1 I ]  have demon- 
strated that inactivation of an FnBP gene (called prfF) in M6 S. pyogenes, abolishes the 
ability to adhere to respiratory epithelial cells, at least in vitro. Thus, the PrtF protein is 
likely to be an important virulence factor, although this needs to be confirmed by in vivo 
studies since, in addition to cell-matrix fibronectin, there is also a soluble form that circu- 
lates in body fluids and soluble fibronectin has been observed to inhibit binding of S. 
pyogenes to eucaryotic cells in vitro [205]. 

Hybridization studies have detected sequences homologous to prfF in a number of 
distinct clinical isolates of S. pyogenes [219], but Talay et al. [210] failed to detect 
hybridization between fnb genes cloned from two distinct clinical isolates, indicating that 
there is some diversity among S. pyogenes fnb genes. To date, there is no evidence that 
there is more than onefnb gene in a single S. pyogenes strain. However, two distinctfnb 
genes have been cloned from a single strain of S. $ysguluctiue, but even although both 
cloned gene products bound fibronectin only one of these was detected on the surface of 
the parent organism [212]. All of the FnBPs characterized to date bind to a 29 kDa N- 
terminal fragment of fibronectin, suggesting that they share similar binding-domains, 
although their precise binding sites on fibronectin have not been defined. 

10. Collagen- and plasmin-binding proteins and GAPDH 

Some strains of S. aureus express a surface protein that adheres to collagen, which may 
contribute to their ability to colonize collagen-rich tissues such as bone or cartilage, and 
to the pathogenesis of osteomyelitis. A S. aureus collagen adhesin gene (cnu) has recently 
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been cloned and sequenced [220]. The predicted protein sequence (1 I85 residues) shares 
no homology with other sequences in databases and has yet to be studied in detail. 
However, it possesses features typical of a wall-associated protein, including three large 
tandem repeats in the C-terminal half of the molecule and typical C-terminal wall-associ- 
ating signals [220]. 

The sequence of a S. pyogenes gene @Ir) encoding a high-affinity plasmin-binding 
protein that is released from intact S. pyogenes cells by mutanolysin (a muralytic enzyme) 
has been described recently [22 I]. Surprisingly, the predicted primary sequence was 
found to share considerable homology with bacterial glyceraldehyde-3-phosphate de- 
hydrogenases (GAPDH), which are normally cytoplasmic proteins, and preliminary data 
indicated that the recombinant Plr protein also possess GAPDH activity [22 11. Similarly, 
another laboratory has recently reported that a major M, 39000 S. pyogenes surface- 
protein is a GAPDH [222]. This GAPDH was purified and found to bind to a variety of 
mammalian proteins, including fibronectin, lysozyme, myosin and actin, and anti-GAPDH 
sera reacted with a similar size polypeptide in wall-extracts of all streptococcal strains 
tested [222]. However, the purified GAPDH had only a weak binding affinity for plasmin, 
suggesting that it is not identical to the high affinity plasmin-binding Prl protein described 
above [221,222]. Thus, there might be a family of closely related, wall-associated 
GAPDHs in group A streptococci, possessing a variety of affinities for various host 
proteins. Although they have been reported to be major wall proteins [222], at present 
the functional significance of wall-associated GAPDHs in S. pyogenes is not clear. Their 
enzymatic activities are not consistent with our current understanding of the biochem- 
istry of S. pyogenes cell-wall polymers. GAPDH would produce glyceric acid diphos- 
phate from glyceraldehyde 3-phosphate and NAD+. Extracellular polysaccharides 
produced by one Gram-negative species (Pseudomonas elodea) are known to contain 
glyceric acid substituents [266], but glyceric acid has not been found in S. pyogenes 
cell walls, at least when organisms are grown in vitro. It is not clear if the potential to 
produce glyceric acid diphosphate during infection (from substrates supplied by the 
host) has any significance for virulence, but the high affinities of S. pyogenes wall- 
associated GAPDHs for certain host proteins suggest that they might contribute to 
virulence by virtue of their binding properties. It is intriguing to find such binding 
activities associated with cell-wall GAPDHs, rather than a more conventional wall- 
associated binding protein. 

The predicted sequence of the cloned plr gene product [221] shows that it is quite 
distinct from most other wall-associated proteins described in this chapter, in that it 
possesses neither tandem repeats nor obvious wall-associating signals of the type 
described in Section 4. Further, the predicted protein sequence shows that Plr lacks an N- 
terminal secretion-signal sequence and this has been confirmed by N-terminal amino acid 
sequencing mutanolysin-released Plr [22 I ] .  Nevertheless, both Plr and the homologous 
purified GAPDH from a different strain, appear to be strongly associated with the cell- 
wall fractions [22 1,2221. Thus, these proteins might be secreted and associated with 
the wall by novel mechanisms that are not, at present, understood. It is interesting to note 
that at least one other Gram-positive cell-wall-associated protein, namely Listeria 
monocytogenes internalin (Section 14), also lacks an N-terminal signal peptide. 
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I I .  Complement C5a peptidase 

Group A streptococci express a wall-associated complement C5a peptidase (SCP), which 
has been characterized in some detail [ 140,14 I ] .  The scp gene has already been described 
as part of the S. pyogenes vir regulon in Sections 7.2 and 7.3. Sequencing of a cloned scp 
gene has shown that this protease possesses a typical N-terminal signal peptide and C- 
terminal wall-associating sequences, and that it shares some homology with the catalytic 
domain of Bacillus subtilisin serine proteases [ 1411. It is, however, highly specific for 
C5a [223], which is produced upon activation of complement and is an important inflam- 
matory mediator and chemotaxin. Mouse intraperitoneal virulence assays on scp::Tn9/6 
insertion mutants [224] suggest that cleavage of the C5a chemotaxin delays the accumu- 
lation of polymorphonuclear leukocytes at the site of infection, although the mutation did 
not reduce the LD,, of streptococci in this mouse model. Wall-associated C5a peptidases 
are also expressed by human strains of group G streptococci [225] and some strains of 
group B streptococci [226] and hybridization studies suggest that these are very similar to 
the group A streptococcal enzyme [226,227]. 

12. Wall-associated proteins in oral streptococci 

Interests in dental health have stimulated studies of surface proteins in oral pathogens and 
in addition to the fimbriae discussed in Section 5.1, a variety of non-fimbrial wall-associ- 
ated proteins have been characterized. Streptococcus salivarius expresses either surface 
fimbriae (about 50% of strains) or fibrils (Fig. 3), suggesting that they might not be able 
to express both types of filaments simultaneously [44]. The fimbriae have been character- 
ized to only a limited extent, but two distinct S. salivarius fibrils, designated antigen B 
(AgB) and AgC have been studied in more detail [228-2301. AgB mediates co-aggregra- 
tion with Veillonellu parvula and is called the veillonella-binding protein (VBP), whereas 
AgC mediates adhesion to oral surfaces and is called host adhesion factor (HAF) [228]. 
Neither the AgB nor AgC genes have been cloned, but the antigens have been purified 
and characterized at a biochemical level. Both AgB and AgC consist of a single, mono- 
meric, but very high molecular weight polypeptides and AgC appears to be a glycoprotein 
[228]. AgB has a M, of 380 000 and two forms of AgC have been described: an M, 
488 000 form (AgC,,) accumulates in the cytoplasm of certain non-adhesive mutants, 
whereas AgC isolated from the cell walls of wild-type strains (AgC,,) has a M, between 
250 000 and 320 000 depending on extraction conditions [230]. The difference in the size 
of AgC, and AgC,, might be due to degradation during extraction procedures, but the 
possibility that it reflects specific processing events during secretion and localization in 
the wall has not been ruled out. Interestingly, the accumulation of AgC (but not AgB) in 
the cytoplasm of two distinct non-adhesive mutants [230] raises the possibility that addi- 
tional accessory factors may be required for its localization in the wall. Ultrastructural 
and immunogold-labelling studies have shown that both AgB and AgC consist of flexible, 
very thin (ca. 2 nm) rods with swollen globular ends and that they form distinct 91 nm 
(AgB) and 73 nm (AgC) long fibrils on the cell surface [229]. Fibrillar S. salivarius 



25 1 

strains also express 63 nm and 178 nm fibrils which have not been characterized at a bio- 
chemical level. 

A non-fimbrial adhesin in S. sanguis strain 12, designated SsaB, has already been de- 
scribed as a lipoprotein (Section 3.1). The ssaB gene has been cloned and sequenced 
[66,67] and the deduced SsaB sequence shares 87% homology with the S. sanguis 
FW213 fimbrial subunit FimA (Section 5.1), and like FimA it adheres to saliva-coated 
hydroxyapatite [66]. Anti-SsaB sera cross-react with both FimA and a M, 38 000 S. gor- 
donii PK488 adhesin that mediates co-aggregration with A. naeslundi [23 13. Further, anti- 
PK488 adhesin sera has been shown to inhibit co-aggregation reactions mediated by a 
variety of other oral streptococci [23 13. Thus, FimA, SsaB and the PK488 adhesin may be 
variants of a family of closely related adhesins distributed among oral streptococci, al- 
though they appear to have evolved different mechanisms for associating with the cell 
wall, since unlike the closely related FimA, SsaB is a lipoprotein. 

Other strains of S. sanguis and S. gordonii have been found to express quite distinct 
adhesins. The cloning of a determinant expressing part of a M, > 84 000 adhesin 
(expressed as an M, 200 000 1acZ gene-fusion) from S. sanguis G9B [232], as well as the 
cloning and partial sequencing of a M, 76 000 lipoprotein adhesin, designated SarA 
(Section 3.1) from S. gordonii strain Challis [ 19,2341 has been described. A hrther large 
molecular weight (M, 205 000) adhesin, called SSP-5, has been cloned from S. sanguis 
strain M5 [234]. The SSP-5 protein binds salivary agglutinin (SAG) and when the cloned 
ssp5 gene was introduced into a normally non-aggregrating species, Enterococcus fae- 
calis, it was expressed on the cell-surface and caused E. faecalis to aggregate in the pres- 
ence of SAG [235]. SSP-5 is closely related to similar large molecular weight adhesins in 
a number of other species of oral streptococci, including protein SpaA from S. sobrinus 
[236] and the S. mutans PI adhesin [237] (also called Pac [238,239], antigen B 
[237,240,241], antigen 1/11 [242] and IF [243] ). Sequencing of cloned genes has shown 
that PI, SpaA and SSP-5 share considerable homologies [35,239,244-2461. The P1 ad- 
hesin possesses typical C-terminal cell-wall associating sequences. However, although 
SpaA contains a C-terminal Pro-rich region and an LPXTGX motif, it lacks an obvious 
hydrophobic/charged-tail domain [245] and the C-terminal end of SSP-5 has only a very 
short Pro-rich sequence and lacks both an LPXTGX motif and a hydrophobic/charged-tail 
domain [246]. Thus, despite the close relationships between PI, SpaA and SSP-5, it 
seems likely that they employ different pathways for associating with the cell wall. The 
signal sequences of neither SpaA nor SSP-5 possess characteristic features of a lipopro- 
tein signal and the mechanisms by which they associate with the cell wall have yet to be 
determined. All three of these proteins possess two distinct types of tandem repeats, one 
(called the HRI or A-region) close to the N-terminal ends and a second (called the PRI or 
P-region) in the C-terminal halves of the proteins. Interestingly, the N-terminal HRI re- 
peats share some homology with group A streptococcal M proteins, although other re- 
gions of SSP-5 are quite distinct from M proteins [246]. 

In addition to the above adhesins, the gene for a wall-associated S. mutans antigen, 
designated wapA (wall-associated protein A) has been cloned and sequenced [247]. The 
C-terminal end of the predicted protein sequence contains a LPXTGX motif and hydro- 
phobic/ charged-tail domain, but instead of a typical upstream Pro-rich region there is a 
60 residue wall-associating region containing a very high (65%) proportion of threonine 
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PspA GAMA 

and serine. WapA is a potential candidate in an anti-caries vaccine, but to date there is no 
information available on its function. 

TGWAKVNGSWYYLNANGAMA TGWVKDGDTWYYLEAS GAMKA 

13. Pneumococcal surface protein A (PspA) 

The polysaccharide capsule of Streptococcus pneumoniae has long been recognized as an 
important virulence factor, but in addition to a capsule, pneumococci express a highly 
immunogenic cell-surface protein designated PspA. Anti-PspA antibodies protect mice 
upon challenge with virulent pneumococci [248,249] and pspA-defective insertion mu- 
tants display reduced virulence in mice [250]. Like streptococcal M proteins, PspA exhib- 
its both size variation (M, 67 000-99 000) and antigenic variation, but unlike M proteins, 
distinct serotypes are cross-protective indicating conservation of accessible protective 
epitopes [251-2531. The pspA gene from one pneumococcal strain has recently been 
cloned and sequenced and studies on pneumococcal mutants expressing defined truncated 
forms of PspA have shown that the C-terminal region is required to anchor PspA to the 
cell-surface [254,255]. However, although the deduced PspA primary sequence includes a 
typical N-terminal secretion signal sequence, it lacks C-terminal wall-associating signals 
of the type described in Section 3.2. The entire C-terminal half of the molecule consists of 
10 copies of a 20-residue tandem repeat, followed by a short 12-residue tail [254]. 
Interestingly, these repeats share considerable homology with repeats in the C-terminus of 
pneumococcal autolysin (LytA) (Fig. 9), whereas other regions of PspA and LytA are 
quite distinct [254,256]. There is evidence that LytA interacts with choline residues on 
pneumococcal teichoic acids [257] and it has been suggested that PspA may be associated 
with the cell wall by similar interactions involving its LytA-homologous C-terminal re- 
peats [254,255]. S. pneumoniae is the only species described to date in which teichoic 
acids possess phosphodiester-linked choline residues and these linkages are chemically 
much more stable that the corresponding labile ester-linkages of D - a h h e  residues in 
teichoic acids of other species [258]. It is possible that this difference in teichoic acid 
structure between pneumococci and other Gram-positive species permit wall-associated 
proteins to be anchored firmly in the wall by interactions with teichoic acids in pneumo- 
cocci, whereas this mechanism might be much less effective in other species. Upstream 

LytA GEMA 1 TGWKKIADKWYYFNEEGAMK [ TGWVKYKDTWYYLDAKEGAS 1 
I 
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Fig. 9. Relationship between C-terminal repeats in PspA and LytA. Only a part of the homologous repeat re- 
gions is shown in the diagram to illustrate the extensive homology between these regions of PspA [255] and 

LytA.[ 1561. A more complete comparison is provided in ref. 255.  
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from the repeated sequences, in the centre of PspA, there is a sequence containing two 
regions (separated by 20 amino acids) where >40% of the residues are Pro and it has been 
suggested that this region may ‘span’ the cell wall [254]. If this is the case, then the entire 
repetitive region of PspA, accounting for almost half the molecule, is likely to be embed- 
ded in the wall. Upstream from the Pro-rich region, the N-terminal half of PspA 
(excluding 9 extreme N-terminal residues) possesses a heptapeptide periodicity that pre- 
dicts a fibrillar, dimeric, a-helical coiled-coil structure (Section 5.2). The preponderance 
of hydrophobic residues at positions 1 and 4 and hydrophilic residues at other positions in 
the PspA heptapeptide repeats is significantly higher than in streptococcal M proteins 
[254], indicating that the predicted coiled-coil structure would be energetically very fa- 
vourable (Section 5.2.). Although the predicted N-terminal coiled-coil region of PspA 
shares structural (and limited primary sequence) homology with group A streptococcal M 
proteins, and like M proteins, PspA appears to play a role in virulence, the function of this 
surface protein has still to be defined. 

14. Listeria monocytogenes internalin 

Invasion of non-professional phagocytes is a key step in the pathogenesis of listeriosis 
[259-2641. Recent studies on invasion-defective Tn1545 insertion mutants of L. monocy- 
togenes identified an invasion locus containing two ORFs, designated inlA and inlB (for 
‘internalization’), which are separated by 85 bp [265]. Subclones containing inlA alone 
were shown to confer an invasive phenotype on the normally non-invasive species L. 
innocua, and immunogold-labelling demonstrated that the inlA gene product is expressed 
on the cell surface. Thus, the 744-residue inlA product was called ‘internalin’. An inlB 
product was not detected and it is not yet clear if this ORF is expressed. 

The predicted sequence of internalin contains typical C-terminal Gram-positive wall- 
associating signals [265]. This is the first example of such C-terminal signals in a surface 
protein from a rod-shaped bacterium and indicates that the wall-associating mechanisms 
discussed in Section 3.2 are not confined to Gram-positive cocci. A further structural 
similarity with many other Gram-positive surface proteins is ,that about two-thirds of the 
internalin molecule consists of repeated sequences and one of two distinct types of re- 
peated regions in internalin displays a periodicity in the distribution of non-polar Leu and 
Ile residues, suggestive of an a-helical coiled-coil structure [265]. Although internalin 
seems structurally similar to many other wall-associated proteins, it also possesses a num- 
ber of unusual features. There is an unusually high (2 1 %) content of Ser and Thr residues, 
distributed regularly through the protein. The significance of this is not clear, but it is in- 
teresting to note that a similar high content of Ser and Thr residues has been observed in 
the predicted sequence of group A streptococcal T6 protein [ 1 161. A particularly striking 
feature is that the N-terminus of the deduced internalin sequence does not possess the 
characteristic features of a signal peptide, although the protein is clearly expressed on the 
cell surface [265]. This suggests that the translocation of internalin across the cytoplasmic 
membrane involves novel mechanisms (also see Section 10). Further studies will be re- 
quired to determine if this is the case and to define functional domains in internalin. 
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15. Concluding remarks 

The studies summarized in this chapter reflect a very rapid expansion in our knowledge of 
Gram-positive wall-associated proteins in recent years, and in many cases have implica- 
tions well beyond interests in specific proteins or species. For example, the novel protein 
G Ig-binding domain described in Section 8.4, involving the extension of B-sheet struc- 
ture between protein G and Ig Fab, has wider implications for protein-protein interactions 
in general and the dynamic evolution of the emm-like gene family described in Section 
7.3, emphasizes the limitations of specialized classification or typing systems that are still 
widely used in microbiology. It is important to recognize, however, that our current 
knowledge of Gram-positive cell-wall-associated proteins is limited predominantly to 
similar types of proteins produced by a relatively small number of pathogenic species, 
many of which are closely related. There have been remarkably few detailed studies on 
wall-associated proteins in non-pathogenic species and it remains to be determined if 
common structural themes and patterns found in wall-associated proteins expressed by 
pathogenic bacteria extend to surface proteins of species that interact with very different 
types of environments. Even in the pathogenic species that have received most attention, 
certain types of wall-associated proteins have been studied to a very limited extent. For 
example, studies on Gram-positive bacterial fimbriae have been so sparse compared to 
their intensively studied counterparts in Gram-negative species that there is still a com- 
mon misconception that Gram-positive bacteria do not produce fimbriae. Further, studies 
to date have focused primarily on proteins that are expressed well when organisms are 
grown in batch culture in vitro. It must be remembered that the repertoire of wall-associ- 
ated proteins expressed by organisms growing in natural environments could be signifi- 
cantly different from that observed when organisms are grown under artificial conditions 
in the laboratory and more attention deserves to be paid to the effect of growth conditions 
on both the expression of wall-associated proteins and their interactions with the cell wall. 
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CHAPTER 12 

Molecular organization and structural role of outer 
membrane macromolecules 
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Vancouver, B.C., V6T I Z3, Canada 

I .  Introduction 

The outer membrane has been the subject of intensive research over the past two decades. 
During this time, our image of this layer has matured from one of a rather simple capsule- 
like girdle, the lipopolysaccharide layer, to that of a sophisticated, unique and mul t ihc-  
tional membrane. This evolution arose from the research of pioneers like Leive, Nikaido 
and Nakae who recognized the importance of the outer membrane as a semi-penneable 
barrier [ 1,2]. A representative molecular model of a section of the outer membrane based 
on the data presented by several researchers is shown in Fig. 1. The reader is referred to 
several recent reviews [3-6] and to other chapters in this book for specific discussions of 
outer membrane constituents and functions. In this review, we attempt to present an 
overview of how the individual constituents of outer membranes are integrated into a 
complex multihnctional unit. Discussion is based on the well studied Escherichia coli 
and Pseudomonas aeruginosa outer membranes, with exceptions presented where 
appropriate. 

2. Lipopolysaccharides 

2.1. General principles 

Lipopolysaccharide (LPS) is a major constituent of the bacterial cell envelope accounting 
for 3-8% of the dry weight of the cell [7]. It is an amphipathic molecule consisting of a 
hydrophilic portion represented by the 0-antigenic polysaccharide and core oligosaccha- 
ride linked to the glycolipidic Lipid A residue. The molecular weight of individual LPS 
molecules can vary from about 8000 to 54 000 according to the lack or presence of vari- 
able numbers of the repeating saccharide units that comprise the 0-antigenic polysaccha- 
ride. However, certain bacterial species, including Neisseria sp., Haemophilus infruenzae 
and Bordetella pertussis do not produce long 0-polysaccharides. Instead the carbohydrate 
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2 
0 

Fig. I .  Side view of a chemical model of part of the E. coli outer membrane. LPS ( I ) ,  matrix porin OmpF (2), 
lipoprotein (3), phospholipids (4), peptidoglycan ( 5 )  and the proposed outer membrane stabilizing binding sites 
for divalent cations (*) are shown. The structure of LPS shows two O-polysaccharide units, however LPS can 
contain up to 40 of these pentasaccharides as indicated in Fig. 2. The structure of OmpF (kindly provided by S. 
Cowan) shows a section of the trimeric porin, having two channels in the front (solid arrows) and one in the 
back (open arrow). The lipid part of the two lipoproteins (that may be part of a trimeric arrangement) are in- 
serted into the inner leaflet of the outer membrane. Their carboxy termini are linked (covalently or non cova- 
lently) to the peptidoglycan layer, which consists of crossbridged N-acetylmuramic acid-N-acetyl glucosamine- 
tetrapeptide units. For clarity only, the amino acid backbones of the crossbridging peptide chains of 
peptidoglycan, of OmpF, and of lipoprotein are shown. Phosphatidylethanolamine is the major lipid component 
in E. coli outer membrane, but other phospholipids such as phosphatidylglycerol and cardiolipin are also found. 

portion attached to the Lipid A consists of about ten monosaccharides and hence these 
molecules are termed lipooligosaccharides (LOS; also termed R-type or rough LPS) [8]. 

The distribution of LPS in cells has been probed using immunoelectron microscopy, 
freeze fracture studies and enzyme accessibility studies [9,10]. LPS is exclusively local- 
ized in the outer leaflet of the outer membrane. Although the most predominant type of 
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LPS molecule in most Gram-negative bacteria is LPS that is unsubstituted with O-poly- 
saccharide (i.e. rough LPS), the protruding 0-polysaccharide chains of the remaining 
smooth LPS molecules form a capsule-like coating over the bacterium [ I  I]. For example, 
in P. aeruginosa, where smooth LPS species comprise less than 10% of the total LPS 
molecules, a polysaccharide matrix extending 40 nm fiom the cell surface has been ob- 
served. 

LPS is anchored in the outer membrane in part, by the fatty acyl chains of its Lipid A 
portion [ 121, and thus it contributes substantially to the formation of the outer monolayer 
of the outer membrane bilayer. In addition, interactions with divalent cations [ 13,141 and 
with proteins [4,15-171 are important in stabilizing LPS in the outer membrane. Indeed 
all major outer membrane proteins studied have been found to interact with LPS. It is 
generally accepted that LPS comprises by far most of the lipidic material in the outer 
monolayer of the outer membrane of wild type bacteria [18]. However, in mutants with 
altered LPS composition, the picture is not as clear with some authors suggesting similar 
levels of LPS and some suggesting lesser amounts and the presence of lipidic patches 
[ 16,191. In addition, such mutants can demonstrate alterations in the protein constituents 
of the outer membrane [17], suggesting that the LPS can in some way influence the 
overall outer membrane composition. I t  is known that such mutants have an increase in 
outer membrane fluidity with decreasing polysaccharide chain length [ 131. 

2.2. Chemistty 

As outlined above, changes in the structure of LPS lead to alterations in the structure and 
function of the outer membrane. Therefore, it is necessary to know the chemical structure 
of LPS to better understand the derivation of outer membrane functions. The LPS has 
been discussed in several reviews [7,20]. It is made of three general regions (Fig. 2): (a) 
0 side chain polysaccharides, which are immunodominant, (b) a core oligosaccharide 

C"l Hep f - E " H 2  

KW 21 
a 

KW 2 

O- ,h I ,gW Core Oligosaccharide Lipid A 

Fig. 2. The structure of LPS from E. coli. The three regions Lipid A, core and 0-polysaccharide are shown 
here. The hexose region of the outer core is the K3 core structure found in E. coli 01 1 1 ,  whose 0 antigen con- 
tains the very labile sugar colitose. KDO, 3-deoxy-~manno-2-octulosonic acid; Glc, glucose; Gal, galactose; 

GlcNAc, N-acetylglucosamine; Col, colitose; Hep, heptose; EtNH2, ethanol mine; P, phosphate. 



usually containing heptose, 2-keto-3-deoxyoctulosonate (KDO), phosphate and hexose, 
and (c) the hydrophobic, biologically active endotoxin, Lipid A. Many publications on the 
chemical structures of these different regions of LPS, have appeared in recent years. From 
these studies, it is evident that the 0 side chains are highly variable in structure, composi- 
tion and polymerization. The core oligosaccharide structure is conserved to a very high 
degree, only changing from species to species. Lipid A is even more highly conserved but 
can vary to some extent in different genera [21]. In addition to this heterogeneity, it is 
now clear that cells may contain more than one type of LPS [22]. For example, 
Pseudomonas aeruginosa cells are known to produce A band and B band LPS which are 
quite different [22]. Also Bordetella pertussis [23] and Klebsiella [24] cells can produce 
two major lipopolysaccharides LPSl and LPS2 which differ in the side chain region. 
Structural microheterogeneity in the LPS of Salmonella and E. coli, and more recently in 
other species has been observed using SDS polyacrylamide gel electrophoresis to resolve 
the heterogeneous LPS fractions [25,26]. The capping frequency, or the extent of side 
chain length, introduces a heterogeneity in 0 side chain length visualized by a ladder pat- 
tern on polyacrylamide gel electrophoresis. Therefore, molecules of varying chain lengths 
from short chain LOS to long chain LPS may be seen in isolated LPS preparations [22]. 

0 specific chains of LPS are made of repeating oligosaccharide units. The chemical 
structure of the side chains of several Gram-negative bacteria have been documented [27]. 
The sugars present in the repeating units may be a single sugar type with differences in 
linkage sequence resulting in a homopolymer, for example, a mannan in E. coli 09 [28] 
and a rhamnan in some Pseudomonas species [29]. In most cases, however, the repeating 
oligosaccharide contains units of 3-5 different sugars in specific linkages giving rise to a 
heteropolysaccharide. The 0 side chains of the Enterobacteriaceae have been extensively 
characterized. Classification into chemotypes according to the sugar composition, and 
into serotypes according to serological cross-reactivity has been performed [7,20]. A 
marked difference between 0 specific chains of pseudomonads and the enteric bacteria is 
the high content of amino sugars found in the former [30]. 

Chemical analysis of the core oligosaccharide has been greatly accelerated by the 
availability of mutants defective in LPS biosynthesis. In the case of Salmonella, mutants 
defective at each stage of biosynthesis of the core oligosaccharide have been used to 
study the core structure [7,25]. A similar study of the core structure of E. coli K12 using 
rfa gene deletions has been reported [3 13. 

The inner core region contains 2-3 residues of the unique octulose, KDO, through 
which linkage to Lipid A occurs. The KDO residues are linked usually to two L-glycero- 
D-manno heptose residues. The outer core region consists of hexoses linked to the heptose 
in the inner core. Glucose, galactose, rhamnose and galactosamine are some of the com- 
mon outer core hexoses found in the Enterobacteriaceae. Phosphate, pyrophosphate, and 
phosphoryl ethanolamine substituents may be attached to these sugars in varying degrees. 
Branching of the sugar core may diversify the structure of the outer core region. The inner 
core region of the Enterobacteriaceae seems fairly consistent, with variations being lim- 
ited to the extent of phosphate, pyrophosphate and phosphoryl ethanolamine substitutions 
[25]. The presence of alanine amide linked to galactosamine in Pseudomonas [30] and the 
presence of galacturonic acid in Proteus sp. and Morganella morganii is indicative of the 
considerable variation in outer core structure between species [32]. 
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A beta 1-6 linked diglucosamine disaccharide constitutes the backbone of most 
Enterobacteriaceae Lipid As. Fatty acids are attached as 0- and N-acyl substituents to the 
glucosamine residues. Phosphates are usually attached to 4‘ and 1 position and may serve 
as linkage points for phosphoethanolamine, D-glucosamine, 4-amino-4-deoxy-~ arabinose, 
ethanolamine or phosphate [21]. Variation of Lipid A structure from the regular backbone 
has been found in certain phototrophic bacteria as well as some non-phototrophic bacteria 
[33]. The fatty acids attached to the Lipid A disaccharide differ from species to species. 
The amide linked fatty acids are usually 3-hydroxy alkanoic acids. The number of carbon 
atoms in the fatty acids could vary from C1o to C21 [21,33]). In the Salmonella Lipid A, 
3-hydroxy myristic acid is amide linked as well as ester linked [21]. 

2.3. Biophysics 

Three types of lipids are present in the envelope: phospholipid, LPS and lipoprotein. The 
phospholipid is distributed approximately equally between the inner and outer mem- 
branes, although the ratio of phospholipid/protein in the inner membrane is more than 
twice that of the outer membrane [34]. The distribution of phospholipid in the outer 
membrane is mostly in the inner leaflet, with LPS replacing the phospholipid in the outer 
leaflet of the bilayer [35]. 

Formation of a lipid bilayer is required for membrane fluidity. Fluid membrane bilay- 
ers are important for normal cell functions, e.g. transport across the membrane and excre- 
tion. The fluidity of the membrane undergoes major changes in state with temperature. 
The composition of the membrane constituents (ratios of proteidphospholipidPS), the 
nature of the lipid group (length of the fatty acyl chain, unsaturation) and association of 
lipids with membrane proteins (lipid-protein interactions) affect the temperature of the 
phase transition [36]. Usually a lower transition temperature arising from the melting of 
lipid, and a second transition due to protein is observed with membrane bilayers. 
Transitions have been monitored by X-ray diffraction, deuterium nuclear magnetic reso- 
nance spectroscopy, fluorescent probes, spin probes and scanning calorimetry [36,37]. A 
single transition was observed in wild type live E. cofi cells. However, in whole cells and 
envelopes containing both inner and outer membranes, two reversible transitions have 
been observed. The first transition is characteristic of live cells, the second appears only 
after exposure to high temperature, prolonged storage, sonication or lysozyme-EDTA 
treatment. LPS from E. cofi undergoes a broad thermal transition with a mid-point at 
22°C well within the range of the first phase transition [38]. Probing the LPS domains in 
the outer membranes of E. cofi by electron spin resonance spectroscopy confirmed these 
data [37]. Since the beginning of the phase transition indicates the melting of the ‘frozen’ 
membrane, there is no growth observed below this temperature. The end of the transition 
occurs at the temperature when the membrane is almost fluid and is usually around or 
above the physiological growth temperature. Thus, we may conclude that outer mem- 
branes have a fluid hydrophobic core. 

The size of the LPS molecule is dependent on the length of its 0 antigen. The protrud- 
ing 0 antigens which will have the greatest interaction with the external environment of 
the cell are thus involved in the physiological properties of the outer membrane. On the 
basis of freeze fracture electron microscopy on E. cofi K12, LPS was shown to occur in 
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three different structures in the outer membrane: in a lamellar orientation, as hemi-mi- 
celles complexed with proteins, and as hemi-micelles introduced by divalent cations 
and/or polyamines [39]. Ferritin-labelled antibodies to the 0 antigen were reacted with 
the ribbon-like structures formed by purified LPS and subjected to electron microscopy. 
The electron-dense ferritin lay external to the polysaccharide ribbon and pictures indi- 
cated that LPS could extend outwards up to 30 nm [40]. A study using intact cells of 
Pseudomonus labelled with anti 0-specific monoclonal antibody and a protein 
A-dextran-gold conjugate showed that the gold particles were located 30-40 nm beyond 
the outer membrane [ I  I]. 

The electrostatic charge of the cell surface is a net charge resulting from the combined 
charges of the molecules comprising the cell surface and their counterions. At neutral pH, 
the net charge of several bacterial strains was found to be negative [41]. The largest con- 
tribution to charge is from the enterobacterial polysaccharide capsule in encapsulated 
strains with anionic capsules; however, LPS is the major contributor in non-encapsulated 
bacterial species. 

Neutralization in part of the negative charges of LPS by metal cations helps to stabilize 
the membrane by decreasing the strong electrostatic repulsion between the highly nega- 
tively charged LPS molecules. Ca2+ and Mg2+ ions are primarily essential for the exis- 
tence of the membrane. The phosphoryl groups on the LPS as well as the carboxyl group 
on one of the KDO units were shown to be involved in binding Ca2+ and Mg2+. This was 
confirmed by metal binding studies conducted with heptoseless mutants of E. coli by 
and 31P nuclear magnetic resonance [42]. 

3. Chemistry and biophysics of membrane proteins 

3.1. Porins 

.The outer membrane of Gram-negative bacteria is perforated by a variety of different hy- 
drophilic channels, that are formed by proteins called porins. The bacterial cell can ex- 
press up to lo5 copies of each different channel [4,6]. While some are constitutively ex- 
pressed, others are inducible under certain growth conditions. Porins from many Gram- 
negative bacteria have been isolated and characterized [5,6]. They fall into two hnctional 
classes, the general diffusion porins, which are chemically non-specific although they may 
be weakly ion selective, and the specific porins, which contain substrate specific, satura- 
ble binding sites [4,6; see also Chapter 191. While varying substantially in sequence, their 
physical properties are highly conserved [43]. Their monomeric molecular weight usually 
varies between 28 000 and 48 000, and they form trimeric arrangements in vivo. Most 
bacterial porins characterized to date have an acidic PI and a high content of beta-sheet 
structure (for structural information see Chapter 15). 

3.2. Lipoproteins 

Two different types of lipoprotein have been found in the outer membranes of E. coli: the 
Braun lipoprotein [44] and the so-called peptidoglycan-associated lipoproteins (PAL) 
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[45; see also Chapter 141. The Braun lipoprotein is a small 7.2 kDa protein, existing in 
high copy numbers (7 x lo5 per cell) in the outer membrane of E. coli. One-third of this 
protein is covalently linked to the peptidoglycan, while the remaining two-thirds are non- 
covalently associated [44,46]. The covalent linkage to the peptidoglycan occurs between 
the &-amino group of the C-terminal lysine (or arginine) of the lipoprotein and every tenth 
to fifteenth carboxy group of diaminopimelic acid [44] of the peptidoglycan. The sulfhy- 
dry1 group of the N-terminal cysteine is substituted with a diglyceride, while the amino 
group is substituted with a fatty acid through an amide linkage [44]. The polypeptide 
chain of both bound and free lipoprotein seems to be largely organized in a-helices as 
shown by Braun et al. [47]. Crosslinking studies of a hybrid lipoprotein lacking the lipid 
moiety showed that it exists as trimers [48] which may reflect the aggregation stage of the 
free lipoprotein. No clear evidence exists indicating the exposure of the lipoprotein on the 
cell surface. The hydrophilic amino acid composition of the lipoprotein indicates that 
possibly only the lipid portion penetrates into the outer membrane. Mutants in the struc- 
tural gene for the lipoprotein are quite viable [49] and show normal diffusion rates of 
small hydrophilic solutes [50]. However, the cell wall structure of these mutants appears 
to be unstable based on their increased production of outer membrane vesicles, leakage of 
periplasmic enzymes and increased sensitivity to EDTA [5  1 J demonstrating a structural 
role for lipoprotein. One proposed model predicts the peptidoglycan bound lipoprotein as 
a periplasmic space keeper, linking the outer membrane and the peptidoglycan at a fixed 
distance of 4.8 nm [44]. 

A broadly analogous lipoprotein in P. aeruginosa is the highly abundant low molecu- 
lar-weight 9 kDa lipoprotein OprI, which shows 23-30% alignment with the E. coli major 
lipoprotein sequence [ 5 2 ] .  Some strains of Pseudomonas apparently contain both a cova- 
lently bound and a free form of lipoprotein [53] whereas OprI from P. aeruginosa PA01 
is entirely non-covalently peptidoglycan associated [54]. Lipoproteins analogous to OprI 
have been found in other Pseudomonas species [ 5 5 ] .  

Protein 2 1 K from E. coli and OprL ( 2  1 kDa) from P. aeruginosa are also lipoproteins. 
However, they are larger than Braun lipoprotein and are exclusively non-covalently asso- 
ciated with the peptidoglycan. They thus belong to the class of the so-called peptidogly- 
can associated lipoproteins (PAL) [45,56]. While OprL is a major protein in P. aerugi- 
nosa, the 21K protein is of low abundance in the cell wall of E. coli [45]. Similar lipopro- 
teins are found among many Gram-negative [45,57] bacteria. 

3.3. Proteidpeptidoglycan association 

Outer membrane proteins can be associated with the peptidoglycan either covalently or 
non-covalently. Examples of covalent interactions include the well known Braun lipopro- 
tein of E. coli [44] and the major outer membrane protein (MOMP) of Legionella [58]. 
Alternatively certain proteins including porins and OmpA-like proteins have strong non- 
covalent associations with the peptidoglycan. The operational definition of non-covalent 
association is usually resistance to SDS solubilization at low to moderate temperatures, 
whereas covalently associated proteins resist extraction by boiling in SDS. Clearly even 
non-covalently associated proteins demonstrate strong associations with the peptidogly- 
can, and the necessity for heating in SDS (often to 56°C or greater) to release such pro- 
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teins indicates that localized denaturation of the part of the protein in contact with the 
peptidoglycan may be required to free them. 

These strong associations are probably important. In plasmolyzed cells, the pepti- 
doglycan is aligned along the bottom of the outer membrane rather than shrinking with the 
cytoplasmic membrane. This association is partially uncoupled during septum formation 
and cell division, but it nevertheless appears to be important during cell division. Thus, 
IkyD mutants of Salmonella, lacking covalently bound lipoprotein, show outer membrane 
blebbing, particularly at the position of the division septum [59]. Another role of such 
associations may be in cell shape and osmotic stability determination (see below). 

Porin OmpF associated with the peptidoglycan has been visualized as being arranged 
in a mosaic crystalline (hexagonal) array [60]. As described elsewhere in this book, 
OmpF trimers contain a triplet of water-filled channels [61]. While visualization of the 
hexagonal array of OmpF porin requires selective solubilization techniques, the native 
surface of B. perlussis has been shown to be completely covered with a crystalline struc- 
ture resulting from the 40 kDa porin [62]. 

3.4. Multifunctional, structural proteins 

OmpA is one of the most abundant and most widely studied outer membrane proteins in 
E. coli and many functions have been attributed to this 35 000 molecular weight, heat- 
modifiable protein (for review, see [4]). In addition to its role as a phage and colicin re- 
ceptor, OmpA functions in stabilizing mating aggregates with F+ donor cells [63] and in 
formation of a non-specific diffusion channel [64]. The heat- and 2-mercaptoethanol- 
modifiable 35 000 molecular weight porin OprF from P. aeruginosa shows high homol- 
ogy to OmpA. The variant N-terminal domains of both OmpA and OprF have both been 
proposed to cross the membrane eight times in antiparallel beta-sheets [65,66], while the 
highly homologous C-terminal domains have been proposed to be periplasmic for OmpA 
[40] and transmembrane for OprF [65]. The two largest gaps in sequence alignment in the 
C-terminal domain are in the regions encompassing the four cysteines of OprF and near 
the region of the two cysteines of OmpA [67] with these cysteines forming disulphide 
bonded ‘cysteine loops’. An important function of OmpA is in stabilizing the outer mem- 
brane and the cell wall. This was evident from studies using a Ipp ompA double mutant of 
E. coli lacking Braun lipoprotein and OmpA. Such cells grow in an almost spherical form 
instead of the normal rod form, require high concentrations of divalent cations for growth, 
and show frequent blebbing. These properties were ascribed to the observed defect 
whereby peptidoglycan was no longer connected with the outer membrane [68]. OprF de- 
ficient mutants of P. aeruginosa showed similar defects [49,68]. The elongated morphol- 
ogy of the above E. coli lpp ompA mutant could partially be reconstituted by the cloned 
P. aeruginosa oprF gene [67]. 

OmpA and OprF both have an Ala-Pro rich region at residues 176-187 and 163-174, 
respectively, that separates the N- and C-terminal domains and resembles the trypsin sen- 
sitive ‘hinge’ regions of the IgG light chain [69] . However, there is as yet no proof that 
this region functions as a hinge. The demonstration of immunological cross-reactivity of 
OmpA with many other Enterobacteriaceae [70,7 I ]  and with Haemophilus infruenzae and 
Aeromonas salmonicidu [35] indicates that OmpA has been strongly conserved through 



27 1 

evolution. In addition to the above-mentioned protein, protein PI11 (the serum blocking 
protein) of Neisseria gonorrhoeae has significant sequence homology and cross-reacts 
immunologically with both OmpA [72] and protein OprF from P. aeruginosa (W.A. 
Woodruff and R.E.W. Hancock, unpublished data). I t  seems likely that in Gram-negative 
bacteria, there is a family of OmpA-like proteins, all of which have receptor andor porin 
functions but which in addition have a major function in outer membrane stabilization 
through interactions with peptidoglycan. 

Chlamydia uses a special strategy in outer membrane structural organization and sta- 
bilization. At all stages of the developmental cycle, the bacterium is surrounded by a 
double membrane; however, no significant amounts of peptidoglycan have been observed 
in Chlamydia at any stage of this cycle [73]. I t  is therefore apparent that Chlamydia re- 
quires a substitute to hlfil the role of peptidoglycan. The outer membrane of chlamydia 
consist of up to 60% of a MOMP of approximate molecular weight 40 000. It acts as a 
trypsin-sensitive adhesin during infection [74], but also shows a porin function with an 
estimated pore radius of 0 . 6 5 4 . 9  nm. MOMP, however, is 200 times less efftcient in 
porin formation than E. coli porins, and it becomes active only when treated with reduc- 
ing agents [75]. MOMP contains at least three cysteines which are linked by disulphide 
bonds to other MOMP molecules and to two other cysteine-rich outer membrane proteins 
(12 kDa and 60 kDa), to form large aggregates [76]. These bonds play an important role 
in maintaining the structural integrity of the outer membrane of the infectious elementary 
body (EB) and they seem to replace the function of the missing peptidoglycan. The outer 
membrane of Chlamydia forms a hexagonal mesh [77] with depressions that can be seen 
by electron microscopy. A structural model proposed a hexagonal arrangement of six di- 
mers of the MOMP arranged around the central depression [78] and freeze fracture ex- 
periments indicated a transmembrane channel [79] which has been proposed to corre- 
spond to the porin function of MOMP. However, given the evolutionary conservation of 
porins, it seems possible that the hexagonal arrangements instead reflect a trimeric porin 
unit. During the extracellular, inert stage, chlamydia1 elementary bodies (EB) are compa- 
rable to spores since they are resistant to osmotic pressure and sonication. After the EB is 
phagocytosed, it becomes exposed to the intraphagosomal reducing conditions. The cells 
subsequently change into reticulate bodies (RBs) which do not synthesize and are thus 
deficient in the cysteine-rich 12 kDa and 60 kDa outer membrane proteins and in which 
the intermolecular disulfide bonds of the MOMP are reduced. Under these conditions, the 
outer membrane becomes structurally pleiomorphic, and MOMP would open its pores, 
allowing uptake of ATP and other required nutrients. Lacking crosslinking by disulfide 
bonds, the RB becomes osmotically fragile. However, this is not a disadvantage in the 
high osmolarity intracellular environment. 

Another special case is provided by spirochetes which contain outer membranes, called 
outer sheaths, which contain the periplasmic flagella that runs up the longitudinal axis of 
the cell giving these spirochetes their classical corkscrew motion. In one case, 
Spirochaeta aurantia, this outer sheath has no easily recognizable equivalent of an LPS 
molecule [SO]. Two spirochetes examined to date [SO,Sl] contain, as their predominant 
outer sheath proteins, porins which have by far the largest channel diameters of any porins 
observed to date. This has led to the suggestion that spirochetes are filter feeders and that 
the large porins ensure a continuous flow of nutrients through the periplasm during 



272 

movement. One of these spirochete porins, the 53 kDa protein of Treponema denticola 
[81] joins the MOMPs from Legionellapneumophila [82], the Chlamydia, to form a se- 
lected group of porins which have a dual adhesidporin function. 

3.5. Stability of outer membrane proteins 

Outer membrane proteins demonstrate remarkable stability to proteases and to detergent 
treatment [4]. Protease resistance is probably an appropriate feature given the surface 
localization of these proteins and the existence of some Gram-negative bacteria in envi- 
ronments in which they are often exposed to proteolytic attack (e.g. during infections). In 
the newly published E. coli OmpF structure [61], this protease resistance has been as- 
cribed to the tight packing of the surface loop regions that separate adjacent transmem- 
brane /?-sheets. Presumably evolutionary selection based on deletion or alteration of sus- 
ceptible amino acids has decreed such arrangements. Indeed this, together with antigenic 
drift, may be one of the driving forces that has led to sequence shuMing over evolution, 
thus limiting our ability to align the sequences of porins from different bacteria (see 
Chapter 17). 

Detergent stability, on the other hand, would appear to be a property related to the pre- 
dominant B-barrel structure of porins [61,83]. Thus, the ability of SDS to be inserted into 
this structure even after heating must be quite limited. As a result, we have proteins with 
amazing detergent stability. For example, OprF of P. aeruginosa retains substantial B- 
structure even after boiling in SDS [65], whereas most porins can reconstitute channels in 
lipid membranes even after SDS treatment at room temperature or greater. 

4. Consequences of these properties 

4.1. Exclusion properties of the outer membrane 

The concept of the outer membrane as a molecular sieve provides a descriptive overview 
of its exclusion properties [4,6,84]. In general, one can state that the ‘holes’ of the sieve 
(i.e. the channels of porin proteins) define the size exclusion limit for most hydrophilic 
molecules (and ions) by limiting the size of molecules that can pass through these chan- 
nels and by restricting the rate of passage of molecules of sizes approaching the diameters 
of the porin channels (as described by the Renkin correction, see Chapter 27 and [6]).  
Another generalization that would follow from this concept of a molecular sieve would be 
that the fabric of the sieve, in this case comprising LPS and various proteins, would be 
nearly impermeable to various molecules. As discussed below, this is a gross oversimpli- 
fication. Several classes of molecules can pass across the outer membrane without access- 
ing the channels of porins. These include polycations varying in size from trisaccharides 
through 30 amino acid peptides to polycationic proteins, under some circumstances DNA, 
certain classes of zwitterionic or uncharged antibiotics, and specific proteins, including 
antibacterial bacteriocins and hydrophobic compounds in some bacterial species. This is 
not to say that such molecules pass rapidly across the outer membrane. For example, 
black lipid bilayer experiments have indicated that small ions like Kt and Na’ can pass 
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through the OmpF porin channel under an applied voltage of 10 mV (i.e. much less than 
the existing Donnan potential across the outer membrane [SS]), at a rate exceeding lo5 
ions per channel per second. Given lo5 OmpF channels per E. coli cell, the flux of Na+ or 
K+ across the outer membrane can exceed 1O’O ions per second per cell. However, a far 
slower rate of passage for, for example, an antibacterial compound would suffice to give 
rise to physiological effects such as cell death. A rate of passage of only one molecule per 
second could build up a periplasmic concentration of the antibiotic of 2.4 pM within one 
(40-min) generation time. Thus, one must be cautious when applying the terms 
‘exclusion’ or ‘impermeability’ with regards to outer membranes. Although a wide variety 
of molecules can pass across the outer membrane at slow rates, we use these terms here in 
the physiological sense. As discussed repeatedly in earlier reviews [4,35,86,87], the outer 
membranes of many bacteria are considered to exclude most hydrophobic substances, 
including detergents and hydrophobic antibiotics, as well as proteinaceous enzymes, in- 
cluding nucleases, phosphatases, kinases, proteases, peptidases, etc. This concept of 
‘exclusion’ reflects the probability that these substances are not taken up across the outer 
membrane at a rate sufficient to give rise to physiological effects on cells (i.e. solubiliza- 
tion, inhibition of hnction or modification of bacterial macromolecules). This resultant 
barrier function, involving semi-selective exclusion of potentially harmfid environmental 
molecules, is one of the most critical roles of outer membranes in Gram-negative bacteria, 
and affords these bacteria a generalized advantage in surviving in many ecological niches 
which contain high concentrations of potentially lethal substances. 

4.2. LPS/LPS interactions: antibiotic uptake and interaction pathways. 

As described in Section 2.3, a variety of data indicate that adjacent LPS molecules inter- 
act with one another. This is due to the partial neutralization of negative charges by 
monovalent, but more importantly divalent, cations. Removal of the divalent metal cations 
by chelators like EDTA [ 131 results in increased outer membrane permeability [88], struc- 
tural perturbations [ 18,351 and, at higher concentrations, extraction of LPS and/or 
LPS-protein complexes from the cell surface [13]. Similar effects may be observed with 
various polycations [89] including polymyxins, aminoglycosides, etc. (see below) which 
competitively displace rather than chelate divalent cations and due to their bulky nature 
cause similar disruptions. Utilization of a polycationic fluorescent probe, dansyl po- 
lymyxin [90] has indicated that parallel interactions occur between the probe and purified 
LPS or the probe and intact cells [91]. However, certain important concepts must be rec- 
ognized when one considers the nature of the cell surface. First, bacterial cell surfaces are 
highly negatively charged [41]. Thus, neutralization of LPS charges by divalent cations 
must be incomplete. In addition, the general concept of negatively charged LPS molecules 
bridged by divalent cations is an oversimplification, Indeed, the surface of bacterial cells 
can be best described as a Guoy-Chapman-Stern [92] layer with high negative electro- 
static potential and with divalent and monovalent cations diffising quite rapidly across 
this surface. Thus, the interaction of a large polycation with such a surface will first in- 
volve a localized neutralization of such a surface layer, including charge displacement or 
localized exclusion of cations, followed by integration of the polycation into the outer 
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surface of the outer membrane bilayer. Probe displacement experiments have indicated 
that such polycations have a very high affinity for LPS (e.g. around 0.3-3pM for po- 
lymyxin B) [90,93] although the affinity tends to decrease with decreasing cationic nature 
[93]. Evaluation of binding kinetics using both the fluorescent probe dansyl polymyxin 
[90], for intact cells and purified LPS, or the spin label probe CAT12 (4-dodecyl- 
dimethylammonium- 1 -oxyl-2,2,6,6-tetramethylpiperidine bromide) for purified LPS [93] 
have indicated that such interaction is cooperative. Thus, the interaction of one mole- 
cule of polycation with the outer membrane promotes the interaction of subsequent 
molecules. 

Such interactions have substantial physiological importance since they explain two key 
properties of the outer membranes of bacteria such as E. coli and P. aeruginosa, namely 
their ability to exclude or resist attack by hydrophobic molecules and the existence of a 
specific pathway of uptake termed self-promoted uptake. Thus, exclusion of hydrophobic 
molecules including antibiotics, bile salts and anionic or neutral detergents reflects the 
inability of these molecules to pass across the area of strong negative electrostatic poten- 
tial at the surface of the outer membrane. Consistent with this, disruption of this surface 
potential by treatment with polycations, or removal of divalent cations with EDTA caus- 
ing charge repulsion amongst adjacent LPS molecules, causes enhanced susceptibility to 
hydrophobic probes [88] and antibiotics [94]. Bacteria that do not have such a strong 
electrostatic potential would presumably be more susceptible to such agents. For example, 
deep rough mutants of Salmonella and E. coli demonstrate enhanced susceptibility to such 
agents because of decreased surface potential due either to the abnormal presence of 
phospholipids in the outer monolayer of the outer membrane (in the view of [19] but not 
[ 16]), or the reduction of negatively charged groups on the LPS molecules of such bacte- 
ria [95] or both. Similarly, we hypothesize that other bacteria such as Huemophilus influ- 
enzae, Neisseria sp. etc. which contain a unique LOS species, instead of conventional 
LPS, could demonstrate a reduced surface potential (perhaps due to a requirement to in- 
teract with the negatively charged surfaces of eukaryotic cells). This would then explain 
their known increased susceptibility to hydrophobic agents [87]. 

Self-promoted uptake has been described in detail previously [87] and is only de- 
scribed in overview here. Basically, it represents a system by which bactericidal polyca- 
tions and organic monovalent and divalent cations can interact with LPS binding sites, 
and cause permeabilization of the outer membrane to promote uptake of the permeabiliz- 
ing antibiotic. Attack of Gram-negative bacterial cells by such compounds represents a 
conserved evolutionary theme (for review, see [88,96]) utilized by antibiotics such as 
aminoglycosides and polymyxins from certain microorganisms, and by peptides from in- 
sects or animal semen or the intracellular contents of eukaryotic cells, including phago- 
cyte ‘defensins’. It is known that the interaction of such compounds with cell surface LPS 
molecules (see above) is followed by structural perturbations to outer membranes and 
their increased permeability to probes including the /?-lactam nitrocefin, the peptidogly- 
can-degrading enzyme lysozyme and hydrophobic compounds including the fluorescent 
probe I-N-phenyl naphthylamine [97] and antibiotics. The relevance of such interactions 
to actual killing of cells has been demonstrated using mutants with increased susceptibil- 
ity or resistance to such agents due to outer membrane alterations which influence the 
interaction of these compounds with the cell surface. 



275 

4.3. LPS-protein interactions 

An area about which far less is known is the association of LPS with outer membrane pro- 
teins. It is well known that outer membranes upon purification are often associated with 
molar or greater quantities of LPS, as demonstrated by co-purification [ 15,98,99] and, in 
P. aeruginosa, by crosslinking [ 1001 and crossed immunoelectrophoresis [ 10 I ]  experi- 
ments. These associations probably involve both ionic and hydrophobic interactions since 
procedures that disrupt both interactions must usually be applied to obtain LPS-free outer 
membrane proteins [e.g. 611. In one case, OmpF porin of E. coli, the influence of cations 
on intrinsic tryptophan fluorescence, was interpreted as evidence for the presence of a 
divalent cation binding site on this protein that could be involved in interaction with LPS 

The relevance of such interactions is currently somewhat obscure. Data with phages 
that utilize outer membrane protein receptors have demonstrated that the presence of a 
normal LPS seems important for interaction of the phages with their receptors [103]. 
Conversely, Parr et al. [99] isolated a monoclonal antibody specific for LPS which pref- 
erentially recognized LPS in complex with OmpF or OmpC porin. Thus, we may assume 
that LPS stabilizes, anchors and/or orients proteins at the surface of the outer membrane. 

Recently, Young and Hancock [ 1041 demonstrated that overproduction of an outer 
membrane protein OprH in P. aeruginosa led to an 8-16-fold enhancement in supersus- 
ceptibility to quinolones, including ciprofloxacin and nalidixic acid, chloramphenicol and 
trimethoprim, whereas susceptibility to p-lactams and rifampicin were unaffected. Since 
data were presented that OprH was not functioning as a porin, we are left with the con- 
clusion that either enhanced uptake of specific antibiotics occurs via sites created by 
LPS-OprH interactions, or that OprH somehow neutralizes the surface electrostatic po- 
tential. This indicates the possibility that protein-LPS interactions can mediate in antibi- 
otic permeation pathways. 

[102]. 

4.4. Fluidity, energization and hydrophobic permeability 

Outer membranes have been traditionally viewed as quite rigid membranes due to their 
frequent intimate association with the underlying peptidoglycan and the bulky nature of 
LPS. However, this would appear to be an oversimplification. Two types of data indicate 
the fluidity of outer membranes. First, measurement of phase transitions in E. coli has 
indicated that when cells are grown at 37"C, the outer membranes are fluid above a tran- 
sition temperature of 25°C [ 1051. Second, spin-label experiments and fluorine nuclear 
magnetic resonance spectroscopy data on E. coli vesicles demonstrated that the diffusion 
rate of lipids in the E. coli cell envelope is in the order of 10" c d s  which indicates that a 
given lipid molecule could move from one end of a bacterium to the other in less than a 
second (for review, see [ 1061). 

The fluidity of outer membranes permits the passage of hydrophobic molecules under 
appropriate circumstances. However, one as yet unexplained phenomenon has been ob- 
served using hydrophobic fluorescent probes. When the outer membranes of E. coli and 
P. aeruginosa are perrneabilized, they take up such probes transiently and then secrete 
them [97,107]. Administration of an inhibitor of cell energization prevents secretion such 
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that net uptake is observed. This implies that cells contain an energized secretion system 
for hydrophobic compounds, perhaps one analogous to the tetracycline and quinolone 
secretion systems [ 1081. 

5. Conclusions 

Understanding how even a single macromolecule achieves its function is quite difficult, as 
discussed elsewhere in this book. However, understanding how a large number of mole- 
cules integrate to give rise to a variety of general properties is far more complex. 
Nevertheless, studies of outer membranes have progressed to a stage where we can start 
to make educated guesses about the relationships between outer membrane organization 
and outer membrane function. Much has been learnt but much remains to be learnt. 
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CHAPTER 13 

Biosynthesis and assembly of lipopolysaccharide 
PETER REEVES 

Microbiology Department, BIdg G08, University of Sydney, Australia NSW 2006 

I .  Introduction 

Lipopolysaccharide (LPS) is a key component of the OM (outer membrane) which char- 
acterizes the Bacteria (previously known as Eubacteria and excluding the Archaebacteria) 
although lost in the Gram-positive line which appears to be a derivative of the basic 
Gram-negative form. LPS has thus been an integral component of the world's most nu- 
merous group of organisms for perhaps 3 billion years. It is a remarkable molecule, the 
inner Lipid A component replacing phospholipid as the major amphipathic molecule in 
the outer leaflet of the OM and the 0 polysaccharide component being amongst the most 
polymorphic of structures known. LPS is used as a receptor by bacteriophage; it also acti- 
vates complement and some forms are potent toxins, leading to LPS often being called 
endotoxin [ 1,2]. 

LPS has been difficult to study and although much is known, it is possible that any 
structure given here may need at least minor revision. The general nature and role of LPS 
is discussed in Chapter 12, which should be used in conjunction with this chapter in 
which we look in detail at its structure, synthesis, genetics and evolution. 

The subject has been reviewed many times with several books on the topic. Readers 
are referred in particular to a recent book [ l ]  and reviews [3-51 and to some excellent 
earlier reviews [6-1 I]. 

2. Overview of structure, biosynthesis and genetics 

2.1. Nomenclature f o r  Escherichia, Shigella and Salmonella 

We will have cause to compare structures and biosynthesis in different species and for a 
proper appreciation, it is essential that a natural classification be used. Unfortunately, in 
two important groups, the currently used classification is very unnatural but although 
known for years, there is considerable resistance to change. Sequence variation in 
Salmonella is only that expected for a species, although about 1000 serovars have been 
given full species status; we use here the single name Salmonella enterica [12] and use 
the old species names as serovar (sv) names. For similar reasons, the several species 
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placed in the genus Shigellu (S.  hsenteriue, S. sonnei, S. flexneri and S. boydii) all prop- 
erly belong in the species E. coli and are referred to as shigella, dysenteriae or sonnei etc. 
strains of E. coli. 

We use E. coli strain K-12 and S. entericu strain LT2 as examples and refer to them 
simply as K-12 and LT2. 

Lipid A 

2.2. Overview of structure 

LPS comprises several distinct regions: Lipid A, core (divided into inner and outer core) 
and 0 polysaccharide. LPS is extremely variable with the extent of variation increasing 
fiom Lipid A to 0 polysaccharide. The overall structure of Lipid A and core of LT2 is 
shown in Fig. 1.  Lipid A was first observed as a fatty component after acid hydrolysis 
which cleaves the KDO-GlcN bond. The structure of Lipid A as extracted from LT2 (Fig. 
2) is now fully established [3,13], after a long history [13]. The structure has been con- 
firmed by in vitro synthesis [14,15] and the same structure was obtained for K-12. But 
note that the structure is that of Lipid A after cleavage from core by acid hydrolysis and 

Abe 
I 

(Gal - Rha - Man) 

I 
Hex 111 Glc I1 - GlcNAc 

I 
Hex II Gal I 

I 
Hex I Glc I - Gal II 

I 
Hep II- Hep Ill 

I 
Hep I 

I 

I 
KDO I-KDOII-(KDOIII) 

@- GlcN - GlcN -@ 
'I: ' 'N 

M 

Fig. 1. LPS of S. enterica LT2 (sv Typhirnurium) showing the regions of LPS. GlcN, Glucosamine: KDO, 3- 
deoxy-Dmanno-octulosonic acid: Hep; L-glycero-Dmanno-heptose: Glc; DGlucose: Gal; DGalactose: Rha; L- 
Rhamnose: Man; DMannose: Abe; Abequose: R1,2,3,4; R-3-hydroxymyristic acid: M; myristic acid: L; lauric 
acid. Note that KDOlll and the acyloxyacyl substitution on RI  are not stoichiometric and that non-stoi- 
chiornetric PPEA substitution on Hepl and KDO, and 4-amino-4-deoxy-L-arabinose phosphate on 4' are not 
shown, R595 (sv Minnesota) can have an acyloxyacyl substitution on R1. See refs. 13 and 16 for details of 

Lipid A, and the text for core and 0 polysaccharide. 
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I ~. 

R1-M R2-L k3 R4 ' OH 

Fig. 2. Hepta-acyl Lipid A of S. enterica LT2 (sv Typhimurium) and R595 (sv Minnesota) and E. coli K-12. 
GlcNAc residues and acyl linkages RI, 2 ,3 ,4 ,  M and L as Fig. 1. 

there may be other substituents which were lost in preparation. The attachment of phos- 
phoethanolamine and 4-amino-4-deoxy-~-arabinose in particular is thought to require fur- 
ther investigation [ 161. 

The structures of the cores of K-12 and LT2 have been 'known' for many years but 
have undergone recent revision and it seems certain that hrther minor refinements will be 
made. Both comprise a KD0,-Hep, inner core and an outer core of three hexoses in the 
main chain with a Gal substituent on the first and a GlcNAc or Hep substituent on the 
third. The nomenclature for each evolved separately and at times we use a common 
'HexI, HexII, HexII1' nomenclature as proposed by Holst and Brade [17] and shown in 
Fig. 1 .  The structures have been reviewed recently [4,17] and new findings are that the 
GlcNAc in K-12 is attached to inner core heptose and not to Hex111 as in LT2 and that 
there is a heptose attached to the HO-6 of terminal HexIII in K-12 in place of the GlcNAc 
in LT2 [ 171. The GlcNAc on Hex111 of K- 12 previously observed by Jansson [ 181 was not 
seen by Holst and Brade [ 171 and its status is not clear as there is evidence for it presence 
on some molecules (see Section 5.3.2). 

K-12 Core Structure 
PPEA 

rfa I rfaG rfaF 4lrlaPrfaC kdtA 
Glc 111 % Glc I1 + Glc I 2 Hep 1 1 2  Hep I 3 K,"O I ZIL'p'dI 

Hep IV 
2 4 k m  

1 3  

KDO II 
:4 

4 Gal I Hep 111 
3 l 2  

(GlcNAc) KDO 1 1 1  (2-4) or Rha (1-5) 

LT2 Core Structure 

1 KDOIII 

-Rd ,  L R e  

Fig. 3. Core structures of E. coli K-12 and S. enferica LT2. Overall structure are similar in both and all 
glycosidic linkages are a. The genes are essentially the same for both (see Section 3. I .7) but shown only for K- 
12. Mutants blocking formation of the bonds shown give LPS with truncated cores named Ra to Re as 

indicated for LT2. Similar mutants in K-12 have not been as extensively studied. 
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There is very little variation reported in Lipid A (see Section 3.2.1). The core is often 
divided into inner and outer cores as the outer core is more variable than the inner core, 
with five forms known for E. coli and two for S. enferica (see Section 3.2.2). 

The 0 polysaccharide, a repeat unit polysaccharide [ 191 with units known as 0 units, 
is one of the most variable of cell constituents. This variation has been well documented 
but that reported so far is surely but a fraction of the total range; no attempt is made here 

b a d 

A 

~ [ R h a  % Rha % Gal % GlcNac] % E.  c .  (shigella) 
3 1,3 12 1,3 1 dysenteriae I 

--[AltNAcUA%NH,-FucNAc]% E. c .  (shigella) 
1.3 1 sonnei 4 

Col 
aj l a  

[Glc $ Gal GlcNAc] E.  c. 01 1 1  

.11,6 
4 

Col 

--[Gal 3 &Gal]% 1,3 1 KI. 2a 

3 [GIcNAc & 1.5 Gal] % KI. 2c 

P-Rha % D-Rha 2 D-Rha] % Ps. (Aband) 
3 1.3 12 

OAc 

-- [Fuc 4 4 Glc -k Fuc]% 
4 1,3 1.3 

Gal !?D Glc -k Gal 
1,4 1,3 

E .  c. 
colanic acid 
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at a comprehensive listing but a representative sample is shown in Fig. 4. Many genetic 
and biosynthesis studies have used K-12 or LT2 and these are used as examples. 
Unfortunately, all surviving strains of K-12 lack 0 polysaccharide but Schnaitman’s 
group have used a dysenteriae 1 rfb (+rfp) clone in K-12 to allow study of complete LPS 
in this well documented strain [20,21]. 

2.3. Overview of biosynthesis and genetics 

LPS is in general synthesized as two separate components, Lipid Ncore and 0 polysac- 
charide which are then ligated to give the complete molecule (Fig. 5) ,  which itself may 
then be hrther modified. 

LPS genetics was developed in S. enterica strain LT2 and the LT2 terminology has 
been adapted for other strains and species. Mutants which make incomplete LPS are 
known as rough mutants because colonies on agar plates are flatter, spread further and 
lack the normal ‘smooth’ appearance of wild type colonies. The mutations mapped at 
three loci first named rough A, rough B and rough C, but now rfu, rfb and rfc, which in- 
clude genes for core synthesis, 0 unit synthesis and 0 polysaccharide polymerization, 
respectively. We can now see anomalies in this nomenclature; mutants affecting Lipid A 
or KDO were not detected in the early studies, probably because they were lethal, and 
those found later were named after the pathway affected and not as rfu mutants although 
one (kdtA, see below) maps at the rfa locus. Secondly, the existence of a separate rfc lo- 
cus is now seen to be atypical as in most cases the 0 polysaccharide polymerase gene is in 
the rfb cluster, although still called rf. 

Synthesis of Lipid A is now best understood for K-12 but given the conserved nature 
of Lipid A, it is probable that it follows a similar course in many other species. The first 

Fig. 4. (A) 0 units of groups S. enferica groups A, B, D1,2, E1-4. Residues and linkages shaded are variable 
andor not present in all groups. a: DDH (dideoxyhexose) being paratose in group A, abequose in group B, ty- 
velose in groups D1,2 and absent in groups EI-4. b: 0 acetyl present in some group B strains (encoded by 
chromosomal gene oafA) where it confers epitope 05. c: linkage a14 in A, B, DI  and/?14  in E I 4 ,  D2. d: In 
groups A, B, D al-4 Glc is encoded by oafl and oafE genes on the chromosome and confers epitope 122; 
some strains carry phage P22 (or similar phage) with genes for a a 1-6 Glc conferring epitope I (epitopes I and 
12* both subject to form variation; see Section 4.3.3); see below for Glc in groups E l 4  and ref. 6 for review. 
e: group E l  see below. f: linkage between 0 units a l -2  in most strains of groups A, B, D1,2, al-6 in groups 
E1,4 and/31-6 in E2,3: phage P27 converts the linkage in groups B or D to al-6 and confers epitope 27; there 
are naturally occurring strains of groups B and D2 with phage encoded epitope 27 [64]. Groups E l 4  all have 
the same rfb region [I271 but may have the 0 antigen modified by presence of lysogenic phage; group El with 
epitopes 3 and 10 has the basic 3-sugar backbone and an 0 acetyl on Gal; phage E , ~  carries genes to repress 0 
acetyl expression and for a new 0 polysaccharide polymerase which gives a S 1 - 6  in place of al-6 linkage 
thereby replacing epitope 10 with epitope 15; phage c3+ which uses epitope 15 as receptor, leads to presence of 
a14 Glc on Gal and epitope 34; group E4 resembles E l  with an al-6 Glc on Gal, but the genetic basis has not 
been reported. (B) 0 units of selected forms. Note that in many cases the structures are based on chemical 
studies only and the biological unit synthesized can be any linear permutation of the unit shown. S.e, S. 
enterrca; E.c, E. coli; KI, Klebsiella; Ps, Pseudomonas aeruginosa. Other symbols are 0 polysaccharide names 
except for colanic acid which is a capsule. J ,  furanose form (all others pyranose); AltNAcUA, 2-deoxy-2- 
acetamidoaltrose; NH2-FucNAc, 2-acetamido-4-amino-2,4,6-trideoxy-Dgalactose; Col, colitose; Fuc, L-fucose; 
DRha, Drhamnose; others as in Fig. 1. References given in reviews [7,8] except for Klebsiella [94] and 

Pseudomonas [130]. 
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Fig. 5 .  Outline of LPS assembly on the cytoplasmic membrane. Circles represent 0 units assembled on UndPP. 
Both are numbered (to indicate order in which they enter the assembly process). Steps 0 1 4 5 ,  0 polysaccha- 
ride assembly; C 1 4 3 ,  Lipid A core assembly; L, ligation of 0 polysaccharide and Lipid A core. Step 01, 
flipping of UndPP-0; steps 0 2  etc addition of single 0 units to the chain at reducing end by transfer of 
growing chain to new 0 unit on UndPP carrier. CI represents condensation of 2 substituted GlcNAc molecules 
to give lipid IVA; C2, the several steps in synthesis of core and addition of acyloxyacyl residues; and C3, 

flipping of Lipid Ncore. 

specific step is acylation of UDP-GlcNAc and proceeds through the steps described be- 
low, overlapping the sequential addition of core sugars, all as pyranose structures. From 
the first committed reaction to completion of Lipid A/core, the intermediates are anchored 
in the cytoplasmic membrane with the hydrophilic component presumably facing the cy- 
toplasm where the substrates are. 

0 polysaccharide synthesis proceeds independently with each 0 unit assembled on the 
C,, isoprenoid carrier lipid, Undecaprenol (Und) phosphate (see below for details and the 
exception), the intermediates again embedded in the cytoplasmic membrane with the hy- 
drophilic 0 unit on the cytoplasmic face of the membrane. 

It is believed that Lipid A/core and 0 unit are separately translocated (flipped) to the 
outer (periplasmic) face of the CM (cytoplasmic membrane), where the 0 unit is polymer- 
ized to 0 polysaccharide before transfer to Lipid A/core by an enzyme called ligase. 
Nothing is known of the further steps in export of LPS to the outer face of the OM. 

3. Lipid Ahore 

3.1. LipidtVcore of K-12 and L72 

3.1.1. Lipid A and core are synthesized as one unit 
The distinction between Lipid A and core was made because the KDO-Lipid A linkage is 
acid labile [3] and acid hydrolysis gave water insoluble Lipid A and water soluble poly- 
saccharide, both amenable to study, whereas complete LPS is insoluble in any convenient 
solvent. However, biosynthesis of Lipid A/core involves a continuous series of reactions 
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which we treat as one. The biosynthesis has been reviewed recently [ 161 and earlier re- 
views (see above ) are also useful. 

3.1.2. Synthesis of Lipid A/core precursors 
L-Glycero-D-munno-heptose (referred to as heptose) and KDO are not generally present 
in non-LPS structures and synthesis of ADP-Hep and CMP-KDO is conveniently treated 
with LPS Synthesis. UDP-GlcNAc, UDP-Glc and UDP-Gal are present for other purposes 
and their biosynthetic pathways are encoded by housekeeping genes. 

Heptose is added from its ADP derivative, thought to be synthesized in five steps from 
sedoheptulose-7-phosphate of the pentose phosphate pathway (for review, see [3]). In 
support of this proposal is the existence of the first enzyme of the proposed pathway, 
phosphoheptose isomerase [22] and the observation that a tkt (transketolase) mutant, 
blocked in sedoheptulose synthesis, produces heptose deficient LPS [23]. 

The last step, epjmerization, is blocked in rfuD mutants known in both K-12 and LT2 
and thought in K- 12 to incorporate (at reduced level) D-gbcero-D-manno-heptose into 
LPS in place of the L form [24]. A functional rfaD gene is required for viability at ele- 
vated temperatures [25] suggesting that this substitution is deleterious. The rfuD gene has 
been cloned and sequenced [25,26]. 

Genes for the other steps have not yet been defined, but rfaE (LT2 76 min) is presum- 
ably one of them as mutants produce Re LPS [6] (see Fig. 3). Extracts of MaE (and rfaD) 
mutants can add heptose to KD0,-IV, in vitro if ADP-heptose is present showing that 
they are involved in synthesis of ADP-heptose [27]. Although the proposed heptose 
pathway seems reasonable, much of the supporting data needs to be confirmed; only two 
genes have been found although five are expected, and only rfaD has been characterized 
at all. The other genes are thought to map away from rfa. 

KDO is transferred from CMP-KDO, synthesized from arabinose-5-P and PEP via a 
three-step pathway which is well characterized (for review, see [3]) with the genes (kdsA 
and kdsB) known for the first and last steps in both LT2 and K-12. 

3.1.3. Synthesis of LipidA/inner core in K-12 
Synthesis of Lipid A (Fig. 6) has been reviewed recently [3,16]. The first committed step 
in assembly of Lipid Alcore is transfer of R-3-hydroxymyristic acid to UDP-GlcNAc by 
UDP-N-acetylglucosamine transferase (Fig. 6). The product is membrane associated as 
are all subsequent intermediates. A ts mutant for this step enabled the gene, IpxA, to be 
identified [28]. 

The second step, deacetylation, is carried out by the product of envA [29], a gene 
known previously for an effect on septum separation during division [30]. The third step, 
N-acylation with R-3-hydroxymyristic acid, is carried out by the product of fpxD [31], 
separated from fpxA by one gene. fpxD was first identified (under the name$rA) as a gene 
affecting rifampicin resistance [32] but more recently has been thought to have a general 
effect on OM function [33]. The acyl transferases involved in steps 1 and 3 are specific 
for R-3-hydroxymyristoyl-ACP [34]. 

The product, UDP-2,3-diacyl-GlcN, may then lose UMP to give 2,3-diacyl GlcN-1-P 
also known as lipid X, and one molecule each of these diacyl compounds are then con- 
densed, with loss of UDP, to give a tetra-acyl disaccharide with the basic structure of 
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Fig. 6. Biosynthetic pathway of E. coli Re LPS showing genes involved. Symbols as Fig. I .  Modified after 
Raetz [3]. 
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Lipid A. There are said to be two enzymes which release the UMP but little is known of 
them [3]. Lipid A disaccharide synthase, encoded by IpxB, carries out the condensation 
step and has been purified and characterized [35]. 

The 4' position is then phosphorylated by a kinase [36] (gene not known) to give lipid 
IV, to which KDO is added from CMP-KDO by KDO transferase, a bihnctional enzyme 
which adds two KDO residues to give KD0,-IV,; the gene, MtA, maps at one end of the 
rfa cluster. A third KDO residue is thought to be present although not stoichiometrically. 
A homologous Chlamydia trachomatis enzyme (GseA) is trihnctional adding three KDO 
residues and will incorporate three residues in the K-12 core or add an additional residue 
to a 2 KDO K-12 substrate in vitro. The presence of the third residue in a gsaA+ K-12 
strain prevents addition of heptose and the timing, distribution among LPS forms (see 
below) and genetics of KDOlII addition are not known [4]. 

KD0,-IV, is a substrate in vitro for addition of two hrther fatty acids as acyloxyacyl 
moieties or addition of two heptose residues, and the order in which the additions are 
made in vivo is not known. Mutants deficient in CMP-KDO synthesis accumulate lipid 
IV,, showing that addition of KDO must precede addition of the two Wher  fatty acids 
and that the enzymes possess KDO recognition domains. This is confirmed by the obser- 
vation that lipid IV, is not a substrate for in vitro fatty acid addition [37]. A lauroyl 
moiety is transferred to the hydroxyl of the 2N substituted R-3-hydroxymyristoyl residue, 
followed by transfer of a myristoyl moiety to the hydroxy group on the 0 3  substituted R-3 
hydroxymyristoyl residue, both from ACP derivatives [37]. The lauroyl residue must be 
added before the myristoyl moiety can be added but these modifications of the lipophilic 
part of the molecule appear to be independent of addition of heptose and presumably sub- 
sequent sugar residues. There are no mutants defective in addition of the acyloxyacyl 
residues; in vitro studies showed only that addition of the heptose residues did not require 
their presence. 

Null mutants in IpxA, IpxD or kdtA are probably lethal as only ts mutants have been 
isolated, and the same applies to kdsA and kdrB. These mutations define within limits the 
minimum structure required for cell viability. Unfortunately, because KdtA catalyses ad- 
dition of two KDO residues, and this is followed by addition of two fatty acids by un- 
identified enzymes, it is not possible to precisely define the minimum structure which 
must include at least one KDO or fatty acid residue but possibly both KDO and both fatty 
acid residues for cell survival. 

Mutants blocked in subsequent steps are viable and elucidation of LPS core structure 
was facilitated by a set of mutants of LT2 with specific blocks (see Fig. 3). In more recent 
studies, many of the equivalent K-12 genes have been identified [38]. 

HepI and HepIl are added from ADP-Hep by heptosyltransferase I, encoded by rfuC, 
which has been analysed using an in vitro assay [36] and heptosyltransferase I1 encoded 
by rfaF. 

3.1.4. K-12 and LT2 outer core (main chain) 
This topic is discussed in detail by Schnaitman [4]. The first outer core sugar GlcI (Hexl), 
is transferred from UDP-Glc by glucosyl transferase, RfaG, first defined in LT2 by Rdl 
mutants and in E. coli by complementation of Rdl(LT2) mutants by clones of rfa(K-12) 
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[39] (Fig. 3). The gene has been cloned from LT2 [40] and cloned and sequenced fiom K- 
12 [41]. Synthesis of UDP-Glc requires gulU and mutants also have the Rd phenotype. 

From this point on, LT2 and K-12 structures and pathways differ. Addition of 
HexII(Gal1) in LT2 requires the rfal gene which has been cloned [40]. The K-12 gene 
maps at the corresponding position and is also known as rfuI, but the product adds a 
glucose (GlcII). It has also been cloned and sequenced [42] and will complement an LT2 
mutant, probably adding a glucose residue. 

Addition of Hex111 (GlcII in LT2, GlcIll in K-12) requires gene rfaJ in LT2 and a 
similar gene is found in the corresponding place in K-12. However, the expected enzyme 
activity was not demonstrated in K-12 [40], although the K-12 gene can complement a 
rfd mutant of LT2 at low efficiency [42] but at high efficiency if rfal(K-12) is also pres- 
ent suggesting specificity for addition to Glucose as HexII. Unlike mutants blocked at ear- 
lier stages, an r f d  mutant produces multiple forms of LPS core [42] suggesting that once 
the terminal glucose is added, alternative non-stoichiometric modifications may occur. 

3.1.5. K-12 and LT2 side chain residues 
Additional residues are added to the main chain as synthesis progresses, and while there 
are a considerable amount of data, there is still much to learn about the reactions and 
genes involved. 

A side chain Gal (Gal1 in K-12, GalII in LT2) is present on Glcl of both structures. 
Most rfaB (and gal@ mutants have only GlcI with Rc LPS, suggesting that the side chain 
Gal must be present before the main chain is extended beyond GlcI [43]. However, one 
rfaB mutant had many LPS molecules extended beyond GlcI, some with 0 polysaccha- 
ride, although there was little or no Gall1 present [43]. Pradel et al. [42] suggest that RfaB 
protein in addition to its enzyme activity, engages in protein-protein interaction to allow 
further chain expansion and that transfer of GalII is not required for this additional activ- 
ity; the Wollin mutant is then a missense mutant which does not transfer but does allow 
firther chain extension. The raising of this possibility emphasizes how little we know 
about the organization of LPS synthesis. Kadam et al. [40] cloned the rfaB gene of LT2 
and Pradel et al. [42] cloned and sequenced the K- 12 gene. 

rfaK and rfuL are present in both K-12 and LT2 but each has barely detectable amino 
acid level similarity although nearly identical predicted structures in the two strains. rfuK 
mutants of LT2 have long been known to lack the GlcNAc residue which is required by 
phage FO as part of its receptor. FO does not attack K-12 and now that it is known that K- 
12 has a heptose in place of the GlcNAc of LT2, the reason becomes clear [20]. Clones 
canying rfuKL(LT2) confer FO sensitivity on a K-12 rfuK mutant [20] showing that RfaK 
has different fhctions in the two species, RfaK(K-12) probably adding GlcNAc to inner 
core heptose. The new structure also explains why K-12 is naturally resistant to LT2 
phage Br2, which requires as receptor a core with at least GlcI present, as the GlcNAc 
residue on one of the K- 12 heptose residues is in the Br2 receptor region of LPS. Klena et 
al. [20] find that an rfuK mutant of K-12 is sensitive to phage Br2 and that an rfuK (K-12) 
clone makes an LT2 strain resistant. These data strongly support the suggestion that 
RfaK(K-12) transfers a GlcNAc residue to Hep. 

RfaL seems also to be involved in rfaK activity [20]. A plasmid canying rfuK (K-12) 
and rfuL (K-12) partially complements a rfaK LT2 strain. However, if the plasmid is mu- 
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tant in rfaL the rfaK(K-12) gene alone cannot complement, showing that RfaK(K-12) can- 
not work with RfaL(LT2) but only with RfaL(K-12). This defines a new and unexpected 
function for RfaL which is considered to be the ligase (see below). A reciprocal test 
'showed' that RfaK and RfaL of LT2 also worked better together than if mutants were 
complemented by K- 12 genes. 

The rhamnose in the K- 12 core reported many years ago has recently been located on 
KDOII [17]. The rhamnose biosynthetic pathway of K-12 is present only in its rfb gene 
cluster and a mutation (rfbc) in this pathway in several K-12 strains correlates with vari- 
ation in banding pattern of LPS on SDS PAGE; rfbC mutants have three clear bands (Bl,  
B2 and B3 in increasing mobility). The bands probably differ by one sugar for each inter- 
val and several LPS forms may have a given mobility. rfbC+ strains have a broad major 
band (B2) and a less abundant band (B3) [20,44] with B2 thought to include complete 
core and B 1 to have GlcNAc added in place of 0 polysaccharide (see Section 5.2.3). 

A K-12 rfaK mutant in a rfbC (no TDP-Rha) background lacks B1 and B2. rfaK is re- 
quired for 0 polysaccharide addition (see Section 5.2.3) so B1 is not expected and B3 
presumably lacks inner core GlcNAc. 

Genes for other side chain moieties are less easy to identify. The genes available are 
rfaP, $as, rfaQ, rfaY and rfaZ. The pyrophosphorylethanolamine residue (PPEA) on 
HepI has been well characterized in S. enterica sv Minnesota [45]. Mutants at rfaP have 
been described for sv Minnesota and LT2 [46,47] and shown to have an Rc phenotype, 
being truncated at Glcl, and also lacking the phosphatidyl ethanolamine on HepI, the 
HepIII on HepIl and the side chain GalII. RfaP may be the kinase which adds a phosphate 
to HepI to which phosphoethanolamine is then added to give pyrophosphoethanolamine 
[47] (but see [4]) and it appears that in the absence of this side group, in general the side 
chain HepIll and Gal1 residues are not added and the chain terminates at GlcI, although a 
few molecules are extended and also carry 0 polysaccharide. rfuP(K-12) complements 
LT2 mutants suggesting that they have the same structure and this was confirmed by 
structural studies [47] 

rfaQ, rfaS and $uZ mutations have relatively little effect on the three band pattern of 
an rfbC mutant [20] suggesting that several substituents are not added in the absence of 
rhamnose. 

3.1.6. Lipo-oligosaccharide (LOS) of K-12 
Klena et al. [20] used K-12 with a clone of the rfb gene cluster of (shigella) dysenteriae 
type 1 E. coli, which produced complete LPS (see Section 4.1.5) and observed that muta- 
tion in rfaS or rfaZ increased the mobility of the unsubstituted core band, but had no ef- 
fect on the mobility of complete LPS. This showed that contrary to the usual assumption, 
unsubstituted Lipid Ahore material differed from that which was part of complete LPS, 
as changes in the structure of the core component of complete LPS would affect the mo- 
bility of each band which would be detected at least for LPS with only few 0 units. rfaS 
and rfaZ must then affect an alternative pathway which leads to material destined for di- 
rect translocation to OM without addition of 0 polysaccharide. They named this material 
lipo-oligosaccharide (LOS) after the material found in Neisseriu etc. which comprises 
core only without 0 polysaccharide (see Section 3.3). 
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Synthesis of LOS in K-12 requires rfuS and rfaZ but not rfuL [20,44]. In the presence 
of the dysenteriae 1 rfb gene cluster (which complements rfbC so TDP-Rha present), rfuS 
and rfuZ, there is an 0 polysaccharide ladder and LOS at B2. rfuQ, rfuS, and rfuZ mu- 
tants in this background affect the core bands but not 0 polysaccharide containing bands. 
rfuQ mutants have faster running LOS and in TDP-Rha minus strains it is 8 3  which is af- 
fected. Although there is as yet no direct evidence, a possibility [20,44] is that RfaQ adds 
HepIII. This addition is not stoichiometric [41] and also requires the presence of RfaP. 
. faZ and rfas mutants have even faster running LPS which perhaps lacks an additional 
sugar [20], possibly rhamnose [44]. rfuZ seems to best fit the requirements for the Rha 
transferase gene as it only affects band mobility in the presence of TDP-Rha [20] al- 
though the Rha transferase gene may be rfuS [20]. 

The provisional picture then is that Rha and Heplll are only present on LOS (B2) and 
in a normal K-12 strain the LPS core destined to receive 0 polysaccharide (also B2) is in 
part substituted with GlcNAc (BI) added in a rfuL dependent step. In a r - C  strain the 
LOS precursor (lacks Rha) runs as B3. 

3.1.7. Maps of Lipid A and core genes 
The rjiu cluster (79 min in LT2, 8 1 min in K- 12) shown in Fig. 7 includes the genes for all 
transferases for assembly of core (if one includes the adjacent kdtA gene as part of the 
cluster), together with the gene for the last step of ADP-heptose synthesis and rfaL, the 
ligase gene. Recent work mostly from the Sanderson and Schnaitman labs has given us 
complete rfa maps of both strains, complete sequence for K-12 and a substantial amount 
for LT2. The two maps were aligned by Schnaitman [38] and are extremely similar. There 
are three operons present as shown by sequence analysis [38] and insertional analysis 
[48], which also showed that insertions were generally polar indicating no strong internal 
promoters. One operon comprises kdtA and an ORF named kdfB [48] although apparently 
not required for KDO transferase (Anderson and Raetz, personal communication), the 
second contains the heptose transferases and the gene for the last step in heptose synthesis 
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Fig. 7. Genetic maps of (A) rfa and (B) Ipx regions of E. coli K-12. Core related genes of rfo region shown 
shaded. Scale above is the EcoliMap6 Kilobase scale (Rudd, personal communication) based on the Kohara 

scale [I311 as [132,133]. G + C percentage ofeach gene shown below. 
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plus rfaL which acts very late in LPS synthesis and the third the genes for outer core syn- 
thesis. 

The whole of the region has been sequenced in K-12 and much of it in LT2: The level 
of amino acid identity is 70% or more over most of the region but barely detectable for 
rjaL and rjaK which are adjacent but in separate operons [4,49]. The $US gene of K-12 is 
replaced in LT2 by what seems to be the fragmentary remains of an $US gene with very 
low sequence similarity [50]; it is non-functional, LT2 not producing the LOS form de- 
termined by the presence of rfuS in K-12. The only gene not discussed above is ‘gene 15’ 
identified by two lacZ fusions in K-12 [48] (see below). It has also been suggested that 
the gene upstream of rfaD may be a second Hep kinase [4] although kbl and tdh in the 
same operon have no obvious connection with LPS. 

rjaH, a positive control gene acting through antitermination affects the large central 
outer core operon [5 1,521. The promoters for the two divergent operons have been iden- 
tified [53] and as expected for a positive control system, have no similarity to the consen- 
sus -35 region. Roncero and Casadaban [48] using translational fusions found a small 
‘gene’ in this intergenic region which may be involved in regulation. There is as yet no 
convincing model for regulation of the rja operons but possibilities are canvassed by 
Schnaitman [4]. 

Three of the genes for Lipid A synthesis (IpxA; lpxD and lpxB for steps 1, 3 and 5 )  
map at 4 min (208-2 12 kb Kohara) with f i b 2  and several genes involved in macromole- 
cular synthesis. fubZ (previously known as orjl7) encodes a /3-hydroxylacyl-ACP dehy- 
dratase [31] which uses the same substrate as 1pxA but leads to unsaturated fatty acid 
synthesis. The other known gene, envA maps at 2 min (1 05 min kb Kohara). 

The KDO pathway genes map separately with kdsA at 27 min in K-12 and 39 min in 
LT2; and MB at 85 min in K-12 and 16 min in LT2; the third gene is not yet known. 

The gene for the last step in heptose synthesis, rfaD, maps within the rfa cluster, adja- 
cent to rfaC and rfaF for the transferases for the two backbone heptose residues. rfaE 
maps separately at 76 min (LT2) and the other predicted genes are not known. 

3.2. Variation in Lipid A and core 

3.2. I .  Variation in Lipid A 
Lipid A is the most conserved part of LPS with most of the variation in the chain length 
of the GlcN substituted fatty acids and the number and chain length of acyloxyacyl substi- 
tuted fatty acids. Only for S. entericu strains LT2 and R595(sv Minnesota), E. coli K-12 
and Rhodobacfer sphaeroides is the structure ‘fully’ known [13] (see caveat in Section 
2.2). However, enough is known of many other structures to indicate the extent of vari- 
ation over the broad reach of Gram-negative bacteria. For a detailed survey and analysis 
and primary references, readers are referred to Rietschel et al. [54] and Takayama [13]. 

A p( 1-6) linked disaccharide D-hexosamine is almost universal. It may be GlcN-GlcN 
disaccharide as in S. enterica and E. coli, or GlcN3N-GlcN or GlcN3N-GlcN3N. Man, 
GalA, Ara and AraN have also been reported. Where known, the sugars are in pyranose 
form and p(1-6) linked. In a few cases, Lipid A contains a GlcN3N monosaccharide 
backbone. 
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There is much more variation in the fatty acids. In general C2, C3, C'2 and C'3 are all 
substituted, with amido linkages when appropriate, generally with hydroxy fatty acids or 
rarely 3-keto fatty acids [ 131. These fatty acids are added before the two diacylated sugars 
are condensed and the 2,2' substituents are expected to be the same as the 3,3' substituents 
as is the case where data are available; for several species, it has been shown that the 
acyltransferases have appropriate fatty acid specificity [34]. 

The secondary acyloxyacyl substitutions are variable in number within and between 
strains and species, ranging from 1 to 3; it is interesting that in each well documented 
structure there is variation within a preparation in the number of acyloxyacyl substitutions 
with the full range of variation at this level occurring within S. enterica strain R595 which 
can have substitutions on R2, R I  and R2 or R1, R2 and R4 (palmitate). In most species, if 
there is only one acyloxyacyl substitution, it is usually on R2, with the second being on 
RI or R4 with RI, R2 and R4 substituted if there are three substitutions. R3 is substituted 
only rarely. 

Overall fatty acid composition alone is known for many more species and those with 
10, 12 or 16 carbons are commonly reported, with both 3-hydroxy and normal fatty acids 
usually present, and 2-hydroxy or 3-keto-fatty acids occasionally present [ 131. 3-Hydroxy 
fatty acids usually have 10, 12 or 14 carbons and the normal fatty acids are usually, but 
not always, saturated with 12-18 carbons. In both classes, a mixture of chain lengths is 
usual. 

Particularly interesting is the presence of 27-hydroxy-octacosanoic acid in several bac- 
teria from the a-2 subgroup of Proteobacteria [ 5 5 ] .  This 28 carbon fatty acid is twice the 
normal length and presumably is exposed on the other (periplasmic) face of the OM. 

3.2.2. Variation in core 
Variation in core is much more substantial than in Lipid A, with outer core being more 
variable than inner core. Unfortunately, the structures of even the best known are still 
undergoing revision and further adjustments can be expected. That for S. enterica given 
in Fig. 3 is best documented and perhaps correct apart from non-stoichiometric substitu- 
tion by phosphate and 2-aminoethyl phosphate. Most S. enterica strains are thought to 
have the same structure as LT2 but some lack the GlcNAc residue [56]. 

Five core types have been described for E. coli (Fig. 8) including some shigella strains 
which have the R1 form [ 171. The R I  rfa regions from a classical E. coli strain and a son- 
nei strain have been cloned [57] and used in Southern hybridization to show that seven 
strains (including sonnei, flexneri and boydii) with R1 cores had general similarity al- 
though some variation in restriction sites. A weaker signal was picked up with K-12 sug- 
gesting only limited homology with rfa regions of strains with a different core structure. It 
will be very interesting to see more detailed comparison of the rfa regions of strains with 
RI and K-12 cores. Core variation in E. coli has also been studied using monoclonal anti- 
bodies (MAb). MAb specific for different epitopes on the RI core could pick out other 
R1 strains and development of this technique may enable more extensive analysis of core 
types than has been possible using only chemical studies. 

Structures have been proposed for many other species but most are incomplete and 
should be treated as ranging from 'speculative' to 'may need minor revision'. The diff- 
culties in determining structure include the lability of KDO, which is widely present; the 
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Fig. 8. Known LPS core structures of E. coli (other than K-12 shown in Figs. 1 and 3). All linkages a except 
where indicated. *, the Hep KDO region not fully determined (see [ I71 for references and details). 

presence of phosphate substitutions, often non-stoichiometric, which interfere with analy- 
sis by GC; and the presence of multiple forms due to partial substitution of some residues. 
Holst and Brade [ 171 give an excellent review of the known structures and here only an 
overview is attempted. 

The division into an inner core of KDO and heptose is close to universal, with one 
KDO (octulosonic acid in Acinetobacler [58]) and one or two Hep residues in the main 
chain being common. 

The outer core generally contains only hexoses in the main chain, with hexoses, some- 
times heptose, and often phosphate or 2-aminoethyl phosphate as side substitutions. The 
hexoses can include Glc, Gal, GalNAc, GlcNAc, Glc3NAc, GlcA, GlcN, Man, FucNAc- 
Me and GalNA, but Glc and Gal are particularly widespread with GlcNAc and GalNAc 
perhaps next [17]. However, it should be noted that this sample is biased towards 
organisms of medical interest. Many of the structures known are of R mutants and, in the 
absence of 0 polysaccharide, substitutions on the non-reducing terminal sugar of the main 
chain are not distinguished from extension of the main chain itself. The length of the main 
chain core can thus be exaggerated but three or less in the main chain is common, with up 
to about five reported. Linkages are generally a but 0 linkages are reported. Good compi- 
lations of structures can be seen in [ 171. 

3.3. LPS without 0 polysaccharides 

As we saw above, many bacteria easily lose the ability to make complete LPS by muta- 
tion. These ‘rough’ mutants frequently displace the wild type ‘smooth’ form during cul- 
ture and laboratory strains may be known only in their secondary rough form, with E. coli 
K-12 being a well known example. In some genera, such as Neisseria, Haemophilus, 
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Chlamydia and Bordetella, it appears that the natural form lacks the repeat unit altogether 
and these have been called lipo-oligosaccharides (LOS) by some, although others [59] 
consider it premature to introduce a new terminology. Neisseria is perhaps the best stud- 
ied example and several forms are known generally with quite complex outer core struc- 
tures [17]. 

4. 0 unit structure and synthesis 

4.1. The 0 unit 

The 0 unit is by far the most variable part of LPS and a selection of forms is shown in 
Fig. 4. There can be more than 100 forms for one species and the total range must run into 
thousands with only a fraction characterized. Details of many structures are given by 
Kenne et al. [60] and Jann and Jann [8]. Biosynthesis has been studied in only a few 
cases. Characteristically, all genes for enzymes specific to 0 unit synthesis and also, ex- 
cept in our type case S. enferica group B and close relatives, the rfc gene for 0 polysac- 
charide polymerase are grouped in the rjb gene cluster, which in E. coli, S. enterica and 
related species maps close to his (histidine synthesis) and gnd (6-phosphogluconate 
dehydrogenase). There are several cases where there is interaction with the synthesis of 
other polysaccharides, with common steps sometimes but not always being duplicated. 
For example, the Enterobacterial common antigen (ECA) pathway uses the products of 
rfbA and rfbl? in group B S. enterica but has its own genes for these steps in other strains 
which do not have these genes in their rfb cluster, whereas the mannose pathway genes 
are present in both the rfb and cps (colanic acid) capsule clusters [61]. We look below at 
some well studied 0 units of S. enterica and then a few selected examples from other 
species to illustrate specific aspects of structure or variation. 

4.1.1.  Salmonella enterica group B 
The 0 unit of the group B S. enterica 0 polysaccharide has four sugars in its basic struc- 
ture (Fig. 1). The biosynthetic pathway and genes are outlined in Fig. 9. 

UDP-Gal is synthesized by housekeeping enzymes and 11 enzymes are required to 
synthesize the other three nucleotide sugars, with a further four transferases to synthesize 
the 0 unit on UndPP (Fig. 9). The GDP-mannose pathway serves to illustrate which genes 
are to be expected in an rfb cluster. S. enterica utilizes mannose by the pathway shown in 
Fig. 10. The rfb gene cluster (Fig. I 1) includes the 15 genes shown in Fig. 9. 

The mannose phosphate isomerase used in mannose catabolism is also used for 
mannose synthesis in the absence of exogenous mannose (Fig. 10) and only the genes for 
synthesis of GDP-mannose from mannose-6-P are specific to GDP-mannose synthesis and 
present in the rfb cluster. 

The genes for each biosynthetic pathway are clustered (Fig. 11). Three of the trans- 
ferases expected have been identified and the fourth tentatively [62]. Galactose trans- 
ferase, which transfers galactose phosphate from UDP-Gal to UndP, is a membrane pro- 
tein with several potential transmembrane segments seen in its sequence. The other three, 
which add sequentially rhamnose, mannose and abequose from nucleotide diphospho 
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Fig. 10. Mannose metabolism in E. coli and S. enferica showing synthesis of GDP-man from either general 
metabolic pathways via fructose 6-P or from exogenous mannose. Note the central role of mannose-6-P and the 

pmi (mannose phosphate isomerase) gene. 

sugars, are also found in the membrane fraction but lack potential transmembrane seg- 
ments and are presumably peripherally associated. 

In addition to genes allocated to predicted pathway enzymes and transferases, there is 
always one gene, named r - X ,  which appears to encode an integral membrane protein. 
Recent reviews [4,63] should be consulted for details of S. enterica rfb regions. 

4.1.2. 0 polysaccharides of other strains and species 
The 0 polysaccharide is extremely variable with about 170 forms described for E. coli 
(including shigella strains) and about 60 for S. enterica [64]. This variation is in both 
linkages and sugars present as illustrated below (Section 4.1.3) for selected S. enlerica 
forms. Similar levels of variation appear to be present in other species such as 
Pseudomonas aeruginosa, whereas other species are much less variable, with for example 
Yersinia pseudotuberculosis having only 12 forms, all but one including a dideoxyhexose 
[7,65,66], Only representative cases can be discussed here. 

4.1.3. Some S. enterica groups with related 0 units 
Groups A, B, D, C2 and E 1 have related 0 polysaccharides; the rfb gene clusters have all 
been sequenced [67-721 and here also there is considerable similarity as shown in Fig. 1 1. 
All the pathway genes have been identified (one only tentatively) and all transferase genes 
[62] other than the abequose transferases of groups B and C2 which by elimination are 
likely to be orfl4. I of group B and orf13.9 of group C2. 

4. I .  4. Other S. enterica 
Only one other S. enterica 0 polysaccharide has been studied in detail. The group C1 0 
unit consists of one GlcNAc and four mannose residues in the main chain and a side chain 
glucose. It is linked by name with group C2, because they have antigen 0 6  in common. 
This is due to a common mannosyl-mannose linkage but otherwise the two have little in 
common in chemical structure or in organization of their rfb gene cluster. The groups 
studied represent only a fraction of the structural variation observed and presumably of 
the genetic variation present. 
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4.1.5. E. coli 
The structures of several E. coli 0 polysaccharides have been determined (see Fig. 4 for 
examples) and in 1 1  cases the rfb genes have been cloned (01, 02, 04, 0 7 ,  09, 0101, 
01 1 1 ,  flexneri Y2a, flexneri 6, dysenteriae type 1 and sonnei) [21,57,73-821. Each was 
cloned into K-12 and some were then transferred to other E. coli strains or other species. 
In all but one case, a single clone gave full function confirming the conclusion drawn 
from recombination data with S. enterica that rfb genes are clustered. In three cases (02 ,  
0 7  and 01 1 I), the gene cluster was shown to map near gnd. In sonnei, the rfb cluster was 
on a plasmid and in dysenteriae type 1, one gene was on a plasmid but the others in a 
typical rj3 cluster near his [83]. There is some disagreement on the r -  genes of 01 1 1  as 
the first publication [84] suggested that all or perhaps part of the rfb cluster was on a 
plasmid but a later study showed that a single clone of chromosomal DNA which mapped 
near gnd would give ful l  function. The status of the earlier observation is not clear and 
may indicate variation in this serogroup. In six cases (07 ,  0101, 01 1 1 ,  flexneri Y2a, 
flexneri 6 and sonnei), the rfb cluster was shown to function in an rfb delete strain and 
thus carried all genes specific to 0 unit synthesis. 

In several cases, the cloned rfb DNA was used as a probe to test for homology with 
other strains [75,76,79,81,82,85]. Unfortunately, in general not much is known of the 
genes encoded by the DNA used as probe but the probes often hybridized with DNA from 
only some other strains, often known to have similar 0 polysaccharides. In total, these 
studies indicate that there is great diversity in the genes of the rfb cluster of E. coli. 

Only for (shigella) dysenteriae type 1 has the entire rfb region been sequenced [21]. It 
contains eight genes: four rhamnose pathway and two rhamnose transferase genes, an rfbX 
gene and an rjii gene. The 0 unit structure is thought to be Rha-Rha-Gal-GlcNAc; rfp, a 
plasmid gene encoding a Gal transferase [86] is required for 0 polysaccharide synthesis 
and the rfe gene is also required, presumably for transfer of GlcNAc-P to UndP to initiate 
0 unit synthesis (see Section 5.4). The rfb region of sonnei is present on a plasmid [87] 
and has also been cloned and sequenced [2 1 1. 

4.1.6. Yersinia 
Yersinia pseudotuberculosis is of particular interest as all but one serotype has a dideoxy- 
hexose in its 0 polysaccharide [7,65,66]. The 0 polysaccharides are otherwise quite di- 
verse in their structure and the reasons for the predominance of dideoxyhexoses is not 
clear. The rfb cluster of serotype 11A has been cloned and the dideoxyhexose pathway 
region sequenced [88,89] and shown to have the same organization as in S. enterica. 
Fragments representing individual genes of the pathway were used as probes: all sero- 
types with abequose, paratose, tyvelose or ascarylose hybridized with the first four genes 
of the pathway, showing that the gene clusters were homologous. The rfbJ gene probed 
only abequose producing strains as expected as the paratose and ascary lose equivalents 
are expected to differ considerably. The group IIA strain sequenced had a defective copy 
of a gene very similar to rfbE of S. enterica group D, but with frame shift changes which 
would make it inactive; this was unexpected as rfbE converts CDP-paratose to CDP-ty- 
velose and has no potential role in an abequose producing strain. This ‘rfbE’ gene probed 
all abequose and tyvelose, but not paratose producing strains. The inference is that for- 
mation of paratose is an original trait and not due to mutation of the rfbE gene of a ty- 
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velose producing form as in S. enterica [63,68]. A further implication is that the abequose 
producing forms are derived from tyvelose producing forms by substitution of their rfbS 
gene with a rfbJ gene, the remnant rfbE gene giving away the origin; however, further 
study of several forms will be required to substantiate this. 

4.1.7. Vibrio cholerae 
Cholera is caused by Vibrio cholerae of 01 serotype, of which sub-serotypes Ogawa and 
Inaba have distinctive antigens plus a common specificity and a third, Hikojima, is a 
combination of the two. The only difference of significance in the r -  regions of Ogawa 
and Inaba is a single base change which leads to a stop codon in the Inaba strain in what 
is the rfbT gene of the Ogawa strain (no relation to rfbT of S. enterica) [90]. The rfbT 
gene of an Ogawa strain could convert an Inaba strain to Ogawa. These observations 
explained long standing observations on seroconversion. Ogawa strains convert easily to 
Inaba, presumably by loss of r - T  function and controversy over the ability of Ogawa 
strains to convert to Inaba is now seen to depend on the ability of the particular mutation 
in rjbTto revert. 

4.2. Bacteria with two forms of 0 unit 

We looked above at variation in the structure of LPS components but some strains have 
hrther complexity. There are for example several examples of multiple LPS forms. 

4.2.1. Pseudomonas 
Most strains of Pseudomonas aeruginosa have two distinct forms of LPS: one form called 
A band with a tri-D-rhamnose repeat unit present in most strains and B band which con- 
tains a typical serotype specific 0 antigen [9 1,921. 

4.2.2. Klebsiella 
Some Klebsiella pneumoniae strains also have two distinct forms of LPS. LPS of 01 and 
0 2  strains was found to have two distinct D-galactan polymers [93,94]. Galactan I 
(subserogroup 2a, Fig. 4) was present in both strains with a wide range of polymer lengths 
and expression was linked to his in crosses with E. coli. Galactan I1 was only present as 
long chains and different forms, 2b and 2c (Fig. 4) were present in the two strains; the 
genes do not appear to be linked to his. Other K. pneurnoniae 0 antigens also appear to 
be galactans but serological studies suggest that they do not cany the same Galactan I as 
the 01 and 0 2  strains. 

4.2.3. E. coli capsules 
Two types of capsule are found in E. coli. The type 1 capsule can be in part ligated to 
Lipid Alcore [95] and since it is a repeat unit capsule, it is not easily distinguished from a 
second form of 0 unit. It may be significant that the cps (type I capsule) and rfb loci are 
very close, and the difference between the E. coli situation and that described above for 
K. pneumoniae and P. aeruginosa may only be in the amount and extent of ligation to 
Lipid A/ core of the second structure. 



302 

4.3. Modification of 0 polysaccharide 

The 0 polysaccharide is sometimes modified after completion and in some cases at least 
after polymerization. Such modifications usually involve addition of glucose or 0-acetyl 
groups or variation in linkage between 0 units. 

4.3.1. Glucosylation 
Some examples of glucosylation are shown in Fig. 4 and there are many other such cases. 
The glucosylation is often determined by genes on a phage or, if chromosomal, separate 
from the rfb genes. Groups B and D S. enterica can be glucosylated at C4 of Gal, deter- 
mined by a chromosomal locus known as o u - ,  to add epitope 12*, or at C6, determined 
by genes on phage P22, to add epitope I ,  group E2 0 polysaccharide can be glucosylated 
by genes on phage e34 to give epitope 34. The reactions for epitopes 12, [96-991 and 34 
[96,97] have been studied in vitro; in both cases, the glucose is added from UndP-Glc, 
itself derived from UDP-Glc and in the case of epitope 34, the gene cluster includes genes 
for transfer of Glc to UndP and subsequent transfer to 0 polysaccharide. Interaction be- 
tween genes for epitopes 1 and 12, lead to similar conclusions (see [6]), although only 
one gene was found in a E. coli flexneri X [ IOO]. 

Glucosylation at C4 has been shown to affect the mobility only of LPS molecules with 
more than six 0 units, suggesting that glucose addition, known to occur before transfer of 
0 polysaccharide to Lipid Akore [ 10 I], occurs only after the chain reaches this length. In 
support of non-glucosylation at C4 of shorter chain length molecules is the observation 
that the single 0 unit in LPS of an rjic mutant was not glucosylated [I011 and there is indi- 
rect evidence that the glucose of S. enterica epitope 34 is added after polymerization [ 1 I]. 

If 0 units are flipped to the CM periplasmic face before polymerization, then Glc ad- 
dition must also occur in the periplasm. The use of UndP-Glc as donor is presumably to 
allow flipping of the glucose end of the molecule to the periplasmic face of the CM. As 
yet no genes for this step have been reported but mutants may well not have been distin- 
guished from blocks in transfer to 0 unit. 

4.3.2. 0 acetylation 
0 acetylation is also observed in group B S. enterica, in this case on the Abe residue, the 
gene, oafA, being on the chromosome near rfb. Other examples include phage determined 
acetylation of rhamnose in group B [ 102 ] and flexneri strains of E. coli. In the latter case, 
sequencing shows that a single gene is involved [ 1031. As for glucosylation discussed 
above, this acetylation only affects mobility of longer chain molecules, but in this case the 
effect is attributed to the greater number of acetyl groups expected on the longer 
molecules being needed to have a detectable effect on mobility. In both cases, Western 
blot confirmation is needed of the presence or absence in shorter chains of the epitope 
involved. 

The acetyl group of S. entericu epitope 10 is derived from acetyl-CoA with no inter- 
mediate detected [ I  I].  This modification must then be carried out before the 0 unit is 
flipped. 

Several examples of glucosylation and acetylation of shigella strains are discussed in a 
recent review [ 5 ] ;  flexneri strains are particularly interesting as 10 serovars differ in 0 
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acetyl and Glc substitutions on a basic 'Y' form [104]. Many may be due to lysogenic 
phage. 

4.3.3. Form variation 
Many of the modifications of 0 polysaccharide are subject to form variation in which ex- 
pression is regulated to be either on or off for several generations; the mechanism is in 
general not understood for 0 polysaccharides but similar form variation of flagellar ex- 
pression is well documented. Examples include the S. enterica chromosomal oajR gene 
and the gene(s) on phage 27 (for review, see [6]). 

4.3.4. Linkage between 0 units 
In several cases, a phage encoded function gives a new 0 polymerase activity which may 
replace or coexist with the original. Thus, S. enterica group El  strains with a14 linkage 
are converted to E2 strains with Bl-6 linkage, and phage P27 gives group B strains an 
al-6 linkage in addition to the al-2 (for review, see [6]). 

5. Polymerization and assembly of components and export 

5. I .  Assembly of complete LPS and translocation l o  OM 

We have looked at the synthesis of Lipid A/core and 0 unit and must now look at putting 
the pieces together. Most of the recent work on this topic comes from the Osborne group 
using LT2, who propose that polymerization of 0 unit to 0 polysaccharide and ligation 
both occur on the periplasmic face of the inner membrane, after flipping of UndPP-0 unit 
and Lipid Akore across the CM. 

Munford and Osborne [ 1051 used ferritin-labelled antibody to locate 0 polysaccharide, 
using a galE mutant in which it was only made when galactose was provided in the me- 
dium. They found it on the periplasmic face of the CM and outer face of the OM when 
galactose was present but if galactose was withdrawn, then after 5 min the 0 polysaccha- 
ride level on the CM was greatly reduced and essentially absent by 10 min. It was con- 
cluded that 0 polysaccharide has a periplasmic stage during export although this interpre- 
tation has been questioned [3]. These data do not tell us if the LPS components are sepa- 
rately flipped to the periplasmic face of the CM or if complete LPS is flipped after liga- 
tion but there is indirect evidence for flipping of both UndPP-0 unit and Lipid A/core, 
and thus for location on the periplasmic face of the subsequent steps of polymerization 
and ligation. 

The evidence for 0 unit being flipped is the finding that the first step in 0 unit synthe- 
sis, transfer of Gal-P from UDP-Gal to UndP, is dependent on proton motive force in vivo 
but has no energy requirement in vitro [106]. It was proposed that the energy requiring 
step was most probably flipping of spent UndP(P) from the periplasmic to the cytoplas- 
mic face. Similarly, whereas ligation in vitro has no energy requirement, proton motive 
force was required for ligation of preformed 0 polysaccharide to newly synthesized Lipid 
A/core [107]. This situation is achieved experimentally by blocking Lipid Ncore synthe- 
sis in a kdrA(ts) strain by growth at 43"C, then adding DNP during shift down to 30°C. In 
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the control without DNP, presynthesized 0 polysaccharide was ligated to core, but the 
reaction was blocked by DNP. DNP had no effect on the reaction in vitro. The observa- 
tion is again taken to show the need for an energy dependent translocation, in this case of 
Lipid Ncore from exposure on the cytoplasmic to the periplasmic face of the CM. 

There is no simple alternative explanation for these energy requirements in vivo (but 
not in vitro) and the experiments lend considerable indirect support for the proposed 
pathway (shown in Fig. 9, but it awaits confirmation by studies of the enzymes and their 
reactions. Both rjic and rfaL have been cloned and sequenced, which will facilitate such 
studies. 

There are no data on the transfer of 0 unit from exposure on the inner to the outer face 
of the CM. All rfb clusters studied thus far have a gene ( r f b a  encoding a protein with 
about 12 transmembrane segments which may be involved. However, an rfbxmutant [21] 
had low amounts of LPS with a single 0 unit and none of the larger chain length, suggest- 
ing a block in polymerization and partial block in either flipping or ligation. rfbT mutants, 
once thought to be blocked in ligation, have been shown to map to rfbP and to accumulate 
what is probably a single 0 unit on UndPP [log], suggesting a block in flipping, although 
the location of the accumulated material has not been demonstrated. RfbP is thus bihnc- 
tional. The rjie gene has considerable similarity to the first half of rfbP and also adds a 
sugar (GlcNAc) plus phosphate to UndP in ECA subunit synthesis and in E. coli dysente- 
riae 1 0 unit synthesis. rjie is followed by a gene, 0349 [ 1091, with similarity to the second 
half of rfbP. These two parts of rflP may carry out the two described hnctions and corre- 
spond to separate genes in the rfe locus. We can expect considerable advance in our un- 
derstanding of rfbX and ‘rflT’ in the next few years. 

As noted above, there is also really nothing known of the translocation of LPS from 
the periplasmic face of the CM to the outer face of the OM. 

5.2. Polymerization and its control 

Polymerization itself seems to require the single enzyme, 0 antigen polymerase (Rfc). rfc 
mutants have LPS with only a single 0 unit, in addition to unsubstituted Lipid Ncore and 
were first isolated in LT2, where they mapped well away from the rfa or rfb gene clusters. 
rfc mutants have since been found for S. enterica group C2 [71] and E. coli dysenteriae 1 
[21] and, in both cases, they map to the rfb gene cluster. One would expect the 0 poly- 
saccharide polymerases to be specific as the linkages formed vary widely. In the three 
cases in which the rfc gene has been identified, there is no K-12 gene able to complement 
and it seems reasonable to generalize and assume that K-12 is not able to provide a po- 
lymerase function for introduced rfb regions, and as there are now several cases of cloned 
rfb regions giving rise to long chain 0 polysaccharide in K-12 it seems that the rfc gene 
generally maps within rfb. 

The polymerization reaction involves addition of a new 0 unit to a growing chain on 
undecaprenol to give elongation from the reducing end, probably by repeated transfer of 
the growing chain to new 0 units with change of UndPP molecule at each step [110]. The 
evidence for this mode of extension is good as labelled galactose, initially on the reducing 
end of the developing chain, is quickly chased into the body of the growing chain [ 1 1 13. 
This model resembles the extension of a polypeptide chain or a fatty acid [ I  101 and 



3 05 

Bastin et al. [ 1 I21 have carried the analogy further by suggesting that Rfc has two sites, 
named R and D, which bind respectively the (receiving) UndPP canying the new 0 unit 
and the UndPP carrying the 0 polymer which will be donated, with UndPP plus extended 
chain moving from the R to D site each cycle (Fig. 12). 

0 polysaccharide chain length is clustered around a ‘preferred’ modal length, which 
varies from one form to another. In some cases, there are secondary clusters generally at 
multiples of the major cluster length. This modal chain length distribution, which requires 
that the kinetics of either or both of ligation or polymerization vary in a chain length de- 
pendent manner [ 1 131, is dependent on a single gene called cld (or roo, [ 1 12,1141 which 
has been sequenced from LT2 and two E. coli strains. The gene product has predicted 
transmembrane segments at each end and is presumably an integral membrane protein. 

In the absence of the chain length determinant (CLD), at least for E. coli 0 1 1 1, the dis- 
tribution resembles that expected if the kinetics of polymerization and ligation are both 
independent of chain length with the probability 01) of an 0 chain being ligated to core 

R D ligase 

B 

R D  R D  R D  - 2 1 

polymerisation ligation 

Fig. 12. Model for 0 antigen polymerase and CLD action. (A) Polymerase molecules are shown with two 
postulated sites for UndPP. Polymerization itself involves transfer of an 0 antigen chain of n 0 units (0,) from 
UndPP-0, to UndPP-0 at the R site. It is proposed that the UndPP-0,. , formed does not dissociate but 
moves to the D site as shown (step 2), to replace the spent UPP. After a new molecule of UndPP-O binds to the 
R site, the polymerization step can be repeated and long 0 antigen chains are built up on the polymerase. The 
0, chain can also transfer or be committed to Lipid A core as shown (rightward arrow) but it is not known if 
there is any association between ligase and polymerase or if the UPP-0, is released before interacting with li- 
gase. (B) CLD is postulated to interact with polymerase to form a complex, and depending on the state of CLD, 
the polymerase preferentially catalyzes repeated polymerization cycles (state ‘E’) or preferentially commits the 
0 antigen chain to ligation (state ‘T’). The two states are shown diagrammatically below. From Bastin et at. 

[ I  121. 
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being 0.065 and probability (4) of it undergoing further elongation being 0.935, although 
there was an excess of chains of lengths 1 ,2  and 3. 

The role of CLD then is to modify this intrinsic distribution to give the wild type dis- 
tribution. The data fits a model in which p is reduced to less than 0.0 15 by chain length of 
3 but between lengths 7 and 14 rises to 0.4 and remains there. With 40% of chains ligat- 
ing each cycle, effectively all chains are transferred by length 20. In the model put for- 
ward (Fig. 12), CLD acts indirectly by contact with Rfc which retains contact with the 
growing chain in the ribosome and fatty acid synthetase manner. It was proposed that in 
the absence of CLD, Rfc operates with constant probabilities of transfer to ligase or fur- 
ther extension, but that in association with CLD, it changes first to reduced probability 
and then to increased probability of transfer, with modal chain length determined by the 
length reached during the period of reduced probability of transfer to ligase. 

5.3. Ligation 

5.3.1. Genetics 
Until very recently, the ligation step seemed to be well understood at the genetic level 
although not well characterized at the biochemical level. Two genes, rfar. and rfbT, were 
thought to be involved, with mutation in either leading to accumulation of UndP associ- 
ated 0 polysaccharide. Both observations now need reconsideration. In K-12, MaL muta- 
tion can affect core in the absence of 0 polysaccharide [20]. At first sight this would im- 
ply that RfaL carries out a step in core synthesis, the block in ligation being secondary. 
However, an alternative explanation is that RfaL interacts with RfaK, the GlcNAc trans- 
ferase. RfaL and RfaK are the two proteins which differ substantially between K-12 and 
LT2, and complementation studies suggest that there is an interaction between the two 
proteins; addition of 0 polysaccharide to core, the interaction being more effective if both 
proteins are from the same species [20]. 

In the case of ‘rfbT’, now seen as a fimction of rfbP (see above), recent data suggest 
that mutants accumulate undecaprenol with a single 0 unit [ 1081; using the logic applied 
above, a possible explanation is that they are blocked in flipping UndPP-0 unit and hence 
unable to cany out polymerization or ligation steps on the periplasmic face of the CM. 
Clearly more work is needed to determine the nature of the ligation step. 

5.3.2. Specificiw 
0 polysaccharides will often attach to core of unrelated species; clones of rfb clusters 
from several E. coli and S. enterica strains, Y.  pseudotuberculosis and Vibrio cholerae 
have been expressed in K-12 and shown by SDS-PAGE to have a typical ladder pattern 
indicating attachment of 0 polysaccharide to K-12 Lipid Alcore. However, the nature of 
the core does sometimes affect the ability of an 0 polysaccharide to be attached. In K-12 
and some S. entericu strains, dysenteriae type 1 rflhfp genes were expressed and the 0 
antigen attached to Lipid A/core. However, there was no attachment in sv Typhi unless 
the rfa genes of K-12 were added, but attachment in sv Dublin appeared normal. This re- 
quirement for the rfa region of K-12 can be met by clones of f u K ,  suggesting that the 
rfaK genes of svs Dublin and Typhi are different (Brahmbhatt, personal communication): 
this reveals a new level of complexity in S. enterica as the two serovars have the same 0 
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antigen and no difference was expected in their rfu regions. A similar effect was observed 
with attachment of V. choferae 0 antigen to core of sv Typhimurium but to sv Typhi only 
if the rfu region of K-12 were present [ I  151. Viret et at. [57] showed that the sonnei 0 
polysaccharide expressed well in K-12 but that in S. entericu sv. Typhi or K cholerae ex- 
pression was poor with the 0 polysaccharide not properly anchored in the OM unless an 
E. cofi rfa region was also present (both available R1 rfa forms were effective). Although 
we know very little of ligase specificity, it seems clear that, although there is some inter- 
strain variation, it can be quite wide at least for the 0 polysaccharide component. It re- 
mains to be seen if E. cofi 0 polysaccharides are generally able to attach to any of the E. 
coli core forms, but as yet all seem to attach well to the K-12 core. The requirement for 
two genes for ligation (rfaL and r fbv  was thought to relate to the need for ligase to iden- 
tify both core and 0 polysaccharide; however, more recent findings (see above) show that 
more study is needed to define even the components of ligase. 

Mutants blocked in specific steps in the synthesis of dysenteriae 1 0 unit make core 
with what appears to be partial core structures added [21]. The top band in normal K-12 
LPS is only present in an rfe+ strain suggesting that it contains GlcNAc transferred !?om 
UndPP-GlcNAc, presumably by ligase to HexIII; this would be the GlcNAc seen on 
Hex111 in chemical studies. In appropriate strains, bands which could correspond to Gal- 
GlcNAc or Rha-Gal-GlcNAc on Lipid A/core were seen. No chemistry has been done as 
yet but it is difficult to escape the conclusion that partial core structures are added. The 
efficiency of transfer is less than for complete or polymerized 0 unit and intermediates 
which can be extended are not transferred suggesting that ligase has a strong preference 
for complete 0 unit but in its absence will transfer the intermediate which accumulates. 
The same must apply to flipping the intermediate across the CM and indeed this may be 
the major discriminatory step. This may well be a general phenomenon not observed be- 
fore in part because resolution of core bands has only recently been easy and in part be- 
cause mutants in rfb are often unstable and not easily studied. 

5.4. Some 0 polysaccharides may be made without 0 unit intermediate 

Polymerization of presynthesized 0 units as described above provides an elegant mecha- 
nism for synthesis of repeat unit polysaccharides. Surprisingly it appears that there may be 
an alternative solution to the problem. E. cofi 0 8  and 0 9  0 polysaccharides have a typi- 
cal repeat unit structure (Fig. 4), consisting of three or five mannose residues, respec- 
tively, the repeat units being identified by the pattern of linkages. However, the complete 
polysaccharide is generally thought to be synthesized by a single chain mechanism in 
which each mannose is added to the non-reducing end of the growing chain. At the reduc- 
ing end is a sugar, first reported to be Glc, through which the mannan is attached to 
UndPP (for review and references, see [8]). 

Synthesis is rfe dependent and as rfe encodes a GlcNAc-I-P transferase [116] which 
makes UndPP-GlcNAc, the presence of Glc at the reducing end is now surprising. 
Recently, Rick (personal communication) has shown that 0 8  is made in mutants which 
cannot make UDPGlc but can make UDPGlcNAc. There was considerable evidence for 
Glc at the reducing end, but it now seems that the reducing end sugar is GlcNAc, although 
further study may show the situation to be more complex. 
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There is no direct evidence for growth at the non-reducing end but the failure to detect 
an oligosaccharide intermediate [ 1 171, the presence of Glc(NAc) on the reducing end and 
relative resistance to bacitracin have all been used to support the proposed model [8]. 

0 9  LPS has a typical ladder on SDS-PAGE, which under the proposed model can only 
be explained if each mannose in the repeat unit has a specific transferase with one limiting 
the rate of extension such that most molecules end at the same residue; however, as we 
shall see, even that explanation is not available for a mutant form. 

The 0 9  rfb cluster has been cloned and deletion of one part leads to synthesis of LPS 
with a( 1-2) links only and a typical ladder pattern on SDS-PAGE with spacing appropri- 
ate to a repeat unit of three [77]; in this case, once synthesis has proceeded beyond en- 
zyme ‘sight’ of the UndPP-GIc carrier, addition of another residue cannot change the ap- 
pearance of the substrate as all linkages are the same, leaving no simple explanation for 
the ladder pattern. Perhaps the transferases form a complex [8] which once started always 
completes a round of transfers and the incomplete complex of the mutant adds three resi- 
dues only per round. 

An alternative explanation for the data which does not seem to have been considered is 
that synthesis is not continuous but follows the model of other 0 polysaccharides, except 
that the mannan only is transferred by the 0 9  polymerase by transglycosylation, leaving 
UndPP-Glc for recycling without further processing; this would account for the relative 
resistance observed to bacitracin. The failure to detect the oligosaccharide intermediate 
could be due to the kinetics of its synthesis and polymerization. This model would require 
that the 0 9  polymerase transglycosylation reaction occur in vitro without added energy 
source to account for the experimental data and that the UndPP-Glc acceptor be flipped 
back to the cytoplasmic face from periplasmic face of the CM for reuse. These are major 
caveats but the advantage of this model is that it allows all subsequent stages to be the 
same as for other lipopolysaccharides; under the current continuous synthesis model, we 
have to assume that the complete 0 polysaccharide is flipped across the CM if subsequent 
steps are as described for other LPSs. Clearly, further study of 0 8  and 0 9  synthesis is 
required. 

Synthesis of several other 0 polysaccharides is rfe dependent, but in at least one case 
(see Section 4. IS), the first sugar of the 0 unit is GlcNAc and Rfe simply adds this first 
residue of each 0 unit to UndPP. The other classic rfe dependent 0 polysaccharide, that 
of S. enterica group C1, also has GlcNAc in its 0 unit, so there is no need to postulate a 
single chain mechanism other than for 0 8  and 09. 

6. Organization and biological function of LPS 

6.1. Role of LPS 

LPS is an integral part of the Gram-negative cell and its role in organization and interac- 
tion with other parts of the OM is discussed in Chapter 12. Rough mutants of pathogens, 
lacking 0 antigen and perhaps part of the core, are generally non-pathogenic and often 
serum sensitive. Clearly, the outer layers provide protection to the cell and the length of 
the 0 polysaccharide seems to be important in this regard [ 1 181, the suggestion being that 
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the long chain sterically hinders access of complement to the OM (for discussion, see 
[SS]). However, some pathogenic species lack polymerized 0 polysaccharide (see Section 
3.3) and it cannot be necessary in all circumstances. The role of LPS in non-pathogens 
has not been explored in the same detail, but organisms such as P. aeruginosa have an 
extensive range of 0 unit structures and this must play an important part in adaptation for 
the polymorphism to have been maintained. 

6.2. Tertiary structure of LPS 

We have considered LPS structure largely in two dimensions as little information exists 
on the three-dimensional structure or its significance. There have been studies of phase 
transition for outer membranes (see Chapter 12) but we have only limited information on 
the arrangement of LPS in the membrane. In vitro studies (reviewed in 1191 indicate that 
the amount of core present, presence or absence of 0 polysaccharide, number and nature 
of fatty acids present and nature of cation and pH are all important in determining phase 
transition temperature and by inference LPS molecular interactions. There have also been 
X-ray diffraction and ESR studies of extracted LPS of various types (for review, see 
[ I  191) but these tend to form non-lamellar structures which are not yet very helpful for 
determining the structure in the living membrane and the models shown in Fig. 13 are 
based on energy minimization. 

A detailed model, based on energy minimization and well supported by NMR studies, 
has been proposed for the tertiary structure of 0 polysaccharide of groups A, B and D, of 
S. enterica [ 120,121] (Fig. 13). There is a quite rigid helical structure with -3 repeat units 
per turn. The greatest flexibility is at the Rha-Gal linkage so the structural unit is Gal- 
Man(-DDH)-Rha rather than the Man(-DDH)-Rha-Gal unit which is made and polymer- 
ized. The 6-deoxy group of abequose or tyvelose (groups B and D1) is involved in an ex- 
tensive hydrophobic surface which extends across the a face of Man and the 6-deoxy 
group of L-Rha. The group A (with DDH paratose) structure is similar, but less stable and 
substitution with DDH ascarylose changes the preferred conformer. The a-D-ghCOpyKt- 
nosy1 residue which may be linked to 0-4 of Gal (Fig. 4) fits between the DDH residues 
of adjacent units with little overall change in gross geometry. However, the 1-6 linked 
Glc in phage P22 lysogenic strains and the change in the main chain linkage in P27 in- 
fected strains have a greater effect. The lesser stability of the group A structure is interest- 
ing as group A strains are much less common than group B or D1 strains and all seem to 
be recently derived by mutation from group D strains. This and the absence of an ascary- 
lose form of this group of related 0 polysaccharides suggests that ability to form an ap- 
propriate stable tertiary structure may be important for proper function and if so this will 
limit the possibilities for 0 unit composition. 

6.3. Biological effects 

LPS has complex effects on animals including pyrogenicity, induction of endotoxic 
shock, activation of macrophages and other cells, and complement activation. These 
properties reside largely in Lipid A and require the presence of the Bl-6 linked D-GICN 
backbone, phosphorylation at positions 1 and 4', acylation and 3-acyloxyacylation for full 
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Fig. 13. (A) Model of hepta-acyl Lipid A of S. enterico R595 (sv Minnesota) based on energy minimization 
with views at 90" to each other [134]). (B) Space filling model of Re LPS of E. coli K-12 based on energy 
minimization with views at 90' to each other [134]. (C) Ball and stick and space tilling models of an 0 unit of 
a group B S. enferico strain viewed from the reducing end of a Rha residue [120]: a, Abe; b, Man; c, Rha; d, 

Gal. (D) Stereo projection of three 0 units viewed as above [120]. 
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effect. The details have been reviewed recently [ 1221 as has the enhancing effect of core 
regions on these biological effects [ 1231. 

7. Evolution 

The variation in 0 polysaccharides poses questions at several levels. All genetic variation 
in a species tends to be lost by random genetic drift. Polymorphisms are, however, wide- 
spread and due either to a balance between generation of variation by mutation and loss 
by genetic drift, or to some form of balanced selection. The variation in 0 polysaccharide 
core discussed above is clearly not in the former class and hence must be due to some 
form of balanced selection, and we can ask what that is. 

At least in the Enterobacteriaceae, which are relatively well documented, related spe- 
cies may have quite different sets of 0 polysaccharide forms, and we can ask where these 
forms come from. 

7. I .  Maintenance of LPS variation 

The enormous extent of variation in 0 polysaccharides is not easily accounted for by 
previously described forms of balanced selection and it is suggested [I241 that it and 
other polymorphisms in bacteria are maintained by niche adaptation of clones together 
with niche-specific selection. If we consider E. coli and S. enterica, it is immediately ap- 
parent that specialized clones exist, examples being sv Typhi of S. enterica or the ETEC, 
EIEC etc. strains of E. coli. In the proposed model: (1) each clone is adapted to a particu- 
lar niche, comprising host, mode of pathogenesis etc.; (2) natural selection operates to 
maintain adaptation to that niche; (3) the level of gene flow between clones of a species is 
low enough such that influx of non-adaptive alleles from other clones does not overwhelm 
the niche adaptation. In effect the level of genetic exchange between clones is low enough 
to enable each to maintain separate adaptations yet high enough for evolution and main- 
tenance of species wide adaptations. The model has been tested against estimates of the 
parameters involved and seems quite capable of explaining the maintenance of 0 poly- 
saccharide polymorphism if different 0 polysaccharides are adaptive in different niches 
[ 1241. A preferred allele can be maintained in a given clone if it has a selective advantage 
of or lo4, that is if the preferred allele has a 1 :0.999 advantage in contributing to the 
next generation. It seems highly plausible that variations in 0 polysaccharide could have 
selective advantage at this level, difficult though it would be to detect it directly. 

7.2. Origin of the variation 

We have referfed above to the pattern of variation in the related S. enterica groups A, B, 
C2, D1 and E. The conclusions to be drawn have been discussed recently [63] and are 
summarized here. The five forms have rfb clusters in which genes common to two or 
more are always in the same order: rhamnose pathway, dideoxyhexose pathway, r - X ,  
group specific transferases, mannose pathway and rPP, the common Gal transferase. 
Presumably the clusters had a common ancestor with this organization. The G + C content 
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is below the 0.50-0.53 characteristic of S. enterica coding sequence and furthermore is 
variable within each rfb cluster. We conclude from the variation that the cluster was as- 
sembled from several different sources with G + C contents in the range 0.32-0.45. 

In general, genes which differentiate groups, being the group-specific transferases, 
rfbXand some of the dideoxyhexose pathway genes, are in a central region. Genes outside 
of this central region are usually identical in sequence if common to two groups with ex- 
ceptions generally adjacent to the central group-specific region. The dideoxyhexose 
pathway is interesting in this regard as the genes common to groups D, C2 and B are adj- 
acent to the common rhamnose pathway genes while the genes determining which dide- 
oxyhexose is made are at the downstream end of the dideoxyhexose set in the group-spe- 
cific region. It seems that during evolution, genes have been added or lost from the central 
region to give the range now seen. While this must have gone on over a very long period 
of time to account for the differences, there has been remarkably little divergence in the 
common sequences. We attribute this conservation of sequence to genetic exchange be- 
tween forms such that random genetic drift occurs across the species. 

Of the 170 forms of 0 polysaccharide reported for E. coli and the 60 forms reported 
for S. enterica, only two are shared by these two closely related species, and in the one 
such case which has been studied (E .  coli 01 1 1  and S. enterica sv Adelaide), the two rfb 
regions are not sufficiently similar to hybridize on Southern blots [79]. This suggests that 
there is sufficient turnover of rfb regions for essentially all to have been replaced since the 
two species diverged. 

We can now turn our attention to specific genes. rfbJ and rfbS are in the corresponding 
place in groups B and D, respectively; the products carry out a similar reaction on 4-keto- 
6-deoxy-CDP-glucose, reducing the 4-keto group to the galactose or glucose form, re- 
spectively (Fig. 9). We suggest that the two genes evolved in situ from a common ances- 
tor. The difference is enormous indicating a very long period since divergence, but we 
have at present no indication as to which differences relate to the change of function and 
which are neutral. 

The exceptional genes which are homologous but have diverged in sequence enable us 
to put some limits on time since divergence. For example, in the case of group C2 and 
group B, etc., we assume that at some time after evolution of functionally distinct central 
regions, the rfbK and rfbM genes of the two forms accumulated by chance sufficient dif- 
ference to interfere with recombination, thereby reducing genetic exchange. The two 
forms of rJb cluster are maintained by niche adaptation, and reduction of recombination 
between the rfbK and rfbM genes of the two forms causes each to undergo genetic drift 
independently and the level of difference rises; if it reaches a level where recombination 
is effectively ruled out, then the two will continue to diverge, hitch-hiking with the central 
functionally important regions. We have no reason to believe that the differences between 
rflK and rfbM of the two groups are adaptive and consider them in general to be neutral 
so differences should accumulate at the same rate as for neutral differences between spe- 
cies (accumulation of neutral base substitutions is determined by mutation rate and not 
affected by population size (see [ 1251). The level of difference observed is equivalent to 
that between genes of Serratia marcexens and E. coli which are thought to have diverged 
about 200 million years ago [71]. It seems that the rfb clusters of these related 0 polysac- 
charides diverged long before E. coli and S. enterica diverged an estimated 140 million 
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years ago [ 1261. The difference between rfbJ of groups B and C2 is even greater and if 
we take this as our indicator, we look to B. subtilis and E. coli as having equivalent levels 
of difference and a divergence period of 1.5 billion years [71]. 

Groups A, B, C2, D and El are clearly related and, based on probing by rhamnose and 
mannose pathway genes, there are perhaps another nine groups in this family [ 1271. The 
group CI rfb cluster is the only one outside of this family to have been studied in detail, 
and while there is no resemblance in detail, it too appears to be a mosaic of genes which 
arose outside of S. enterica, with G + C content ranging from 0.29 to 0.61. The same 
applies to the rfb cluster of E. coli dysenteriae I with G + C content ranging from 0.32 to 
0.43 [21]. 

We can learn more of the evolution of rfb clusters from the CDP-dideoxyhexose path- 
way genes of a Y. pseudotuberculosis strain which has the same organization as in S. en- 
terica and similar variation in G + C content [89], although the rest of the rJb cluster must 
be different as there is considerable variation in the 0 units. Similarly, the rhamnose and 
mannose pathways have the same organization wherever they occur, in both cases includ- 
ing occurrences in non-rfb clusters. The simplest explanation for these observations is that 
each pathway evolved once only and that there has been extensive gene capture and as- 
sembly of gene clusters from components from various sources. 

It seems that we can generalize and say that evolution of 0 polysaccharide diversity 
has involved repeated gene transfer events, and one can perhaps look on the portfolio of 
0 polysaccharides carried by a species as subject to continued turnover, such that related 
species like E. coli and S. enterica (nonetheless thought to have diverged 140 million 
years ago [128] have almost no overlap in 0 polysaccharide forms. These two species 
have two forms in common and we know that the E. coli gene cluster will barely probe 
the S. enterica genes [79] suggesting independent acquisition rather than retention of a 
component of the ancestral polymorphism. Many bacterial species comprise a series of 
clones which may be adapted to specific niches [ 1241. We can speculate that 0 polysac- 
charide specificity is part of that adaptation and as circumstances change, so the suitabil- 
ity of particular 0 polysaccharides changes, providing selective pressure for lateral trans- 
fer of new forms. We can only suggest a specific origin in one case; the E. coli (shigella) 
sonnei rfb genes have been cloned and will hybridize to DNA from a Plesiomonas shigel- 
loides strain which produces an identical 0 polysaccharide [57]. The sonnei clone is par- 
ticularly interesting as shigella clones are adapted to H. supiens, a species which has only 
recently lived in densities suitable for its mode of pathogenesis [129]. Sonnei has its rfb 
genes on a plasmid which may well be an indication of relatively recent transfer and per- 
haps in sonnei, we see a rfb region soon after transfer maintained as part of its adaptation 
to a new niche. 

We can extend the analysis to the rfa region as there are several forms in E. coli which 
are sufficiently different for us to conclude that they constitute a balanced polymorphism. 
It is of interest then that the rfu region is also of atypical G + C content. A G + C content 
scan of the r f a  region is quite informative as the flanking genes and also the kdtA and 
heptose related rfa genes which are at the two ends of the $21 locus are of about 0.53 
G + C content, whereas the rest of the rfa region stands out with G + C content ranging 
from 3 1 to 45 with $US being particularly low (Fig. 8). It appears that the genes for syn- 
thesis of the Lipid A and inner core are part of the common enterobacterial genome but 



314 

that the genes for the K-12 outer core were imported and incorporated later. The only 
other rfu region for which we have sequence information is S. enterica. The K-12 and 
LT2 rfu regions are very similar in organization [38] and in general have about 30% non- 
identity at amino acid level but differ substantially in rfaK and rjuL and $US [49]. RfaK 
and RfaL have only about 13% identity and only part of the rfuS gene is present in LT2 
with about 25% identity. The two clusters appear to have diverged long before E. cofi and 
S. entericu and must have been independently acquired or perhaps existed in the common 
ancestor as a polymorphism. 
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I. Introduction 

Murein lipoprotein of Escherichia cofi was, apart from the basic myelin protein, the first 
integral membrane protein for which the primary structure was determined [l]. It was the 
first protein in which a covalently bound lipid was demonstrated by determination of the 
structure of the lipid and its mode of attachment to the protein [2]. Both the structure of 
the lipid and the way it was bound to the protein turned out to be unique but later studies 
revealed many proteins, up to now more than 130 more or less well characterized lipopro- 
teins, with the same lipid structure as that in the murein lipoprotein among Gram-negative 
and Gram-positive bacteria, and only in bacteria. Later, proteins carrying covalently 
bound lipids were also found in eukaryotic cells [3], but both the lipids and their attach- 
ment to the proteins differ considerably from the murein lipoprotein. 

Murein was originally isolated from Escherichia coli B by a multistep procedure in- 
cluding the treatment with phenol which had been adapted from the isolation procedure of 
DNA and lipopolysaccharide. Electron microscopy of the murein revealed a thin layer 
which had the size and the shape of the E. cofi cells, and was therefore designated the 
rigid layer. After treatment with lysozyme, the rigid layer was disintegrated, and globular 
material remained on the supporting colloid film. Treatment of the rigid layer with pepsin 
prior to incubation with lysozyme resulted in a thinner layer, and subsequent treatment 
with lysozyme left no visible structures on the film [4]. Apparently, protein material re- 
mained tightly associated with the murein. A much simpler procedure involving the 
solubilization of EDTA treated cell envelopes in boiling 4% sodium dodecylsulfate re- 
sulted in the isolation of a rigid layer of a similar morphology. The latter procedure ap- 
plied to logarithmically growing cells yielded a single protein species covalently bound to 
the murein, the murein lipoprotein [5  1, also called Braun’s lipoprotein, whereas stationary 
phase cells yielded a murein containing a mixture of poorly defined proteins at the 
murein, among them the lipoprotein. 

Analytical work on the nature of the murein lipoprotein started in a fashion similar to 
finding a needle in a haystick. Incubation of E. cofi cell envelopes with various proteases 
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resulted in a decrease in the optical density; the maximal decrease in OD was achieved 
with hypsin, the protease with the narrowest specificity. An exquisitely trypsin-sensitive 
protein, or even only a lysine or arginine bond, in the cell envelope was looked for which 
played an important role for the integrity of the cell envelope. It turned out that after 
trypsin treatment, no protein was left at the murein, and subsequent studies revealed that 
the bond between lipoprotein and murein was cleaved by trypsin [5]. 

2. Structure and subcellular location of murein lipoprotein (Braun s lipoprotein) 

The mature murein lipoprotein consists of 58  amino acid residues in which no glycine, 
histidine, proline, phenylalanine and tryptophan is present [I] .  The sequence is highly 
repetitive and suggests an evolution of the structural gene by a duplication of a 15-residue 
sequence followed by four successive duplications of the C-terminal 7 residues of the 
original 15 residues. The N-terminal and C-terminal sequences of the murein lipoprotein 
flank the repetitive motif, and they serve as the lipid (N-terminal) and murein (C-terminal) 
attachment sites (Fig. 1). The N-terminal cysteine is modified at the amino group mainly 
by a palmitate residue and at the SH group by a diacylglycerol residue with a fatty acyl 
composition very similar to that of phospholipids [2]. The structure of the lipid was con- 
firmed by total chemical synthesis. The synthetic lipid S-[2,3-bis-(palmitoleyloxy)propyl]- 
N-palmitoleylcysteine can assume two diastereometric configurations (R,S and R, R) at the 
C-2 position of the propyl moiety of which the R (=L) configuration is the most likely one 
in the natural product [6 ] .  Attachment to the murein occurs via the &-amino group of the 
C-terminal lysine residue to the carboxyl group of the optical L-center of diaminopimelate 
where it replaces D-alanine. [7]. About every 10th to 12th murein subunit is substituted 
with lipoprotein [ 1 1. 

The amino acid residues of murein lipoprotein are arranged such that all charged and 
hydrophilic side chains are located at one side, and all hydrophobic side chains at the 
opposing side of an a-helix [I ] .  Indeed, an a-helical content of over 80% was determined 
by circular dichroism measurements of lipoprotein samples isolated by using boiling so- 

C H2- 0 - CO - R , 
C H  - O - C O - R 2  
I 

C H 2  
i 
F H 2  

R 3 - C  0 - N H - C  H - C O  - 
5 8  

- L y s - T y r - A r g - L y s  
I 

A l a - G l u - A  p m - A l a  A l a - G l u - A  p m  J 
I 2 I 2 

G l c N A c -  M u r N A c - G l c N A c -  Mur  N A c  

Fig. 1.  Lipid and murein attachment sites at the lipoprotein (bound form). R,, R2, R3 indicate fatty acyl chains 
at the amino-terminal end of the mature protein. The lipoprotein is bound via the epsilon amino group of the C- 
terminal lysine residue to the carboxyl group of  the optical L-center of diaminopimelate (A2pm) of murein 

(peptidoglycan). Two murein subunits are drawn to indicate replacement of Dalanine by lipoprotein. 
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dium dodecyl sulfate [8,9] as well as by employing a much milder procedure (3% octyl- 
polydisperse-oligoethylene at 37°C) [ 101. A double or triple-helix-stranded coiled coil has 
been proposed as a possible arrangement of the lipoprotein polypeptide chain. 

The lipid moiety of the murein lipoprotein causes aggregation of isolated lipoprotein. 
Replacement of the signal peptide of lipoprotein precursor by the signal peptide of the 
OmpF protein, and of the cysteine residue by Ala-Glu at the N-terminus of OmpF resulted 
in a nonacylated protein which, after cross-linking with dimethyl superimidate, was found 
in the periplasmic space as a trimer [ 1 11. This result indicates the ability of the lipoprotein 
polypeptide chain to form trimers, as has been found for the OmpF and OmpC porins, and 
it shows that the polypeptide portion of lipoprotein is not integrated into the outer mem- 
brane. Since the acylated lipoprotein was exclusively found in the outer membrane frac- 
tion [12], it is attached to the outer membrane presumably via the insertion of the three 
acyl chains into the inner phospholipid leaflet of the outer membrane. 

Twice the amount of the murein-bound form of the lipoprotein exists in the free form 
not covalently bound to murein [ 131. However, it is found to be non-covalently associated 
with the murein [14] and presumably assumes the same location in the envelope as the 
bound form. Indeed, murein-bound form was chemically cross-linked to free form lipo- 
protein. It is very likely that like the bound form, the free form interacts with the outer 
membrane via the N-terminal lipid and with the murein non-covalently via the protein C- 
terminus. In fact, removal of the C-terminal lysine residue abolished the interaction of the 
free form with the murein [14]. 

Upon release of lipoprotein from the murein layer by cleaving the glycan strands with 
hen egg white lysozyme, two or three murein subunits remain bound to a single lipopro- 
tein molecule. This finding suggests that lipoprotein is not concentrated at certain sites 
but is randomly distributed over the murein sacculus [ 11. Immunogold-labeling of 
lipoprotein synthesized under lac control on isolated murein, and in cells in which lipo- 
protein became accessible to anti-lipoprotein antibodies by treatment with Tris-EDTA, 
revealed a homogeneous distribution of the label over the entire cell surfaces [ 151. 

3. Structure and occurrence of lipoproteins 

3. I .  Lipoproteins of the murein lipoprotein type 

Those lipoproteins which contain an N-terminal cysteine residue substituted with a glyc- 
eride residue through a thioether linkage will be defined as lipoproteins of the murein 
lipoprotein type. They are by far the most frequently occurring lipoproteins in bacteria 
(Table I). However, apart from the murein lipoprotein, only a few lipoproteins have been 
studied by chemical (Edman degradation, determination of glycerylcysteine, fatty acid 
analysis) and physical methods (electron spin and FAB mass spectroscopy) to identify the 
nature of the lipid substitution. Such a study for example revealed that the cytochrome 
subunit of the photosynthetic reaction center from Rhodopseudomonas viridis carries at 
the SH group of the N-terminal cysteine residue a glyceride residue containing 18:OH and 
18:l fatty acids but the amino group of the cysteine residue was found to be free [16]. 
Interestingly, high-resolution X-ray analysis failed to detect the two acyl groups due to 
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TABLE I 
Lipoproteins in bacteria 

Species Lipoprotein Ref. 

Gram-negative bacteria 
Escherichia coli Lpp (Ipp = mlpA) bound form 

Antigen 47 
RlpA (36K-lipoprotein) 
RlpB (19K-lipoprotein) 
PAL (= ExcC; peptidoglycan 

associated lipoprotein) 
NlpA (lipoprotein 28) 
NlpB 
F-TraT (surface exclusion) 
R 1 00-TraT 
ColEl lysis protein (CelA) 
ColE2 lysis protein (CelB) 
ColE3 lysis protein (CelC) 
ColA lysis protein (Cal) 
Cloacin lysis protein 
ColE8 lysis protein 
ColE9a lysis protein 
ColE9b lysis protein 
COIN lysis protein 
PBP3 (fkl; penicillin) binding protein 
OsmB 
ColV2-K94 Iss (serum-resistance protein) 
lambda Bor (serum-resistance protein) 
EnvC 

Free form 

Shigella dysenteriae 

Shigella jlexneri 

Citrobacter freundii 

Salmonella typhimurium 

Klebsiella pneumoniae 

Klebsiella aerogenes 

Enterobacter aerogenes 

Envinia amylovora 

LPP 

MxiJ (Secretion of Ipa invasins) 
MxiM 

LPP 

LPP 
TraT 

PulA (Pullulanase) 
PulS (protein secretion) 

LPP 
PulA 

LPP 

LPP 

5,104 
13 
105 
106 
106 
23,107 

66,108 
109 
110,111 
112 
1 l3,l I4  
115 
I I6 
1 I7  
118 
1 I9 
120 
120 
121 
122,123 
124 
125 
126 
127 

128 

43 
43 

128 

129 
130 

39,131 
41 

128 
132 

128 

133 
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TABLE I (continued) 

Species Lipoprotein Ref. 

Serratia marcescens 

Morganella morganii 

Edwardsiella tarda 

Proteus mirabilis 

LPP 

LPP 

LPP 

LPP 
PAL 

Yersinia enterocolitica 
PCPY, 
YscJ (secretion factor) 

Vibrio cholerae 

Vibrio harveyi 

Haemophilus infuenzae 

Haemophilus somnus 

Haemophilus ducreyi 

Pseudomonas aeruginosa 

Pseudomonas solanacearum 

Rhodopseudomonas viridrs 

Rhodopseudomonas sphaerordes 

Xanthomonas campestrrs 

Brucella abortus 
Brucella melitensis 
Brucella ovrs 

Neisseria gonorrhoeae 

Neisseria gonorrhoeae 
Neisseria meningitidis 

TagA 
AcfD (colonization factor) 
TcpC (production of fimbriae) 

Chitobiase 

OMP P6 (outer membrane protein P6) 
5 1 K haemin-binding lipoprotein 
Protein D (IgD-binding lipoprotein) 
HbpA (haem binding protein) 
PAL (peptidoglycan-associated 

PCP 
lipoprotein) 

HbpA 

Protein I (Oprl) 
Protein H 

Egl (endoglucanase) 

Cytochrome C subunit 

LPP 

XpsD (protein secretion) 

LPP 

Laz (azurin-like protein) 
Pan1 

Lip (H.8 antigen) 

134 

135 

128 

136 
22 

137 
138 
44 

125 
125 
139 

140 

141 
142 
143 
144 
145 

145 

146 

144 

19,2 1 
19 

147 

16 

148 

42 

149 

150 
151 

152,153 



324 

TABLE I (continued) 

Species Lipoprotein Ref. 
~~ 

Treponema pallidum Dpp (47K-protein) (detergent phase protein) 154.1 55 

Treponema phagedenis 

Borrelia burgdorferi 

35.5 K-protein 
TmpC (immunogenic membrane protein-C) 
TmpA 
TpD (34K-membrane immunogen 
I5 K-protein (tppl5) (major membrane 

TmpA 

OspA 
OspB 
OspD 
PCP-extracted lipoprotein 

immunogen) 

Serpulina hyodysenteriae I6K-Antigen 

Francisella tularensis 17K protein 

Gram-positive bacteria 
Bacillus licheniformis 

Bacillus cereus 

Penicillinase (b laf )  

Penicillinase 
B-Lactamase Ill (blaZ) 

Alkalophilic Bacillus sp. strain 170 LIPEN (penicillinase) 

Bacillus subtilis 

Staphylococcus aureus 

Streptococcus pneumoniae 

Streptococcus gordonrr 

Dernococcus radrodurans 

Micrococcus luteus 

Lac~ococcus laclis 

Mollicutes 
Mycoplasma hyorhinis 

Slp (PAL-related Lpp) 
PrsA (protein secretion) 

FhuD 
DciAE 

OPPA 

Penicillinase 

MalX 
AmiA 

SarA 

HPI 

38 K Protein 

PrtM (maturing protein) 

p37-Protein 
VlpA (antigenic variation) 
VlpB 

pl20. p70, p23 (complement lysis) 
VlpC 

156 
157 
158, I59 
160 
161 

158 

162 
162 
163 
164 

165 

166 

35 

167 
168,169 

37 

170 
45 
33 
34 
171 

38 

32 
32 

48 

172 

173 

46 

32 
27 
27 
27 
174 
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TABLE I (continued) 

Species Lipoprotein Ref. 

Mycoplasma hyopneumonrae 
Mycoplasma arginini 

Mycoplasma capricolum 

Spiroplasma melliferum 
Spiroplasma citri 

Acholeplasma laidlawii 

Ureaplasma urealyticum 

Rickettsia rickettsii 

Bacteriophages 
T5 

4 lipoproteins 
About 20 lipoproteins 

About 30 lipoproteins 

Spiralin 

D 12, T2, Tqa 
About 30 lipoproteins 

Antigen serotype 8 

17K-Antigen 

I74 
I74 

175 

176 

177 
178 

I79 

I80 

181 

disorder in the crystals. In most cases, evidence for a lipoprotein of the murein lipoprotein 
type came from the examination of the amino acid sequences deduced from the nucleotide 
sequences which showed a cysteine residue as part of a lipoprotein consensus processing 
site (see Section 5) ,  demonstration of an inhibition of the conversion of a larger precursor 
form to a smaller mature form by globomycin, which specifically inhibits signal peptide 
cleavage by signal peptidase 11, incorporation of radioactively labeled palmitate and [2- 
3H]glycerol into the protein in question, and in a few cases identification of glycerylcys- 
teine. Sequence information exists for 76 lipoproteins containing signal peptidase proc- 
essing sites of the murein lipoprotein type. 

Enterobacteriaceae contain a lipoprotein of the same size and lipid structure as the E. 
cofi murein lipoprotein [17]. Their sequence homology agrees with their known taxo- 
nomic distance. Among the enterobacterial lipoproteins sequenced, that of Proteus mir- 
ubifis is most distantly related to the E. cofi murein lipoprotein. A covalent linkage to the 
murein and an amide as well as two ester-linked fatty acids were shown by chemical 
analysis [ 181. The murein lipoprotein of Pseudomonus ueruginosu also occurs in bound 
and free forms [19]. Its amino acid sequence differs substantially from the murein 
lipoprotein of the Enterobacteriaceae (Fig. 2). Most notable is the replacement of the 
otherwise strictly conserved tyrosine residue by an alanine residue near the C-terminus 

A second lipoprotein which has been characterized by biochemical techniques was 
PAL of P. mirubifis [22]. This protein is associated but not chemically bound to murein, 
contains the same lipid structure as the murein lipoprotein and is associated with the outer 
membrane. The same protein occurs in E. cofi [22] and consists of 173 amino acid resi- 
dues including a signal sequence of 2 1 N-terminal residues [23]. PAL shows homologies 
to the murein lipoprotein, especially at the processing site. Additional lipoproteins have 
been found in E. cofi and other Enterobacteriaceae which are listed in Table I. There are 

[20,2 11. 
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1 n FATKLVLG A VI L GSTLLA QCSS NA I IDQLSSDVGTLN A KV D QLSNDVNAMRSDV Q A A WD A xi AN Q rt ~0-m R I 

2 n NRTKLVLG A VI L G S T L U  OCSS NA I IDQLSTDVQTLN A KV D QLSNDbTAIRSDV Q A A KDD A x i  AN Q rt L D N W S Y  R I 

3 n NRTKLVLG A VI L GSH SA QCSS NA I IWLSSDVGTLN A KV D QLSNDVNAMRSDV Q A A WD A AR AM Q I WNWY K I 

I n G R S K I W  A W L ASALLA QCSS NA I FDQLoNDVKTLN A W D QLSNDVNAIRADV 0 Q A W E  A AR AM 0 R WNQVRSY K I 

5 ll N NVLKFS A LA L RAVLRT QCS8 HS I ETEARLTATEDPIPIPJIAQ A PA D E A Y R K A D W P I P I  Q K A QPT A DE AM E I AWIMLEKASR I 

Fig. 2. Comparison of the amino acid sequence of the lipoproteins of Escherichia coli ( I ) ,  Enviniu amylovoru 
(2), Serrutiu marcescens (3), Morgunellu morganii (4) and fseudomonus aeruginosa (5). The residues in bold 

face are common to all five proteins. 

certainly many more lipoproteins than are known today, and the greatest abundance of 
known lipoproteins in E. coli simply reflects our much more advanced state of knowledge 
on this organism compared to other bacterial species. For example, recent interests in the 
surface proteins of Haemophilus infruenzae and Treponema pallidum as antigens and 
immunogens greatly increased the number of lipoproteins found in these organisms 
(Table I). Furthermore, two-dimensional gel electrophoresis of proteins labeled with ra- 
dioactive palmitate frequently resolved more than 10 lipoproteins in a single species of 
which only a few were characterized further. 

Many Gram-positive organisms also contain lipoproteins (Table I). Some are discussed 
in Section 4. 

3.2. Other lipoproteins 

A major outer membrane protein of Rhodopseudomonas sphaeroides contains a fatty acid 
residue in amide linkage at the N-terminal alanine [24]. The E. coli haemolysin is fatty 
acylated in an unknown manner [25]. Among 200 membrane proteins of Acholeplusmu 
laidlawii resolved by two-dimensional electrophoresis, 23 were found to be covalently 
modified with acyl chains. The extent of modification and the composition of the fatty 
acyl chains somewhat depended on the exogenous and endogenous lipid supply but dif- 
fered from that of the lipid fraction. In addition to the murein lipoprotein type, the fatty 
acylated proteins in A. laidlawii also contain one or two fatty acyl residues attached to the 
polypeptides by 0-ester bonds [26]. Similar observations have been made with lipopro- 
teins of other Mollicutes, for example Mycoplasma hyorhinis (see [27] and Table I). 

4. Functions of lipoproteins 

The lipid portion of the lipoproteins contributes mainly to the structural properties of the 
lipoproteins and may determine the membrane location of a protein. The protein portion 
can assume any of many functions so far identified (Table I). In a few cases, discussed at 
the end of this section, the lipid moiety plays a decisive role in the activity of a lipopro- 
tein. 

The murein lipoprotein is anchored to the outer membrane by the three fatty acyl 
chains [ l  I]. A mutant of E. coli lacking the murein lipoprotein lysed when treated with 
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EDTA, and the lysis was prevented in the presence of 0.5 M sucrose [28]. Less severe 
reduction in Mg2+ resulted in the formation of outer membrane blebs at the cell surface. 
The mutants also leaked a considerable fraction of their periplasmic proteins, and were 
impaired in the invagination of the outer membrane during the formation of the nascent 
septum [29]. A similar phenotype was displayed in a mutant which contained the free 
form but contained a very reduced amount of the bound form of murein lipoprotein 1301. 
A mutant of E. coli lacking murein lipoprotein and the OmpA protein formed spherical 
cells and required increased concentrations of Mg2+ and Ca2+ for growth which only par- 
tially prevented cell lysis [31]. Both OmpA and murein lipoprotein can be chemically 
cross-linked to each other suggesting their close association in the cell envelope. These 
observations support the original proposal [ 1,5] that the murein lipoprotein serves an im- 
portant function in maintaining the outer membrane structure. 

An interesting function of the lipid moiety of lipoproteins has been found recently. 
Gram-negative bacteria contain nutrient transport systems with periplasmic binding pro- 
teins as essential components. Since Gram-positive bacteria are devoid of a periplasmic 
space they anchor the binding protein through the fatty acids of the N-terminal glyceride- 
cysteine to the outer surface of the cytoplasmic membrane [32-341. 

Secreted proteins may undergo a cell-bound form prior to their release into the culture 
medium. Intermediary membrane fixation of the secreted protein may serve to concentrate 
their activities at the cell surface before they are diluted into the surrounding medium. 
The first examples were penicillinases of various species of Bacillus [35-371 and 
Staphylococcus aureus [38]. They are synthesized as pre-proforms which are first modi- 
fied with lipid and the signal sequence is then cleaved during export through the cyto- 
plasmic membrane; subsequently the lipid anchor of lipopenicillinase is removed by pro- 
teolysis, for example after residues 8 and 16 of processed form (proform) of the B. li- 
chenifomis penicillinase. 

Pullulanase is one of about 20 lipoproteins identified in Klebsiella pneumoniae (now 
K. ogtocu). It contains a lipid of the murein lipoprotein type which binds the enzyme to 
the cell surface during logarithmic growth. The lipid moiety in pullulanase is not cleaved 
upon release of the enzyme into the culture medium at the end of exponential growth 
[39,40]. Thus, the lipid-modified enzyme forms large aggregates presumably because the 
fatty acyl chains form micelles. Another strain, K. oxytocu K21, secretes a pullulanase 
during logarithmic growth which is free of fatty acyl chains [40]. Therefore, neither se- 
cretion nor enzyme activity is related to lipid modification. 

Another lipoprotein, PulS, is involved in pullulanase secretion. It was localized in the 
outer membrane and may be part of a secretion apparatus that translocates pullulanase 
through the outer membrane [41]. A protein, XpsD, required for the secretion of extracel- 
lular enzymes across the outer membrane of Xunthomonus cumpestris also seems to be a 
lipoprotein because it contains the typical processing site for signal peptidase I1 [42]. 
MxiJ is a lipoprotein which takes part in the secretion of Shigellaflexneri Ipa invasins 
[43] and which exhibits homologies to YscJ, a lipoprotein of Yersinia enterocolitica, in- 
volved in the secretion of Yop proteins [44]. 

Two other homologous lipoproteins, PrsA of Bacillus subtilis [45] and PrtM of 
Lactococcus luctis [46], are required for the formation of active secreted a-amylase and 
PrtP proteinase, respectively, but their modes of action remain to be elucidated. 
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All small plasmids encoding colicins contain three genes which encode the colicin 
proper, the immunity protein and the lysis or colicin release protein. Lysis proteins are 
small lipoproteins which show a high sequence homology. The lysis proteins facilitate 
release of the colicins from the producing cells by pseudolysis. Acylation and processing 
is required for the lysis proteins to be active in colicin release. Directed mutagenesis re- 
sulted in unacylated forms which were inactive. Activation of phospholipase A in the 
outer membrane has been implicated in the colicin release process but the entire process 
seems to require more than phospholipase activity. For example replacement of the signal 
peptide of the cloacin DF13 lysis protein by the signal peptide of the murein lipoprotein 
yielded a hybrid protein which was inactive in cloacin release but provoked cell lysis and 
lethality [47]. 

Another case where the function of a protein is related to the presence of the lipid may 
be the hydrophobicity of the cell surface of oral streptococci conferred by lipoproteins 
(1  3 were identified by 2-D electrophoresis). These streptococci adhere to saliva-coated 
surfaces and co-aggregate with other bacteria [48]. 

Murein lipoprotein is a potent B-cell mitogen, and the stimulating activity resides in 
the lipopeptide moiety [49]. Based on this observation many lipopeptide derivatives were 
synthesized and their immunogenic activity was evaluated. These studies demonstrated 
that the lipopetide confers enhanced immunogenicity and antigenicity on proteins with 
low immunogenic activity [50, and refs. therein]. Lipopeptide mediates attachment to the 
macrophage cell membrane followed by internalization into the cytoplasm, and activates 
macrophages to secrete cytokines. Recently, virus-specific cytotoxic T-lymphocytes were 
primed with synthetic lipopeptide vaccine [50]. An octapeptide epitope of influenza virus 
nucleoprotein covalently linked to tripalmitoyl-S-glycerylcysteinyl-Ser-Ser induced high 
affinity influenza virus-specific cytotoxic T-lymphocytes in vivo as does infectious virus. 
Synthetic lipopeptides of the murein lipoprotein type have the potential to enhance hu- 
moral and cell-mediated immunity, and therefore may be useful for the development of 
new vaccines. This notion is supported by the finding that mice immunized with OspA 
lipoprotein were protected against challenge with infectious Borreliu burgdorferi, 
whereas lipid-free OspA did not induce a protective response and no serum immu- 
noglobulin [5 11. 

5. Biosynthesis of bacterial lipoproteins 

The abundance of murein lipoprotein in E. coli and many unusual features of the biosyn- 
thesis of free form lipoprotein have made this protein one of the most extensively studied 
membrane proteins in E. coli. The unique features of the biosynthesis of murein lipopro- 
tein include the abundance and stability of the mRNA for lipoprotein and the extensive 
modification of the translation product required to form the mature lipoprotein. The rec- 
ognition that this protein is synthesized as a precursor form, the prolipoprotein, with N- 
terminal signal sequence led to the use of lipoprotein as a model protein in the study of 
protein export in E. coli. The exhaustive use of site-directed mutagenesis to alter the sig- 
nal peptide of murein lipoprotein also represents the best studied structure/function rela- 
tionship of a signal sequence in exported proteins. 
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Studies on the biosynthesis of murein lipoprotein began with the search for the do- 
nor(s) of the glyceride moiety covalently attached to the N-terminal cysteine. The first 
hint for the fatty acyl donors came from the fatty acid composition of murein lipoprotein 
which was similar to that of bulk phospholipids of E. coli including the presence of cy- 
clopropane fatty acids [52]. Inasmuch as cyclopropane fatty acids are synthesized only on 
phospholipid-linked unsaturated fatty acids [53], this observation suggested the possibil- 
ity that the fatty acids in lipoproteins were transferred from glycerophosphatides. Pulse- 
chase experiments carried out to ascertain the nature of the lipid precursors for murein 
lipoprotein indicated the existence of a large metabolic pool of the donor of the diglyc- 
eride moiety in murein lipoprotein [54,55]. Further in vivo labeling experiments sug- 
gested that the glyceryl moiety in murein lipoprotein was derived from the non-acylated 
glycerol in phosphatidylglycerol (PG) [54,56], while both the 0- and N-acyl moieties in 
murein lipoprotein were derived from fatty acids in any of the major glycerophosphatides, 
phosphatidylethanolamine (PE), phosphatidylglycerol (PG) or cardiolipin (CL) [57,58]. 

A major advance in our understanding of the biosynthesis of murein lipoprotein came 
from the identification of its precursor form, the prolipoprotein, which contained a 20 
amino acid signal sequence at its N-terminus [59]. This discovery was soon followed by 
the isolation of an E. coli lpp (mlpA) mutant which produced an unmodified prolipopro- 
tein due to a single amino acid substitution of Asp for Gly in the signal sequence of pro- 
lipoprotein [60] and by the discovery of globomycin, an antibiotic [61]. The use of glo- 
bomycin in the study of lipoprotein biosynthesis in E. coli led to two important findings: 
(i) it inhibited the maturation of lipoprotein at the step of the processing of lipoprotein 
precursor, resulting in the accumulation of lipid-modified prolipoprotein in globomycin- 
treated cells [62]; and (ii) in addition to lipid-modified precursor form of murein lipopro- 
tein, the globomycin-treated cells accumulated the lipid-modified precursor forms of a 
number of new lipoproteins of varying sizes localized in both the inner and outer mem- 
branes of E. coli [63]. These two observations had profound implications. It strongly sug- 
gested that lipid modification of prolipoprotein preceded, and might indeed be a pre- 
requisite for, the processing of lipoprotein precursor to form mature protein, a postulate 
consistent with the formation of an unmodified prolipoprotein in IppD14 mutant of E. coli 
[59]. Furthermore, accumulation of a number of lipid-modified prolipoproteins in glo- 
bomycin-treated cells suggested the existence of a common biosynthetic pathway in E. 
coli for structurally distinct but similarly lipid-modified proteins, the most abundant of 
which is murein lipoprotein. 

While the existence of the hornologs of E. coli murein lipoprotein in other Gram-nega- 
tive bacteria was known, the prevalence of lipid-modified proteins in other bacteria was 
not suspected until the advent of recombinant DNA technology which greatly facilitated 
the cloning and sequence determinations of genes of known or unknown functions. The 
discovery of membrane-bound penicillinase in Bacillus licheniformis as a lipid-modified 
protein like murein lipoprotein led to the identification of a consensus sequence (also 
called lipobox) at the C-terminal region of the signal sequences of lipoprotein precursors 
[35]. The list of lipid-modified proteins has been increasing steadily in recent years, and 
an analysis of the -5 to +5 amino acid residues in 75 lipid-modified precursor proteins re- 
vealed a highly conserved -Leu-AldSer-Gly/Ala-Cys- sequence at -3 to +1 positions 
(Table JJ). The evidence for these proteins being lipid-modified was based on metabolic 
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TABLE II 
Consensus sequence for prolipoprotein modificatiodprocessing enzymesa 

Frequencies of amino acid residues at position 

-5 -4 -3 -2 -1 + I  +2 +3 +4 +5 

Leu(0.34) 
Ile(O.11) 
Val(O.11) 
Ala(O.ll) 
Gly(0.09) 
Met(O.08) 
Phe(0.07) 
Thr(0.04) 
Ser(0.04) 
Asn(O.01) 

Leu(0.34) 
Ala(O.18) 
Val(0.14) 
Thr(0.09) 
lle(0.07) 
Met(0.07) 
Phe(0.05) 
Gly(0.03) 
Ser(0.03) 
His(O.01) 

Leu(0.81) Ala(0.36) 
lle(0.05) Ser(0.30) 
Val(0.04) Ile(0.12) 
Phe(0.03) Thr(O.08) 
Ala(0.03) Val(0.07) 
Ser(0.03) Gly(0.03) 
Thr(o.0 1 ) Cys(O.0 1) 

Gln(O.0 1) 
Met(O.01) 

Gly(0.55) Cys( 1.00) Ser(0.3 1) 
Ala(0.38) Gly(O.19) 
Ser(0.07) Gln(O.13) 

Ala(O.ll) 
Asn(0.07) 
Asp(0.05) 
Lys(O.05) 
Thr(0.04) 
Leu(O.0 1) 
Val(O.01) 
Phe(O.01) 
Glu(O.01) 

Ser(0.28) 
Ala(O.16) 
Asn(O.15) 
Gln(O.13) 
Gly(0.07) 
Val(0.04) 
Glu(0.04) 
Leu(0.03) 
Phe(0.03) 
His(0.03) 
Ile(O.01) 
Lys(O.01) 
Asp(O.01) 
Trp(O.01) 

Asn(0.32) 
Ser(0.17) 
Lys(O.08) 
Gly(0.07) 

Glu(O.05) 
Asp(O.0S) 
His(0.04) 
Thr(0.04) 
Leu(0.03) 
Gln(0.03) 
Pro(0.03) 
Arg(O.01) 
Trp(O.01) 

Met(0.07) 

Ser(0.23) 
Asn(O.ll) 
Gly(0.10) 
Ala(O.10) 
Thr(O.08) 
Asp(0.07) 
Tyr(0.07) 
Gln(0.05) 
Lys(O.05) 
Leu(O.04) 
Glu(0.04) 
Pro(0.03) 
Val(O.01) 
Arg(O.01) 
His(O.01) 

aThe 6equencies of amino acid residues at positions -5 to +S in 75 lipoprotein precursors was calculated. No special consideration was given to the relative abundance 
of each amino acid in an averaged amino acid composition of proteins in a particular bacterial species. Nor was adjustment made for the number of homologous pro- 
teins used in the data bank; for example, a number of murein lipoproteins or colicin release proteins were treated as distinct proteins. The results are therefore some- 
what biased in favor of more 6equent representations of a particular lipoprotein or its homolog in the data bank. 
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labeling of cloned gene products with [3H]palmitate or [2-3H]glycerol and/or accumula- 
tion of the precursor form in globomycin-treated cells [64]. The high success rate of pre- 
dicting the lipoprotein nature of new gene products based on deduced amino acids of 
cloned genes illustrates the usefulness of this approach in identifying new lipoproteins in 
bacteria. 

Inspection of the amino acid sequences defining the modification and processing site 
of lipid-modified precursor proteins led to the following conclusions. The Cys residue at 
+1 contains the sulfhydryl group to which the diglyceride moiety is attached, and there- 
fore by definition is invariant. Leu is favored at the -3 position in 81% of lipoprotein pre- 
cursors; even Ile and Val are found at as low frequencies as those of Phe, Ala, Ser and 
Thr, each about 1-3%. Ala and Ser together account for 66% of -2 residues, with Gly at 
3% only. In contrast, Gly and Ala account for 93% of all lipoprotein signal sequences at 
the -I  position with Ser at 7%. The first modification enzyme in this pathway seems to 
strongly prefer Leu at -3, Ala or Ser with a CH3 or OHCH2 side chain at -2, and Gly and 
Ala lacking OH substitution in the side chain at the -1 position. Hydrophobic amino acids 
are favored at -5 and -4, and no charged amino acids (with possible exception of His at 
-4 in one case) are found at -5 to + 1 .  

The distribution of amino acids at +2 to +5 positions is more random. There appears to 
be an enrichment of amino acids (Asn, Gly and Ser) favoring the formation ofb-turn. This 
is consistent with the requirement of a p-turn secondary structure in the major outer mem- 
brane prolipoprotein for the modification reactions [65]. Another consideration of the 
amino acid residues at the +2 to +5 region of the precursor proteins is the topogenic in- 
formation at the N-terminus of the mature lipoproteins in the determination of the subcel- 
Mar localization of the lipoproteins. Ser and Asp at +2 positions appear to determine the 
localization of the lipoproteins to the outer and inner membranes, respectively [66]. A 
relative abundance of outer membrane lipoproteins over inner membrane lipoproteins in 
the data used for the statistical analysis would contribute to a bias of Ser at +2 position 
instead of Asp. Inasmuch as the proposed biosynthetic pathway for bacterial lipoproteins 
stipulates that the modification of prolipoproteins with glycerol is the first reaction in this 
pathway, the consensus sequence of Leu-AldSer-GlyIAla-Cys defines the sequence rec- 
ognized by the putative prolipoprotein glyceryl transferase. An assessment of the struc- 
tural requirements for the succeeding enzymes in the pathway (0-acyl transferase or 
prolipoprotein signal peptidase) must be made with independent assays of the respective 
enzymes in vivo or in vitro. 

A second approach to defining the structure and function relationship between the sub- 
strate (unmodified prolipoprotein) and the modification enzymes is the use of site-specific 
mutagenesis to vary the sequence of the prolipoprotein surrounding the modification and 
cleavage site [67]. Deletion or substitution of GIyZ0 with Val or Leu affected the modifi- 
cation of murein prolipoprotein, while substitution of Glyzo with Thr affected both the 
modification of prolipoprotein and the processing of lipid-modified prolipoprotein. Two 
other requirements for an efficient modification reactions were revealed by the studies of 
lpp mutants: the importance of a @-turn secondary structure immediately following the 
cleavage site (+2 to + 5 )  ( I  5 ) ,  and the absence of a charged amino acid at the -7 position. 
Thus, lpp mutants with Ala2011e2311e24 or AIa2011e23Ly~24 substitution in proljpoprotein 
were defective in lipid modification, and these mutant prolipoproteins were predicted to 
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have a reduced B-turn conformation in the junction of the signal sequence and the mature 
lipoprotein [15]. Substitutions of GIyI4 with Asp, Glu, Arg and Lys affected to varying 
extents the modification of prolipoprotein by glyceryl transferase [59,68]. 

6. Biochemistry of prolipoprotein modijkution und processing 

The biosynthetic pathway of lipoprotein was postulated based on in vivo and in vitro 
studies (Fig. 3) [69]. In vitro studies were initiated with the preparation of radiochemi- 
cally pure unmodified prolipoprotein as the starting material which was converted by a 
solubilized cell envelope fraction to form mature lipoprotein. Subsequently, direct assays 
of individual reactions were established for some but not all of the multiple enzymes in- 
volved in this pathway. 

The processing of lipid-modified prolipoprotein by a lipoprotein specific signal pepti- 
dase (also called signal peptidase 11) is the best understood step in the overall pathway of 
lipoprotein maturation. The genes for this enzyme (Isp) have been cloned and sequenced 
from four different bacterial species [70-731. The deduced amino acid sequences of these 
four SPase 11s exhibit a similar hydropathy profile suggestive of a similar membrane to- 
pology of this cytoplasmic membrane enzyme, with four transmembrane domains con- 
nected by two periplasmic and two cytoplasmic loops, and the positively charged N- and 
C-terminal portions of this enzyme remain in the cytoplasm, consistent with the inside- 
positive rule of integral membrane proteins [74]. Support for this computer-generated 
model was obtained from studies using SPase 11-PhoA and SPase 11-LacZ fusion proteins 
in E. coli [75]. Comparison of the primary structures of this enzyme from four distinct 
bacteria has revealed three highly conserved domains in polypeptides of similar sizes but 
low overall sequence homology [73]. The current thinking is that the basic features of the 
common topology of this enzyme in the membrane would allow the limited highly con- 
served regions at the periplasmic/cytoplasmic membrane interface to participate in the 
unique catalysis of proteolytic processing of lipid-modified prolipoproteins by SPase 11. 

The SPase I1 from E. coli has been purified [76]. It does not require phospholipids or 
metal ions for its activity, and is not inhibited by many of the common protease inhibitors 
[77]. Globomycin inhibits this enzyme non-competitively with a K, of 36 nM, and the K,,, 
for lipid-modified murein prolipoprotein is about 6 pM [28]. While the E. coli enzyme is 
inhibited by sulfhydryl reagents and requires DTT for its stability [77], neither the en- 
zyme from Pseudomonas jluorescens nor that from Staphylococcus aureus contains cys- 
teine [72,73]. 

The processing of lipid-modified prolipoprotein by SPase I1 results in the formation of 
apolipoprotein lacking the amide-linked fatty acid, predominantly palmitate, in murein 
lipoprotein. This is followed by a transacylation reaction catalyzed by the apolipoprotein 
N-acyl transferase. An in vitro assay of this enzyme was developed based on the differen- 
tial thermostability of SPase I 1  and N-acyl transferase [79]. Radiochemically pure apol- 
ipoprotein was prepared by immunoprecipitation after incubation of membranes isolated 
from globomycin-treated cells at 80°C. Further incubation of apolipoprotein with a deter- 
gent solubilized cell envelope preparation resulted in the conversion of apolipoprotein to 
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mature lipoprotein [80]. This enzyme has been located to the cytoplasmic membrane of E. 
coli, and requires neutral detergent for its activity. Using delipidated membranes as the 
enzyme source, it was shown that any of the major glycerophosphatides (PE, PG or CL) 
was active as the fatty acyl donor for this reaction [80]. This is consistent with the in vivo 
studies using fusion of [3H]palmitate-labeled phospholipid vesicles with intact cells as 
well as those using an E. coli mutant containing negligible amount of PE due to a null 
mutation in the gene encoding phosphatidylserine synthetase (pss::kan) [8 11. It would 
appear that this enzyme catalyzes a transacylation reaction with a broad substrate specific- 
ity of phospholipids as the fatty acyl donor. 

The first committed step in the lipoprotein biosynthetic pathway remains the least 
characterized reaction. This enzyme was first studied using an in vitro system which con- 
verts the unmodified prolipoprotein through successive modification and processing reac- 
tions to form mature lipoprotein based on SDS-PAGE analysis of the reaction products 
[69]. Recently, another in vitro system analogous to a prolipoprotein translocation assay, 
was developed using unmodified prolipoprotein synthesized in a cell-free transcrip- 
tiodtranslation coupled system [64,82]. Incubation of the nascent [35S]methionine-labeled 
prolipoprotein with inverted membrane vesicles from E. coli, B. subtilis, and 
Streptomyces resulted in the conversion of unmodified prolipoprotein to hlly mature 
lipoprotein [64,82; Hayashi and Wu, unpublished data]. The reaction products in fact 
contained various intermediates in the maturation pathway, including unmodified prol- 
ipoprotein, glyceride-modified prolipoprotein, apolipoprotein, and the mature lipoprotein, 
based on Tricine-SDS-PAGE analysis [64,83]. Using globomycin or vesicles prepared 
from an E. coli mutant defective in SPase I1 activity, the modification of prolipoprotein to 
form lipid-modified prolipoprotein has been separated from the subsequent processing 
and N-acylation reactions. However, separation of glyceryl prolipoprotein from unmodi- 
fied prolipoprotein has yet to be achieved by any electrophoretic system, and current 
studies are limited to a coupled assay of the first two reactions, glyceryl transfer and 0- 
acyl transfer. Further progress would require the development of simple and direct assays 
for each of these two enzyme activities. 

7. Genetics of lipoprotein biosynthesis 

The identification of the structural gene for SPase I1 (lsp) was relatively easy and straight- 
forward due to the availability of a selective agent (globomycin) and a conditionally lethal 
mutant defective in the activity of this enzyme [84,85]. This gene was mapped to 0.5 min 
of the E. coli chromosome, and was part of a mixed-functions operon x-ileS-lsp-orfl49- 
orf316 [86,87]. The same genomic organization of lsp and its flanking genes was found in 
Enterobacter aerogenes and Pseudomonas fluorescens but not in S. aureus [7 1-73]. The 
physiological significance of the co-transcription of the lsp gene with ileS and other genes 
of unknown functions in Gram-negative bacteria remains unknown. 

Little is known of the catalytic mechanism of this unique enzyme which requires lipid- 
modified prolipoprotein as the substrate. We have recently determined the amino acid 
substitution (Aspz3 to Glyz3) in the Isp mutant mentioned above [88; Dai and Wu, unpub- 
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lished data]. The mutated amino acid (Asp) is totally conserved in all four SPase 11s se- 
quenced so far, and is located at the N-terminal region of the first periplasmic loop of this 
enzyme. The C-terminal cytoplasmic loops of SPase 11s contain multiple Lys residues 
which may serve as anchors for this enzyme to achieve its unique membrane topology in 
the cytoplasmic membrane. The importance of the C-terminal tail of this enzyme is sup- 
ported by the observation that mutations affecting this region significantly reduced the 
activity of this enzyme [70]. 

Until recently, repeated attempts to isolate E. coli mutants defective in lipoprotein bio- 
synthesis have been unsuccessful, either by a selection scheme based on isolation of 
suppressor mutations of signal sequence mutations or by brute-force screening of random 
mutant collections. However, two new mutants of Salmonella typhimurium have been 
isolated and partially characterized. One mutant was found to accumulate unmodified 
prolipoprotein at the non-permissive temperature, and in vitro assay confirmed that this ts 
mutation affected the combined activity of prolipoprotein glyceryl transferase and 0-acyl 
transferases. Mapping, cloning and DNA sequence determinations have located the muta- 
tion to the 61 min of the E. cofils. typhimurium map, immediately adjacent and 5' to the 
thyA gene [89]. The possibility that this is mutation in S. typhimurium is allelic to the 
umpA gene in E. coli is confirmed by complementation analysis and by biochemical 
studies of three independent umpA alleles [90]. Accumulation of unmodified prolipopro- 
tein was observed in umpA mutants under the non-permissive temperature. Furthermore, 
mutant cells transformed with the wild-type allele from E. coli or S. typhimurium restored 
the combined activity of prolipoprotein glyceryl and 0-acyl transferase in vitro, and 
membrane vesicles from wild-type E. coli cells harboring the cloned umpA+ gene exhib- 
ited higher activity. These results strongly suggest that the umpA gene corresponds to the 
structural gene for prolipoprotein glyceryl transferase. The second mutant was found to be 
defective in apolipoprotein N-acylation both in vivo and in vitro at the non-permissive 
temperature. Mapping and complementation test with cloned genes have led to the con- 
clusion that this ts mutation in S. typhimurium is allelic to cutE of E. coli, located at 
15 min of the E. cofi/S. typhimurium map. This mutant was both temperature-sensitive 
and copper-sensitive (at the permissive temperature) for growth, a phenotype shared by 
the cutE mutant of E. coli [91,92]. The relationship of copper sensitivity and apolipopro- 
tein N-acylation remains to be ascertained. I t  is worth noting that in each of these two 
mutants recently identified, the mutations affecting lipoprotein maturation are condition- 
ally lethal. The biochemical basis for the temperature-sensitive phenotypes in both mu- 
tants remains to be elucidated. 

The isolation of null mutations in structural genes encoding biosynthetic enzymes for 
phospholipids in E. coli has also contributed to a better understanding of lipoprotein 
maturation in bacteria. As mentioned in a previous section, a null mutation in the gene 
encoding phosphatidylserine synthetase, a key enzyme for the biosynthesis of major 
phospholipid PE, does not affect the maturation of lipoprotein either in vivo or in vitro 
[81]. This observation indicates that PE is not essential for the biosynthesis of lipoprotein 
either as a substrate (acyl donor) or for the activity of the membrane enzymes involved in 
this pathway. On the other hand, a null mutation in the structural gene encoding phosph- 
atidylglycerol phosphate synthetase, a key enzyme in the biosynthesis of acidic phosphol- 
ipids PG or CL, is not compatible with the maturation of murein lipoprotein [93-951. The 
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null mutation in pgsA is lethal in E. coli strains synthesizing normal lipoprotein, but is not 
lethal in E. coli mutants lacking murein lipoprotein or synthesizing non-modifiable mutant 
prolipoprotein due to mutations in the lpp gene. This observation is consistent with the 
proposed biosynthetic pathway of lipoprotein which requires PG as the glyceryl donor for 
lipoprotein modification. Inasmuch as murein lipoprotein represents the most abundant 
membrane lipoprotein in E. coli, mutations affecting lipid modification of murein prol- 
ipoprotein have a sparing effect on the limited supply of acidic phospholipids in pgsA 
mutants of E. coli. These observations suggest that E. coli cells require a minute amount 
of acidic phospholipids either for DNA replication, protein export or other essential cellu- 
lar processes, and this requirement will be kept at a minimum in the absence of lipid 
modification of the major outer membrane (murein) lipoprotein. 

8. Export of bacterial lipoproteins 

A common feature of most exported proteins in bacteria is the presence of a transient sig- 
nal sequence at the N-termini of their precursor forms. A canonical signal sequence con- 
tains three distinct domains, the N-terminal positively charged and hydrophilic domain 
(n), the hydrophobic segment devoid of charged amino acid residues (h), and the C-termi- 
nal region defining the cleavage site (c) [96]. The signal sequences of lipoprotein precur- 
sors have similar substructures as those in non-lipoprotein precursors, and the distinction 
between these two major groups of exported proteins lies in the c domain, with -Ala-X- 
Ala- defining the cleavage site recognized by signal peptidase I and -Leu-AldSer- 
Gly/Ala-Cys- defining the modification site by prolipoprotein glyceryl transferase. The 
common structural features of the remaining part of the signal sequences suggest the pos- 
sibility that these two groups of precursor proteins share a common export machinery 
prior to their divergence in the post-translocation modificatiodprocessing reactions. In 
vivo studies using conditionally lethal mutants of E. coli defective in protein export in 
general indicate that the export of murein lipoprotein requires functional SecA, SecE, 
SecY, SecD and SecF proteins [97,98]. Since each of these mutants was found to accumu- 
late unmodified prolipoprotein at the non-permissive temperature, the translocation of 
unmodified prolipoprotein from the cytoplasm to the inner membrane catalyzed by the 
Sec proteins takes place prior to the encounter of the precursor proteins with the lipopro- 
tein-specific modification and processing enzymes. These results indicate a common ex- 
port machinery for both lipoprotein and non-lipoprotein precursors, and the divergence of 
the pathway is a late event in the export process. In fact, mutant forms of lipoprotein pre- 
cursors may be exported to the outer membrane without modification or processing [59],  
or processed anomalously at alternate processing sites by SPase 1 [99-1011, suggesting 
that export and translocation to the outer membrane does not require processing, and the 
common export pathway is not compartmentalized and is accessible to both SPase I and 
prolipoprotein modification and processing enzymes. The export of murein lipoprotein 
does not require functional SecB protein. On the other hand, other lipoprotein precursors 
may require SecB protein for their export [ 1021. 
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9. Covalent assembly of murein lipoprotein to the peptidoglycan 

Despite the discovery of covalent attachment of lipoprotein to murein in 1969, little pro- 
gress has been made regarding the biochemistry and genetics of this process. The lack of 
significant progress is partly due to a lack of selectable phenotype of mutants lacking 
murein-bound lipoprotein and absence of a simple and sensitive assay for the putative 
lipoprotein peptidoglycan ligase. 

Using site-directed mutagenesis to generate mutations in the lpp gene of E. coli, recent 
studies have demonstrated the broad substrate specificity of this enzyme [68,103a,b]. 
Neither lipid modification nor processing of prolipoprotein is essential for the attachment 
of lipoprotein molecules to the peptidoglycan [68]. Nor does an internal deletion of 21 
amino acid residues in lipoprotein affect this reaction [94]. It is not surprising that the in- 
ternal sequence is not essential for the formation of the murein-bound lipoprotein. 
Analysis of the amino acid sequences of prolipoproteins from E. coli and four other 
Enterobacteriaceae species including Proleus mirabilis, Morganella morganii, Erwinia 
amylovora and Serratia marcexens reveals a low degree of sequence homology (32%) in 
the internal sequence (Ser3 1 -Asp6 1) as compared to highly conserved N- and C-termini 
(around 70%) [94,103]. Two kinds of mutations in the N-terminal region of prolipopro- 
tein affected the formation of murein-bound lipoprotein: those resulting in the replace- 
ment of GIyI4 with charged amino acid residues at the 14th position of prolipoprotein sig- 
nal sequence, and those reducing the p-turn secondary structures at the junction of the 
signal sequence and the mature portion of lipoprotein [68]. On the other hand, certain 
structural features at the C-terminal region of lipoprotein are required for this reaction 
[103b]. Mutations resulting in an alteration of the predicted secondary structure from a 
random coil to a p-turn at the C-terminal region of the lipoprotein reduced the formation 
of murein-bound lipoprotein. In addition, a net charge of +2 at the C-terminus of the lipo- 
protein and the C-terminal sequence of -Tyr-Arg(or Lys)-Lys- are important for the rec- 
ognition of the lipoprotein substrate by the putative lipoprotein peptidoglycan ligase 
[ 103a,b]. 
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CHAPTER 15  

Structure-function relationships in porins as derived 
from a 1.8 8, resolution crystal structure 

GEORG E. SCHULZ 

Institut fur Organische Chemie und Biochemie der Albert-Ludwigs-Universitat, Albertstrasse 21 I 

0-791 04 Freiburg im Breisgau, Germany 

1. General function and atomic structure 

Gram-negative bacteria have a protective outer membrane containing channels that are 
permeable for nutrients. These channels are formed by porins which are usually ho- 
motrimeric proteins with subunit sizes ranging from 30 to 50 kDa and solute exclusion 
limits around 600 Da [ 1,2]. The channels are well permeable for polar solutes, but ex- 
clude non-polar molecules of comparable sizes. Porins have been subdivided into specific 
and non-specific porins. For a particular solute, specific porins show a comparatively 
large diffusion rate at low and saturation effects at high concentrations. In contrast, non- 
specific porins act like inert holes; their diffusion rates are always proportional to the sol- 
ute concentration. 

Electron microscopy studies resulted in a rather general description of the porin archi- 
tecture [3,4]. The first porin crystals suitable for an X-ray analysis were obtained from 
Escherichia coli [5]. The first atomic structure was elucidated for the major porin of 
Rhodobucter capsulatus [6-lo]. An analysis of other crystals using molecular replace- 
ment with the R. cupsulutus porin structure showed that the 16-stranded p-barrel fold is 
present in quite a number of porins [ 1 11. Now, three more porin structures are known in 
atomic detail [ 12,13 1; they confirm the general picture derived from the first one. 

The major porin of R. cupsulutus yielded particularly good crystals after careful pro- 
tein preparation [6]. As shown by amino acid sequence analysis [7], one subunit consists 
of 301 amino acids. The crystal structure has been solved at 1.8 A resolution and refined 
to a crystallographic R-factor of 18.6% using a 97% complete data set [lo]. The model of 
one subunit contains all polypeptide atoms, 274 water molecules, 3 calcium ions, 3 deter- 
gent molecules (octyltetraoxyethylene, CsE4) and 1 bound ligand. Since this ligand could 
not be identified, it was modeled as CsE4. 

A porin subunit consists of a very large 16-stranded antiparallelp-barrel and 3 short a- 
helices. All p-strands are connected to their next neighbors. The loops at the bottom end 
of the barrel are short, this end is smooth. In contrast, the top end of the barrel is rough 
containing much longer loops. The longest loop has 43 residues and runs into the interior 
of the barrel where it constricts the pore to a small eyelet [ 101. 
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Fig. I .  Stereo view of the C,-backbone of trimeric porin taken from ref. 8. The view is from the external 
medium. 

The C, backbone chain of the trimeric porin (Fig. 1) shows that the /3-barrel height in 
the trimer center is lower than the barrel height facing the membrane. This center forms a 
three-pronged star composed of all three subunits resembling the hub and spokes of a 
wheel. The mobilities of the atoms in this central star are the lowest of the whole mole- 
cule as determined by the crystallographic temperature factors [lo]. The interior of this 
star is non-polar; 18 phenylalanines (6 from each subunit) interdigitate tightly, while the 
surface is polar. The star contains all six chain termini paired in salt bridges. Trimeric 
porin can thus be described as a rigid central core constructed like a water-soluble protein 
that is surrounded by three @-barrel walls fencing off the membrane. 

2. Position in the membrane 

2.1. Molecular orientation 

The shape of the channel is illustrated by a cut through the center of the pore (Fig. 2). The 
aggregation to trimers connects the rear /3-barrel walls at the height levels indicated by 
dashed lines. The central part is low, giving rise to a common channel formed by all three 
subunits in the upper half. The three pore eyelets limiting the diffusion are located be- 
tween the barrel wall 1 close to the molecular threefold-axis and the 43-residue loop 3 in- 
side the barrel. 

The longitudinal position of porin in the membrane is clearly defined by the non-polar 
ring with a height of 24 A that surrounds the trimer and fits the non-polar moiety of the 
membrane. The rough upper end of the /3-barrel (Fig. 1) contains the larger loops with 
numerous charged side chains, whereas the smooth lower barrel end has only small loops 
with few polar residues. As shown by binding studies with antibodies and phages, the 
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large polar loops face the external medium [14]. Accordingly, the external medium is at 
the top of Figs. 1-5. 

This orientation agrees well with the outer surface of the trimer (Fig. 3). While the 
non-polar surface moiety faces the non-polar interior of the lipid bilayer 5, the upper 
polar part with its numerous ionogenic side chains is most likely connected to the lipo- 
polysaccharides (LPS) forming the external layer 6 of the bacterial outer membrane. 
Presumably, the numerous Asp and Glu side chains are glued by divalent cations (like 
calcium and magnesium) to the carboxylate groups of the LPS cores. This network integ- 
rates porin efficiently in the tough bacterial protection layer of crosslinked LPS mole- 
cules, avoiding a fragile protein-membrane interface. 

Furthermore, Fig. 3 shows two girdles of aromatic residues along the upper and lower 
border lines between polar and non-polar residues. The upper girdle contains mostly ty- 
rosines pointing with their hydroxyl groups to the upper polar moiety of the membrane, 
while the lower girdle has phenylalanines pointing to the non-polar membrane interior and 
also tyrosines pointing to the polar part of the periplasmic membrane layer. These pat- 
terns are obviously significant. They were also observed in the three recently elucidated 
porin structures [ 12,131. 

In addition, there are four rare type-11' /3-turns at the lower smooth end of the barrel. 
These four turns point with their peptide amides towards the membrane where they can 
form hydrogen bonds to the phosphodiesters of the periplasmic layer of the bacterial outer 
membrane. 

Fig. 2. Shape of a porin subunit represented by a sliced 6 A resolution density map calculated from the high 
resolution model [9]. The density level is at la, the distance from the viewer and is indicated by shading. The 
sectional areas I ,  2, 3, 4, 5 and 6 belong to the /?-barrel wall at the trimer interface, to the /?-barrel wall facing 
the membrane, to the pore size-defining the 43-residue loop inside thep-barrel, to a globular density facing the 
external medium, to the non-polar moiety of the membrane, and to the LPS core, respectively. As indicated by 

bars, there is no free space between sectional areas 2 and 3. 
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Fig. 3. Projection of the outer surface of the /?-barrel onto a cylinder as taken from [lo]. All loops at the perip- 
lasmic side are indicated. Surface areas A, B, C and D contain the ionogenic side chains connecting to the LPS 
core, the non-polar side chains facing the non-polar interior of the membrane, the left-hand and the right-hand 
parts of the interface, respectively. lonogenic atoms are emphasized by squares and polar atoms by circles. The 

aromatic girdles are obvious. 

2.2. Molecular packing in the crystal 

The packing scheme (Fig. 4) in the exceptionally well ordered crystals of the R. capsula- 
tus porin [lo] resembles the crystal packing of the photoreaction center [15] as the 
polypeptides form only polar contacts. Apart from the subunit interface, there exists 
merely one contact type, i.e. between head and tail, giving rise to a trimer arrangement as 

Fig. 4. Crystal packing arrangement of trimeric porin molecules, the molecular threefold axes (A)  are 
crystallographic. The space group R3 requires only one contact type for building up a three-dimensional 
network. This contact (E) is head to tail and polar. There is no lateral contact between the non-polar surfaces 

(cross-hatched), which are prcsumably covered by detergent. 
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in a cubic closest packing. This contact contains five hydrogen bonds and one salt bridge 
and is obviously strong. The closest lateral distance between trimers is 15 A, and it is 
between non-polar surfaces. Any conceivable contact through detergent molecules should 
therefore be very weak and should provide only a minor contribution to the crystal pack- 
ing energy. 

The molecular packing in the crystal corresponds to a stack of lipid bilayers containing 
porins, suggesting that such bilayers can also be formed in the crystal. This hypothesis 
can be tested by measuring the electric conductivity of the crystal along and perpendicular 
to the threefold rotation axis. Such measurements can also be done after changing the 
detergent in the crystal (possibly to lipids) or after crystallizing with other detergents, 
which would yield information about the detergent(1ipidkprotein contact. 

2.3. Suggested function of the aromatic girdles 

Since the Tyr-Phe pattern (Fig. 3) has been observed in all the four known porin struc- 
tures [10,12,13], it most likely reflects a function. These bulky aromatic side chains may 
prevent conformational damage of the protein on mechanical movements in the membrane 
as indicated in Fig. 5 .  Any transversal wave in the membrane or any knocking at a porin 
trimer immersed in the membrane causes rocking movements that would expose non-po- 
lar protein surface to a polar membrane layer and polar protein surface to the non-polar 
membrane interior. Both contact types give rise to a large surface tension which is likely 
to scramble the polypeptide conformation. Since the aromatic side chains rotate around 
their C,-Cg-bonds much faster than the trimer can rock, they are able to shield the re- 
spective surfaces against the wrong counterpart (Fig. 5) .  The strong association between 
the upper polar protein surface and the LPS core units explains the absence of Phe from 
the upper aromatic girdle, as the crosslinked LPS core units prevent the non-polar mem- 
brane interior from reaching the upper polar protein surface, anyway. 

+ 
I 

LPS core 

Fig. 5 .  Sketch describing the suggested shielding role of phenylalanines and tyrosines during relative 
movements of protein and membrane. 
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2.4. A conceivable folding pathway 

The chain fold of the homotrimer with the central rigid star, the prongs of which are con- 
nected by the three p-barrel walls (see p. 344), suggests a folding pathway. Initially, the 
three-pronged star folds like a water soluble protein. Since this star contains all chain 
termini, the remaining chain parts form three large loops of about 200 amino acid residues 
each suspended between the three prongs. On contact with the non-polar membrane 
interior, the three 200-residue loops arrange themselves to the observed most simple p- 
barrel topology with all strands antiparallel and connected to their next neighbors. This 
folding process is straightforward as it requires no chain crossing or wrapping. On 
folding, the non-polar side chains of the p-barrel residues orient themselves to the outside 
and face the non-polar moiety of the membrane. Subsequently, the large 43-residue loop 
is inserted into the barrel. This loop supports the barrel at its center against the membrane 
pressure, and it defines the pore size. 

3. DifJirsion properties 

3.1. The structure of the pore eyelet 

The eyelet of the channel is almost exclusively lined by ionogenic groups that segregate 
into positively and negatively charged rims (Fig. 6). The positive rim is at the eyelet side 
closer to the trimer center and consists of half a dozen Arg, Lys and His side chains. The 

88 
i 

95 ' 0 I ,  \\ 

4 2 3  

I ? *  

88 

Fig. 6. Stereo view o f  a pore eyelet as taken from [ 101. The pore eyelet is defined by negatively charged side 
chains at its upper rim and positively chargcd ones at the lower rim. There exists a strong transversal electric 
field between these charges as indicated by the rigidity of the neighboring arginines at the lower rim (see text). 

Water molecules ( X )  and bound Ca2+ (m) are given. The molecular threefold axis is indicated (A). 
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Fig. 7. Sketch of the pore eyelet indicating a ring of bound water molecules that are oriented in the transversal 
electric field. The rim of negatively charged side chains is strengthened by two strongly (Ca) and one weakly 
(Ca') bound Ca2'. The depth of the pore eyelet is about 6 A. For a hydrated ion, always half the hydration shell 

has an energetically unfavorable orientation in the electric field. 

negative rim is further at the circumference of the trimer; it contains about a dozen Asp 
and Glu residues mostly located in the 43-residue loop that is inserted into the p-barrel. 
These abundant negative charges are partially compensated by two bound Ca2+ which 
tighten the rim structure appreciably. As a consequence, the removal of these Ca2+ should 
change permeabilities. Actually, it had been observed that the analyzed porin permits the 
diffusion of ATP only after the bacterium has been treated with EDTA [ 161. 

3.2. The transversal field as an electric separator 

The positive and negative rims juxtaposed across the eyelet cause a transversal electric 
field. The field strength is best estimated from two arginines participating in the positive 
rim. These arginines are at van der Waals distance in good electron density demonstrating 
that they are rigidly positioned in spite of their repelling positive charges (the crystals are 
at pH 7.2, the pK of Arg is 12.4). Such an arrangement is only possible if the charges are 
fixed by a strong electric field. 

An X-ray structure analysis at 1.8 A resolution allows the assignment of reasonably 
well fixed water molecules [lo]. The eyelet contains quite a number of them (Fig. 6). 
They orient their dipoles in the electric field (Fig. 7). In the center of the eyelet there are 
mobile water molecules confined to a rather small cross section of about 4 A by 5 A. 
They form a hole through which a molecule with the cross section of an alkyl chain can 
permeate. 

The diffusion of a small polar solute is illustrated in Fig. 8A. The solute is oriented by 
the transversal electric field formed by the charged rims of the eyelet and will remain ori- 
ented over the whole diffusion distance. The solute is oriented in the pore eyelet like a 
substrate on an enzyme. This reduces the entropy barrier of the diffision process in the 
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same way as this barrier is reduced for a chemical reaction on an enzyme surface. Without 
tumbling, the diffusion of polar solutes is appreciably accelerated. 

Although the eyelet cross section that is free of fixed water molecules suffices for the 
penetration of alkyl chains, these still cannot permeate because they are blocked by the 
strong transversal field. Field and eyelet behave like a charged capacitor that stores an 
electric energy proportional to the high dielectric constant of 80 of oriented water mole- 
cules (Fig. 8B) multiplied by the volume. Any incoming molecule with a lower dielectric 
constant (the respective value for an alkyl chain is about 2), i.e. with a smaller dipole than 
water, causes a decrease in the capacitor energy and therefore generates a force expelling 
the intruder. Consequently, the transverse field acts as an electric separator, facilitating 
the permeation of polar solutes while blocking off non-polar ones. 

A special situation seems to arise for ions. When diffising through the pore, half their 
hydration shell enters in an energetically unfavorable orientation. In the R. capsulatus 
porin, there exists a possible separate pathway for positive ions at one comer of the eye- 
let. This pathway is outside the electric field and completely lined by carbonyl and car- 
boxyl oxygens. It may explain the observed though low cation selectivity of this porin. 
Since this channel is blocked by a weakly bound Ca2+, its importance can be tested by 
measuring cation currents as a function of Ca2+ concentration. 

3.3. Structural changes caused by a voltage across the membrane 

It has been observed that some porins incorporated in black lipid films reduce their elec- 
tric conductivity on application of a voltage of around 100 mV across this film [2], i.e. 
there occurs voltage closure. Such behavior can be understood when considering the 
shape of the pore (Fig. 2). The membrane channel has a rather large cross section over its 
whole length except for the short distance of about 6 8, at the diffision-defining eyelet at 
the center. This implies that any voltage across the membrane (say 100 mV) lies essen- 
tially across the eyelet with its small cross section (certainly more than 90 mV). Since the 
energy gained by moving a single charge (e.g. the protonated &-amino group of a lysine) 

A B 

-C 

Fig. 8. Diffusion through the pore eyelet. (A) Sketch of a permeating zwitterion p-alanine which remains orien- 
ted in the field. Its diffusion is facilitated by entropy reduction. (B) Sketch of the pore eyelet as a capacitor, 

explaining the energetic exclusion of non-polar solutes from the diffusion through the pore. 
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Fig. 9. Sketch of C, backbone of one subunit with the pore eyelet and the observed solute binding site within 
the pore close to the eyelet. Note, that the solute binds at the external side of the eyelet. 

over 100 mV is 10 kUmol and thus equivalent to the energy of a hydrogen bond, the 
strong longitudinal electric field along the eyelet can tear off any charged group that can 
be moved over the 6 A length of the eyelet (which is possible for lysine). The applied 
voltage thus disrupts the eyelet structure diminishing the permeability. 

3.4. Specifciy ofporins 

Porins have been subdivided into two classes, specific and non-specific ones. The struc- 
turally known R. capsufutus porin has been previously classified as non-specific. In the 
crystal structure, however, this porin is ligated by a small molecule (Fig. 9). Moreover, 
efficient binding of tetrapyrrols to this porin has been reported [17]. In the crystal, the 
bound ligand cannot be identified. The binding site is formed between the 43-residue loop 
inserted into the barrel (where it forms the eyelet) and a little domain protruding to the 
external medium. Facing the external medium, this binding site can pick up solutes at very 
low concentrations. After being bound close to the eyelet (Fig. 9), the solute may subse- 
quently dissociate and diffuse through the pore at a considerable rate. Binding and per- 
meation should follow Michaelis-Menten kinetics and should show saturation effects as 
observed within the class of specific porins. Accordingly, the R. cupsufutus porin previ- 
ously assigned to the class of non-specific porins is actually both specific and non-spe- 
cific, depending on the solute. Generalizing this observation, it is suggested that many 
porins belong to both classes, but that the specific solutes have been detected only in few 
cases. 
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CHAPTER 16 

Structures of non-specific difhsion pores from 
Escherichia coli 

SANDRA W. COWAN and TILMAN SCHIRMER 

Department of Structural BiologJ, Biocentre, University of Basel, Klingelbergstrasse 70, 
CH-4056 Basel, Switzerland 

I .  Introduction 

The Escherichia coli porins have been studied extensively over the past 20 years and the 
results form a large part of what we know about porins in general, as can be seen in 
Chapters 12, 15, 17, 19 and 27) and in recent reviews [l-31. In this section, the structures 
of two general diffision pores from E. coli outer membranes are discussed in relation to 
their functional properties. 

Matrix porin (OmpF) (encoded by the ompF gene) and phosphoporin (PhoE) (encoded 
by the phoE gene) allow the passive diffusion of hydrophilic solutes of up to a mass of 
-600 Da across the outer membrane of E. coli. They are functional as trimers and in this 
state are extremely stable, being resistant to proteases, detergents and high concentrations 
of chaotropic agents [4]. This has allowed the collection of vast amounts of experimental 
data on their structure and function. Despite the high sequence homology between these 
two proteins (63% identity), they have distinct channel properties. OmpF is weakly cation 
selective whereas PhoE has a preference for the transport of anions [5] and has even been 
proposed to have an anion binding site [6]. The conductance of the OmpF pore [7] is 
larger than that of PhoE [8] (0.8 nS compared to 0.6 nS in 1 M salt) indicating that it 
probably has a larger pore size [5]. These differing properties are essential for the sur- 
vival of cells in changing environments. Under normal laboratory conditions, OmpF is the 
most abundant porin in the outer membrane of E. coli. However, under conditions of 
phosphate starvation, PhoE is de-repressed and allows the cells to take up negatively 
charged nutrients such as phosphate more efficiently. When porins are reconstituted into 
artificial bilayers, voltage-gating can be observed [9]. The applied potential above which 
the OmpF pores close is -90 mV [7] and for PhoE -100 mV [8]. The physiological sig- 
nificance and the mechanism of pore closing are not yet clear. 

The observation that OmpF porin can form hexagonal arrays within the outer mem- 
brane [4] immediately raised hopes that it could be crystallized and the structure deter- 
mined by X-ray crystallography. In fact, three-dimensional crystals were obtained in 1980 
[lo], but the structure was determined only recently [ 1 13 with a new crystal form [ 121. In 
this trigonal crystal form, there are hydrophobic contacts between the molecules and the 
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threefold axis of the trimer coincides with a crystallographic threefold axis. The structure 
is now refined with data to a resolution of 2.4 A. Virtually isomorphous crystals of PhoE 
porin have been obtained [ 131 and the structure of this protein has been determined to 
3.0 8, resolution [ 111. 

2. The atomic structures of OrnpF and PhoE 

2. I .  Barrel topology 

The structures of the OmpF and PhoE porins consist of a 16-stranded anti-parallel /?- 
barrel enclosing the transmembrane pore (Fig. I).  This topology was first observed in the 
structure of a porin from Rhodobacfer cupsulutus [ 141 (see Chapter 15), and seems to be 
a common motif for general diffusion pores and more specific pores such as maltoporin 
[ 151, in outer membranes. In the E. coli porins, the amino and carboxy termini are con- 
nected by a salt bridge within one of the /?-strands, making the structure pseudo-cyclic. 
Eight short /?-hairpin turns define the smooth end of the barrel while the rough end is 
made up by long loops that are exposed at the cell surface. Six of these pack together and 
partially cover the entrance to the barrel. Another loop, which contains a short piece of a- 
helix, folds inside the barrel, constricting the width of the channel. These loop structures 
cause the channel to lie off-centre and at an angle of about 16" to the barrel axis. The re- 
maining loop is involved in subunit interactions. 

Both porins have very similar structures (279 CU atoms superimpose with a root mean 
square deviation of 0.74 A), except in one short turn and some of the loops. All the inser- 
tions and deletions between the two proteins occur in the latter regions and only cause 
local differences in folding. This similarity is not surprising in light of their high sequence 
identity. 

2.2. The trimer: structure and stabiliy 

The trimer is stabilized by both hydrophobic and hydrophilic interactions between the 
subunits (Fig. 2). The hydrophobic contacts are made by residues from the barrel walls. 
Along the trimer axis, large hydrophobic residues pack together to fill up the space com- 
pletely leaving no room for water. Away from the trimer axis, the B-sheets of the barrel 
walls pack in an orthogonal manner with highly complementary surfaces. It is interesting 
to note that a substantial hydrophobic core is formed upon aggregation, but it remains to 
be seen whether there is a contribution to the stability of membrane proteins analogous to 
the hydrophobic effect for soluble proteins. Clearly, the complementarity of the surfaces 
of porin subunits (which can be partially illustrated by the interlocking of aromatic resi- 
dues from both walls), is important for favouring subunit aggregation over unspecific pro- 
tein-lipid interactions (a preference shown by model calculations even for single hydro- 
phobic helices in a membrane [ 161). For this effect, the contribution of hydrophilic inter- 
actions must also be relevant. These primarily involve a loop which reaches into the pore 
of a neighboring monomer where it makes extensive hydrogen bonds and a few salt 
bridges. This loop fills a gap in the wall of the adjacent subunit left by the loop which 
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Fig. I .  Ribbon plot [34] of the OmpF monomer. The I6 /?-strands are represented by arrows and the 2 a-helices 
by coils. The N- and C-termini are marked and the internal loop is shaded black for clarity. The periplasmic 

space is below the molecule in this view. (Adapted from [2]). 

folds inside the barrel. For porin, the extensive, complementary contact areas and the 
combination of polar and apolar interactions between the subunits make it understandable 
that the trimers cannot be dissociated under non-denaturing conditions [4]. 

2.3. Structure in a lipid environment 

The barrel is elliptical and has a cross section of 27 X 38 A2 defined by the main chain 
atoms. These dimensions agree very well with the results of investigations of two-dimen- 
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sional arrays of PhoE and OmpF using electron microscopy (EM) [17,18]. In fact, a pro- 
jection of the models in the orientation shown in Fig. 2, superimposes very well on the 
EM projection maps, suggesting that the shape of the barrel in the three-dimensional crys- 
tals (which contain detergent) is the same as it is in the more natural lipid environment. 
Comparisons of three-dimensional EM reconstructions of negatively stained samples of 
OmpF at low resolution with images of the X-ray structure at a comparable resolution, 
also reveal no significant differences [ 191. A more detailed comparison of the X-ray struc- 
ture of PhoE with a three-dimensional map at 3.4 8, resolution [20] obtained from EM 
data of PhoE reconstituted with phospholipids [21] is underway (T. Earnest and B. Jap, 
personal communication). Initial results indicate that there are no gross structural devia- 
tions in the two environments. The availability of the OmpF and PhoE atomic structures 
allows the results from X-ray and EM crystallography of membrane proteins to be com- 
pared at high resolution for the first time and should provide information about the valid- 
ity of the methods as well as their complementarity. This type of comparison will be even 

Fig. 2. Ribbon plot [34] of thc OmpF trirncr viewed down the threefold axis (indicated by a triangle). The in- 
ternal loops are shaded black for clarity The straight lines show the section viewed in Fig. 3. (Adapted from 

I21h 
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more relevant when two-dimensional crystals of porin complexed with lipopolysaccharide 
(LPS) are analyzed. It has been shown that the presence of LPS affects the properties of 
porin and thus may be important for its function [7]. 

2.4. Orientation ofporin in the membrane 

A hydrophobic band around the trimer indicates the region of the protein that is in contact 
with the hydrophobic core of the membrane. Within its natural environment porin will, for 
symmetry reasons, have its threefold axis oriented normal to the membrane plane. The 
band is about 25 A wide and consists mainly of small aliphatic residues with a marked 
distribution of aromatic residues on the edges. Many of the latter are tyrosine residues 
which have their hydroxyl groups directed into the hydrophilic regions on either side of 
the band. These aromatic residues probably serve to anchor the protein in the membrane, 
the flat aromatic surface being ideal for packing with fatty acyl chains (similar to the 
packing of arginine or lysine on aromatic rings often found in soluble proteins), thereby 
preventing leakage of the membrane which would be fatal for the cells. In tyrosine and 
tryptophan, as well as the combined properties of hydrophobicity and the ability to form 
hydrogen bonds, their polarizability may be favourable between two zones of vastly dif- 
ferent dielectric constant. The importance of aromatic residues at this boundary is em- 
phasized by a similar, although less pronounced, distribution of tryptophan residues in the 
bacterial photosynthetic reaction centre [22]. 

Mutations in PhoE porin which interfere with phage recognition and the binding of 
monoclonal antibodies directed against the cell surface [23,24] are found to occur in 
loops four, five, seven and eight. This indicates that the rough side of porin is exposed at 
the cell surface. This orientation is further confirmed by the result of a study with aB-lac- 
tamase-PhoE hybrid gene product, which showed that the amino terminus of porin lies on 
the periplasmic side of the membrane [25]. The solvent-exposed zones of the protein on 
either side of the hydrophobic band are quite dissimilar in size (Fig. 3). The large hydro- 
philic portion (-20 A wide) of the protein on the extracellular side interacts (directly or 
indirectly via divalent cations) with the negatively charged head groups of LPS. Residues 
contributing to the hydrophilic surface on the periplasmic side of the membrane (-8 A 
wide) come exclusively from the short p-hairpin turns. 

3. The transmembrane pore 

3.1. Pore architecture 

The lining of the aqueous pore is similar to the external surface of soluble proteins, and 
has many well-ordered water molecules. Unlike porin from R. cupsulutus [26], no cal- 
cium ions are incorporated in the structure (see Chapter 15). The shape of the pore varies 
on traversing the membrane and it can be divided up into three zones (Fig. 3). The pore 
entrance facing the extracellular surface (the mouth) is narrowed by the long loops at the 
rough end of the barrel to a diameter of between 11 and 19 A. The solvent-accessible 
cross section decreases to 7 x 1 1  A* where the internal loop and side chains from the 
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extracellular space 

mouth 

constriction 
zone 

periplasmic space 

Fig. 3.  An 8 A thick slice through the OmpF trimcr (orientation indicated in Fig. 2). The relative location of the 
membrane is indicated schematically and the designation of the three different regions in the pores is shown on 

the right. 

barrel wall near the threefold axis constrict the size of the pore at about half-way through 
the membrane (the constriction zone). The cross section of the channel increases abruptly 
(to 15 X 22 A2) just after the constriction zone since the pore size in this region (the exit 
zone) is simply delimited by the barrel walls. The shape of the pores is quite different to 
that found for the R. cupsulatus porin where the entrance is much larger [27]. The major 
structural reason for this is that near the molecular threefold axis, the three pores in R. 
cupsulatus porin run separately over a distance of only 20 A, while in the E. coli porins, 
the pores are separated over a distance of 30 A which spans the entire passage through the 
core of the membrane. Also, the loop structure at the entrance is more extensive in the 
slightly larger E. coli porins. 

3.2. Selectiviry filter 

OmpF and PhoE filter solutes according to size and exhibit some charge selectivity 
[ 5 ] .  Intuitively, one would expect this to occur at the narrowest part of the channel. The 
constriction zone (Fig. 4) is made up on one side by Asp113/106 (sequential OmpF/PhoE 
residue numbering), GIuI*~/'~O, and main chain carbonyl groups from the internal loop. In 
contrast, the side chains on the other side consist of basic residues (Lys16/16, Arg42/37, 
Arg82/75 and Arg132/126) resulting in a pronounced charge segregation across the pore. The 
physiological role of this polarity is unknown, but it seems to be important for the struc- 
ture andor fhnction of porins since it is also observed in the pore of the R. capsularus 
porin [27]. In addition, the residues mentioned above are strictly conserved between eight 
different porins from enteric bacteria [28]. The role of these residues as well as the inter- 
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A 

B h LYS64 

Fig. 4. Details of the constriction zones of (A) OmpF and (B) PhoE as seen from outside the cell. Residues 
mentioned in the text are represented by ball-and-stick models. The six loops at the entrance of the pores have 
not been included in the Ca trace for clarity. The C, N and 0 atoms are indicated by spheres of size increasing 

in this order. 
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nal loop in size exclusion has been demonstrated by the application of selection pressure; 
growing maltoporin-deficient cells on maltodextrin as the sole carbon source [29,30] 
should yield porin mutants with a larger pore size since most maltodextrins are too large 
to pass through the native OmpF and osmoporin (OmpC) (encoded by the ompC gene) 
pores. Indeed, OmpF mutants have been obtained [29] which have deletions of up to 15 
residues in the internal loop or single site mutations replacing Aspii3, Arg42, ArgS2 or 
Arg132 by smaller uncharged residues. The same selection applied to OmpC resulted in 
mutations involving structurally equivalent residues [3 I]. That these changes involved 
residues solely from the constriction zone, implies that this region is critical for the de- 
termination of the size of solutes able to pass through the pore. 

Since OmpF and PhoE have different charge selectivities, a comparison of their struc- 
tures should reveal the features responsible. Hancock et al. [32] have shown that lysine 
residues are important for the anion selectivity of PhoE. Lysine residues found inside the 
pore of PhoE and not in OmpF include LysI8 (Valt8 in OmpF) in the exit zone, Lys2’ 
( G I Y ~ ~  ) in the mouth on loop one, Lys64 in the mouth on loop two, and LysI2’ 
(GlyI3I) which protrudes into the constriction zone (Fig. 4). These residues have been mu- 
tated to glutamic acids [6] and exhibit effects on the anion selectivity of PhoE which are 
negligible for LysI8 and Lys29 and minor for Lyso4. The mutation of the constriction zone 
residue to Glu, however, had a drastic effect. This PhoE mutant exhibits an in- 
verted selectivity with a preference for cations similar to that of OmpF. It has been sug- 
gested that this residue is part of a ‘hot spot’ for phosphate binding, since PhoE pores are 
blocked by polyphosphates in the presence of magnesium [6]. These results indicate that 
residues in the constriction zone contribute to the selectivity of the pore concerned as well 
as the determination of solute exclusion size. 

4. Concluding remarks 

The 16-stranded antiparallel P-barrel which is observed in the structures of OmpF and 
PhoE porin as well as in that of R. cupsulatus, seems to be a common feature of porins in 
the outer membrane of Gram-negative bacteria. The barrel provides the framework for an 
aqueous pore whose filtering properties are largely determined by the structure at the nar- 
rowest part of the channel, referred to as the constriction zone. The variation in channel 
dimensions allows efficient screening with rapid solute transfer. A preliminary screening 
for size and charge is provided by the mouth of the pore. The more stringent constriction 
zone is only 9 A long and provides minimal (if any) interference before solutes pass into 
the large exit zone, which is like being released into bulk solvent. Of course, waste prod- 
ucts must be able to leave the cell in the reverse direction and it is interesting to observe 
that the structures of the two different E. coli general diffusion pores on the periplasmic 
side are very similar both according to conformation and charge. The accumulation of 
solutes in the funnel on the periplasmic side will thus lead to a concentration-dependent 
and probably non-selective clearance of solutes through porin. 

The crystal structures show only one conformation of the OmpF and PhoE pores. The 
dimensions at the narrowest part of the channels indicate that the pores are observed in an 
‘open’ state. Applied voltage [9], osmotic pressure [7], and the lipid [7] and pH [33] envi- 
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ronment of the protein affect the state, open or closed, of the channels. From the struc- 
tures alone, it is not possible to determine which parts of the protein are involved in gat- 
ing. This is an obvious subject for further site-directed mutagenesis experiments. 

The sudden explosion of porin structure determinations over the past 2 years, allows 
several common features of their structures to be determined. In this way, rules can be 
developed which may help in the structure prediction of other hydrophilic outer mem- 
brane proteins. In the reverse sense, we can now re-evaluate the results of structure pre- 
dictions based on theoretical methods and the immense amount of experimental data on 
the topology of OmpF and PhoE, and determine the relative merits of the methods used 
(see Chapter 17). 
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CHAPTER 17 

The porin superfamily : diversity and common features 
DENIS JEANTEUR, JEREMY H. LAKEY and FRANC PATTUS 

European Molecular Biology Laboratory, PosfJach 10.2209, 
0-69012 Heidelberg, Germany 

1. Introduction 

The name porin was first used by Taiji Nakae in 1976 [ l ]  to describe a class of oli- 
gomeric proteins from the outer membrane of Gram-negative bacteria which ‘form aque- 
ous pores and penetrate through the thickness of the membrane in reconstituted vesicles 
as well as in native outer membrane, thus conferring hydrophilic permeability to that 
membrane’. Since that time, considerable progress has been made concerning the func- 
tion, topology and, more recently, the atomic structures of these proteins. As a result, it is 
now clear that there exist two distinct classes of porins. The non-specific porins show 
limited selectivity between different ions and provide a general hydrophilic diffusion 
pathway with a size exclusion limit of 600-1400 Da depending on the porin. The term 
specific porins has been applied to the class of outer-membrane pore-forming proteins 
which display low selectivity for small molecules but quite selective facilitation of the dif- 
fusion of specific larger molecules such as maltose or nucleosides (LamB and Tsx porins) 
[2]. Both classes probably belong to the same structural class ofp-barrel fold [3,4]. On 
the other hand, the TonB dependent receptors which are involved in the specific uptake of 
vitamin B12 or siderophores do not belong to the porin class. Although it was shown re- 
cently that they could be transformed into non-selective porins by the deletion of extracel- 
lular loops [5], only one specific class of compounds is able to cross the membrane 
through each of these receptors. The family of OmpA proteins were thought not to form 
pores in the outer membrane of Gram-negative bacteria. However, evidence that they may 
do so has recently been published [6]. In this chapter, we mainly focus on the so-called 
non-specific porin superfamily and, whenever necessary, discuss briefly the other outer- 
membrane protein families. 

1 . 1 .  An unusual class of membrane proteins 

According to their physicochemical properties and their localization in a lipid bilayer, the 
porins are unambiguously integral membrane proteins. However, when their sequences 
were determined by protein or DNA sequencing [7,8], it became apparent that they were a 
very peculiar class of membrane proteins. Their sequences are like soluble proteins, being 
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rather hydrophilic and devoid of long hydrophobic segments. Moreover, RAMAN, IR and 
CD spectroscopy revealed that they belong to the /I-sheet class of protein structure in 
contrast to the then current dogma that membrane proteins could only traverse the bilayer 
as a-helices [8,9]. 

At present three porin structures are known, one at high resolution (1.8 A, 
Rhodobucter cupsufatus [ 10,111 and two at moderate resolution (OmpF and PhoE porins 
from E. cofi at 2.4 and 3.0 A resolution, respectively [12]) More detailed accounts of 
these results are presented in Chapters 15 and 16. 

In this chapter, we restrict ourselves to the description of the salient features of these 
structures which are relevant to the prediction methods and conservation of important 
residues for pore function. For a more detailed analysis of porin channel function, the 
reader is referred to Chapters 19 and 27. 

The three published crystal structures of porins reveal trimers of identical subunits. 
Each monomer consists of a 16-stranded anti-parallel @-barrel containing a pore. The bar- 
rel strands are connected by very short loops on the periplasmic face of the porin whereas 
the loops on the outside of the bacterium are long and of variable length. These long 
loops are often the sites for phage and colicin binding and even in intact cells can provide 
accessible epitopes for antibodies. The most striking and unexpected feature of all three 
structures is a long loop linking strands 5 and 6 which folds back into the pore to form 
(together with part of the inner barrel wall) the narrowest section of the channel. 

Three other features of the known structures are worth mentioning in the current con- 
text: 

The regions of the hydrophobic protein-lipid interface of the @-barrel which are 
close to the lipid polar headgroups contain a ring of aromatic residues, consisting 
mainly of tyrosines and phenylalanines. 
At the level of the LPS headgroup on the outer face of the membrane, there is a 
large excess of negatively charged residues. 
The constriction zone of the channel has a very unusual distribution of charged 
groups, with carbonyl groups on one side and positively charged groups (mainly 
arginines) on the opposite side forming an electrostatic field parallel to the mem- 
brane plane. 

1.2. Why do we need structure prediction? 

Prior to the publication of these structures but with some low resolution information 
gained from electron crystallography [ 13-1 51, predictions of the porin polypeptide chain 
membrane topology were made initially in an attempt to correlate biochemical, immu- 
nological and mutational data with the porin functions of pore and receptor (for phage and 
colicins). This was done mainly on E. cofi porins (see below). The structure of R. cupsu- 
fatus porin, which was solved first [ I  11, was a milestone in our understanding of porin 
function. However, in the absence of functional data on this particular porin and the lack 
of significant sequence homology with the well studied E. cofi porins, prediction methods 
were still necessary to correlate the numerous E. coli functional data to the new &barrel 
structure. 
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In the last few years, porin genes from many pathogenic Gram-negative bacteria have 
been cloned and sequenced. These porins are the focus of many studies because of their 
potential use as vaccines, for bacterial typing and their role in antibiotic resistance. Since 
their three-dimensional structures are unknown, prediction of their exposed loops is em- 
ployed to define likely therapeutic antibody targets. Prediction methods are also useful for 
the study of other outer membrane protein families such as the TonB receptor family, the 
structures of which are unknown. It is hoped that we can improve these methods by ana- 
lyzing their successes and failures with the known porin structures and thus aid further 
work with other families. 

In the first part of this review, we present and analyze the different available prediction 
methods and update the alignment of the porin superfamily [16]. Use of the method on the 
OmpA family is also presented. In the second part, the conserved features of the align- 
ment in relation to pore function are discussed. In the last part, we deal briefly with the 
diversity of the family regarding its evolution. 

2. Sequence alignment and structure prediction 

Many models, with a varying number and length of transmembrane segments, have been 
proposed which predict porin topology [ 17-28]. Although there are several methods 
which identify transmembrane segments, it is difficult to accurately predict the topology 
of an isolated single sequence. For well characterized porins such as those fiom E. cofi, 
the prediction is made easier by our knowledge of the location of epitopes or specific 
residues involved in function. Even in such cases the predictions did not always fit with 
the structures that have appeared since. Thus, the problem was clear; how could we pre- 
dict the topology of other less well characterized porins and at the same time be more 
confident about the result? 

The simultaneous analysis of a set of porin sequences fiom distant species, instead of 
only one sequence, greatly improved the quality of the prediction [ 161. This confmed the 
results of Niermann and Kirschner [29] who showed with the well known ‘TIM barrel’ 
enzymes that prediction accuracy does indeed improve with increased sequence variabil- 
ity. Now that the structure of some porins is solved at high resolution [ 11,121, it is possi- 
ble to analyze the prediction tools used in transmembrane topology determination. 

Here, we show some of the sequence analysis tools that can be used for transmembrane 
topology prediction and show how the imperfections of these tools used alone can be 
compensated for by aligning the sequences from families of distantly related proteins. The 
current analysis, on 30 non-specific porin sequences from 5 distant families, allowed us to 
align the sequences and predict a transmembrane topology for each sequence with a 
higher confidence than was possible with one sequence alone. 

2. I .  Prediction tools for transmembrane segments 

2.1. I .  Turn prediction 
Since the core of a membrane protein consists of alternating transmembrane elements, the 
first approach to determine transmembrane topology is to identify turns [28]. According 
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to Paul and Rosenbusch [28], amino acids can be separated into three groups: turn pro- 
moters (N, D, E, G, P, s), turn blockers (A, Q, I ,  L, M, F, w, Y) and the rest of the resi- 
dues. Turns are then identified as a segment of three or more residues containing at least 
one turn promoter and no turn-blockers. Turns are mainly predicted in loops by this 
analysis but not exclusively. Short loops are difficult to localize and some loops are pre- 
dicted to occur in known transmembrane regions. Similar results can be obtained with the 
turn prediction criteria according to Chou and Fasman [30]. However, in spite of their 
difficulties, these tools are important to confirm loops predicted by other methods. The 
newly published porin structures have shown that periplasmic loops are very short, in- 
volving only a few residues [ 1 I ] .  As a consequence, the turns must be accurately defined 
and it is possible that prediction methods of these specific turns based on a frequency 
matrix of residue occurrence within these turns in E. coli and Rhodobacter porins may be 
a good way of predicting the topology of other porins. 

2.1.2. Hydrophobicity 
Membrane spanning segments of non-pore-forming proteins can be derived by the analy- 
sis of hydrophobicity because they are involved only in hydrophobic interaction with 
lipids or proteins [31]. Assuming that a transmembrane segment is made of 2n + 1 amino 
acids, then the mean hydrophobicity, A is defined as 

where k is the number of the residue at the center of the window, h, is the hydrophobicity 
of residuej taken from a hydrophobicity scale. In this study, we used the PRIFT table 

This method has been widely used for membrane proteins (for a review, see [30,33]) 
but is less efficient for pore-forming proteins. Since porin sequences are characterized by 
the strong hydrophilicity of thcir sequence, this method is therefore useless for those 
proteins. 

[321. 

2.1.3. Amphipathicity analysis 
Transmembrane segments of pore-forming proteins are often not predicted with the hy- 
drophobicity analysis alone because some pieces of secondary structure in pore-forming 
proteins are amphipathic. They have one hydrophilic face towards the lumen of the pore 
and one hydrophobic face towards either lipid or protein. As a consequence, the predic- 
tion of transmembrane segments of pore-forming proteins should be complemented by the 
amphipathicity analysis. 

The amphipathicity can be derived by calculation of the hydrophobic moment. The 
vector hydrophobic moment (M) was defined by Eisenberg et al. [34,35] to quantify the 
amphiphilicity of an a-helix but can also be used to quantify amphipathicity of other sec- 
ondary structures. We have used a slight modification of Eisenberg's definition of the 
hydrophobic moment as introduced by Finer-Moore and Stroud [36]: 
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where hj and 2n + 1 are defined as above, & is the average hydrophobicity of the 2n + 1 
residues from k - n to k + n, and Y is the frequency of the secondary structure (v = V3.6 
for a-helices and 1/2 for ap-strand, and 1/2.25 for a twistedb-strand). The subtraction of 
4 from each hj is to annul (u) for Y = 0 (no secondary structure) instead of (u) = k with 
the Eisenberg definition. 

This prediction method has been used for topology determination of porins [9,21] but 
it can sometimes be confusing because it can predict more strands than actually exist. In 
OmpF, for instance, 18 strands are predicted using this kind of analysis [9]. 

2.1.4. Membrane criteria 
These two tools (hydrophobicity and amphipathicity) can be combined in one. It has been 
shown by Eisenberg that a-helices could be classified with the aid of the hydrophobic 
moment plot, (u) versus k [35]. Segments of membrane proteins fall in different regions 
of the hydrophobic moment plot depending whether they are monomeric membrane an- 
chors, ‘surface seeking’ or belonging to a-helical bundles. Those two criteria could be 
linearly combined and we found that the simplified value (u) + accurately determined 
the transmembrane segments [37]. By this analysis, a transmembrane segment would have 
(u) + k above a certain threshold value which depends on the hydrophobicity table used. 
For the PRIFT table, we currently use a threshold of 1.5 to 2. 

2.1.5. Alignments 
Alignment of closely related sequences of porins like those from E. coli is quite easy with 
the usual alignment tools such as those available in the GCG package [38]. But for more 
distantly related sequences, those tools are not very accurate, mainly because those meth- 
ods tend to introduce gaps which incur the same penalty all along the sequence. For 
membrane proteins, it is clear that loop regions are much more variable and in those re- 
gions even very long gaps may be easily introduced without problem. Conversely, inser- 
tion of gaps in the transmembrane regions should be more heavily penalized. 

Multiple alignment and prediction of topology are complementary tasks. On the one 
hand, multiple alignment gives better accuracy to a prediction because, if the sequences 
are properly aligned, predictions of topological elements will be reinforced by being pre- 
dicted in all aligned sequences. On the other hand, prediction of topology will help to 
align sequences because predicted topological elements can be lined up together. In addi- 
tion, multiple sequence alignments highlight important conserved features of the se- 
quences. As a result, structural information or biochemical information on one family of 
porins can be related to more distant porin families. 

Sequence alignments were used for topology prediction as follows. Having s sequences 
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aligned, we defined a new mean hydrophobicity fl which is the mean hydrophobicity 
over a window of 2n + 1 residues calculated fiom the average hydrophobicity of the s 
residues at each position: 

where h,,, is the hydrophobicity of residue numberj in the sequence number i whilst s is 
the total number of sequences. k and 2n + 1 are as defined above. 

We then determined two new hydrophobic moments (M) and ( F ) .  (M) is the hydro- 
phobic moment calculated from the average hydrophobicity of the s residues at each po- 
sition: 

1 

2 n +  1 
( M J ( v , 2 n +  1,s) = - 

whilst (8) is the mean of the hydrophobic moment (u) calculated for each of the s se- 
q u e n c e s 

The ‘hydrophobic moment of the mean’ (M) is not equal to the ‘mean of the ..ydrophobic 
moment’ ( F ) .  (M) is more sensitive to the quality of the alignment because it is sensitive 
to the correct alignment of the repetitive features of the secondary structure. It is smaller 
than (1) when the (u) of each sequence are misaligned. It is equal to ( F )  when they are 
correctly aligned. The more sequences that are aligned and the more distant they are, the 
finer is the resolution when using (M> as the criterion, because in the variable regions its 
value is considerably reduced. 

Identically, a membrane criteria was defined for the alignment parameters: 

(M) + H > threshold value 

(ji) + H > threshold value 

Here, the threshold value is easily calculated by randomizing the order of the residues in 
each sequence and then inserting gaps at the same position as in the original sequences. 
The maximum value we obtained was 1.5. 

Using the plot of (M> + R and (I) + R ,  it is possible to evaluate the quality of an 
alignment and, if the alignment is correct, it should indicate the transmembrane segments. 
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Finally the accuracy of the alignment could be checked by the conservation of certain 
residues. The existence of the ring of aromatic residues [11,12] at the water-lipid inter- 
face means that aromatic residues should concentrate at the end of predicted strands. 
Another characteristic of the structure is the charged residues in the constriction or eyelet 
of the pore [ 1 1,121. Those important residues should be more or less conserved (Table I). 

2.2. Results 

In a previous paper, we aligned 14 porin sequences coming from two distant families and 
we predicted their topology [ 161. We have now refined this alignment using the tools de- 
scribed above for the analysis of 30 sequences of non-specific porins which are now di- 
vided into five distantly related families. These families form the porin superfamily. We 
also have used this method for the topology determination of the OmpA and OprF group 
and for specific porins such as maltoporins and Tsx (see below). 

(1) 

The following criteria were used: 

a p-strand is defined as: 
- 

- nogaps 
- no turn prediction 
- sequence conservation 
a loop is defined by: 
- sequence variability 
- turn promoters 
- presence of gaps 
- 

high value of (M) + fi (with Y = 112 or U2.5) 

(2) 

low value of(M) + B 

TABLE I 
Conservation of the eyelet residuesa 

OmpF Neisseria Haemophilus Rhodobacter BordetelldComamonas 

K16 + ++ +b In 
R42 ++c ++ +b ++ 
R82 ++ ++ Eb ++ 
R132 +c T E ++ 
E62 ++ ++ Kb ++ 
D1 I3 + + +b + 
E l l 7  + L +b FIG 

aThe important eyelet residues are taken from [ 121 for OmpF and are fully conserved in the enteric porin fam- 
ily. The corresponding residues were taken from the alignment and are displayed as follows: *, highly 
conserved (i.e. R = K and D = E); +, a conserved residue is within two spaces (this allows for the repetition of 
thep-strand). When no conservation is evident, the aligned residue is shown by its one letter symbol. 
bForms eyelet of Rhodobacter. 
CExcept NMPORAI . 
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2.2.1. The porin superfamily 
Our last prediction [ 161 was found to be in good agreement with the structures of E. coli 
OmpF and PhoE that have since been solved [ 1 I ,  121. 

Although it is very distant from other porin families, we have included the porin from 
R. cupsulutus in our alignment because its structure has been solved and because the 
hydrophobicity and hydrophobic moment plot of this sequence alone is very clear. 

Using this method we predict 16 strands unambiguously (Fig. 1) and we predict which 
residues are facing the membrane and which residues are facing the inside of the pore. 
Interestingly, the principal features, like aromatic ring or eyelet charged residues are quite 
conserved (Table I). 

The length of our predicted B-strands are sometimes shorter that the one found by X- 
ray crystallography. That may be because bigger strands tend to have more hydrophilic 
residues at the exterior ends of the strand which we cannot predict with our method. To 
make the alignment clearer, we did not try to align the poorly conserved loop regions. 
They could clearly be better aligned but the required gaps would reduce the overall qual- 
ity of the alignment. Similarly the ‘PEFXG’ motif we found previously [I61 was not 
aligned (see below). 

2.2.2. The OmpA and the LamBfamilies 

2.2.2.1. OmpA family. The major outer membrane protein OmpA has been shown to 
fhction as a receptor for bacteriophage, to be required for the action of colicins K and L 
and to be necessary for efficient conjugation in recipient cells [39] (see also Chapter 12). 
This 325 residue polypeptide is thought to be a two domain protein with an N-terminal 
membrane domain carrying out all the above functions and a C-terminal periplasmic do- 
main linked by a proline rich hinge region which is cleavable by pronase on isolated cell 
envelopes. A large number of OmpA sequences are known as are several mutations which 
affect phage and colicin binding. 

A related family of outer membrane proteins is the OprF family from Pseudomonas 
[40,41]. Despite some debate, there is some good evidence these proteins form pores in 
the outer membrane. Like OmpA, OprF is responsible for the maintenance of the integrity 
of the cell envelope. Moreover, the two families can be easily aligned in their C-terminal 
half domain (see Fig. 2) and identical hydrophobicity and prediction patterns are obtained 
with the overall sequence. This similarity and the recent evidence that OmpA also forms 
channels in vesicles [6], and in planar bilayers [42] implies that the three-dimensional 

Fig. 1.  Alignment of porin sequences and predicted membrane-spanning strands. The (M) + was plotted 
using the set of 30 porin sequences shown on the phylogenic tree (Fig. 3). (M) was calculated with v = 112 or 
v =1/2.5 in order to take into account untwisted and twisted p-strands. Each column represents the value of 
(M) + calculated with a window of 9 centered at the current position. The ten sequences aligned here are 
representative of the porin families. Three of them have their structures solved and we have boxed the ‘true’ 
strands revealed by X-ray crystallography. In order to show the alternation of hydrophobic residues, we have 
shaded the hydrophobic residues that are predicted to face the hydrophobic core of the membrane. 
Hydrophobic residues are lightly shaded, presenting also some polar properties (Y, H, P). Aromatic residues are 
shown in bold, Charged residues involved in the eyelet (but not involved in Ca2+ contact) are outlined. 
Conserved residues are printed slightly larger than less conserved. IJnder the alignment lines and numbers 

represents the predicted strands. 







373 

structure of these two classes of proteins is similar. However, in contradiction to current 
thinking on OmpA structure, Finnen et al. [43] have put forward evidence that the C-ter- 
minal domain of OprF protein is also transmembrane. 

Vogel and Jiihnig [9], have predicted eight transmembrane strands for the N-terminal 
domain of OmpA but did not comment on the possibilities of predicting other strands in 
the C-terminal domain (see [9, Fig 51). Using our membrane criteria, we predict the same 
last seven transmembrane strands but not their strand 1 and strongly predict one strand 
just following the proline rich (OmpA) or cysteine rich region (OprF) and one other at the 
extreme C-terminal end of the polypeptide. In-between amphipathic a-helices are pre- 
dicted instead of /?-strands. Independent of which prediction is used, the biochemical data 
contains a contradiction. A mutation affecting phage binding has been located on the loop 
between strands 7 and 8 [44] of OmpA. This is followed by a strongly predicted single 
transmembrane strand which in turn indicates that the following loop is periplasmic. 
However, this region contains a disulfide bridge located on the surface of the OprF pro- 
tein by epitope mapping [43]. One explanation could be that the disruption of a perip- 
lasmic disulphide bridge affects the conformation of an epitope located at the surface of 
the cell. 

One striking sequence feature of the OmpA-OprF family may suggest that the trans- 
membrane /%barrel terminates at the end of the N-terminal domain. This domain ends 
with a well conserved motif having a C-terminal phenylalanine and is linked to the hinge 
region by a glycine. This motif shows strong homology, and can be easily aligned with the 
16th and last strand of the porin superfamily. It was shown by Klose et al. [45] that this 
small section is of crucial importance for the assembly of OmpA into the outer membrane. 
What is more, the C-terminal phenylalanine of PhoE has also been shown to be crucial in 
this respect [46]. 

Clear cut conclusions about the membrane fold of these proteins cannot therefore yet 
be established and this example illustrates the limits of confidence of such prediction 
methods. 

2.2.2.2. LumB family. LamB porin (often called maltoporin) is a trimeric outer-membrane 
protein which form pores involved in the specific diffision of maltose and maltodextrins 
across the outer membrane (see [27] and refs. therein). Despite the lack of any significant 
homology with the non-specific porins, it was shown from low resolution X-ray data that 
maltoporin adopts the same 16 stranded /%barrel fold as the E. coli and Rhodobucter 
porins [4]. 

Based on numerous biological and topological data, together with structure prediction, 
a 16 stranded model has been put forward and improved over the years [19,25,27]. More 
recently, the sequence of a sucrose-specific porin was determined which shows clear but 
low homology [47]. Using our prediction method on the four known highly homologous 
LamB sequences, 16 transmembrane strands are also predicted which nevertheless differ 
slightly from the present model of Charbit and Hoffnung [19]. Moreover, a common pre- 
diction could be obtained between the maltose and sucrose families but only at the N- 
terminal and C-terminal third of the sequences. More work remahs to be done, perhaps 
with additional sequences, to obtain a consensus model for the two families. Again this is 
an example which underlines the limits of this prediction method. 
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3. Common finctional features of the porin superfamily 

3.1. The internal loop 

A common characteristic of OmpF, PhoE, the porin from R. capsulutus, and perhaps of 
all true porins, is the presence of a peptide loop (loop 3) between @-strands 5 and 6 which 
enters into and constricts the channel. This creates the eyelet region which is largely re- 
sponsible for the channel selectivity. The PEFXG motif has been shown to form the turn 
at the end of this loop in OmpF and PhoE and its strong conservation in E. coli suggests 
that the conformation of this turn is important. In E. coli, the individual residues involved 
in this eyelet are highly conserved and mutations allow maltodextrin permeation [24,48], 
destabilize the trimer, increase single channel conductance and increase voltage sensitiv- 
ity [49]. However, Benson and co-workers [24,48] showed that deletions in this region 
could produce OmpF and OmpC proteins which not only were active but also allowed the 
permeation of maltodextrins. It follows from this that the loop, although important, is not 
essential for the j3-barrel structure. Their conservation across the alignment presented in 
this paper is displayed in Table I. The major problem in examining the conservation of 
the residues of the loop is whether we allow the PEFXG motif to be aligned in E. coli and 
Neisseria. If we accept it as a valid motif then we are left with approximately 30 residues 
of unaligned sequence of Neisseria before the motif and 30 of E coli after. Within these 
30 residues we find two predicted (and real; [12]) transmembrane @-strands in E coli 
which have no correlation in Neisseria. When examining the 30 extra residues of 
Neisseria we can predict two strands there as well. This result means that if the PEFXG 
motif is homologous in the two proteins, the internal loop must originate from strands 7 
and 8 in Neisseria rather than from strands 5 and 6 which is the case in E. coli and 
Rhodobacter. With the enlarged sequence family presented here, we believe that align- 
ment of the PEFXG motif in just two families is not a sufficient argument to introduce 
such large gaps and in so doing suggest that the internal loop of Neisseria is not loop 3. 
This makes the PEFXG motif in Neisseria a periplasmic loop between strands 6 and 7 as 
shown here and in the model of [22]. This model also predicts a 26 amino-acid long loop 
3 which is not an exposed epitope, a situation that can be explained if it is an internal 
loop. In Rhodobacter, the sequence at the tip of a somewhat shorter loop is VGYTDL. In 
Haemophilus, the PEFXG motif is not present but the alignment before this loop is good. 
Srikurnar et al. [26] have shown that an antibody to loop three of H.  influeruue only binds 
to isolated protein and postulate that this epitope is part of the internal loop. Since the 

Fig. 2. Alignment of OmpA family sequences and predicted membrane-spanning strands. There are two 
subfamilies, the OmpA family and the OprF family. Conserved residues throughout the entire set of sequences 
are shaded. Under the alignment lines represent putative transmembrane strands. The first seven strands are 
those predicted by Vogel and Jilhnig [9]. The first strand (broken line) was not predicted by our algorithm. 
Positions of mutations affecting phage sensitivity are indicated by white letters on a dark background [44]. The 
long gap preceding the proline rich motif in the middle of the sequences separate the N-terminal, presumably 
transmembrane domain, from the C-terminal, presumably cytoplasmic domain. The residues from the 7th 
strand, presented in a larger and bolder font, form a pattern homologous to the well conserved motif of the 16th 

and last strand of  the porin superfamily (see Fig. I ) .  
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loop should determine the channel size, it is interesting to note that the conductance of 
Haemophilus (0.4 nS per monomer) [50] is lower than Omp F (0.7 nS) [5  I ]  or Neisseria 
gonorrhoeae (1.3-2 nS) [52,53] but the solute size exclusion limit is greater [50]. 

Predicted loops 3 and 4 of Class 2 meningoccocal porin become accessible to antibody 
binding only in outer membrane vesicles prepared by sarcosyl extraction. The large con- 
ductance of Neisseria porins may be explained by a small internal loop but their sensitiv- 
ity to voltage invites comparison with E. coli where the internal loop is clearly involved in 
gating [49]. For these fbnctional reasons, the accurate prediction of the internal loop is an 
important next step after assigning the main B-strands. 

3.2. Antigenic determinants and vaccines 

It has been assumed that the binding of an antibody to a membrane protein indicates the 
surface exposure of the relevant antigenic epitope. For outer membrane proteins of bacte- 
ria, there is the added possibility of phage binding sites to aid in topology studies. The 
knowledge of the PhoE and OmpF structures allows us to examine the quality of the pre- 
viously gathered epitope mapping studies. Van der Ley et al. [ 171 identified three separate 
single residue antigenic mutants whilst it was shown that R158 was crucial for phage 
binding to PhoE [54,55]. These methods were successhl because all these residues are 
exposed in the PhoE structure. Insertions or deletions were assumed to be non-disruptive 
only if they occurred in surface loops and this is generally true. However, the entire first 
B-strand, which is involved in monomer/monomer contacts as well as the channel wall, 
can be removed and still trimers are found in the outer membrane. Half ofp-strand 5 can 
also be removed without affecting assembly [55,56]. 

In the case of pathogenic species, the analysis of surface epitopes also has direct rele- 
vance to vaccine production. The epitopes of the Neisseria meningitidis Class 1 ,  2 and 3 
proteins and the N. gonorrhoeae A and B porins have been mapped [22,57,58]. All of 
these are predicted to be external loops by our method. Meningococcal class 1 porin has 
exposed antigens on loops I ,  4 and 5 and class 2 on loops 1 and 5 .  In the gonococci, only 
loop 5 for PIB and loop 6 for PIA were clearly surface exposed. No data are available for 
the class three topology but this meningococcal protein is closely related to PIA of N. 
gonorrhoeae [59,60]. The longest predicted loops were the ones which determine sero- 
type specificity; loops 1 and 4 in class 1 ,  loop 1 and 5 in class 2, loop 5 in PIB and loop 6 
in PIA where loop 5 is 15 amino-acid residues shorter than in PIB. Many of these anti- 
bodies are bactericidal. 

Haemophilus influenzae, which despite its name is a major cause of bacterial meningi- 
tis in children under 18 months, is clearly another target for vaccine development. Four 
regions provoked an antibody response and two of these, corresponding to loops 4 and 8 
are exposed in whole cells [61]. Another antibody to loop 4 only binds to a peptide seg- 
ment which includes part of predicted transmembrane segment 7. Since this epitope is not 
exposed in whole cells the accuracy of the loop prediction seems to hold. 

Similarly loop 1 (residues 28-55) is not exposed in whole cells. Srikumar et al. [26,62] 
identified antibodies raised against H. influenzae porins by the use of overlapping syn- 
thetic hexapeptides, which provide a linear if not conformational epitope. They also iden- 
tify loops 4 and 8 as being the most important surface exposed regions. They have also 
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published a model topology using hydrophobic moment calculations and turn predictions. 
The results are largely similar to that above but the interested reader is encouraged to 
examine the original reference. Such exposed regions show the greatest variation between 
different serotypes with loop 4 being most variable in H. injluenzue [63]. 

4. Evolution of the superfamily 

In general, the phylogeny (Fig. 3) indicated by the porins agrees with that obtained by 
16s RNA analysis [64]. Some measure of the evolution of porins can be seen in the sub- 
types of pathogenic species where the antigenic determinants in loop regions show greater 
variation than the highly conserved 6-strands. Pressure of selection by antibodies and 
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Fig. 3. Possible phylogenetic tree derived from similarity of porin sequences. The aligned sequences were ana- 
lysed by the UWGCG DISTANCES programme which examines the pairwise similarity between different 
amino acid sequences [38]. The resulting matrix provides the similarity between all the components of the 
alignment. Each branching point shows the level of maximum similarity between the groups that it connects. 
The protein name chosen is the one most used in the literature describing the gene product. The species is that 
from which the gene was originally isolated. Where the accession number is provided, the sequence and gene 
name corresponds to that entry. Accession numbers beginning with the letter P are from the Swissprot database, 
others are from the GenbanWEMBL database. No accession number indicates that the entry was typed in by 
hand from the original reference. The baseline at the left of the diagram corresponds to the mean distance be- 

tween the randomized aligned sequences obtained From the programme SHUFFLE [38]. 
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phage may play a role in forcing certain regions of porins to evolve at a higher rate than 
others. Another explanation is that external loops simply have more freedom to change 
without altering porin function. 

In H. injluenzue, the variations in porins are limited but apparently clonal with vari- 
ations in porins being associated with defined serotypes and correlating well with differ- 
ences in restriction fragment length polymorphisms of several genetic loci [63]. On the 
other hand, the more extensive family of Neisseria porins shows variations that do not 
correlate with species differences. At the most significant level, it can be seen that the 
meningococcal class 2 and 3 porins are more closely related to gonococcal porins than the 
class 1 meningococcal porin. At a more refined level, Feavers et al. [65] have shown that 
nucleotide differences of class 1 meningococcal porins were not consistent with the nu- 
cleotide sequence divergence of the whole chromosome, indicating that horizontal move- 
ment of genetic material is occurring. The gene for this porin also seems to be mosaic as 
smaller segments have clearly been swapped between different strains. Evolution of this 
type cannot only hamper attempts at vaccine production but may also provide a clue for 
more long-term porin evolution. In the alignment there is a region of homology between 
the E. coli strand 10 and Haemophilus strand 8 (GXKYDANN) which is shifted by the 
equivalent of a pair of/?-strands and it may have occurred that such structural units can be 
transferred between mosaic genes to yield the variation we see now. It may provide the 
opportunity for evolution from the presumably eight stranded OmpA through the 16 
stranded porins to the many stranded but possibly porin like selective transporters such as 
FepA [5]. Mosaicity of this type has been suggested elsewhere [ 18,661.The negligible 
sequence homology between the porins presented here and the structurally similar mal- 
toporin [3,4] suggests that either the trimeric /%barrel has such advantages that it has 
arisen separately in bacterial evolution or that there was a common ancestor to all these 
porins. The sequence of the porin from Thermotoga maritima [67], which is considered 
ancestral to eubacterial species, may one day help in this respect. 
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CHAPTER 18 

Outer membrane proteins of Escherichia coli: 
mechanism of sorting and regulation of synthesis 

ULF HEWING and RALF KOEBNTK 

Max-Planrk-lnstitut fur Biologie, Corrensstrasse 38, 0-72076 Tubingen, Germany 

1. Introduction 

For synthesis and localization of outer membrane (om) proteins three processes of basic 
interest are operating, using mechanisms which are still poorly understood: translocation 
across the plasma membrane, homing (sorting to om), and cross-regulation of their syn- 
thesis. Here we address the latter two mechanisms. We exclude the lipoproteins (see 
Chapter 14) and the TonB-dependent om receptors [ l ]  for which the sorting mechanism 
has not been investigated. Also, we did not attempt to review the relevant literature ex- 
haustively; we generally restrict ourselves to those cases which have been studied most 
thoroughly: the porins OmpC [2] and OmpF [3], the phosphoporin PhoE [4], the mal- 
todextrin porin LamB [5] and the OmpA protein [6] (the references concern the primary 
structures of proteins). All are synthesized as precursors with a signal sequence and use 
the Sec system for translocation (for reviews, see [7,8]). A monograph has been published 
on protein targeting, which includes eukaryotic systems and covers the literature up to 
1988 [9], another review discusses sorting of E. coli om proteins and covers the literature 
essentially also up to 1988 [lo]. Figure I illustrates the topics in this chapter. 

2. Sorting 

2.1. Membrane incorporation of OmpA, OmpF and PhoE in vitro 

A considerable body of experimental evidence suggests that the OmpA protein crosses the 
om from residues 1 to about 170 eight times with antiparallel @rands [ 1 1-1 51 forming a 
typical amphiphilic p-barrel [16]; the C-terminal moiety is thought to be periplasmic. This 
type of membrane topology apparently had to be invented because anchoring in the om 
via typical lipophilic anchor sequences [ 171 is not possible; such a sequence, introduced 
into OmpA, caused the protein to become stuck in the plasma membrane [18]. The pro- 
tein probably exists in the om as a monomer; oligomers have so far not been identified. 
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Fig. 1.  Proteins of the om. The imp-OmpA and the porin monomer are thought to be attached to the inner side 
of the om. The prospective last trans-membrane strands of the imp-OmpA (residues 160-170) and of a porin 
monomer are indicated as heavy lines and as bars in the final products. The C-terminal phenylalanine of the 
porins is located at positions 346, 340, 330 and 421 of the OmpC, OmpF, PhoE and LamB proteins, 
respectively. The small circles at the center of OmpA and of a porin symbolize the channels. For all other de- 
tails, see the following sections. The schemes are meant only to aid the reader in understanding amino acid po- 
sitions, etc. mentioned in the text, they do not imply mechanisms, e.g. none of the processes may proceed 

within the periplasm. 

It was also demonstrated that the polypeptide can act as a non-specific diffusion 
channel [19,19a]; there was no indication that OmpA had to oligomerize to exhibit this 
property. It had been shown earlier that denatured (SDS) OmpA refolded to its native 
conformation when lipopolysaccharide (LPS) was offered but not in the presence of 
synthetic dimyristoylphosphatidylcholine (DMPC) or total E. coli phospholipid [20]. It 
has recently been found that such denatured OmpA could very well assemble into DMPC 
vesicles provided octylglucoside was added first to the protein. The protein was already 
refolded in these SDS-octylglucoside micelles and could be transferred into DMPC 
vesicles [21]. In fact, the protein could be assembled directly into such vesicles under 
conditions which may be highly relevant to what is happening in vivo [22]. The vesicles 
had to be very small (diameter 30-50 nm), i.e. highly curved, and the lipid had to be in 
the fluid state. When the denatured (urea) OmpA was added to these vesicles, it refolded 
and inserted (yield 40-50% of added OmpA) in an oriented manner with the C-terminal 
moiety outside the vesicles. This was also achieved with a fragment of OmpA lacking 
most of its periplasmic part. 

When the experiment was performed below the lipid phase transition temperature, the 
protein also folded and adsorbed to the vesicles but was not incorporated; raising the 
temperature also led in this case to incorporation. This adsorbed polypeptide, as judged 
by spectroscopic methods, possessed the same content of &structure as the protein 
incorporated into the vesicles (or present in the om) but lacked two characteristic 
properties which it gained upon assembly in the vesicles: the so-called heat-modifiability 
and resistance to proteolytic degradation. (OmpA in the om or in these vesicles requires 
boiling in SDS to become completely unfolded; solubilization in the detergent at 50°C 
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creates a species which migrates electrophoretically according to a molecular mass of 
30-32 kDa. The boiled protein exhibits such a mass of 35-36 kDa [23 and refs. therein]. 
Trypsin acting on cell envelopes degrades the periplasmic part of the protein while the 
membrane moiety remains protected [6].) It is quite possible that this adsorbed, non- 
incorporated polypeptide corresponds to an assembly intermediate found in vivo (imp- 
OmpA, see Section 2.2.2.2.). When larger DMPC vesicles were used as a target for 
denatured OmpA, it was unable to assemble in their bilayer; instead, the protein 
aggregated and in this form was incompetent to insert into small vesicles. Assembly was 
achieved when these vesicles were prepared in the presence of octylglucoside. 

These results show that a lipid bilayer is not required for OmpA to assume its native 
conformation and that it will spontaneously refold and insert into a membrane provided 
the latter possesses some defects (suboptimal packing of lipid in small vesicles or the 
presence of octylglucoside in large vesicles). As a note of caution regarding the relevance 
of these data to the in vivo process, it should be pointed out that it is quite unlikely that 
the protein will ever be in a random coil state in vivo. Nevertheless, it is clear that it is an 
intrinsic property of the polypeptide to be able to proceed from such a state into a lipid 
bilayer and to assume its native conformation. 

Similar studies have been performed with the porin OmpF. The structures of several 
porins have been solved by X-ray crystallography [24-281, including those of OmpF and 
the closely related [2] phosphoporin PhoE [28]. OmpF is present in the om as a very sta- 
ble trimer [29,30]. Each subunit consists of a 16-stranded antiparallel /?-barrel. Trimeric 
OmpF has been isolated in biologically active state [31], i.e. able to form channels in pla- 
nar lipid bilayers [32]. Such trimers were completely denatured by heating in guanidinium 
hydrochloride, the chaotropic agent was dialyzed away, the precipitated protein dissolved 
in SDS (OmpF remaining monomeric) and added to mixed micelles consisting of lecithin 
dissolved in octyl-pentaoxylethylene [33]. OmpF renatured with good yields (40-80%) 
and yielded trimers indistinguishable from the original trimers, including their ability to 
form channels. Thus, it is again clear that all information required for correct folding and 
trimerization is present within the OmpF protein and that for these processes, pre-existing 
membranes are not required. Yet, expression of this information needs a helper, e.g. in the 
form of detergent micelles. 

Studies which use newly synthesized proteins are closer to the in vivo situation. It had 
been observed earlier that OmpF, when produced in spheroplasts, was lost in soluble form 
into the medium [34]. The system was later exploited [35] to show that what was lost was 
the mature protein as a monomer (or a very labile oligomer). This in itself is interesting 
because it demonstrates that spheroplasting (lysozyme-EDTA) causes the loss of some- 
thing required for trimerization and membrane assembly of the porin. The monomer could 
be efficiently (70-80%) induced to trimerize and to become incorporated into cell enve- 
lope preparations provided Triton X-1 00 was present at low concentrations. 

Trimerization was also achieved, in the absence of envelopes, by LPS or a mixture of 
Triton X- 100 and lithium dodecylsulfate (LDS), this mixture probably representing Triton 
micelles carrying LDS. There was specificity regarding the structure of LPS; mutant 
forms missing most or all residues of the core oligosaccharide were ineffective [36]. The 
authors then used an OmpF synthesized in an in vitro transcriptiodtranslation system 
[37]. Probably the most telling results were obtained with a protein expressed from a gene 
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lacking a segment coding for 16 out of 22 residues of the signal sequence, OmpF'. Using 
monoclonal antibodies directed against a surface epitope of the mature trimer or against 
the denatured monomer, it was shown that OmpF', although migrating electrophoretically 
as a monomer, reacted well with the former antibody but not so with the latter. 

In contrast, the spheroplast generated protein was recognized by the latter and not 
efficiently by the former. OmpF' was able to trimerize, but much less efficiently 
(1 5-30%) than the spheroplast protein when tested under comparable conditions (except 
that Triton X-100 was without effect on OmpF'). When the in vitro protein synthesis was 
stopped before cell envelopes were added as a target for trimerization and membrane 
assembly, the amount of trimers formed decreased further. Clearly, OmpF' and the 
spheroplast OmpF differed in conformation, the former being less competent for 
trimerization and membrane assembly and losing still more such competence upon 
prolonged exposure to an aqueous environment. 

The basis of the differences between OmpF' and spheroplast OmpF could reside in the 
fact that the latter was derived from a complete pre-OmpF. For a given precursor, proc- 
essing can occur post- andor co-translationally [38,39] and even when occurring co- 
translationally, processing is a late event during polypeptide chain elongation [3 81. 
Translocation can apparently also occur co-translationally [40] and processing is no pre- 
requisite for translocation [4 1,421. Thus, most of the mature part of a precursor being ex- 
ported may already be located at the periplasmic side of the membrane when the signal 
peptide is removed. Leader peptides modulate folding pathways of precursors [4345]. 
Hence, a difference in conformation between the monomeric spheroplast OmpF and 
OmpF' could easily be due to 'imprinting' of pre-OmpF by the signal sequence. 

Consistent with such a possibility is the behavior of hybrids between the precursor of 
the periplasmic phosphate binding protein PhoS and OmpF [46]. A fraction of them was 
localized to the om and exhibited OmpF functions but much of them remained in the 
monomeric state. It has also been shown that pre-OmpA possesses secondary and tertiary 
structure [47]. Further evidence suggesting that the conformation of pre-OmpA affects 
that of the processed form is given below (Section 2.2.2.2.). It has been shown that the 
TEM /?-lactamase is translocated post-translationally [48]. Even in such cases, at least 
part of the conformation of a cytosolic precursor may be maintained during translocation. 
A polypeptide need not be in a linear form for successfully traversing the plasma mem- 
brane. OmpA possesses, within its periplasmic moiety, two cysteine residues which are 1 1  
residues apart [6]. Intramolecular crosslinking these two did not inhibit import of the 
molecule into everted plasma membrane vesicles [49]. 

Similar experiments have been performed with the phosphoporin PhoE synthesized in 
vitro [50,51]. Using a gene missing an area encoding all of the hydrophobic core of the 
signal peptide, a PhoE was expressed with properties different from OmpF' or spheroplast 
OmpF. This monomer exhibited a heat-modifiability resembling that of OmpA and was 
recognized by monoclonal antibodies specific for cell surface-exposed conformational 
epitopes, i.e. this monomer (or very labile oligomer) was in a folded state. Trimerization 
was induced by the addition of cell envelope fractions, the most efficient being that of the 
om, but not by LPS alone. Trimerization was considerably less efficient (see Discussion 
in 371) than reported for both OmpF species and the trimers were not assembled in the 
added membranes; they remained sensitive to proteinase K. It has been suggested [37] 
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that this low efficiency of trimerization was due to the fact that a more or less oligomeri- 
zation-incompetent folded monomer was allowed to form by inhibiting protein synthesis 
before starting the trimerization reactions; from the in vitro transcriptiodtranslation sys- 
tem using OmpF', it appears that a large fraction of the trimers arose from nascent 
polypeptide chains. It should be added that with both the PhoE and OmpF' systems, dim- 
ers were also identified for OmpF that are known to be intermediates of porin assembly in 
vivo [52]. 

2.2. Sorting in vivo 

2.2. I .  Precursors 
It has been assumed that signal peptides do not possess information for targeting [53-561, 
e.g. when such a peptide plus 158 residues of the periplasmic p-lactamase were fused to 
the complete PhoE protein, the porin ended up in the om [53]. This conclusion may need 
modification. A multivariate data analysis revealed that signal peptides from proteins with 
different final locations have clearly discernible different physico-chemical properties 
[57]. (It should be mentioned that the predictive power of this analysis is limited as the 
signal peptide of OmpA would localize the protein to the periplasm.) As suggested in the 
previous section (and see below), a signal peptide may influence the conformation of the 
processed protein and thus influence the efficiency of assembly in the om; such an effect 
may remain undetected unless the kinetics of assembly are followed carefully. An exam- 
ple for such a possibility is provided by the interaction of pre-OmpA with the cytosolic 
chaperone SecB. In cells with a secB null mutation [58], a decrease in the rate of process- 
ing could only be observed with pulse-chase experiments. No effect was visible when 
cells were analyzed at steady state growth levels, i.e. precursor accumulation was not de- 
tectable (unpublished data). 

2.2.2. On the way to the outer membrane 

2.2.2.1. The route. The most confusing situation concerns the pathway of proteins from 
the plasma membrane to the om. The morphological existence of adhesion sites between 
the two membranes [59; see also Chapter 211 and thus their involvement in protein export 
to the om has been questioned [60] (see rebuttal in [61]) and arguments have been put 
forward favoring a periplasmic route [10,37]; however, there are no hard facts proving 
any of these or other possibilities. There is conflicting evidence regarding the location of 
sites of protein newly incorporated into the om. For a porin of Salmonella typhimurium, it 
has been shown that it appears at the cell's surface in the form of randomly distributed, 
discrete patches [62]. The maltoporin LamB of E. coli, on the other hand, was thought to 
be integrated into the om predominantly in the vicinity of the forming septum [63]. If so, 
another type of adhesion site could play a role, the periseptal annuli which are involved in 
cell division [64,65]. Yet, it is obviously unlikely that for these two organisms and pro- 
teins, different mechanisms exist for the intercalation of the polypeptides into the om. 
There are also data concerning a property of sites of translocation in the plasma mem- 
brane which are not easily reconcilable. Using an in vitro system measuring import of pre- 
OmpA into membrane vesicles, it was found that vesicles of very low density were the 
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most active [66]. Working with intact cells following translocation of the periplasmic 
maltose binding protein, it was demonstrated that nascent molecules of this protein were 
associated with a membrane fraction which had a density close to that of the om [67]. In 
summary, it is not yet known what is going on. 

2.2.2.2. Folding and membrane incorporation. It is very well documented that folding 
intermediates of proteins exist after they are processed and have crossed the plasma 
membrane. It certainly appears that it is this folding which prepares proteins for entering 
the om or to become water soluble in the periplasmic space. As one example for perip- 
lasmic proteins, alkaline phosphatase may serve; it possesses two disulfide bonds [68] 
being formed only in the periplasm [69]. Using a null mutant of the recently discovered 
periplasmic disulfide oxidoreductase [70,7 I ] ,  two intermediates were identified [7 I]. One 
was the reduced protein and the other the oxidized form, both of which, in contrast to the 
enzyme in its final conformation, were trypsin-sensitive. However, sorting of proteins to 
the periplasm may involve more than simply acquiring water solubility; it could be that 
the translocation pathway across the plasma membrane is already participating in sorting 
of these polypeptides. Deletion mutants of /?-lactamase [48] and maltose-binding protein 
[72-741 have been described which were translocated and processed but remained associ- 
ated with the membrane. Such mutants had no effect on the level of proteins in the om, A 
distinct step of release from the periplasmic side of the plasma membrane has also been 
demonstrated for the wild type /?-lactamase [75]. In addition, when the P-lactamase gene, 
placed under the control of the lac regulatory elements, was induced with isopro- 
pylthiogalactoside, enormous quantities of the enzyme were produced and its precursor 
accumulated but no block of export of OmpA, C or F was observed (G. Ried and U. 
Henning, unpublished). Thus, is seems that the translocation routes for periplasmic and 
om polypeptides diverge at some point. 

Regions have been inserted into the genes of several om proteins, encoding foreign se- 
quences at the turns of the P-barrels [ 13,14,76-8 1 ; 120, Section 31 and a remarkable tol- 
erance of these polypeptides to such alterations was found. For example, a stretch of 54 
non-LamB residues placed into a cell surface-exposed area of LamB had not much of an 
effect [79]. Insertion of 2 1 residue segments simultaneously into each of two such sites of 
OmpA did not prevent proper membrane incorporation [I41 and similar multiple inser- 
tions did not inhibit the assembly process of PhoE [77]. With OmpA, such insertions have 
recently also been introduced into the three proposed turns at the periplasmic side of the 
om. In each case stretches of ca. 12 residues were perfectly tolerated, including the rather 
exotic sequence Arg-Arg-Arg-Val-Asp-Ala-Ser-Thr-Arg-Arg-Arg (G. Ried and U. 
Henning, unpublished). There are limitations [77]; for example, an accumulation of turn 
blocking residues [82,83] (Ile-Ala-Ile-Phe) at one ‘inside’ turn of OmpA conferred toxic- 
ity to the synthesis of the protein. In general, it is probably safe to conclude that all such 
turns do not possess topogenic information and that this information, the driving force for 
correct folding, is solely contained within the prospective transmembrane P-strands. In the 
following, we first discuss the least complicated case of OmpA (most likely no oligomeri- 
zation involved) and then those of the trimeric porins LamB, OmpF and PhoE. 

A folding intermediate, imp-OmpA (immature processed), has been identified which 
had passed the plasma membrane, was not yet assembled in the om and lacked heat- 
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modifiability [84]. Pulse-chase experiments followed by sucrose density gradient cen- 
trifugation located the protein, which was chased into the om, at the plasma membrane; 
when overproduced, it was found to be associated with the om. As mentioned above 
(Section 2.1), the conformation of this intermediate may well be identical with the OmpA 
attached to small phospholipid vesicles at low temperature. Quite interestingly, a mutant 
OmpA signal peptide was observed to restore a defect caused by a mutation in the mature 
part of the protein [85]. The latter, an amino acid substitution, led to synthesis of an 
OmpA that lacked heat-modifiability. Replacement of the signal sequence with another, 
possessing an altered charge at its N-terminus (from +2 to -I), ‘repaired’ the mature 
polypeptide, all of which was now heat-modifiable and thus apparently normally assem- 
bled in the om. The mutant signal peptide decreased the processing rate about fivefold 
without affecting the total amount of OmpA produced. It is conceivable that, due to this 
slowed rate, the conformation of the precursor differed from that of the mutant carrying 
the alteration in the mature part only. If so, the result could be interpreted, as suggested 
above, as an influence of the conformation of the precursor on that of the processed form. 

How does the imp-OmpA find and enter the om? Ten overlapping deletions in ompA 
have been constructed which miss segments of the area encoding the membrane moiety of 
the protein [23,86]. The products were found in the periplasm in those five cases where 
the region between residues 154 and 180 (the last trans-membrane /?-strand consists of 
residues - 160-1 70) was missing and the truncated proteins were seen associated with, but 
not assembled in, the om in all other cases where this region was present. Unfortunately, 
the nature of this association remains unknown and it is thus not clear whether it repre- 
sents the normal sorting mechanism. If it does, there is no sequence specificity for the last 
/?-strand to function in assembly; it only needs to be amphiphilic or hydrophobic [15]. It 
can also apparently be substituted for somehow at another site of OmpA. A remarkable 
experiment was based on the facts that (i) a hybrid consisting of the signal peptide plus 
the first nine N-terminal residues of the Braun lipoprotein fused to the mature periplasmic 
/?-lactamase directed the enzyme to the om [87] and (ii) a C-terminally truncated OmpA 
ending at residue 159 (located at the last turn at the cell surface) was periplasmic (see 
above). A tripartite gene was constructed encoding the pre-lipoprotein fragment men- 
tioned fused to an OmpA fragment comprising residues 46-1 59 followed by the mature /?- 
lactamase [88]. A large fraction of the enzyme was located at the cells’ surface. In this 
protein, the OmpA part cannot form a /?-barrel since it misses the first two and the last B- 
strands. None of the partially deleted OmpAs mentioned above was assembled in the om, 
including a protein missing residues 4 4 5 ;  in fact, expression of this gene was very toxic. 
It remains enigmatic how the OmpA part of the tripartite polypeptide could be arranged in 
the om. 

OmpA interacts specifically with LPS and it had been suggested earlier that it plays a 
role in the cellular sorting of the protein [20,84,89]. This has become very unlikely since 
de novo synthesis of LPS is not required for correct routing of OmpA [90] and since LPS 
essentially occurs only in the outer leaflet of the om (for review, see [91]). Hence, the 
protein apparently associates with LPS after it enters the om. How does it enter? The very 
structure of the membrane part of the protein renders it very unlikely that the insertion 
would proceed sequentially, i.e. one or two B-strands after another; the membrane 
environment is not suitable for only parts of the /3-barrel. (This may be the reason for the 
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high toxicity of the deletion mentioned above; the protein may initiate the intercalation 
process and then ruin the om by forcing regions into it which are not compatible with a 
lipid bilayer.) 

In line with the results of the in vitro experiments, we suggest that the polypeptide, 
possessing a defined conformation, associates with the om followed by intercalation in 
toto. The role of the last p-strand, if any, may be to initiate this association (see Section 
4). Not knowing anything about the route from the plasma membrane to the om, however, 
meaninghl speculations regarding the way the om is found and offered are not possible, It 
may be added that the two cysteine residues within the periplasmic part of OmpA [6] 
form an intramolecular disulfide bond [92]. This bond is formed at a slower rate in the 
periplasmic oxidoreductase null mutant and it could be shown that this decreased rate is 
accompanied by a slower rate of folding of OmpA [71], perhaps only of the periplasmic 
moiety, but it could be that the efficiency of incorporation of the polypeptide into the om 
is also affected. If so, a periplasmic helper would exist and, as suggested before [22; 120, 
Section 31, other proteins of the chaperone type may be present in this compartment 
aiding om proteins in general. 

A fairly consistent picture has evolved regarding the events following processing of the 
precursors of the trimeric porins. A set of overlapping deletions within the part of phoE 
which codes for the mature protein have been analyzed [41,93]. With a few notable ex- 
ceptions, the corresponding proteins were found in the periplasm, not associated with the 
om. The authors concluded that sorting is probably determined by the overall conforma- 
tion of the protein and not by relatively short stretches of amino acid residues. However, 
the lack of up to 14 N-terminal residues did not interfere with normal membrane incorpo- 
ration [41], an understandable result in view of the now known 3D structure of the phos- 
phoporin [28]. It was noted that at the C-terminus of 28 different om proteins, including a 
number of polypeptides of non-E. coli, Gram-negative organisms, a phenylalanine and, in 
two such proteins, a tryptophan is present [94]. In PhoE and OmpF, this position is lo- 
cated at the end of the last membrane spanning p-strand. Replacement of this residue in 
PhoE by other amino acid residues or a stop codon more or less drastically interfered with 
assembly in the om and led to an accumulation of monomers [94]. A phenylalanine is also 
present at the corresponding position of OmpA, but an aromatic residue at this location or 
nearby is not required for successful incorporation into the om [ 151; OmpA does not trim- 
erize and the primary effect in the phoE mutants could be a defective trimerization reac- 
tion. It has recently been stated, however, that in the in vitro system, trimerization was 
unaffected while membrane insertion was totally blocked [95]. Thus, the phenylalanine 
may be part of a sorting signal similar to that possibly existing in OmpA. 

Several studies suggest that trimerization precedes membrane incorporation 
(‘precedes’ does not exclude the possibility that trimerization and assembly proceed con- 
comitantly). It had been shown earlier that the subunits of OmpC and OmpF do not mix 
once present in the om as trimers [96]. Yet, the formation, in vivo, of heterotrimers be- 
tween OmpC/F, OmpC/PhoE and OmpF/PhoE was readily detected; the amount of each 
heterotrimer corresponded to the level of expression of monomers [97]. Evidence for the 
existence of heterotrimers has also been presented for LamB in cells carrying a wild type 
and a mutant lumB gene [98]. Random mixing of monomers most likely then occurs after 
translocation across the plasma membrane. 
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In contrast to OmpA, the trimeric porins require LPS for success. The fatty acid ma- 
logue cerulenin blocks fatty acid and LPS syntheses [99,100] and was shown to cause a 
decrease in the cellular concentration of OmpC, OmpF and LamE3 but not of OmpA 
[ 10 1,1021. A more detailed study of this effect on OmpF revealed that the drug led to an 
accumulation of the monomer and, certainly indirectly, an inhibition of OmpF synthesis; 
this monomer remained unable to trimerize when the inhibitor was removed [103]. 
Similarly, in mutants producing a defective LPS (shortened core oligosaccharide), a dras- 
tic reduction in OmpC and OmpF concentrations was observed, caused by inhibition of 
their synthesis; no such effect on OmpA was observed [90] (the conclusion in this com- 
munication that the inhibition acted at the level of translation may be erroneous as de- 
tailed in Section 3). Most likely the effect of cerulenin and the LPS mutants have the same 
basis; the porins appear to require de novo LPS synthesis for efficient trimerization and 
continued synthesis. In good agreement with this proposal are results obtained with 
monoclonal antibodies directed against cell surface-exposed epitopes of OmpF [ 1041. The 
appearance of these epitopes during assembly of the processed protein was followed and 
four conformers were identified: a folded monomer, a metastable trimer (already dissoci- 
ating at 50°C, instead of the >70°C required to monomerize wild type), a stable trimer 
and the final native trimer in the om. In contrast to the latter two, the appearance of the 
first two conformers was not inhibited in the presence of cerulenin; the monomer, me- 
tastable and stable trimers were found in the periplasmic fraction and the investigators 
suggested that trimerization and subsequent association with LPS occurred in this com- 
partment. This fraction was defined as that being soluble after treatment of cells with su- 
crose, EDTA and lysozyme; all of the proteins may have been liberated from a peripheral 
association with the om by removal of divalent cations. Regardless of the exact location, 
all these data concerning OmpF, OmpC and probably also LamB again suggest that trim- 
erization and association with LPS occur prior to membrane incorporation. 

At variance with this conclusion was the interpretation of results obtained with a very 
interesting tsf(temperature sensitive folding) mutant of LamB [ 1051. A processed mono- 
mer and a metastable trimer have been described as folding intermediates of LamB [106]. 
The mutant, possessing an additional tyrosine in the mature LamB monomer [107], when 
grown at the non-permissive temperature, accumulated the monomer which was rapidly 
degraded unless cells missing the periplasmic protease DegP [lo81 were used. The effect 
was reversible; lowering the temperature allowed much of the monomer to be converted 
to stable trimers, hence, this monomer represented a true folding intermediate. The 
monomer was located (sucrose density gradient sedimentation and metrizamide density 
gradient floatation) at the om, The authors concluded that the monomer was behaving as 
an authentic om protein and that trimerization proceeded within this membrane. It could 
be, however, that the monomer was not incorporated into but only peripherally associated 
with the om (comparable to the partially deleted OmpA proteins discussed above; asking 
for accessibility of the mutant monomer to proteases may provide an answer) and that in 
the case of LamB, trimerization also precedes the final assembly process. If this is correct, 
membrane assembly of all trimeric porins may start with monomers already attached to 
the om. Association with newly synthesized LPS and trimerization should then occur at 
this site with trimerization presumably triggering membrane incorporation. Such a pos- 
sibility would also be consistent with the fact that synthesis and transfer of LPS 
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(mechanism of transfer also unknown) from the plasma membrane to the om [109,110] 
are not coupled with protein synthesis [ 1 1 I],  i.e. the two types of molecules need not 
travel together. 

3. Cross-regulation of synthesis of outer membrane proteins 

The synthesis of these proteins is usually subject to multiple regulatory mechanisms, often 
one more individual and others involving groups of otherwise unrelated proteins. For ex- 
ample, synthesis of LamB, which is a member of the products of the maltose regulon, is 
under the control of the positive regulator for this regulon, MalT. The regulon, and thus 
the lumB gene, is also subject to catabolite repression, using the cyclic AMP-cyclic AMP- 
binding protein system (for review, see [112]). Finally, expression of the porin gene is 
subject to what we call cross-regulation here; lumB expression is coupled to that of other 
om proteins while the other members of the maltose system are not affected by this 
mechanism. 

It has long been known that cells can sense the occupancy of the om by protein. For 
example, merodiploidy for the ompA gene did not cause a gene dosage effect [ 1 131 and 
induction of certain polypeptides of the om did not alter the concentration of total protein 
per unit surface [ I  14,l 151. This effect has recently been studied in some detail. Over- 
expression of the porin OmpC led to a rapid and almost complete block of synthesis of 
OmpA and LamB, but had no effect on the production of the periplasmic maltose-binding 
protein MalE [ I  161. As determined by pulse-labeling with [3H]uridine of cells over- 
producing OmpC, the concentration of ompA mRNA was not sufficiently reduced to 
explain the cessation of synthesis of this protein. In addition, expression of a IumB-lucZ 
hsion gene was not affected by overproduction of OmpC (in this protein, the first two 
residues of the LamB signal sequence were fused to most of the /I-galactosidase). 
Essentially the same effects were observed in a strain carrying a mutant ompC gene cod- 
ing for a protein missing residues 300 and 30 1 of the 346 residue porin [ 1 171. The muta- 
tion caused a decrease in synthesis of the om proteins OmpA, C, F and Lc (the latter be- 
ing a porin encoded by a lambdoid phage [ 1 1 S]), but apparently not of several unidenti- 
fied minor proteins of this membrane. Expression of ompF-lucZ or ompC-IucZ operon 
fusions was not affected, and it was concluded that in this case and that of overproduction 
of OmpC, the mechanism of inhibition acted at the level of translation. For the mutant 
protein to be effective, it had to possess an intact signal peptide, destroying the continuity 
of its hydrophobic core (leading to cytosolic accumulation of the precursor) abolished the 
inhibitory action [ 1 171. Most remarkably, however, a target protein did not need to be 
channelled into the export pathway to be subject to inhibition of its synthesis. 
Overproduction of OmpC inhibited production of LamB precursors with defective signal 
sequences not allowing them to be exported [ 1 191. 

A very similar situation has been found for the OmpA protein. Overproduction of the 
polypeptide inhibited synthesis of OmpC and OmpF and its absence led to an increased 
concentration of OmpC and F (and vice versa). Furthermore, in 17 mutant proteins 
(insertions of 4 to 16 amino acids between residues 45 and 46), the expression (not over- 
expression) of two of them was found to inhibit synthesis of OmpC, OmpF and wild type 
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OmpA; there was no effect on the production ofthe periplasmicp-lactamase [120]. A cor- 
relation between sizes or sequences of the inserts and presence or absence of the inhibi- 
tory effect was not discernible, indicating that they acted indirectly by altering the con- 
formations of the mutant OmpAs. The introduction of an internal deletion into one such 
effector protein abolished the inhibitory action. This deletion removed residues 154-227 
and rendered the protein unable to assemble in the om; it remained periplasmic. A h c -  
tional signal peptide was required for a mutant protein to be effective. Pulse-labeling with 
[3H]uridine showed that synthesis of ompC mRNA was not impaired when one of the ef- 
fector proteins was produced which inhibited synthesis of OmpA, C, and F. It was con- 
cluded that also in these cases the feedback mechanism operated at the level of trans- 
lation. (In none the cases described did precursors of the target proteins accumulate, i.e. a 
block of the export pathway was not the reason for their decreased concentrations.) 

All these results allow a reasonable speculation to be made regarding the events in- 
volved in this regulatory mechanism [ 1 16,117,120]. The effector polypeptide (wild type 
or mutant) has to enter the export pathway and will bind to a component, presumably a 
protein of unknown location (plasma membrane, periplasm, om). As long as this compo- 
nent is bound to the effector, a signal is transmitted to the cytosol causing inhibition of 
synthesis of om proteins. An effective mutant protein would release this factor at slower 
rates than a wild type polypeptide; the internal deletion of OmpA abolishing the effector 
action may then, by virtue of an altered conformation, bind the factor only poorly. 

However, there are conflicting results concerning the mechanism of inhibition [121]. 
Expression of a gene for an om protein from Erwinia cloacae in E. coli caused a reduc- 
tion of OmpC and F concentrations. The effect of overproduction of this protein on the 
synthesis of OmpF was studied and it was found that it was inhibited and that ompF 
mRNA was not detectable when determined at steady state level. The authors also tested 
the influence of overproduction of the E. cloacae protein on the expression of ompF- and 
ompC-lacZ operon fusions. The activity of the /3-galactosidase was reduced, but not as 
much as one might expect from the virtual absence of the ompF mRNA; this activity was 
reduced 4.4-fold or 2.5-fold when stemming from the ompF-lacZ or the ompC-lacZ h- 
sion, respectively. The authors concluded that the inhibition occurred at the level of tran- 
scription. It is rather unlikely that the feedback mechanism in the case of the E. cloacae 
protein is different from that observed with OmpA or OmpC as effectors and we have re- 
investigated the situation (M.-J. Lu and U.H., unpublished). It appears that all three 
groups have at least partially misinterpreted their results. We have now found that 
overproduction of OmpC causes an almost immediate decrease (about sixfold) in the 
stability of ompA mRNA; hence, the feedback control appears to influence mRNA decay 
rates. This will lead to lowered concentrations of target mRNA at steady state level and 
could easily have remained undetected in pulse label experiments; the response of protein 
or operon fusions would depend on whether the site(s) susceptible to mRNA degradation 
is(are) present in these fusions. These fusions used by the investigators cited were all 
different, and for most of them, the exact location of the hsion site has not been deter- 
mined. The regulatory mechanism operates only for a subset of om proteins; many of 
those (unidentified) present at low concentrations were not affected. Hence, there should 
be a property common to the relevant mRNAs allowing them to be recognized as belong- 
ing to this subset. 
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It may well be that the same mechanism acts for periplasmic proteins [122,123]. A C- 
terminally truncated periplasmic phosphodiesterase was able to cross the plasma mem- 
brane but failed to be released into the periplasm. Synthesis of this protein inhibited the 
production of other (but not all) periplasmic polypeptides, including MalE, but not of 
several of the om, including LamB. On the basis of the effect of the incomplete phos- 
phodiesterase on the expression of malE-lacZ operon or protein fusions, harboring only 
the part of malE encoding the signal peptide (no reduction of B-galactosidase activity), it 
was concluded that transcription and early translation were not affected. Yet, the control 
may not be translational (see above). The specific effect on the synthesis of a subclass of 
periplasmic proteins suggests, of course, that the inhibitory mechanism is the same as in 
case of the om proteins. If so, an epistasis experiment would suggest that the primary tar- 
get of an effector protein is associated with the plasma membrane. The inhibition caused 
by the truncated esterase was dominant over the accumulation of pre-MalE in cells carry- 
ing a temperature sensitive secA mutation and grown at the non-permissive temperature 
[ 1231. (SecA acts at the inner side of the plasma membrane [ 1241.) 

4. Conclusions 

The main obstacle for understanding the sorting mechanism is our lack of knowledge re- 
garding the route from the plasma membrane to the om. Irrespective of this pathway, 
however, the presence of a receptor at the om, specific for its proteins, appears unlikely; it 
may create the chicken-and-egg problem. Should the route be periplasmic, a method of 
avoiding the plasma membrane has to be invoked (charge differences between the two 
membranes?) and the existence of a periplasmic chaperone(s), prohibiting folding to as- 
sembly-incompetence is likely. Comparable suggestions are not possible should adhesion 
sites be involved because their nature is unknown (membrane fusion has never been ob- 
served [61]). 

None of the results discussed creates severe problems with the following suggested se- 
quence of events. The imp-OmpA or a porin monomer associates with the om. It remains 
unknown whether a sorting signal is involved. (We feel that it does exist because mem- 
brane insertion occurs in one orientation and this probably requires an oriented associa- 
tion, e.g. with the last @-strand of OmpA facing the om. If so, such a signal may actually 
not serve sorting but a certain type of association.) The association may be accompanied 
by a conformational change, reminiscent of the membrane trigger hypothesis [ 1251, 
causing non-sequential, spontaneous intercalation of the former into the membrane. The 
porin monomer trimerizes, picks up de novo synthesized LPS and assembles in the om as 
complete trimer. It should be stressed that this is speculative, at present it cannot be ex- 
cluded that the monomer does enter the membrane. The LPS pick-up points to specialized 
sites of the om; it has been shown that newly synthesized LPS appears at the cell surface 
over sites of adherence of the two membranes [ 1261, be this morphology per se an artefact 
of preparation or not. The existence of such sites is also suggested by the requirements for 
membrane insertion in vitro, e.g. highly curved vesicles for OmpA (Section 2.1). Can 
conditional, non-LPS mutants be isolated which are defective in sorting of more than one 
om protein? 
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The cross-regulation (Section 3) so far poses only questions. Which components are 
involved in transmitting which signal to the cytosol, how are mRNAs of a subset each of 
om and periplasmic proteins distinguished, is the feedback mechanism for both types of 
proteins basically the same? Answers could come from mutants (presumably conditional) 
with a defective feedback control. 
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CHAPTER 19 

Uptake of solutes through bacterial outer membranes 

ROLAND BENZ 

Lehrstuhl f i r  Biotechnologie, Biozentrum der Universitdt Wiirzburg, Am Hubland, 
0-97074 Wiinburg, Germany 

I. Introduction 

The cell envelope of Gram-negative bacteria consists of three different layers, the outer 
membrane, the murein and the inner membrane [ I ]  (see also Chapter 1). The inner mem- 
brane represents a real diffusion barrier and contains the respiration chain, a large number 
of transport systems and the machinery for protein export [2]. Murein is a large hetero- 
polymer that confers the rigidity of the cell envelope, the shape of the cell and protects it 
fiom osmotic lysis (see Chapter 2). The outer membrane of Gram-negative bacteria plays 
an important role in the physiology of these organisms. All nutrients or antibiotics either 
hydrophilic or hydrophobic have to cross this permeability barrier on the way into the 
periplasmic space and the cell, which means that it has special sieving properties. The 
active components of molecular sieving of the outer membrane are due to the presence of 
a few major proteins called ‘porins’ [3]. 

Most porins form transmembrane channels that sort solutes mainly according to their 
molecular masses and have little solute specificity. These porins represent general d im-  
sion channels. Other porins contain binding sites for certain classes of solutes. These 
specific porins are very often induced under special growth conditions together with an 
inner membrane uptake system and a periplasmic binding protein. The primary structure 
of many porins has been resolved from the basis of their amino acid or their cDNA se- 
quence. The sequences are not particularly hydrophobic, which means that the arrange- 
ment of the proteins in secondary and tertiary structure is responsible for their function as 
membrane channels. The porins are organized as trimers of three identical subunits of 
which each contains one channel [4,5]. The 3-D-structures of porin from Rhodobucter 
cupsulutus [4] and of OmpF and PhoE from Escherichiu coli [ 5 ]  have been resolved from 
X-ray crystallography (see also Chapters 15 and 16). These porins and probably many if 
not all others are organized as hollow cylinders formed by 16 antiparallel #&barrels. 

The function of the p o r k  can be studied in intact cells and in vitro systems such as the 
liposome swelling assay [6] and the lipid bilayer technique [7,8]. Reconstitution experi- 
ments are necessary to re-establish the pore function and to show the integrity of the pore- 
forming complex after the isolation process. Furthermore, it is possible to perform a de- 
tailed study of the properties of the channels in the in vitro systems, which is very often 
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not possible in in vivo systems. Reconstituted systems contain only a few components, 
and allow good control of the conditions. On the other hand, the main disadvantages of 
these systems are that artefacts are possible and that components are missing which may 
be necessary for the full activity of the porin pores. 

The different reconstitution methods have their advantages and disadvantages. The 
lipid bilayer technique allows the resolution of molecular events, that is the study of sin- 
gle channels and the control of the integrity of the porin channels [7,8]. However, the es- 
timation of the channel size from the single-channel conductance data is probably not 
very precise although not as bad as has been suggested recently [9]. The liposome swel- 
ling assay gives a better measure for the channel size and allows the measurement of sol- 
ute flux through porin channels [ 6 ] .  The basic disadvantage of this method is that it is not 
possible to control the integrity of the porin channels. The lipid bilayer technique allows 
also the evaluation of the stability constants for substrate binding to specific porins on the 
basis of titration experiments of lipid bilayer membranes with different solutes [ 10-121. 
The binding site within specific porins represents a considerable advantage for the diffu- 
sion of defined classes of solutes through the outer membrane particularly at small solute 
concentrations. The binding proteins within the periplasmic space represent a sink for the 
solutes and allow vectorial transport and maximum presentation of them to the cytoplas- 
mic membrane transport systems. 

2. Structure and composition of the bacterial outer membranes 

The murein of Gram-negative bacteria consists of a network of amino sugars and amino 
acids. The amino sugars (N-acetylglucosaminy I-N-actylmuramyl dimers) form long linear 
strands that are covalently linked between two muramyl residues by short tetrapeptides 
(see Chapters 2 and 3). Some of the components of the outer membrane are covalently 
bound to the peptidoglycan. Others appear to interact with the murein through ionic 
bridges in such a way that a tight network between murein and outer membrane is pro- 
duced that is able to protect the cell from osmotic lysis [13]. This also means that bacte- 
rial outer membranes have a structure that is completely different to that of the inner 
membrane and most biological membranes. 

2.1. Lipids and lipopolysaccharides 

The outer membrane of Gram-negative bacteria is an asymmetric bilayer. The inner leaf- 
let contains lipids that cover about 50% of the surface. The rest is occupied by proteins. 
The lipid composition is very similar to that of the inner membrane. The major lipid is the 
zwitterionic phosphatidylethanolamine [ 141. In enteric bacteria, the outer monolayer is 
exclusively composed of lipopolysaccharides (LPS). Non-enteric bacteria or rough mu- 
tants of enteric bacteria may also contain phospholipids on the external surface [15]. 

LPS molecules are amphiphilic and exhibit structural similarities to lipids (see Chapter 
13). Common to all LPS is the hydrophobic lipid A moiety (endotoxin). Its basic structure 
is a D-glucosaminyl-8-D-glucosamine backbone to which between five and seven satu- 
rated side chains are linked through ester and amide bonds. The hydrophilic polysaccha- 
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ride core (O-antigen) consists of a variable number of identical saccharide subunits each 
composed of between 3 and 6 sugars (for review, see [ 161). LPS molecules are associated 
with one another and proteins by ion bridges with divalent cations and form a rigid two- 
dimensional structure. In enteric bacteria, the lipopolysaccharides form a strong barrier to 
prevent the diffusion of hydrophobic molecules through the outer membrane [ 131. 

2.2. Proteins andporins 

The outer membrane of enteric and probably also of other Gram-negative bacteria con- 
tains approximately 50% protein (see Chapter 12). A large quantity of them belongs to a 
small number of ‘major’ proteins, which also include one or several porins with molecular 
mass between 30 and 50 kDa [17,18]. This means that the protein composition of the 
outer membrane of Gram-negative bacteria is relatively simple and SDS-PAGE of outer 
membrane proteins shows only a limited number of bands [19,20]. The most abundant 
protein in enteric bacteria is the murein-lipoprotein (see Chapter 14) with a molecular 
mass of 7.2 kDa and 7 X I O5 copies per cell [2 I].  One-third of the lipoprotein molecules 
is covalently linked to the murein. Another major protein with a high copy number (105 
per cell) in the outer membrane is OmpA with a molecular mass of 35 kDa (325 amino 
acids) [22]. Part of the OmpA molecule is localized in the periplasmic space (approxi- 
mately 150 amino acids). The rest spans the outer membrane eight times [23]. Recently, it 
has been proposed that OmpA functions as an outer membrane channel similarly as the 
porins [24,25]. However, the data suggest that OmpA forms a channel with the same 
cross-section as OmpF [24] but much smaller activity (only 1% as compared with OmpF). 
This is difficult to understand since the diameter of the channel should only be 1.2 nm 
(4.7 x 8 h  [4]) minus the length of the peptide side chains, which means that it is in 
reality probably only 0.6-0.7 nm wide. Similar considerations apply to the lipid bilayer 
data [25]. In this case, the conductance is larger than expected according to the dimen- 
sions of the channel. This means that the contribution of OmpA to the outer membrane 
permeability is questionable. 

Besides the major proteins, the outer membrane also contains a large number of 
‘minor’ proteins. The ‘minor’ proteins also have important roles in cell metabolism, for 
example in the export of toxins and colicins out of the cell [26,27]. TolC in Escherichiu 
coli, recently identified as a porin, is responsible for this function. Other minor proteins 
such as FhuA or BtuB are involved in the uptake of iron [28] or vitamins [29], respec- 
tively. In the case of special starvation or growth conditions, some of these proteins such 
as PhoE [30,3 1 J or LamB [32] of Escherichiu coli become ‘major’ bands on SDS-PAGE 
because they are induced. 

The outer membrane of any Gram-negative bacteria contains at least one porin in high 
copy number, Certain bacteria may contain several different constitutive porins. Others 
may be induced under special growth conditions. Porins from a large number of Gram- 
negative bacteria have been investigated (see [33] for a list of physical properties and 
channel characteristics of porins). The expression of porins in E. coli has been studied in 
detail. This organism is able to express a large number of porins in the outer membrane. 
Two general diffusion porins, OmpF and OmpC [34], are present in the outer membrane 
of E. coli K12. Their expression is influenced by the osmolarity of the culture medium 
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and the nature of the carbon source. OmpF is preferentially expressed if the cells grow in 
media of low osmolarity or high CAMP levels [35,36]. OmpC is induced in media of high 
osmolarity. Change in the growth conditions may result in the formation of chimeric trim- 
ers, namely in trimers formed by two OmpC and one OmpF and vice versa [37]. The 
genes involved in the regulation of the osmolarity-sensitive expression of both porins are 
ompR (coding for a cytoplasmic ‘regulator’) and envZ (coding for a ‘sensor’ and located 
in the cell envelope) [38]. Another general diffusion porin, PhoE, is induced under condi- 
tions of phosphate limitations together with a periplasmic binding protein, an alkaline 
phosphatase and an inner membrane uptake system [39]. Several other porins may be ex- 
pressed if the ‘normal’ porins are deleted or after phage attack [40]. 

Many porins of Gram-negative bacteria have similar properties as the general diffusion 
channels of E. coli. This means that most porins form wide water-filled channels in the 
outer membrane which sort solutes of different structures mostly according to their mo- 
lecular weight. In fact, for these general diffusion porins, only minor interaction exists be- 
tween the solutes and the pore interior. In many cases, porins appear to be closely associ- 
ated with the peptidoglycan layer [3]. This offers an elegant method for their isolation and 
purification [41]. 

Besides the general diffusion pores, the outer membrane may also contain porins that 
are specific for one class of solutes. Prominent examples for these specific porins are 
LamB of E. coli [32,42] and Salmonella typhimurium [43] and OprP of Pseudomonas 
aeruginosa [44] 

3. Investigation of the porin function in vitro 

3.1. Study ofporinfinction in vivo 

The permeation of solutes through the outer membrane can be studied by the following 
several different methods. (i) the uptake of radioactively labelled substrates into the cell 
[32,45,46]; (ii) the use of the B-lactamase activity localized in the periplasmic space of 
certain Gram-negative bacteria [47,48]; (iii) cell growth [49]; (iv) susceptibility of bacte- 
ria against antibiotics [SO]. From all these methods, the B-lactamase activity, that is the 
hydrolysis of /?-lactam antibiotics in the periplasmic space, yields the most precise infor- 
mation on porin function. It has to be noted, however, that the absolute rates of hydrolysis 
in different strains of the same organisms are not meaninglid because of different expres- 
sions of the porins. Similarly, the permeability properties of the outer membranes of dif- 
ferent organisms cannot be compared using the same method. It is only possible to make a 
comparison on the basis of the uptake ratios of different /3-lactam antibiotics (for instance 
between neutral, positively and negatively charged antibiotics [5  11,  or between hydro- 
philic and hydrophobic antibiotics in a given system [52]. This means that only the selec- 
tivity of a given porin and selectivity changes after its side-directed mutagenesis can be 
evaluated from these experiments [5  1,521. All the methods mentioned above have a con- 
siderable drawback since they give only precise information on the outer membrane per- 
meability if the flux through this membrane is rate-limiting and not the B-lactamase activ- 
ity or the inner membrane transport system [53]. Furthermore, it is essential that the solute 
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flux occurs only through one porin. Substitute methods for the study of porin function are 
provided by in vitro techniques. 

3.2. Isolation of bacterial porins 

The porins of most Gram-negative bacteria are tightly associated with the peptidoglycan 
layer [3,41]. This allows the rapid isolation of the porins through the preparation of the 
murein-protein complex [41]. The cells are harvested in the late logarithmic phase. They 
are washed and resuspended in a small volume before they are passed several times 
through a French pressure cell. The pellet of a subsequent centrifugation step contains the 
cell envelope. Most components of the cell envelope are soluble in detergents. The insol- 
uble material is composed of murein and a few proteins either covalently bound to or as- 
sociated with the peptidoglycan. The porins can be released by standard methods either 
by digestion of the murein or by the salt extraction method [3,41,54]. After the release, 
pure porin may be obtained by column chromatography using gel filtration or affinity 
chromatography. 

If the porin is not peptidoglycan-associated or if the channel-forming activity is de- 
stroyed by the SDS-treatment, the outer membrane has to be isolated first. The procedure 
follows basically the method first proposed by Miura and Mizushima [55] .  The cells are 
disrupted and the envelope fraction is layered on top of a two-step sucrose gradient (70% 
and 54% [12]). After centrifugation in an ultracentrifuge for about 12 h at 80 000 X g, the 
outer membrane is in the pellet because of its higher density compared with the inner 
membrane. 

3.3. Reconstitution methods for porins 

Several different methods have successfully been used to reconstitute porin pores into 
model systems. Here, only two methods are described in detail, the liposome swelling as- 
say and the lipid bilayer technique. These two methods have been used in the majority of 
reconstitution experiments. For the other methods, the interested reader is referred to re- 
cent reviews [18,33,56]. The liposome swelling method was introduced in the study of the 
permeability properties of porin channel by Nikaido and co-workers [6,52,57,58] follow- 
ing a method established earlier by Bangham et al. [59]. Porin-containing multilamellar 
liposomes are formed from lipid and protein in a buffer containing a large molecular mass 
solute such as dextran or stachyose that is not able to penetrate the porin channels and is 
entrapped inside the liposomes. The liposomes are added under rapid mixing to an iso- 
tonic solution of a test solute. If this solute can penetrate the pores, the total concentration 
of solutes inside the liposomes increases because stachyose or dextran is retained. The 
liposomes are ideal osmometers, which means that the influx of the test solute occurs to- 
gether with water. The liposome swelling, that is the influx of the test solute, can be de- 
tected by a measurement of the optical density, which is measured about 10 s after the 
mixing [6]. The initial swelling rate is a measure of the penetration rate of the solute 
through the porin channels. It is possible to compare the penetration rates of different 
solutes by using the same liposome preparation and to calculate the effective diameter of 
the porin channel from the initial swelling rates according to the theory of Renkin [60]. It 
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has to be noted that the time between the mixing of the liposomes with the test solutes and 
the measurement of the optical density has a certain influence on the channel size 
(Zembke and Benz, unpublished results). Larger channel diameters, as observed by 
Nikaido and Rosenberg [6,52], are obtained when this time is below 10 s. 

Two slightly different methods have been used for the reconstitution of porins into 
lipid bilayer membranes. The first uses solvent-containing membranes formed according 
to the Mueller-Rudin method [7], while the other uses virtually solvent-free membranes 
[8]. The simplest method consists of the addition of detergent-solubilized porin, in very 
small concentrations (1-1 00 ng/ml), to the aqueous phase bathing a painted (i.e. solvent- 
containing) lipid bilayer membrane. Subsequently, the membrane conductance (the mem- 
brane current per unit voltage) increases in step-like fashion [7]. 

Figure 1 shows a typical reconstitution experiment of this type. LamB of E. coli K12 
was added in final concentration of about 10 ng/ml to the aqueous phase bathing a lipid 
bilayer membrane from diphytanoyl glycerophosphocholine/n-decane. The addition of the 
porin results in a stepwise increase of the membrane conductance. Two types of steps are 
observed. Almost all steps had a single-channel conductance of 150 pS. Only one step in 
Fig. 1 has an amplitude of about 1.5 nS, which means that it is about ten times larger than 
the other steps. This could mean that a large LamB aggregate is inserted into the mem- 
brane. It is more likely, however, that the large step represents the insertion of an OmpF 
channel into the membrane. This means that porin preparations may contain contami- 
nants, which cannot be detected in SDS-PAGE, but can be observed in lipid bilayer ex- 
periments. On the other hand, it is possible to sort different porin channels using this 
method. It has to be noted that a similar sorting of channels is not possible by the 
liposome swelling assay. Using the same approach, multichannel experiments (experi- 
ments with a large number of channels) can be performed. A maximum of between lo6 
and 108 pores per cm2 can be incorporated into lipid bilayer membranes. This means that 
the reconstitution of porin pores is not a rare event. 

r 

Fig. 1. Single channel record of a membrane from diphytanoyl glycerophosphocholineln-decane in the presence 
of 5 ng/ml LamB of E. coli and I M KCI. A voltage of 50 mV was applied through calomel electrodes with salt 

bridges; T =  25°C. The arrow indicates the shift of the base line. Reproduced from [lo] with permission. 



403 

The experiments with solvent-free membranes were performed in the following way 
[8]. Vesicles reconstituted from lipid and protein were spread on the surface of the aque- 
ous phase on both sides of thin Teflon foil, which has a small circular hole (less than 
100,um diameter) above the initial water levels. The surfaces of both aqueous compart- 
ments were covered by lipid multilayers containing protein. The water levels on both 
sides of the membrane are now raised and a folded lipid bilayer membrane is formed 
across the small hole. So far it is not clear how the porin pores are incorporated into the 
lipid bilayers since no channels could be detected after the formation of the membranes. 
The pores were always activated as multiples of the single conductance unit at large volt- 
ages, presumably because of the fusion of porin-containing vesicles with the membrane 
[8]. When the porins were added to the aqueous phase after formation of the membranes 
from pure lipids [61], the pores were also incorporated into the membranes as single con- 
ductive units. 

As far as single-channel conductance and channel selectivity are concerned, the results 
obtained with both types of lipid bilayer membranes are identical. Substantial differences 
were only observed for the voltage-dependence of the porin channels. Whereas porin 
channels incorporated into solvent-containing membrane show only a minor voltage-de- 
pendence [7, lo], a strong voltage-dependence has been observed for channels reconsti- 
tuted into solvent-free bilayers at voltages above I00 rnV [8,61]. The reason for this dis- 
crepancy between the results obtained from both methods is discussed in some detail in 
the next section. 

4. Properties of the general difision porins 

The general diffusion channels of the outer membrane of Gram-negative bacteria sort hy- 
drophilic solutes mainly according to their molecular mass. Molecules with larger mo- 
lecular mass than a well-defined exclusion limit are excluded from the pores and cannot 
enter the periplasmic space, whereas smaller solutes seem to permeate freely. The exclu- 
sion limit of porins from E. coli [62], S. typhimurium [3] and f. aeruginosa [63] have 
been measured using radioactive labelled solutes. The exclusion limits are 600, 800 and 
about 5000 Da, respectively. The diameters of other general diffusion pores have been 
derived from the liposome swelling assay. These diameters range between 1 and 1.5 nm 
[6,52,64-66]. The majority of porin studies have been performed with the lipid bilayer 
technique (see [33,67] for lists). Wide water-filled channels have also been found in these 
experiments [33]. This means that a large number of ions are permeable through general 
diffusion porins without any detectable interaction with the channel interior. Table I 
shows the single channel conductances, G, measured with Rhodobacter capsulatus porin. 
The single channel conductance is a linear function of the bulk aqueous conductivity, u. 
This means that despite a considerable variation in G for different salts and concentra- 
tions, the ratio C/o varied only slightly. This is also demonstrated in Fig. 2, in which the 
average single channel conductances, G, of OmpF from E. coli [68], of the porin from 
Rhodobacter capsulatus [69] and of the porin of the anaerobic Gram-negative Pelobacter 
venetianus [70] are given as functions of the bulk aqueous conductivity u. The difference 
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TABLE I 
Average single-channel conductance, C, of Rhodobacrer capsula/us porin in different salt solutions 

KCI 

RbCl 
LiCl 
K-acetate 
Tris-HCI 

0.003 
0.01 
0.03 
0. I 
0.3 
I .o 
3.0 
1 .o 
1 .o 
I .o 
0.5 

0.012 
0.038 
0.12 
0.35 
1 . 1  
3.3 
9.5 
3.4 
I .4 
2.3 
0.52 

0.29 
0.29 
0.29 
0.29 
0.29 
0.30 
0.35 
0.30 
0.20 
0.33 
0.17 

The membranes were formed from diphytanoyl glycerophosphocholineh-decane. V,,, = 20 mV; T= 25°C. 
Taken from [69]. 

between OmpF and the R. capsulatus porin probably reflects the larger diameter of the 
latter channel [4,5]. 

The single channel conductance data of Table I suggest, in principle, that the R. cupsu- 
latus porin is selective for cations. Nevertheless, anions must have also a certain perme- 
ability through the porin channel since potassium chloride and potassium acetate do not 
have the same single channel conductance, which would be expected for a selective chan- 
nel, This result suggests that the anions influence the movement of the cations through the 
porin (i.e. anions are also present inside the channel), otherwise it is difficult to under- 
stand why the single channel conductance in KCI is higher than in potassium acetate (see 
also below). The influence of the anions on the cation mobility is easy to understand on 
the basis of the 3D structure of the porin [4], since the channel interior contains both 
negatively and positively charged amino acids. The presence of only one type of charged 
group inside a channel results in charge effects, which means that the single channel 
conductance is not a linear function of the bulk aqueous ion concentration. Instead, a 
dependence on the square root of the concentration has been observed for the porins of 
Pelobacter venetianus ([70]; also included in Fig. 2) and Acidovorm delafildii [71]. After 
correction for the charge effects, a linear conductance- concentration relationship may be 
obtained [71]. 

Most porins of enteric bacteria are cation selective, probably because bile acids and 
other anionic tensides are present in the intestine. The ionic selectivity of porins can be 
measured in vivo by using the B-lactamase activity and positively or negatively charged 
cephalosporins [72,73]. From the two in vitro methods, the lipid bilayer technique offers 
considerable advantage over the liposome swelling assay, since Donnan potentials may 
influence the movement of charged solute into the liposome. In fact, most selectivity 
measurements in vitro have been performed with the latter method and only a few with 
the liposome swelling assay. 

The lipid bilayer assay allows the evaluation of the ionic selectivity by measuring the 
membrane potential under zero-current conditions. From the measured V,,, and the con- 



405 

10 

GInS 

1 

0.1 

0.01 
I I I 

1 10 100 1000 
o/rnscm-' 

Fig. 2. Average single channel conductance, G, of OmpF of E. coli [68] (full circles), of porin from R. 
capsulutus [69] (full squares) and of porin from Pelobacter venetianus [70] (open circles) given as a function 
of the specific conductance of the aqueous salt solutions. The membranes were formed from diphytanoyl 

glycerophosphocholineln-decane. The lines have a slope of I or 1/2. 

centration gradient c"/c' across the membrane, the ratio Pc/P, of the permeabilities (P ,  for 
cations and Pa for anions) can be calculated using the Goldman-Hodgkin-Katz equation 
[68]. Figure 3 shows the results of selectivity measurements with different porins fiom E. 
coli reconstituted into lecithin membranes [74]. As mentioned above, most porins are 
cation-selective. In these cases, a positive potential is obtained at the more dilute side of 

I 2 5 10 20 

c-/c' 

Fig. 3.Zero-current membrane potentials V,,, of membranes from diphytanoyl glycerophosphocholindn-decane. 
in the presence of five different porins of E. coli as a function of the KCI-gradient c"/c' across the membranes. 
The potential corresponds to the more dilute side of the membrane. The lines were drawn according to the 
Goldman-Hodgkin-Katz equation [68] with the following values for Pca~orjPanio~ 26 (OmpC), 12 (K), 3.6 

(OmpF), 0.3 (PhoE) and 0.26 (NmpC). Reproduced from [74] with permission. 
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TABLE I1 

Permeability ratios P,.,tlon/P,,lon of different porins from E. coli, R. capsulatus and P.  aeruginosa for three 
different salts 

Species Porin Pcat,on/Panion 

LiCl KCI KCH-&OO 

E. coli OmpF 1.5 3.6 8.2 
OmpC I5 26 54 
PhoE 0.11 0.30 0.65 
K 7.6 15 34 
NmpC 0.055 0.27 0.53 

R. capsulatus 2.2 6.  I 17 
P. aeruginosa OprP 40.01 40.01 40.01 

The permeability ratios were calculated from experiments similar to those of Fig. 3 by using the 
Goldman-Hodgkin-Katz equation [68]. The data were taken from refs. [74] (E. coli), [69] (R. capsulatus) and 
[84] (P. aeruginosa). 

the membrane. For two porins (PhoE and NmpC), the more dilute side is negative. Table 
I1 shows the permeability ratios PalPC for different porins of E. coli [74] and of porin from 
R. capsulutus [69]. OmpF and OmpC are present in the strain K12. Their expression is 
regulated by the osmolarity of the growth media [34] and other conditions [35]. PhoE is 
induced in E. coli under the conditions of phosphate starvation [30,39]. NmpC appears in 
revertants of porin-deficient mutants [40] and porin K was found in E. coli strains that 
form capsules [75]. 

The results of Table 11 demonstrate that the selectivity of the general diffusion porins is 
not an absolute one, i.e. these channels are not permeable for one class of ions alone. This 
means that the mobility of the counterions also plays an important role in channel 
selectivity. This result is consistent with the results obtained from X-ray crystallography 
of OmpF and PhoE of E. coli [5] and of porin from R. capsulatus [4] (see also Chapters 
15 and 16). In all these c a m ,  negatively and positively charged amino acids are present 
inside the channels. The positively charged groups are preferentially located towards the 
side of the channels, at which the monomers are connected within the trimer [4,5]. The 
overall selectivity is caused by an excess of one class of charges, either positive or 
negative as chemical modifications of porins clearly indicate [76,77]. 

4.1. The eyelet controls the properties of general difision pores 

The architecture of the general diffusion channels of different Gram-negative organisms, 
such as E. coli [ 5 ] ,  R. capsulatus [4], Haemophilus influenza [78] and others are probably 
very similar (see also Chapter 12). The channel monomer is formed by 16 antiparallel 
transmembrane B-strands forming a hollow cylinder with a length of approximately 4 nm 
and a diameter of approximately 24 nm (= I6 x 4.7 ndn [S]). From the diameter of the 
cylinder formed by the polypeptide chain, approximately 0 .44 .6  run has to be subtracted 
for the polypeptide side chains that limit the passage of the hydrophilic solutes. The porin 
channels are further influenced by the third external loop (the eyelet) between p-strands 6 
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and 7 (from the N-terminal end) which is folded back inside the channel and decreases its 
diameter to approximately 0.8 x I nm [4,5]. This eyelet is also very important for the 
channel selectivity. It has been demonstrated by side-specific mutagenesis of PhoE that 
Lys 125 (localized within this third external loop) plays a substantial role in the prefer- 
ence for anionic solutes and the binding of phosphate and other anions [5 I]. The insertion 
of a nine amino acid long stretch into the third loop of PhoE (the eyelet) results in a dra- 
matic decrease of the cross-section of the channel and the single channel conductance 
decreases by more than a factor of ten [50]. 

Some porins form voltage-dependent channels when they are reconstituted into lipid 
bilayer membranes [8,79]. This voltage dependence probably represents a reconstitution 
artefact since porin channels in intact cells are not affected by Donnan potentials, which 
represents the only possibility of a potential across the outer membrane in vivo [80]. The 
eyelet is probably responsible for the voltage dependence since the structure of the porin 
channel itself should be very stable as it is stabilized by many hydrogen bonds [4,5] and 
considerable energy would be required to break them down. The voltage dependence is 
much higher in virtual solvent-free membranes than it is in solvent-containing membranes 
(painted bilayers). The reason for this is still questionable. It may be caused by the struc- 
tural difference of solvent-free and solvent-containing bilayers. The latter have a thick- 
ness of the hydrocarbon core of approximately 4 nm [81] which is very close to that of the 
outer membrane of Gram-negative bacteria and the length of the outer rim of porin trim- 
ers [4,5]. Solvent-free membranes are much thinner and have a thickness of 2.5-2.8 nm 
[82]. This also means that the porin is not completely buried in the membrane which in 
turn may influence the stability of the location of the third loop within the channel and the 
channel becomes voltage-dependent. 

5. Properties of the spec$c porins 

5.1. Mechanism of solute transport through spec iJic porins 

For the transport of substrates through specific porins, it is assumed that it can be ex- 
plained by a simple two-barrier one site-model [83-851. This model assumes a binding 
site in the centre of the channel. The rate constant kl describes the jump of the sugars 
from the aqueous phase (concentration c) across the barrier to the central binding site, 
whereas the inverse movement is described by the rate constant k-,. The stability constant 
of the binding between a substrate molecule and the binding site is K =  k l k l .  
Furthermore, it is assumed that only one substrate can bind to the binding site at a given 
time and that no substrate or other molecule [84,85] can pass the channel when the bind- 
ing site is occupied. This means that a substrate can enter the channel only when the 
binding site is free. The probability, p ,  that the binding site is occupied (identical concen- 
trations on both sides) and does not conduct ions is given by 

p = Kc/( I + Kc) (1) 

and that it is free and the channel conducts ions is given by 
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l - p = l / ( l + K c )  ( 2 )  

G,, is the conductance of a large number of specific porins (number n; single channel 
conductance G) reconstituted into a membrane in the absence of the substrate: 

G,, = nG (3) 

The conductance, G(c), of the n channels in the presence of a substrate (concentration c 
on both sides of the membrane) decreases since the substrate molecules bind with the 
stability constant, K, to the binding-site. G(c) is given by the probability that the binding 
site is free: 

(4) 

( 5 )  

G(c) = G,J( 1 + Kc) 

(G,, - G(c))/G,, = Kc/(Kc + 1) 

or by the following equation: 

which means that Lineweaver-Burke plots of the titration experiments could be used for 
the evaluation of the substrate binding. 

The concentration gradient c" - c' across the membrane results in a net flux through the 
channel under stationary conditions. The net flux of substrate molecules, @, through such 
a one-site two-barrier channel is given by the net movement of molecules across one bar- 
rier: 

(6)  @ = klc"/( 1 + K') - k-iK'/( 1 + K') 

K' = K(c' + c")/2 

K' is given by 

(7) 

In eqn. (6), the rate constants kl and k-I are multiplied by the probabilities that the binding 
site is free (1 - p  = 1/( 1 + K') or occupied (p = K'F(1 + K'), respectively. The reason for 
this is that the binding site can only be occupied by a substrate molecule from the aqueous 
phase when it is free and a substrate can only leave the site when it is occupied. Equation 
(7) has the following form in the case c" = c, c' = 0: 

@ = k]C/(2 + Kc) (8) 

The latter form may be used for the discussion of the concentration dependence of the 
substrate flux through a specific porin. Using instead the following expression (with P 
permeability): 

@= Pc (9) 

(10) 

the permeability of a one-site two barrier channel is given by 

P = k142 + Kc) 
which means that the maximum permeability, Pmm. is obtained at very small substrate 
concentration: 

P,, = kl/2 (1 1) 
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Similar to enzyme reactions, the maximum turnover number, T, of the channel (i.e. the 
maximum flux at very high substrate concentration on one side of the membrane) is given 
by 

5.2. Sugar transport through LamB of Escherichia coli 

The LamB-proteins of E. coli [32] and S. typhimurium [43] are inducible specific porins, 
which are encoded in the maltose-inducible mal-regulon of Enterobacteriaceae. This 
regulon consists of two regions, malA and malB [86-881. Both regions contain a number 
of genes coding for proteins involved in the uptake of maltose and maltodextrins into the 
cell and their degradation. The properties of LamB of E. coli and S. typhimurium have 
been studied in detail in vivo [32,43,46] and in vitro [10,57,61,85] and the sequences of 
both proteins are known [89,90]. The LamB channel is different from the general diffi- 
sion porins and does not show any immunologic cross reaction with them [91]. The re- 
sults of liposome swelling experiments in the presence of maltoporin showed that the rate 
of penetration of maltose was much larger than that of sucrose or lactose despite similar 
molecular weight [57]. This facilitated diffusion has been explained by the assumption of 
a specific binding site for maltose and maltooligosaccharides inside the channel [92]. 

Lipid bilayer experiments are not very well suited for permeability measurements with 
uncharged solutes. Experiments with LamB are no exception. However, lipid bilayer ex- 
periments are able to give insight into the binding of maltose and maltooligosaccharides 
to this channel since the channel conductance is influenced in the presence of sugars. 
LamB has a single-channel conductance of 155 pS in 1 M KCI. The addition of mal- 
totriose reduces the single-channel conductance, and large concentrations completely 
block the pore [lo]. In fact, it is possible to titrate the LamB conductance with maltose, 
maltooligosaccharides and other sugars and to calculate the binding constant of these 
substances to the channel interior as described in the previous section [85]. Figure 4 
shows an experiment of this type. LamB was added to a black lipid bilayer membrane, 
and the increase in the conductance was measured as a function of time. Thirty minutes 
after the addition, the membrane conductance was almost stationary. Different concentra- 
tions of maltotriose were added to the aqueous phase with stirring (arrows). The mem- 
brane conductance decreased as a function of the maltotriose concentration (Fig. 4). 

Using the formalism described above, a binding constant of about 2 X lo3 Vmol for 
maltotriose to the pore interior can be calculated from the conductance decrease [10,85]. 
This value and other stability constants (see Table 111) for the binding of different sugars 
show excellent agreement with the binding constant of maltotriose to whole cells [42]. 
These results indicate that it is possible to study the specificity of channels for neutral 
solutes in lipid bilayer membranes. Table 111 shows the stability constant for the binding 
of a large variety of sugars to the binding site inside the LamB channel. The stability con- 
stant usually increased with the number of residues in a sugar chain. For example, in the 
series glucose, maltose to maltopentaose, the binding constant increased about 1800-fold, 
whereas there was no firther increase between 5 and 7 glucose residues in the maltooligo- 
saccharides. This may be explained by assuming that the binding site has approximately 

. 
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Fig. 4. Titration of LamB-induced membrane conductance with maltotriose. The membrane was formed from 
diphytanoyl glycerophosphocholine/n-decane. The aqueous phase contained 50 ndml  LamB, I M KCI and 
maltotriose at the concentrations shown at the top of the figure; V m =  10 mV. Reproduced from [lo] with 

permission. 

the length of five glucose units, i.e. it is about 2.5 nm long. All disaccharides such as mal- 
tose, lactose, sucrose and others had stability constants between 18 and 250 Vmol for the 
binding to LamB. This means that sucrose and maltose had approximately the same affin- 
ity to LamB. The relative rates of permeation of these sugars as derived in vitro 1571 and 
in vivo [93], differed substantially. This can be explained by the kinetics of the sugar 
transport and means that widely separated k l  and kl may have the same ratio K (i.e. the 

TABLE 111 

Stability constants, K, for the binding of different sugars to the LamB channel 

sugar K (I/mol) Ks (mmolA) 

M l u c o s e  
Maltose 
Maltotriose 
Maltotetraose 
Maltopentaose 
Maltohexaose 
Maltoheptaose 
Trehalose 
Lactose 
Sucrose 
Gentibiose 

9.5 
100 

2500 
10000 
I7000 
I5000 
15000 

46 
18 
67 

259 

I10 
10 
0.40 
0.10 
0.059 
0.067 
0.067 

22 
56 

5 
4 

K was calculated from titration experiments similar to that shown in Fig. 4. Ks is the half saturation constant. 
Taken from [ 8 5 ] .  
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same stability constant K; see below). Further studies on mutant LamB [46,94-971 and 
the investigation of the primary sequence of the mutants [95,97] and the evaluation of 
sugar flux and binding [94,96] may give hrther insight into the three-dimensional struc- 
ture of the binding site and may help to complete the model of LamB [98]. 

5.3. Analysis of sugar-induced current noise of LamB channels 

The results of the liposome swelling assay, together with the binding data, allow only a 
qualitative description of the kinetics of sugar movement through the LamB channel 
[85,99]. This means that the rate constants kl and k-, can only be given with respect to the 
movement of maltose [85]. Furthermore, the rate constants cannot be derived from the 
analysis of the sugar-induced block of the LamB channels in single-channel experiments 
because of the pure time resolution of this method. Therefore, an alternative method was 
used, the analysis of the sugar-induced current noise of the LamB channel [ 100,101]. The 
experiments were performed in the following way: black lipid bilayer membranes were 
formed and LamB was added to both sides of the membrane. Instead of 30 min (as in the 
case of the titration experiments), a wait of about 60 min was necessary to avoid any fur- 
ther conductance increase during the experiments since a change in the membrane con- 
ductance had a large influence on the noise measurements. Subsequently, the power den- 
sity spectrum of the current noise was measured at a voltage of 25 mV (see Fig. 5, trace 
1). Then maltopentaose was added at a concentration of 0.037 mM and the power density 
spectrum was measured again and the background noise subtracted (trace 2). At another 
concentration of maltopentaose (c = 0.077 mM), the power density spectrum (minus the 
background) corresponded to trace 3. The power density spectra of traces 2 and 3 are of 
the Lorentz type expected for a random switch with unequal on and off probabilities [99]. 
Both could be fitted to the equation 

where Sy) is the power density of the current given as a function of the frequency (in A* 

LogS(f) 
A’s 

-24 

-25 

-26 

-21 

3 

I + 100 ._ % f/s-’ 10 

Fig. 5. Power density spectra of sugar-induced current noise of 380 LamB channels. Trace 1 shows the control 
( I  M KCI). Trace 2: the aqueous phase contained 0.039 mM maltopentaose (&= 106 I/s) and trace 3, 

0.077 mM maltopentaose (r, = 177 11s); T =  25°C; Vm = 25 mV. The data were fitted to eqn. (13). 
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x s), So is the plateau value at very small frequencies f (in Us) andfc is the comer fre- 
quency. The exponent a was approximately 1.6 in the experiments given in Fig. 5. The 
comer frequency obviously increased with increasing sugar concentration. According to a 
previously published formalism [ 1021, 2rcf, was set to the rate, l/t, of the current-modu- 
lating process, that is the binding of the sugar to the binding site inside the channel. The 
comer frequencies of the experiments shown in Fig. 5 and of other maltopentaose concen- 
trations (not shown) could be reasonably well fitted to the equation 

(14) 2nf, = l/t = klc + k-l 
The values for both rate constants derived from the experimental results of Fig. 5 and 
similar experiments with other maltopentaose concentrations were kl = 8.1 x lo6 V(mol 
s) and k-l = 3 10 S-I. The stability constant was K = 2.6 X lo4 M-l, which agrees reason- 
ably well with the results of the titration experiments (see Table 111). Similar experiments 
were performed with a variety of sugars but not with maltose and glucose since the comer 
frequency,& in these cases was outside the time resolution of the experimental setup. The 
rate constants for the on- (k,) and off-processes (k,) for the binding of these sugars are 
given in Table 1V [loo]. The data for glucose and maltose are calculated on the basis of 
the relative rates of permeation of glucose and maltose taken from Luckey and Nikaido 
[57] with respect to other maltooligosaccharides by using eqn. (8) and the binding con- 
stants of Table 111. The results suggest that the rate constants for the on-process is more or 
less the same for the maltooligosaccharides. Substantial differences were observed for the 
movement of the sugars out of the channel, probably because the interaction between 
binding site and sugar increases with the number of glucose residues. 

One interesting result of the noise analysis is that the transport kinetics of maltose and 
sucrose can be compared. The data of Table IV clearly indicate that sucrose is an ex- 
tremely bad substrate for the LamB channel since the on- and the off-rates for its transport 
are considerably smaller than those for maltose. No wonder that enteric bacteria may con- 
tain a plasmid that codes for proteins for an uptake and degradation system for sucrose 
[103-1051. This plasmid (pUR400) also contains the gene scrY that codes for an outer 

TABLE IV 

Rate constants kl (on) and k-l (on) of the transport of different sugars through LamB of E. coli 

sugar K (Ihol) k l  (Ihol) k-l (s-') 

G1 
G2 
G3 
G4 
Gs 

G7 
G6 

Sucrose 

9.5 
100 

8000 
I2000 
13000 
20000 
30000 

80 

1 x 106 

I x 107 
8 x 106 
7 x 106 

5 x I06 
4 x 106 
4 x 103 

8 X lo5 
1 . 1  x lo5 

8000 
1300 
670 
530 
240 
120 
50 

The indices refer to the number of glucose subunits within the sugars. The data for G3 to G7 and for sucrose 
were taken from the analysis of the current noise [IOO]. The rate constants for glucose ( G I )  and maltose ((32) 
were calculated using eqn. (S), the binding constants and the relative permeation rates of the sugars were taken 
from Luckey and Nikaido [57]. 
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membrane protein which has a similar function as LamB [106,107]. ScrY exhibits a high 
homology to LamB but has an N-terminal extension of approximately 70 amino acids 
[106,107]. The results of in vitro experiments with ScrY have demonstrated that it is a 
specific porin and contains a binding site for sugars [106,108]. Again the binding con- 
stants are very similar for sucrose and maltose [ I081 which probably means that, in the 
case of ScrY, the kinetics of maltose transport could be slower than that of sucrose, i.e. 
the opposite situation as in LamB. 

5.4. Tsx of Escherichia coli 

The tsx gene of E. coli encodes a minor outer membrane protein (Tsx) that is the receptor 
for colicin K and bacteriophage T6 [109]. Synthesis of Tsx is co-regulated with the sys- 
tems for nucleoside uptake and metabolism, suggesting that it plays an important role in 
the permeation of nucleosides across the outer membrane [28,110,111]. Indeed, E. coli 
strains lacking Tsx are impaired in the uptake of all nucleosides, with the exception of 
cytidine and deoxycytidine [28,110]. This Tsx-mediated permeation of nucleosides across 
the outer membrane is most clearly detected when the exogenously provided nucleosides 
are present at low substrate concentration, i.e. when the outer membrane is the limiting 
factor for the overall transport process [ 1 121. At high substrate concentrations, the Tsx 
protein becomes dispensable, and the nucleosides diffuse across the outer membrane 
primarily through OmpF. Investigation of the Tsx-mediated translocation of nucleosides 
across the outer membrane has revealed a number of remarkable properties of Tsx. 
Interestingly, the Tsx-channel apparently discriminates between the closely structurally 
related pyrimidine nucleosides, cytidine and thymidine [28,110]. Furthermore, the uptake 
of deoxynucleosides is more strongly dependent on Tsx than that of the corresponding 
nucleosides [28,110,112]. On the other hand, Tsx plays no role in the uptake of the free 
bases or in the permeation of nucleoside monophosphates in vivo [ I  10,1131. 

Tsx forms ion-permeable channels upon reconstitution in lipid bilayer membranes. 
These channels have an extremely small single channel conductance of about 1OpS 
[12,114]. This is more than 100 times less than the conductance of OmpF (1500 pS) and 
more than 10 times less than that of LamB (1 55 pS) under otherwise identical conditions. 
Similar to the experiments with LamB and sugars, it is possible to block the flux of ions 
through Tsx with nucleosides. This means that it is possible to measure the binding of 
different nucleosides, deoxynucleosides and free bases to the binding site by using titra- 
tion experiments with lipid bilayer membranes. Table V shows the results of these titra- 
tion measurements. From the different pyrimidines, thymine had the largest stability con- 
stant for binding to the Tsx-channel, whereas the half saturation constant for the binding 
of cytidine could not be given and was possibly much larger than 20 mM. A comparison 
of the structures of the different pyrimidines shows that thymine contains an additional 
methyl-group in the 5-position compared to uracil. This group obviously results in a 
larger stability constant for the binding. Cytosine has an amino group in the 4-position 
instead of the carbonyl group compared to uracil. This results in a considerable decrease 
in the binding affinity of this compound, probably because of the missing hydrogen bound 
between an OH-group of the protein and the carbonyl or because of the increased hydro- 
philic nature of the whole molecule. 
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TABLE V 

Stability constants, K,  for the binding of nucleobases, nucleosides, and deoxynucleosides to the Tsx-channel 
(half saturation constant Ks  = l/K) 

Compound K (Vmol) K s  (mmolll) 

Adenine 
Adenosine 
Deoxyadenosine 

Guanine 
Guanosine 
Deoxyguanosine 

Thymine 
Thymidine 
5'-Deoxythymidine 

Cytosine 
Cytidine 
Deoxycytidine 

Uracil 
Uridine 
Deoxyuridine 

500 
2000 
7100 

nd 
1000 
3100 

170 
5000 

20000 

nd 
46 

100 

50 
1900 

19000 

2.0 
0.50 
0. I4 

nd 
1 .o 
0.32 

5.8 
0.20 
0.050 

nd 
22 
10 

20 
0.54 
0.053 

The data were taken from [114]. K was calculated from titration experiments similar to that shown for LamB 
(Fig. 4). 

Similar considerations also apply to a comparison of the binding affinities of adenine 
and guanine. However, the relationship between binding affinity and the structure of the 
purines and the pyrimidines cannot be understood from of the data of Table V alone. The 
binding between Tsx and purines and pyrimidines is stabilized if a ribofuranose is bound 
to the 9-position in the case of the purines or to the 1 -position in the case of the pyrimidi- 
nes. This increase in the stability constant could in principle be caused by the formation 
of additional hydrogen bounds. However, the removal of the hydroxyl-group in the 2'-po- 
sition (deoxynucleosides) resulted in an even larger stability constant, which makes it 
rather unlikely that hydrogen bonds are the reason for the larger stability constants. It 
seems, moreover, that the binding is also dependent on some kind of hydrophobic inter- 
action between the binding site and the different molecules. This hypothesis may be sup- 
ported by the rather small single-channel conductance (10 pS) of the Tsx-channel in 1 M 
KCI [12,114]. 

5.5. Function of TolC of Escherichia coli 

Besides the major outer membrane proteins, the cell wall of Gram-negative bacteria also 
contains a number of minor proteins that are also important for the physiology of the 
cells. One of them, TolC, is an outer membrane protein with a molecular mass of 52 kDa 
which is believed to be involved in outer membrane protein regulation and in protein up- 
take (for a recent review, see [ 1 151). Mutations in the tolC locus greatly reduce the ex- 
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pression of OmpF and NmpC by reduction of the corresponding subscripts [ 1161. This 
effect seems to be regulated through an increased expression of the micF gene in the ab- 
sence of TolC [117]. The effect of TolC on outer membrane protein expression has prob- 
ably nothing to do with the function of the mature protein itself since outer membrane 
proteins influence the expression of one another. On the other hand, it has been demon- 
strated recently that TolC is essential for secretion of hemolysin (HlyA) (see also Chapter 
20) and of colicin V out of E. coli cells [26,27]. 

Interestingly, TolC also forms oligomers in the outer membrane [118,119]. 
Reconstitution experiments with TolC by using the lipid bilayer technique show that TolC 
is also a pore-forming component (see Fig. 6). Only the oligomeric but not the monomeric 
form of the protein is able to increase the specific conductance of artificial lipid mem- 
branes [119]. The channels formed by TolC have a small single-channel conductance of 
80 pS in 1 M KCI, similar to LamB but much smaller than the general diffusion pores 
OmpF and OmpC. Titration of TolC-induced membrane conductance with peptides sug- 
gests that the ion flux through TolC is blocked partially or completely in the presence of 
small polypeptides [ 1 191. This result indicated binding of the peptides to some sort of 
binding site inside the TolC channel. The stability constant for the binding of H-Gly-Gly- 
Leu-OH to the binding site as derived from titration experiments is 20 Vmol [119] which 
means that the half saturation constant is 50 mM. The half saturation constant for the 
binding of different peptides is dependent on their amino acid composition and on their 
length [ 1191. 

Fig. 6. Single-channel recording of a diphytanoyl glycerophosphocholineh-decane membrane in the presence 
of 10 ng/ml TolC of E. coli. The aqueous phase contained 1 M KCI. The applied membrane potential was 

20 mV; T =  20°C. The arrows indicate the blackening of the membrane and the change in the chart speed. 
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These results suggest that TolC is an outer membrane channel selective for peptides. 
Small peptides may penetrate the outer membrane of E. coli through the general diffision 
channels. However, starting with a certain molecular mass of the peptides, the permeation 
through OmpF and the other porins may be rather slow or impossible. This means that the 
outer membrane should contain a pathway for peptides and this pathway could be TolC, 
i.e. it is a porin specific for peptides, similar to LamB or Tsx for sugars and nucleosides, 
respectively. This is consistent with the observation that TolC is arranged as an oligomer, 
probably as a trimer, in the outer membrane and that the monomer is inactive in the lipid 
bilayer assay. 

TolC is involved in permeation of colicin El through the outer membrane [115]. 
Furthermore, TolC is essential for the secretion of HlyA and colicin V out of the cell 
[26,27]. Deletion of tolC inhibits export of both proteins and leads to an accumulation in 
the cells. The proteins necessary for the export of Bordetella pertussis cyclolysin (CyaE, 
see ref. [120]) and of Erwinia chrysanthemi protease (PrtF; see [27,121,122]) out of the 
cells exhibit some sequence homologies with TolC [ 1231 which suggests that these pro- 
teins have a similar function and act probably also as outer membrane channels for pro- 
teins. 

5.6. OprP of Pseudomonas aeruginosa 

The outer membrane of P. aeruginosa has very special sieving properties, which make 
this organism quite resistant to most antibiotics [124]. It contains a variety of different 
porins, which are mostly specific porins and are involved in the uptake of different classes 
of substrates. Protein DI is involved in sugar uptake and is induced in the presence of 
glucose [58]. Protein D2 plays probably an important role in the permeation of amino 
acids and peptides since it has been demonstrated that it contains a binding site for basic 
amino acids and peptides [125] . The general diffusion pore of the P. aeruginosa outer 
membrane is probably OprF, which has a large exclusion limit but only a low channel- 
forming activity in vivo and in vitro [63,124,126,127]. It has to be noted that the role of 
OprF as an outer membrane porin is still a matter of debate since its primary sequence 
exhibits some homology with the primary structure of OmpA of E. coli and some inves- 
tigations question its role as a porin. 

OprP (protein P) with a molecular mass of 48kDa [I281 is another outer membrane 
porin of P. aeruginosa. This porin is induced when the organisms grow in media with low 
phosphate concentrations together with an alkaline phosphatase, a periplasmic binding 
protein and the inner membrane transport system [44,128]. In this respect, it shares some 
similarities with PhoE of E. coli. However, in contrast to PhoE [74], OprP and the closely 
related OprO (which is probably a channel for polyphosphate [ 129,1301) form highly an- 
ion-selective channels in lipid bilayer membranes which are at least 100 times more per- 
meable for chloride than for potassium [44,77,84,129]. The OprP pore has the largest 
single channel conductance in 0.1 M chloride solution [84]. A variety of other anions also 
permeate through the channel, whereas in the presence of salts with large organic anions, 
such as HEPES (N-2-hydroxyethylipiperazine-N-2-ethanesulfonic acid), no conductance 
fluctuations could be observed [84]. Interestingly, the single channel conductance was 
extremely small in 100mM phosphate (pH 6) although OprP should be a channel for 
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Fig. 7. Single-channel conductance of the OprP channel of P. aeruginosa as a function of the KCI and the 
phosphate concentration in the aqueous phase (pH 6). The membranes were formed from diphytanoyl 
glycerophosphocholine/n-decane; T =  20°C; V ,  = 50 mV. The solid lines were drawn with eqn. (15) and the 

corresponding parameters given in Table VI. The data were taken from [131]. 

phosphate. Furthermore, no concentration dependence could be observed in monobasic 
phosphate down to 1 mM as Fig. 7 clearly indicates. 

The conductance versus concentration curve for chloride given in Fig. 7 can be ex- 
plained by the one-site two-barrier model [84] using the same formalism as above (i.e. as- 
suming a single file channel and that the stability constant of the binding between an ion 
and the binding site is K = k, /k- , ) .  Under these assumptions, the dependence of the single- 
channel conductance, Go(c), on the aqueous anion concentration c is given by [84] 

G ~ ( c )  = Go,maxK~/( 1 + KC) (15) 

Go,max = e2k_,/(2kT) (16) 

where Go,,, is the maximum single channel conductance at very high ion concentration: 

e (= 1.6 x IO-I9A s) is the elementary charge, k (= 1.38 X JK) is the Boltzmann 
constant and T is the absolute temperature. Table VI shows the maximum single channel 
conductances, Go,max, of OprP for a variety of different anions [84,13 11. 

The binding constants for phosphate could not be derived from the concentration de- 
pendence of the single channel conductance because of the strong saturation. It is possi- 
ble, however, to study the influence of phosphate on the conductance of the OprP channel 
by measuring single-channel conductances in aqueous solutions containing 0.1 M KCl 
and increasing concentrations of phosphate [ 13 11. The addition of phosphate to the KCl 
solutions has a similar effect on the conductance as described above for sugars and nu- 
cleosides although phosphate contributes somewhat to the single-channel conductance. 
This also means that, in these cases, the binding constants could be evaluated using the 
one-site two-barrier model. Table V1 shows the results for the binding constants and for 
the on- (k,) and the off-rate constants (k-,) derived either from the concentration depend- 
ence of the single-channel data or from titration experiments [84,131]. The on-rate kl 
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TABLE VI 

Parameters of OprP-mediated anion transport 

Anion K CO,",aX kl k-l 
(Vmol) (PS) ( I  o7 I/(mol s)) (lo7 s-l)  

Fluoride 3.5 5 1 5  60 17 
Chloride 20 280 I80 9.0 
Bromide 4.7 265 40 8.5 
Iodide 1.3 110 4.6 3.5 
Phosphate (pH 6) 11000 9 5700 0.44 
Sulfate (pH 6) 500 18 310 0.62 
Citrate (pH 6 )  400 21 260 0.64 

The stability constants, K ,  for the binding of different anions to OprP and the maximum single channel 
conductance, were taken from [84] and [I311 by fitting the concentration dependence of the single 
channel conductances with eqn. (15) or from a fit of the phosphate-induced block of chloride conductance data, 
respectively. kl and k-1 were calculated from K and using eqn. (16) and K =  k1lk-l. 

(which is equal to twice the maximum permeability) has a maximum for monobasic phos- 
phate followed by chloride, whereas the inverse reaction rate k-, (i.e. the maximum turn- 
over number of ions through a one-site two-barrier channel) was largest for fluoride. This 
means that at very small anion concentrations, the permeability of the channel is highest 
for phosphate, whereas it conducts F- or CI- best at large anion concentrations. This is 
again consistent with the in vivo-situation of phosphate-starvation at which the channel 
should have a maximum permeability for phosphate. 

6. Role of periplasmic binding proteins in solute uptake 

The periplasmic space between inner and outer membranes represents an additional cellu- 
lar compartment and occupies between 5% and 20% of the total cell volume according to 
different estimations [18,132]. It plays an important role in the physiology of Gram-nega- 
tive bacteria because binding proteins for classes of solutes such as sugars, amino acids 
and phosphate and the /3-lactamase activity are located there [2,47,133-1351. 
Furthermore, it contains enzymes some of which function as processing enzymes and 
convert non-transportable metabolites to transport substrates [2,136]. The periplasmic 
space is almost iso-osmotic with the cytoplasm (around 300 mosM). This means that the 
osmotic pressure, normally around 3.5 bar and at maximum about 7-8 bar [l], is main- 
tained across the outer membrane and not across the inner membrane. The periplasmic 
space is strongly anionic compared to the external medium, mainly caused by the anionic 
membrane-derived oligosaccharides (MDO) present in the periplasmic space to maintain 
part of the osmolarity. MDO also contribute to the Donnan potential across the outer 
membrane, which can be as large as 100mV (inside negative) in media of low ionic 
strength [80,132]. Recently, it has been suggested that MDO may be also involved in the 
porin channel gating [137]. 

The periplasmic space has a gel-like structure [ 1381 which means that the proteins lo- 
calized there have only limited mobility. It represents a sink for solutes because of the 
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Fig. 8. Flux of maltose and maltotetraose through one single LamB channel as a function of the corresponding 
sugar concentration on one side of the channel. The concentration on the other side was set to zero. The flux 
was calculated using eqn. (8) and the rate constants given in Table IV. The flux of maltose through OmpF was 

calculated on the basis on its dimensions [5] and using the Renkin correction factor [60]. 

presence of the binding proteins. A solute molecule bound inside one of these specific 
porins discussed here has two possibilities. It can move to the external surface or to the 
periplasmic space. The presence of the binding proteins in a high concentration (up to 
1 mM) inside the periplasmic space [2,138] reduces the probability that the solute mole- 
cules move back to the outer membrane channels and may leave the cell. This means that 
the high affinity binding proteins reduce the concentration of unbound solutes inside the 
periplasmic space and lead to a vectorial transport from the outer membrane channels to 
the cytoplasmic membrane transport systems. 

7. Conclusions 

The outer membrane of Gram-negative bacteria contains different pathways for the per- 
meation of solutes. The permeation of vitamins and siderophores occurs through TonB- 
dependent highly specified channels that are probably gated [ 1391. One always open 
pathway is provided by the general diffusion pores which form more or less structured 
holes with defined exclusion limits and little solute specificity. The flux of sugars (and 
other substrates) through a general diffusion pore is linearly dependent on the concentra- 
tion. Another class of permeability pathways is given by the specific porins. These chan- 
nels are highly structured and contain binding sites for one class of specific solutes. The 
presence of a binding site leads to the saturation of solute flux above the half saturation 
constant 1/K. However, the presence of a binding site offers a considerable advantage for 
the flux of solutes across the outer membrane at small external solute concentrations, the 
in vivo situation, at which the general diffusion pores are rate-limiting [53]. 

Figure 8 shows the maximum flux of maltose and maltotetraose across LamB calcu- 
lated on the basis of eqn. (8) under the assumption that the concentration of the sugars on 
one side (the periplasmic side) is zero. The data were calculated using the rate constants 
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given in Table IV. The flux of maltose through a general diffusion pore (dotted line) was 
estimated according to the dimensions of OmpF [5]. It was corrected by using the Renkin 
correction factor [60] for the hit of the maltose to the rim of the OmpF channel, which 
leads to the reflection of the sugar. Specific porins have their maximum permeability in 
the linear range of Fig. 8 and it is proportional to the rate constant for the movement from 
the external solution to the binding site inside the channels (i.e. by k1/2). The saturation of 
the flux at very high substrate concentrations is given by the rate constant k-,, which is the 
maximum turnover number of ions through a one-site two-barrier channel. The compari- 
son of the different fluxes of Fig. 8 again demonstrates the advantage of a binding site for 
the maximum scavenging of substrates. Furthermore, it demonstrates that the flux through 
a general diffusion pore can exceed that through a specific porin at very high substrate 
concentration. 
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CHAPTER 20 

Secretion of hemolysin and other proteins out of the 
Gram-negative bacterial cell 

VASSILIS KORONAKIS and COLIN HUGHES 

Cambridge Universiy Department ofPathology, Tennis Court Road, Cambridge CB2 lQP, UK 

1. Introduction 

Like all other cells, bacteria need to move newly synthesized proteins to specific cellular 
locations. The minority of proteins which are destined to traverse the energized hydro- 
phobic cytoplasmic membrane (CM) of Gram-positive and Gram-negative bacteria are 
handled by the conventional export machinery, which recognizes an N-terminal signal 
peptide in the precursor substrate protein and comprises several secretion (Sec) proteins 
located in the cytoplasm and the membrane. Some proteins of the Gram-negative bacterial 
cell are directed further than the periplasm, reaching the exterior surface of the outer 
membrane (OM) and the extracellular medium. Such complete secretion is especially well 
characterized among pathogenic bacteria, in which cell surface structures or diffusible 
proteins determine the specific interactions with eukaryotic cells that underlie the ability 
to colonize, invade and survive in mammalian or plant hosts. This chapter sets out the 
distinct and common features of these secretion mechanisms. 

1.1.  Export ofproteins across the cytoplasmic membrane 

The Sec proteins and their interactions have been identified by extensive biochemical and 
genetic analyses (reviewed in [ 1-31) and these now allow mechanistic studies of the CM 
protein translocation process, which is indicated schematically in Fig. 1. In bacteria, pro- 
tein export can be entirely post-translational and in order to maintain a partially unfolded, 
secretion-competent form, the newly synthesized proteins first need to bind to cytoplas- 
mic chaperones. The chaperone SecB maintains the loosely folded state of cytosolic pro- 
teins destined for translocation across the membrane [4], although some protein substrates 
may be handled by alternative chaperones such as trigger factor, GroEL or Ffh, which has 
homology with a component of the eukaryotic signal recognition particle [ 5 ] .  Recognition 
of the substrate (preproteintSecB complex by the membrane complex is determined pri- 
marily by SecA, the peripheral subunit of the membrane translocase, which has affinities 
for SecB and both the signal and mature domains of the preprotein substrate [6].  In addi- 
tion to SecA, the preprotein translocase comprises integral membrane components of 
acidic phospholipid and the proteins SecENl(band l), indeed crosslinking studies suggest 
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Fig. 1, Components of the conventional signal peptide-dependent export of proteins across the cytoplasmic 
membrane. 

that SecA and SecY together form the proteinaceous pathway through which substrate 
proteins pass during membrane transit [7]. The later stages in translocation and release of 
the substrate protein involve the membrane proteins SecD [8] and possibly SecF. 
Substrate proteins secreted by this conventional pathway reach the periplasm as mature 
proteins following removal of the N-terminal signal peptide by the signal (leader) pepti- 
dase. Extensive in vivo and in vitro studies of the energy required during this process 
have shown that both the proton motive force, AP, and ATP are needed (reviewed in [9]). 
The early stage up until the precursor interacts with the SecA and SecEN components of 
the membrane translocase, does not seem to require energy, but initial limited transloca- 
tion of an N-terminal loop and the dissociation from SecA consume energy from the 
binding and the hydrolysis of ATP by SecA [lo]. The subsequent translocation of the 
precursor protein through the membrane is driven by the total proton motive force or elec- 
trochemical potential, AP, acting either (or both) directly on the translocation substrate 
andor indirectly by affecting the membrane phospholipid and protein components of the 
secretion apparatus [9-111. Recycling of SecA and re-association with distal sequences of 
the substrate protein still located in the cytoplasm allow the translocation cycle to con- 
tinue until complete, the vectoral movement itself also generating energy to drive further 
unfolding [ 121. 

1.2. Secretion beyond the periplasm and out of the Gram-negative cell 

Extracellular proteins secreted by Gram-negative bacteria are listed in Table I. In most 
cases, protein translocation to the outside of the cell comprises two apparently distinct 
stages, using as substrates for OM translocation the periplasmic intermediates, which are 
either proven or assumed to be generated by the conventional SecA-based export across 
the cytoplasmic membrane, i.e. they are signal peptide-dependent. This type of secretion 
is exemplified by the processes which direct secretion of immunoglobulin A (IgA) 
protease, pullulanase (PulA), cholera toxin, aerolysin and the SerratidProteus hemolysin 
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(ShlAkIpmA), and also the assembly of cell surface structures such as the fimbrial exten- 
sions bearing specific mammalian cell adhesins such as the pyelonephritis-associated 
(Pap) or P-type pili. Nevertheless, not all examples of secretion out of the cell require 
conventional cytoplasmic membrane transfer, and in particular the E. coli hemolysin pro- 
tein and a large number of other toxins and proteases are translocated across the outer 
membrane in a process that is signal peptide-independent. The interest in these secretion 
processes, both signal peptide-dependent and -independent, has to a large extent been 
prompted originally by their central role in bacterial pathogenicity and in many cases by 
the hope that the secretion mechanisms might be exploited for the presentation of foreign 
antigens by live attenuated vaccine strains. But their study is now of fundamental impor- 
tance in understanding the principles of membrane targetting and translocation. 

2. Signal peptide-dependent secretion out of the cell 

The release of certain bacteriocins (e.g. cloacin and related colicins) into the medium by 
Klebsiella and E. coli is associated with ‘permeabilization’, i.e. loss of integrity of the 
outer, and possibly also inner, membranes [ 131. The bacteriocin substrate protein itself 

TABLE I 

Extracellular proteins of Gram-negative bacteria 

Extracellular protein Bacterium Surface/ Signal Helper 
medium peptide proteins 

IgA protease 
Serine protease 
Endoglucanase 
ST, enterotoxin 
Cloacin, colicin 
ShlA/HpmA hemolysin 
Pullulanase 
‘Exoenzyrnes’ 

Aerolysin 
CTX toxin 
Type IV pilin 
P-type pilin 
Type 1 pilin 
OM proteins (Yops) 
Flagellin 
Invasion proteins 
HlyA hemolysin, 
Leukotoxin 
CyaA cyclolysin 
Proteases 
Nod0 (nodulation) 
ColV colicin 

Neisseria 
Serratia 
Pseudomonas 
E. coli 
Klebsiella, E. coli 
Proteus, Serratia 
Klebsiella 
Pseudomonas, Envinia 
Xanthomonas 
Aeromonas 
Vibrio 
Pseudomonas, Neisseria 
E. coli 
E. coli 
Yersinia 
E. coli, Caulobacter 
Shigella, Salmonella 
E. coli, Proteus, Morganella 
Actinobacillus, Pasteurella 
Bordetella pertussis 
Envinia, Serratia, Proteus 
Rhizobium 
E. coli 

m 
m 
m 
m 
m 
m? 
m 
m 

m 
m 
m 
m 

+ 
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+ 
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does not appear to have a signal peptide, but the process is nevertheless signal peptide- 
dependent as such a peptide is cleaved from the ancillary ‘lysis’ or ‘release’ protein, 
which is located in the cell envelope. There is no evidence of stable periplasmic inter- 
mediates in this process and it is suggested that secretion occurs in some way directly 
from the cytoplasm to the OM, involving during release the activation of the OM phos- 
pholipase PldA. Having mentioned this apparently disruptive method of reaching the 
outside of the cell, we focus in this section on examples of signal peptide-dependent 
protein secretion in which the OM remains intact and the cell maintains its integrity. 
These ‘two-stage’ mechanisms are outlined schematically in Fig. 2. The periplasmic 
intermediates released after removal of the N-terminal signal peptide can be translocated 
across the outer membrane either with or without the assistance of multiple helper 
proteins. Furthermore, one can usefully draw a distinction between the secretion of pro- 
teins to the cell-free medium and the related processes by which subunit components are 
assembled to form cell-surface structures such as fimbrial adhesins. Molecular genetic 
studies are now revealing important common features between them, most obviously by 
defining closely related export helper proteins. 

2. I .  Without helper proteins: the IgA protease 

In perhaps the most straightforward and well-characterized case of extracellular secretion, 
the IgA-cleaving protease of mucosal pathogens [ 141, in particular Neisseriu gonor- 
rhoeae, is translocated across the OM by a 45-kDa C-terminal helper domain (the /3 do- 
main) within the 170-kDa igu gene product itself, apparently without any extra helper 
proteins [15]. The IgA protease precursor gains access to the periplasm via the conven- 

Fig. 2. Secretion out of the cell by mechanisms that are dependent upon conventional export across the cyto- 
plasmic membrane. Processes are divided into those requiring helper proteins for outer membrane secretion, 

and those in which substrate proteins are apparently able to direct their own secretion. 
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tional export process, during which its N-terminal signal peptide is removed. 
Immediately, without forming a stable periplasmic pool, the C-terminal @ domain inserts 
into the OM and forms an export ‘pore’ via which the bulk of the protease is translocated. 
Following this looping through, the helper domain is removed by autocleavage by the IgA 
proteolytic activity, at proline-rich sequences which, with elegant simplicity, match those 
recognized and cleaved in the mammalian host IgA target molecule. The mature enzyme 
of ca. 120kDa is thus released into the external medium. This ‘self-governed’ OM 
translocation process appears to be used for the export of a similar IgA-specific enzyme 
by Haemophilus influenza [ 161 and a broader spectrum serine protease by Serratia 
murcescens [17]. By studying the ability of a fused IgA protease C-terminus to export 
heterologous peptides to the surface of the OM, the functional core of the export do- 
main has been identified as ca. 30 kDa, with a primary structure conserved among the se- 
creted IgA proteases, and the data indicate that the conformation of the passenger protein 
is a critical factor in the export mechanism [ 18,191. 

At first glance, the secretion of the small heat-stable enterotoxin (STA) into the me- 
dium shares some features with the above. Release of this polypeptide is also dependent 
upon a cleaved signal peptide, which directs the 53 residue proST to the periplasm and 
also maintains the substrate in a stable conformation [20] and OM translocation appears 
to be directed by the pro domain of the periplasmic protoxin. The proST translocated to 
the medium is autoproteolytically matured to remove the pro domain and yield the heat 
and protease-resistant 19-residue toxin. However, experimental deletion of the pro do- 
main of the gene product does not actually prevent secretion of the artificially truncated 
toxin, indeed it accelerates secretion and shortens the life of the periplasmic intermediate. 
Moreover, the pro domain can itself be secreted from the periplasm. Such early data have 
suggested tentatively that small peptides can gain exit across the OM by more than one 
mechanism, and it may be that a ‘background’ process recognizes peptides on the basis of 
their size. Although no helper proteins have been identified in ST secretion, it cannot be 
excluded that the mechanism involves some helper function. 

2.2. With a single helper protein: the ShlA/HpmA toxins 

A further example of signal peptide-dependent secretion out of the cell, again in patho- 
genic bacteria, is the export of the pore-forming toxin ShlA by Serratia marcescens (and 
its homologue HpmA by Proteus mirubilk) [21]. In this case, a membrane-associated pe- 
riplasmic intermediate of the ca. 165 kDa ShlA is believed to be secreted by a single co- 
synthesized integral outer membrane protein ShlB [22]. The ShlB protein is, like ShlA, 
exported by the signal peptide-dependent inner membrane pathway, and the expression of 
recombinant shlA and shlB genes is sufficient for export of the hemolysin from E. coli. 
Remarkably, however, ShlB is apparently also necessary for the post-translational modifi- 
cation of the shlA gene product such that it becomes hemolytic [23]. This unusual activa- 
tion apparently takes place in the periplasm as loss of the ShlB helper protein leads to the 
periplasmic accumulation of inactive ShlA product [22], but it is still not clear whether 
the two functions of activation and secretion are mechanisticalfy linked. The information 
for complete secretion is located at the N-terminus of the mature substrate ShlA, and 
close similarity between this region of the ShlA/HpmA sequence and that of the N-termi- 
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nus of fimbrial hemagglutinin of Bordefellu pertussis [24] suggests that this adhesin pro- 
tein may be secreted in a similar way. 

2.3. With multiple helper proteins 

2.3. I .  The general secretion pathway: enzymes, toxins and type IVpili 
A distinct example of export across the OM that now appears to be extremely widespread 
was first described for the secretion of pullulanase, the polysaccharide-degrading lipopro- 
tein enzyme, by Klebsiellu oxytoca [25 ] .  In this process, cytoplasmic membrane-associ- 
ated periplasmic intermediates are generated by the Sec pathway and a cleaved N-termi- 
nal signal, but in contrast to the above examples, the translocation across the OM and 
release of this N-terminally acylated mature protein into the medium require the assis- 
tance of at least 12 helper proteins, for the most part encoded as part of the maltose regu- 
Ion [26-28]. The fatty acylation is not a requirement for secretion but it has been sug- 
gested that the modification may enhance the efficiency of translocation [29]. 

The Pul proteins are sufficient to direct extracellular secretion of pullulanase by E. coli 
and these are proposed following initial investigations to be located in several subcellular 
compartments, primarily in the inner membrane (PulC, F, G, H, J, K, L, M, N, 0) cyto- 
plasm (PulE, B), or outer membrane/periplasm (PulD, S). The requirement for the cyto- 
plasmic protein PulE in the secretion to the extracellular medium has suggested that the 
first stage of the SecA-dependent translocation across the CM might not be entirely sepa- 
rate from the second stage of OM translocation. The putative ATP-binding protein PulE 
might for example act as a specific cytoplasmic chaperone, or ‘activate’ other Pul secre- 
tion proteins by phosphorylation [30]. Nevertheless, this possibility of ‘overlapping’ 
stages may not be supported entirely by subsequent experiments in which stable perip- 
lasrnic intermediates have been demonstrated [29]. 

Homologues of many of the pul genes in other Gram-negative bacteria have been 
shown to be required for secretion of various proteins to the extracellular medium, in par- 
ticular the cellulases and pectinases of the plant pathogens Erwinia chrysanthemi [3 I ]  and 
Xanthomonas campestris [32], and exotoxin, elastase and other proteins of the human 
pathogen Pseudomonas aeruginosa [33]. Mutation of the secretion genes, termed out or 
xcp, result in a pullulanase-like accumulation of periplasmic or membrane-located inter- 
mediates in these organisms. The pul, xcp and out genetic determinants are closely con- 
served in structure and organization [34-361, although the secretion systems seem to have 
substrate-specific components. The emerging commonality of this pathway suggests that 
it represents in effect the second half of the conventional (general) secretion pathway 
from Gram-negative bacteria with the exception of E. coli and its closest relatives. The 
intensive study of E. coli has thus in one sense appeared to delay the concept of a com- 
plete general secretion pathway (GSP). 

The GSP concept has been subsequently extended to other less similar secretion proc- 
esses and this has provided a substantial step forward in understanding the underlying 
mechanism. The GSP secretion genes have been shown to share substantial similarity with 
Pi1 proteins required for the biogenesis of type IV cell surface fimbrial (pili) structures 
which determine bacterial colonization of mammalian cells by Pseudomonas aeruginosa 
(and also Neisseria gonorrhoeae) [37]. In particular, PulE(XcpR) and PulF (XcpS) are 
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related to the pilus assembly proteins PilB and PilC, while XcpA and PulO resemble 
closely the PilD prepilin endopeptidase [38], suggesting a requirement for processing and 
assembly of GSP components. Indeed, components of the Pseudomonas secretion appara- 
tus are processed by type 1V prepilin peptidase [39] and the PulO protein is able to pro- 
cess correctly the type IV prepilin protein [40]. Processing sites have been identified 
within the ‘pilin-like’ XcpTUVW (PulGHIJ) proteins and the absence of processing in 
xcpA mutants causes accumulation of the secretion components themselves in the inner 
membrane [41]. The close similarity of the protein translocation processes to a mecha- 
nism for pilus assembly has suggested that the GSP could in every case involve a pilus- 
like structure as a means of generating inner-outer membrane connections [41]. 

The export of aerolysin by Aeromonas hydrophila and other species involves a stable 
periplasmic intermediate generated by the signal peptide-dependent conventional system, 
but in this case conversion of proaerolysin to the mature active pore-forming toxin re- 
quires C-terminal proteolytic processing on the cell-surface [42,43]. This previously 
anonymous secretion event has now also been brought under the umbrella of the pullula- 
nase-type GSP, as the mutant gene, exeE, that causes defective aerolysin secretion and 
outer membrane assembly has been shown to be homologous to pulE and to be located in 
a pulC-O-like operon [44]. It has been reported that the second stage of transfer to the 
extracellular medium requires AP [45], a surprising feature which perhaps may be re- 
evaluated, particularly as PulE is the putative ATP-binding cytoplasmic protein that has 
been tentatively proposed as a transducer of ATP-derived energy to other GSP secretion 
components. It is possible that disruption of AP by uncouplers would deplete ATP and 
thus compromise the source of ExeE-derived energy used in the late stage of secretion to 
the extracellular medium. The ExeE(PulE) protein has gained further relatives in the 
ComG and VirB proteins that are required, respectively, for DNA uptake and DNA trans- 
fer in Bacillus subtilis [46] and Agrobacterium tumefaciens, the latter having been shown 
to bind and hydrolyze ATP [47]. A further relative is the PilT ‘twitching’ gene, which is 
involved in bacterial movement across solid surfaces [48]. 

It is inevitable that other signal peptide-dependent examples of extracellular secretion 
will be added to the GSP family. Periplasmic intermediates are for example substrates in 
the secretion of Vibrio cholera enterotoxin (CTX) to the cell-free medium, in a process in 
which the mature oligomeric toxin structure appears also to be assembled in the periplasm 
[49]. The folding and assembly of the CTX (or E. coli homologue ETX) is maintained by 
a periplasmic disulphide isomerase homologous to DsbA [50], although it is not known 
whether this has consequences for oligomerization or secretion or both events. The OM 
targetting component of the toxin resides in the B subunits but as yet unidentified OM or 
periplasmic helper proteins are believed to be required for assembly and also secretion. 
This view is supported primarily by the periplasmic location of CTX when synthesized in 
E. coli [5 I], whereas the normally periplasmic CTX-like heat-labile enterotoxin (ETX) of 
E. coli is exported out into the medium when made in Vibrio cholera [52]. 

2.3.2. Assembly of P-typefimbrial adhesins 
A different type of signal peptide-dependent process is utilized in the assembly of most of 
the well-characterized fimbrial adhesins on the surface of the bacterial cell. The best 
studied system is the export of the Pap (or P-type) protein filaments needed for coloniza- 
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tion of the kidney via binding to Gal-Gal moieties on the host epithelial cells [53], and 
genetic comparisons confirm that this serves as a model for the assembly of other fimbrial 
adhesins. The translocation of pilin subunits (PapAFX) including the tip adhesin (54) to 
the OM surface occurs via assembly of mature periplasmic subunits that are maintained in 
an appropriate conformation so that they can be presented effectively to a specific OM 
assembly complex (including PapC, the ‘translocation platform’) by a specific periplas- 
mic chaperone, or ‘usher’ (PapD), one of a family of periplasmic chaperones that share 
conserved immunoglobulin-like structural features [55]. The second stage of the process 
is thus governed by protein-protein recognition involving specific helper proteins in the 
periplasm and the OM. If the critical role of the chaperone protein family is limited to 
pilin assembly, this might reflect a specific requirement in assembly processes for several 
substrates to ‘queue’ orderly as stable periplasmic intermediates rather than interacting 
rapidly with the membrane [53]. 

3. Signal peptide-independent secretion out of the cell 

Several proteins which are important to bacterial pathogenicity during infection of ani- 
mals and plants are secreted out of the cell by a process which is signal peptide-indepen- 
dent, and this appears not to require a periplasmic translocation intermediate. The primary 
example of this type of mechanism is the secretion by E. coli of the 1 10-kDa hemolysin, a 
toxin that forms pores in eukaryotic membranes and disrupts host cell hnctions [56-581. 

3.1. Secretion of hemolysin 

Secretion of hemolysin transfers the 1 10-kDa hydrophilic protein toxin (HlyA) across 
both cytoplasmic and outer membranes without employing an N-terminal targetting signal 
or the cellular SecA-dependent machinery. The process is directed by the hlyB and hlyD 
genes [59,60] which are contiguous and co-expressed with the hlyC and hlyA genes that 
are required for the synthesis of protoxin and the acyl carrier protein-dependent fatty 
acylation that matures it to cytolytically active toxin [56,57,61] (Fig. 3). The specific se- 
cretion proteins, HlyB and HlyD, are 80 kDa and 54 kDa, respectively, and are present at 
relatively low levels in cell membrane fractions, primarily due to down regulation of se- 
cretion gene expression within the hlyCABD operon. This is achieved by uncoupling op- 
eron transcription of the synthesis and secretion genes via transcript termination at a rho- 
independent terminator within the operon [62,63], an effect probably accentuated by dif- 
ferential stability of the truncated and elongated transcripts. Expression is dependent on 
structural elements, including the hlyR locus, which are positioned upstream of the hly 
operon promoter sequences and thought to act as binding sites for regulatory proteins 
involved in both hly transcription activation and antitermination [64,65]. A recently iden- 
tified activator of hlyCABD gene expression is the 18-kDa product of the rfaH (sfi.B) gene 
which positively regulates transcript initiation and possibly antitermination in the operons 
encoding synthesis of sex pilus and lipopolysaccharide of E. coli and Salmonella [66]. 
The suggestion that the hly operon is part of a coordinately activated regulon encoding 
virulence and fertility is supported by evidence of shared 5’ sequences in the RfaH-acti- 



433 

Fig. 3. Hemolysin synthesis, maturation and secretion. Expression of the hIyCABD operon is governed by cis- 
and trans-acting components including those upstream of the hly promoter region and the activator protein 
RfaH. It generates two hly transcripts, truncated (Tt) and elongated (Te), as a result of transcription termination 
and antitermination at the hlyA-hlyB intergenic space. Gene hlyA encodes the 1024 residue inactive proHlyA 
which is activated to the toxic HlyA by acyl carrier protein (ACP)-dependent HlyC-directed fatty acylation. 
Mature HlyA is secreted across both membranes in a process dependent upon the inner membrane proteins 
HlyB, HlyD and also the minor outer membrane component TolC. The toxin binds Ca2' and changes 
conformation; its initial interaction with the mammalian cell membrane is suggested to be mediated by the fatty 
acid (FA), and may be followed by a specific interaction with a putative receptor. The toxin then forms cation 

selective pores in the mammalian cell. 

vated operons and also in others such as those for capsule synthesis (Bailey and Hughes, 
unpublished data). The discovery of a role in hlyCABD expression for the LPS (rfa) op- 
eron transcriptional activator RfaH is perhaps not so surprising as LPS has now been sug- 
gested to substantially influence both the secretion [67] and toxic activity [68] of the 
toxin. 

3.1.1. A model for export of toxins, proteases and nodulation proteins 
The unconventional signal peptide-independent process by which HlyA protein is se- 
creted is a model for the secretion of many important proteins. These include other toxins, 
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such as the hemolysins and leukotoxins of Proteus, Morganella, Actinobacillus and 
Pasteurella [69-7 11, and the adenylate cyclase-hemolysin bifbnctional protein (cyclo- 
lysin) of Bordetella pertussis [72], certain proteases of Erwinia, Pseudomonas and 
Serratiu [73-751 and a bacteriocin, colicin V [76], by different Gram-negative bacterial 
pathogens of man, animals and plants, and also nodulation factors [77] by bacterial plant 
symbionts (Table 11; reviewed in [57,78-801). The substrate proteins that are exported 
range in size from 1 1 kDa (ColV), through 48-55 kDa (the proteases) up to 102-1 77 kDa 
(cytolytic toxins); in the case of the toxins they comprise a structurally related family, 
primarily defined by a common Ca2+-binding repeat domain [80,81]. Table I1 also lists 
other Gram-negative HlyB-homologues (sometimes termed ABC exporters, see later) 
which are associated with the export of non-protein substrates [78] such as polysaccha- 
rides, antibiotics or substrates which have yet to be defined, and also examples of related 
exporters in Gram-positive bacteria and in medically important eukaryotic translocation 
processes such as those which determine multiple drug resistance in human tumour cells 
and in parasites. 

TABLE 11 

HlyB-type exporter proteins 

Protein Species Substrate 

(i) Gram-negative bacteria 
HI ylLktB 

CyaB Bordelella pertussis 
PrtD Envinra chrysanrhemr 

Serratia marcescens 

E colr, Morganella, Proleus, 
Pasteurella, Aclrnobacrllus 

? 
CvaB 
McbF 
BexA 
KpsT 
NdvA 
ChvA 
HelA 

Pseudomonas aerugrnosa 
Rhrrobrum legumrnosum 
E colr 
E colr 
Haemophilus influenza 
E colr 
Rhrzobrum melrloti 
Agrobacterrum tumefacrens 
Rhodobacter capsulalus 

(ii) Other organisms 
CylB Enlerococcus faecalis (Gram-+) 
SpaB Bacillus subtrlis (Gram-+) 
MsrA Staphylococci (Gram-+) 
ComA Streptococcus pneumoniire (Gram-+) 
STE6 Yeast 
WB Drosophila 
PFMDR Plasmodium 
MDR Human 
CFTR Human 
HAM, Mtp Human 

HlyA hemolysidleukotoxin 

CyaA cyclolysin 
Prt B,C proteases, metalloprotease 

APR alkaline protease 
Nod0 nodulation protein 
COW bacteriocin 
MccB17 peptide antibiotic 
Capsular polysaccharide 
Capsular polysaccharide 
Glucan polysaccharide 
Glucan polysaccharide 
Putative heme 

Cytolysin 
Peptide antibiotic 
Macrolide antibiotics 
Putative competence factor 
Pheromone 
Pteridine 
Chemotherapeutic drugs 
Anti-tumour drugs 
Ions 
Peptides 



435 

HlyB-directed secretion apparently requires only two specific accessory proteins. All 
the well-characterized examples of HlyB-dependent secretion in Gram-negative species 
also require a close relative of the co-synthesized HlyD, although this protein is appar- 
ently not obligatory for the CylB-dependent export of a cytolysin across the single Gram- 
positive membrane [82], nor for transporters which export smaller non-proteinaceous 
substrates across either one or two membranes. Export of hemolysin and other proteins 
out of the Gram-negative cell also requires TolC, an outer membrane porin encoded by an 
‘unlinked’ chromosomal gene [83,84]. The direct involvement of TolC is also implied by 
the identification of tolC homologues as additional secretion genes, prtF and cyuE, 
respectively, in the protease and cyclolysin operons of Enviniu and Bordetellu [83,85] 
and it may be that the apparent requirement for LPS in secretion [67] reflects a role in the 
correct insertion of outer membrane proteins such as TolC, as may also be the case with 
OmpC, OmpF and flagellin [86]. As HlyB homologues can evidently export proteins and 
other substrates across the cytoplasmic membrane in a signal peptide-independent 
manner, without the assistance of HlyD and TolC, it is likely that the HlyD and TolC 
proteins specifically influence the later stages of secretion. The secretion process is 
defined primarily by the function of HlyB, and it is this protein which we now look at in 
some detail. 

3.1.2. A central role for HlyB: a superfamily Iransporter ATPuse 
HlyB is a 707 residue cytoplasmic membrane protein [87,60] which belongs to the ATP- 
Binding Cassette (ABC) superfamily of prokaryotic and eukaryotic transporters. HlyB is 
believed to be central to energy generation, substrate recognition and the structure of the 
bacterial membrane translocator, and it combines both cytoplasmic (ABC) and membrane 
domains fused in a single polypeptide, as shown in Fig. 4 [78,88]. It therefore resembles 
closely in structure and exporter function the eukaryotic transporters, most particularly the 
multidrug resistance P-glycoproteins (Mdr, pfMdr) which pump chemotherapeutic drugs 
out of human tumour cells and parasites, but also others such as the cystic fibrosis trans- 
membrane conductance regulator and the peptide transporter encoded by the major histo- 
compatibility locus, as indicated in Fig. 5 [88,89]. The hsed structure of the exporters 
contrasts that of the bacterial importers in which autonomous ABC components interact 
with distinct hydrophobic integral membrane components to import small molecules such 
as amino acids, ions, peptides, vitamins and sugars bound by specific periplasmic binding 

Fig. 4. The 707 residue HlyB secretion protein indicating the N-terminal membrane-associated region, and the 
cytoplasmic C-terminal peptide sequence (Bctp) encompassing the sequences needed for nucleotide binding 

and hydrolysis. 
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Fig. 5. ATP-binding transporter homologues of the HlyB secretion protein. OppD is an example of one of the 
many components of bacterial importer complexes, while the mammalian exporters Mdr and CFTR closely re- 
semble HlyB in structure and function, combining cytoplasmic and integral membrane domains. The HlyB 
‘translocase’ is assumed to form a dinieric structure directly analogous to the mammalian exporters by 

combining two copies of the HlyB protein. 

proteins [88]. These importers are characterized by their requirement for specific perip- 
lasmic binding proteins which provide the initial site for substrate recognition, a function 
not needed by the exporters. 

Hydrophobicity analysis of the HlyB amino acid sequence suggests that the 500 N- 
terminal amino acids determine interaction with the bacterial membrane(s) while the C- 
terminal 200 residues form a hydrophilic domain located in the cytoplasm [71,90,91]. The 
hydrophobic stretches are predicted to span the bacterial CM which, in the absence of 
structural data, has been tested by generating fusion proteins between HlyB and the re- 
porter protein p-lactamase. The findings from an analysis of a limited number of random 
H1yB-B-lactamase protein fusions suggested eight membrane-spanning segments con- 
nected by substantial periplasmic and cytoplasmic loops [90]. A similar analysis [91], in 
this case of a similarly small number of random HlyB-LacZ and HlyB-PhoA hybrids, also 
suggested eight transmembrane segments, although not identical to those of the initial 
study. The topological predictions derived from the fusion data do not correspond un- 
equivocally to the hydrophobicity predictions. The use of antisera raised against HlyB 
homologue PrtD, the exporter of protease, has shown that the ABC exporters are cyto- 
plasmic membrane proteins [ 8 5 ] ,  and protease accessibility studies support the view that 
at least one large domain of the polypeptide is exposed to the cytoplasm or periplasm, and 
suggest that the most likely arrangement is six transmembrane sequences (Fig. 4). This 
proposal would seem to agree with genetic and immunological studies of the better char- 
acterized OppB/C components of the enterobacterial oligopeptide importer, which pre- 
dicted six membrane-spanning sequences [92]. A more confident appraisal of the 
HlyB/PrtD exporter topology awaits site-directed creation of reporter fusions and the use 
of monoclonal antibodies directed in particular against the sequences which are suggested 
to be looping out or buried in the membrane. In view of the requirements of most ABC 
transporters for two transmembrane domains and two ATP-binding domains, it is tempt- 
ing to speculate the HlyB exporter is a homodimer comprised of two HlyB monomers. 
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Within the cytoplasmic domain of HlyB, closest identity to the ABC superfamily spans 
a region of approximately 200 amino acids, the ‘ATP-binding cassette’ [88], containing 
the diagnostic features of (i) a glycine rich domain beginning at residue 502, the ‘Walker 
A’ motif, thought to be responsible for nucleotide binding, (ii) a similar short glycine rich 
repeat domain starting at residue 603, and (iii) an aspartate at residue 630, part of the 
‘Walker B’ motif, which is thought to be essential for Mg2+ coordination [93,94]. As none 
of the cytoplasmic components of transport ATPases has been crystallized, only specula- 
tive structural models have been proposed based on tertiary structure predictions and 
comparison with the adenylate kinase ‘skeleton’ [88,93]. Nevertheless, neither HlyB-di- 
rected ATP binding nor hydrolysis early in secretion has yet been demonstrated, although 
amino acid substitutions in the HlyB ATP-binding cassette do debilitate secretion [71]. A 
number of ABC transporters have been shown to bind ATP analogues, and replacement 
of conserved residues within the putative nucleotide binding site (A motif) affect ATP 
binding in the bacterial histidine uptake protein HisP and the mammalian CFTR [95]. In 
bacterial periplasmic binding protein-dependent maltose import, ATP hydrolysis occurs 
concomitantly with in vivo sugar uptake [96] and ATP is required for uptake into recon- 
stituted proteoliposomes [97,98]. ATP hydrolysis by importers in reconstituted liposomes 
appears to require the presence of substrate bound by the specific periplasmic binding 
protein, suggesting that substrate-induced conformational interaction between the integral 
membrane domain and cytoplasmic ABC domain influences hydrolysis of bound ATP 
[991 

It has not been possible until recently to purifL a soluble ABC protein to a high con- 
centration, either as an autonomous bacterial cytoplasmic/peripheral membrane importer 
component, or as the larger bacterial and eukaryotic ABC exporters in which isolation of 
purified soluble protein is made more unlikely due to the fusion of the nucleotide-binding 
domain to the integral membrane component. Separation and overexpression of the 
MalK-like C-terminal240 amino acid cytoplasmic domain of the HlyB exporter generates 
only aggregated protein in inclusion bodies which must be solubilized with urea or deter- 
gent (V. Koronakis unpublished data), as was also encountered with the overexpressed 
MalK protein [ 1001. 

It seemed likely that direct recovery of soluble active HlyB might be achieved by sepa- 
rating the ABC domain from the integral membrane sequences and at the same time en- 
couraging a dimeric tertiary structure, so we recently generated a fusion of the ABC do- 
main of the HlyB exporter (Fig. 4) with the protein glutathione S-transferase (GST) which 
is extremely soluble and believed to be active as a dimer [loll.  The fusion protein GST- 
Bctp retained wild-type transferase activity and demonstrated clear ATP-binding and a 
high level of substrate-independent ATPase activity comparable with maximum levels of 
ABC homologues assayed in vivo [ 1021. 

This suggests that the two protein domains were folded independently, and molecular 
weight chromatography supported the view that the bifhctional fusion protein was active 
as a dimer. In the intact HlyB transporter (Figs, 4 and 5) ,  a dimeric structure is likely to 
be determined and/or stabilized by the N-terminal integral membrane domain, possibly 
upon interaction with the substrate. GST-Bctp bound specifically to ADP-agarose and 
was eluted only by ATP and ADP, affinity behaviour which was confirmed in both the 
full length HlyB and the unfused HlyB cytoplasmic domain synthesized in vitro. Mg2+ 
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enhanced GST-Bctp binding of ATP and ADP analogues, and the stoichiometry in both 
cases was close to equimolar. Binding of MgATP or MgADP induced substantial con- 
formational change in the protein, as demonstrated by resultant protection from proteoly- 
sis. The ATPase activity of the GST-Bctp protein was Mg2+-dependent with a V,, and 
K,,, comparable to the activity of bacterial importers (MalK) and human Mdr proteins re- 
constituted into proteoliposomes, and over an order of magnitude higher than in vitro 
measurements of disaggregated MalK purified from inclusion bodies. The ABC compo- 
nents of both the importing and exporting members of this family of transport systems are 
located on the cytoplasmic side of the membrane. 

As well as transmitting a conformational change directly to the associated transmem- 
brane domainskomponents with the effect of opening or closing a pore structure, the 
ABC domains could also be involved in establishing one part of a ‘ratchet’-mechanism 
[lo31 in which the energy of ATP hydrolysis is used to strip the translocating protein 
from bound chaperones on the cytoplasmic side of the membrane or for inducing a 
translocation competent folding state in the substrate protein. Our results are compatible 
with the view that both conformational change and enzymatic hydrolysis by HlyB could 
be involved in protein secretion. In the homologous mammalian exporters, it is not known 
how the NTP-binding domains interact or complement each other, and in the CFTR pro- 
tein ATP hydrolysis by one of the domains is sufficient to open the channel [ 1041. 

3.1.3. Targetting of hemolysin: association with the HlyB translocase 
Hemolysin is secreted as the mature acylated form of the hlyA gene product proHlyA, 
following the covalent attachment of a fatty acid moiety in a cytoplasmic maturation 
mechanism directed by the dimeric HlyC activator, a putative acyl transferase, and de- 
pendent upon the acyl carrier protein (Fig. 3) [56,61]. This specific and novel HlyC-di- 
rected fatty acylation is required to target the hemolysin toxin to mammalian cell mem- 
branes, prior to forming cation-selective pores and disrupting the host cell [58,105,106]. 
The HlyB-dependent secretion process readily accepts and translocates the non-acylated 
proform of hemolysin (i.e. toxin maturation is not a requirement for HlyBD-dependent 
secretion of HlyA). However, the presence of the fatty acid may modulate the kinetics of 
toxin association with the bacterial membrane, an interesting possibility considering the 
lipophilic nature of substrates exported by certain eukaryotic ABC transporters, i.e. lipo- 
philic drugs by human P-glycoproteins, and the acylated peptide (farnesylated yeast a 
mating factor) by STE6 protein [ 1071. 

The initial targetting of the 1024 residue hydrophilic HlyA protein to the cytoplasmic 
membrane is directed by an unprocessed secretion signal located within its C-terminal 48 
amino acids, and stepwise truncation of this sequence progressively debilitates secretion 
of the (pro)HlyA protein into the cell-free medium, as shown in Fig. 6 [108-1101. Despite 
a lack of primary sequence similarity between the C-terminal targetting signals of the 
toxins and proteases secreted by HlyB homologue-dependent pathways, they do appear to 
share higher-order structural similarities since the E. coli HlyB and HlyD proteins recog- 
nize and secrete the hemolysins and leukotoxins of P. vulgaris, M. morganii, A .  
pleuropneumoniae, P. haemolytica, and the bifunctional adenyl cyclase-hemolysin of B. 
pertussis (the so-called RTX (repeat toxins) family [57,79,80]), and also the proteases of 
E. chrysanthemi [ 1 1 I] and P. aeruginosa, the E. coli bacteriocin COW and the Rhizobium 
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Fig. 6. The C-terminus of the E. coli 1024 residue HlyA protein showing putative features of the uncleaved tar- 
getting signal, derived from primary sequence analyses of the HlyB0secrete.d proteins and extensive site.-di- 
rected mutagenesis (see text). C-terminal truncation of HlyA (shown as the black lollipops at -8, -20, -27, -40, 
-49 residues) leads to a dramatic loss in extracellular toxin, as demonstrated by the Coomassie-stained secreted 
protein in the SDS-polyacrylamide gel. Fractionation and immunoblotting of HlyA protein from cells 
containing the wild-type (wt) HlyA and the -43 and -27 truncated derivatives shows that while secretion-de- 
fective substrate protein can accumulate in the membrane (m) and cytoplasm (c), like the wild-type they do not 

accumulate in the periplasm (p). 

Nod0 protein. Comparison of the C-terminal signal sequences reveals that they contain 
three regions [109]: charged, uncharged and hydroxylated, the last two separated by a 
spacer sequence (Fig. 6). Although typically at the C-terminus of secreted polypeptides, 
similar features have been identified in the N-terminal signal of the secreted COW protein 
[ 1 12; P. Stanley personal communication]. 

Extensive mutagenesis of the C-terminus of E. coli HlyA supports the functional im- 
portance of each of these three regions, in particular the presence and distribution of 
acidic and basic residues in the charged region and the hydroxylated residues at the ex- 
treme C-terminus [109]. Results of subsequent mutagenesis analysis [113] do not appear 
to conflict with this view. The charged region is 20-25 amino acids long, including 6-8 
acidic and basic residues, while the uncharged region is 7-13 amino acids long, rich in 
small, hydroxylated residues and usually has aspartic acid and a basic residue at either 
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end. Plotted as an a-helix, the charged region of the C-terminal signal possesses an imper- 
fect amphipathic character [ 108,1091, which as the helix is stretched (as a 310-helix) con- 
tinues into the uncharged region (Fig. 6). This suggests that the HlyA C-terminal secretion 
signal might adopt a largely helical conformation, which is also felt to be important to the 
function of N-terminal bacterial leader peptide sequences [ 1 141 and mitochondrial import 
presequences [ 1 151 in determining lipid association and influencing translocation in re- 
sponse to transmembrane potential. The hydroxylated cluster is located within the 1 1  C- 
terminal amino acids and generally includes a S/T-L/V-S/T tripeptide motif. Its conserva- 
tion at the extreme C-terminus suggests a common role such as the initial interaction with 
the translocation machinery (specifically HlyB). Such an interaction could precede an in- 
duced conformational change, ensuring that the C-terminal 50 amino acids enter a closer 
association with both the CM and HlyB. 

These views are incorporated in the three-step model outlined in Fig. 7, the sequential 
formation of (i) a membrane lipid-signal intermediate, (ii) an initial signal-translocator 
complex, and (iii) a complete HlyA-translocator complex [57,109]. In contrast to genes 
central to conventional protein secretion in bacteria and mitochondrial import [ 114,1161, 
hlyB and ht’yD can be deleted without causing pleiotropic effects on the cell, thus opening 
the way to experimental differentiation between binding of translocation substrates to the 
lipid bilayer and binding to the specific secretion machinery formed by HlyB and HlyD. 
The proposal that the HlyA signal interacts with first the lipid bilayer and subsequently 
the secretion protein(s), is supported by investigations of targetting to the plasma mem- 
brane with fusions of the HlyA C-terminal signal to non-translocatable globular proteins 
(V. Koronakis, unpublished results). 

3.1.4. Translocation of hemolysin 
Neither intact HlyA, HlyA C-terminal peptides, nor HlyA carrying defective secretion 
signals appear in the periplasm, as is shown in Fig. 6 [ l08,l10,117[. This supports a 
model in which HlyA is exported directly into the medium without a periplasmic inter- 
mediate, analogous to the import of protein to the mitochondrial matrix, in which a junc- 

Fig. 7. Possible early and late steps in the HlyB-dependent translocation of HlyA across the CM and OM dur- 
ing export without a periplasmic (P) intermediate. The N-terminal and C-terminal ends of HlyA are labelled N 

and C, respectively. Filled box at the HlyA C-terminus indicates hydroxylated cluster. 
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tion between the two membranes during translocation has been identified by electron mi- 
croscopy [ 1 181. If the initial stage of HlyB-dependent secretion does involve interaction 
of substrate with the lipid bilayer to gain access to the secretion machinery, this provokes 
interesting analogies with the ‘flippase’ model proposed for the export of lipophilic drugs 
by the mammalian ABC protein, the multidrug resistance P-glycoprotein [ 119,1201, In 
this case, the substrate is predicted to interact directly with membrane lipids prior to in- 
teraction with a substrate binding site on the transporter protein. This model suggests that 
the transporter is not simply a hydrophilic hole which shields the substrate from the lipid 
bilayer [ 1 191. This is especially appealing for the HlyB secretion system since such a pore 
with set dimensions is unlikely to be able to accommodate toxidprotease substrates up to 
1000 amino acids and larger, in contrast to a structure able to open and close (‘breathe’) 
as sections of HlyA pass through. 

By disrupting the proton motive force, or its components, during in vivo HlyBDde- 
pendent export of a C-terminal segment of HlyA, the secretion process has been divided 
into two energetically distinct stages [ I  171. The early stage of secretion requires the total 
protonmotive force (AP), while a late stage, characterized by strong dependence upon pH 
and temperature, does not. The early AP-requirement can be met by either of the dp 
components, the membrane potential (A@) or the pH gradient (ApH). This is also the case 
for conventional processing and transfer of/?-lactamase across the E. coli CM by the Sec 
pathway [ 12 I], but not for mitochondria1 import across two membranes, which requires 
the membrane potential specifically [ 1221. 

The AP requirement for the early stage of the HlyBD-directed secretion is suggested to 
reflect the needs of one or more steps at the CM, such as substrate binding, its subsequent 
release [ 1 171, or perhaps the cytosolic association of substrate with HlyB/(HlyD) protein 
which then inserts into the CM in a AP-dependent manner. The first possibility would be 
analogous to the requirement defined for conventional SecA-dependent bacterial secre- 
tion. In vitro and in vivo experiments have indicated that during conventional protein 
translocation across the CM, membrane association of the pre-protein only requires the 
energy of the SecA ATPase, while AP is required for the subsequent entrance to the pe- 
riplasm once the translocation intermediate has been released from SecA [lo]. Secretion 
of M13 procoat, which does not utilize the SecAN translocase, also requires dp but in 
this case apparently for substrate insertion into the membrane [ 1231. 

It seems likely that one or more of the conventional requirements for AP is shared by 
the early stage of hemolysin export, but in the latter case, subsequent entry into some 
form of energetically primed membrane fusion complex may replace conventional release 
of protein into the periplasm (Fig. 7). In this way, the OM barrier is not confronted di- 
rectly, in contrast to the movement of periplasmic aerolysin which is suggested, surpris- 
ingly, also to require AP to cross this membrane [45]. In such a model, HlyA could by- 
pass the periplasm and cross into the external medium following the formation of a com- 
plete proteinaceous bridge, and possibly by fusing the CM and OM (Fig. 7). Fractionation 
of cells has shown that, when HlyB is absent, HlyA is associated with the CM, whereas in 
the presence of HlyB and the N-terminal two-thirds of HlyD, HlyA is associated with 
both membranes with part of it exposed on the cell surface [124]. One might postulate 
that the truncated HlyD is sufficient to stabilize the structure crossing the two membranes, 
but cannot continue the translocation. On the other hand, cell fractionation of the 
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HlyB/D/TolC homologues PrtD/E/F have suggested that the three proteins are not in inti- 
mate contact in translocation complexes [85]. This would argue against the role of a sta- 
ble ‘pore’ or stabilized adhesion zone and suggests a dynamic translocation machinery, 
perhaps involving only a transient contact between inner and outer membranes. This re- 
mains to be resolved. 

A translocation intermediate in the AP-independent late stage of export has been 
shown to be inaccessible to trypsin in whole cells and spheroplasts [ 1 171, indicating that 
the substrate is still located at the inside of the cytoplasmic membrane, or possibly in a 
HlyB/HlyD-induced or stabilized membrane contact site. The requirement for AP is 
therefore not a result of translocation to the OM and beyond. While this late stage could 
be driven directly by HlyB, e.g. by ATP binding andor hydrolysis, but it is also possible 
that this movement needs no additional energy. The persistence of late-stage secretion in 
the presence of high levels of AP-uncouplers [ I  171 supports the latter possibility as does 
analogy with the bacterial signal peptide-dependent secretion process [9-1 I ]  and protein 
import into microsomes and mitochondria [ 125,1261, all of which require ATP hydrolysis 
early in the process. Further parallel with the conventional SecA-dependent translocation 
[9,121] suggests that the early requirement for total protonmotive force (dp) in the HlyB- 
dependent mechanism probably reflects the needs of substrate association with the CM 
translocation machinery and transfer across the CM. 

3.2. An alternative signal peptide-independent mechanism? Proteins involved in cell 
invasion and motility 

The hemolysin secretion process is as yet the only clear example of complete secretion 
which is independent of the signal peptide-directed CM translocation, but recent work 
indicates that further signal-peptide independent processes may account for important 
features of flagella assembly and also the export of a wide range of surface proteins in- 
volved in bacterial invasion of mammalian host cells and possibly bacterial cell differen- 
tiation. There are for example no cleaved signal peptides on the secreted outer membrane 
proteins of Yersinia enterolytica and related species [ 1271 (termed Yops, e.g. YopH, 
YopQ YopE etc.) which are essential for invasive virulence, e.g. cytotoxicity, platelet ag- 
gregation and antiphagocytic activity, although targetting information may be present at 
the N-terminus. The gene yscC of the virC locus (~scA-yscM), has been shown to be in- 
volved in Yop secretion and its product appears to share a relationship with the Klebsiella 
PulD protein needed for the pullulanase (GSP) secretion. The YscC protein has been 
shown to be closely related to the MxiD protein of Shigellaflexneri which is required for 
the proper membrane localization of Ipa (invasion) proteins which are involved in many 
aspects of the invasive process, entry intro eukaryotic cells, contact-mediated hemolysis 
and lysis of the phagocytic vacuole [128-1301. A further homologue of the GSP proteins 
YscC/PulD/MxiD is HrpA (hypersensitive response and pathogenicity), a protein of the 
plant pathogen Pseudomonas solanacearum that is believed to be involved in eliciting 
host plant responses, presumably by means of bacterial surface or cell-free molecules 
[ 13 11.  That this signal peptide-independent process may share characteristics with the 
signal peptide-dependent GSP is intriguing in that it suggests that certain helper proteins 
may be involved in junction points connecting the different secretion pathways. 
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Homologies continue to be revealed throughout the invasion proteins of Yersiniu, 
Shigefh and Sufmoneflu [ 128,1301, and it seems that a novel and common secretion proc- 
ess may be crucial to the extracellular localization of virulence and motility related pro- 
teins in these bacteria. Central to the production of Yops by Yersiniu is the IcrD gene 
product, the regulator of the ‘low calcium response’ during which surface proteins and 
virulence are induced by physiological controls, particularly calcium and temperature. 
LcrD is a ca. 70-kDa inner membrane protein predicted to have eight amino terminal 
transmembrane segments that anchor a large cytoplasmic carboxy-terminal domain to the 
inner membrane. Two close relatives are the invasion proteins VirH (MxiA) of Shigellu 
and InvA of Sulmonelfu, which are required for the presentation of analogous virulence- 
related proteins on the cell surface [132,133]. Other known members of this emerging 
family include the FlbF and FlhA proteins which are needed for the appearance of flagella 
on the surface of Cuufobucter and E. coli, respectively [134,135]. A further member of 
this family, the SwaA protein of migratory Proteus mirubifis, has been found to be central 
to flagella production, invasion of eukaryotic cells and also the differentiation from vege- 
tative to aseptate swarm filaments (Gygi, Bailey, Allison and Hughes, unpublished re- 
sults). The secretion mechanism associated with this novel family of proteins apparently 
shares features with both HlyB-directed signal peptide-independent secretion and also the 
GSP. It will be of particular interest to discover what fimctional relationships underlie 
these secretion mechanisms. 
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CHAPTER 2 1 

Periplasm 

MANFRED E. BAYER and MARGRET H. BAYER 

Fox Chase Cancer Center, Institute for Cancer Research, 7701 Burholme Avenue, Philadelphia, 
P A  19111, USA 

I .  Introduction: definition of the periplasm and its activities 

This chapter addresses current views on the structural and hct ional  organization of the 
periplasm. Selected topics are meant to serve as examples for models of pathways in the 
macromolecular transfer across envelope membranes and periplasm. 

Periplasm is a concept pertaining to the envelope of Gram-negative bacteria, and com- 
prises the molecules and ions that are localized within the space between the inner mem- 
brane (IM) and outer membrane (OM). The periplasmic space can be considered as a 
trans-shipment region carrying out the traffic between the interior and exterior of the cell. 
The periplasmic space is accessible in the intact bacterium from the cell's environment 
via three classes of transport pathways: (1) the non-specific protein assemblies, pores of 
the OM which allow passage of small, hydrophilic solutes; (2) via specific protein chan- 
nels [ 13; (3) whereas larger molecular weight substrates are bound with high affinity and 
specificity, and are actively transported across the OM [2,3]. From the cytoplasmic side, 
the periplasm is accessed with the help of a variety of transport mechanisms. Molecular 
transport across the IM from inside the cell may have different requirements for insertion 
of N- or C-termini of proteins such as leader peptidase [4] and may either terminate with 
parts of the exported molecule exposed at the outer surface of the IM, or the excreted 
molecules will remain in the periplasm. Furthermore, the molecule may be targeted for in- 
sertion into the OM or be destined for release from the cell surface [5]. To achieve this 
latter translocation, specific signal motifs within the polypeptide or on the folded mature 
molecule will be recognized by an export machinery [6]. An alternative pathway, namely 
a temporary or continuing contact of the newly synthesized molecule with a membranous 
environment can be provided by localized membrane connections between IM and OM, 
such as the membrane adhesion sites (Fig. 1) [7,8]. As discussed later, these sites appear 
to serve in both macromolecular import and export. The question of whether the ad- 
hesions can be described as contacts (Fig. 2(1)), fusions of IM and OM (Fig.2(2)) or 
pores (Fig. 2(3)) will have to be addressed by further research. Current evidence points 
towards the existence of contacts between IM and OM (Fig. 2( 1)). Extracellular secretion 
of enzymes and toxins, without affecting the envelope membranes, appears to use trans- 
location machineries of diverse pathways which are shared by a variety of Gram-negative 
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Fig. 1.  Ultrathin section of plasmolized and conventionally processed E. colr. Numerous IM/OM adhesion sites 
are visible. Insert: Plasmolized, impact-frozen and cryo-substituted E. coli. Note the absence of adhesion sites. 

bacteria. The possibility of a periplasmic transport via vesicle budding from the IM and 
fision with the OM (Fig. 2(4)) has not been substantiated experimentally. 

The periplasm contains a large number of proteins that have been classified in major 
groups 191: (a) binding proteins for amino acids, carbohydrates and vitamins; (b) enzymes 
involved in scavenging and detoxifying activities; and (c) a group of other diverse pro- 
teins. The conventional mechanism of entry from the intracellular compartment into the 
periplasm occurs either post-translationally or co-translationally with the cleavage of the 
protein by signal peptidases. Other exported proteins are not cleaved and do not appear to 
use the periplasmic route [5,10]. Periplasmic binding proteins interact with incoming sub- 
strate [ 1 13 and facilitate its fhrther translocation to the target at the IM. 
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Thus, the periplasm comprises not only the mixture of resident molecules, but it also 
houses those which are temporarily present during their import into the cell as well as 
during their export to the outer membrane, where they are assembled to form multimeric 
products such as fimbriae, protein pores and receptors for viruses, vitamins and colicins. 

For the import of larger molecules (cobalamines, siderophores), pathways across the 
OM are available which catalyze active transport and release the incoming substrate from 
the OM into the periplasm [3]. Furthermore, substrates may be targeted to take the route 
via bridge-like structures, the adhesions between OM and IM, thereby circumventing the 
periplasm altogether. It has been well established that receptors for uptake of some nutri- 
ents are shared with the sites of interaction of colicins and bacteriophages. According to 
electron microscopic and kinetic studies of bacteriophage adsorption [8,12], virus parti- 
cles appear to adsorb irreversibly to membrane adhesions and use these areas as DNA in- 
jection sites. 

Two polymer species are permanent residents of the periplasm: (a) peptidoglycan (PG) 
and (b) membrane-derived oligosaccharides (MDO). Peptidoglycans form the shape-de- 
termining structure in the cell wall of a bacterium and include a group of closely related 
structures termed mureins, which comprise a large sacculus entirely made of sugar chains 
and peptide side chains. Although the chemical structure and biosynthesis of PG is well 
known, its physical arrangement in the periplasm is not unambiguously established. 

The MDOs contain glucose as sole sugar substituted with phosphoglycerol, ethanola- 
mine and succinyl ester groups. Their synthesis is controlled by the osmolarity of the 
environment of the cell, with low osmotic pressure of the growth medium enhancing their 
synthesis significantly [ 131. MDOs exhibit a variable negative charge and have also been 
described as affecting the shutter fhnctions of OM pores [14]. Another oligosaccharide 
group deserves to be mentioned here. The genus Rhizobium produces periplasmic cyclic 

1 2 3 

4 5 

Fig. 2. Diagram showing modes of membrane contact, (1-3) periplasmic vesicle formation plus fusion (4) and 
diffusion (5) as mechanisms for translocation of proteins and polysaccharides. CY, ctyoplasm; PG, 
peptidoglycan; PE, periplasm (or space opened during plasmolysis); Ch, chaperone; IM, inner membrane; P, 

protein; OM, outer membrane. 
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glucans which are made of 11-13 glucose units per ring, with a phosphocholine associ- 
ation [15]. The function of these glucans as a periplasmic component has not been 
established. 

2. Osmotic pressure; release of periplasmic proteins 

If the periplasm is isotonic with the cytoplasm, the high concentration of cations in the 
periplasm relative to that in the environment will cause a hydrostatic pressure which is 
higher than that of the cell’s environment. Thus, an outwards force is exerted against the 
shape-determining peptidoglycan sacculus. Without an intact peptidoglycan, the OM and 
IM would yield to the pressure, especially under shock conditions; large hernia-like ex- 
trusions of membranes will therefore develop [ 151, an effect also encountered when the 
peptidoglycan is weakened as a consequence of unbalanced autolytic activity or antibiotic 
action [16]. The osmotic pressure within a cell depends largely on the osmotic condition 
of the environment [ 171. High osmolarity of the growth medium induces an increased up- 
take of ions such as potassium, glutamate and proline and a water loss from the cyto- 
plasmic compartment. E. coli tolerates short periods of relatively high osmotic pressure. 
Brief exposure to 30% (w/v) sucrose in L-broth has no effect on the colony formation, 
whereas higher sucrose concentrations were found to reduce colony counts [ 181. Sudden 
increase in external osmotic pressure causes plasmolysis, an outflow of water from the 
cytoplasm and the retraction of the IM from the OM, accompanied by an opening up and 
widening of the periplasmic space [7,8]. The bridge-like adhesion sites have been ob- 
served to rupture at high osmolarities, for example in 35% sucrose [ 181. 

Sudden reduction of the external osmotic pressure (hypo-osmotic shock) of cells hav- 
ing previously adjusted to high osmolarities, for example, from 20% sucrose into water, 
may cause a large rate of cell death with 1% or fewer colony-forming survivors [15], 
whereas relatively light shocks allow most of the cells to survive. The sudden increase in 
pressure, exerted by the swelling cytoplasm on the peptidoglycan-encased periplasmic 
compartment, causes periplasmic components to be ejected through the OM into the me- 
dium. Aiding this release are pretreatments, such as a partial removal of lipopolysaccha- 
ride by EDTA and lysozyme from the OM [ 191. A release of periplasmic proteins occurs 
also in envelope-defective mutants which lack proteins essential for the integrity of the 
OM [20] or in spheroplasts, as well as after chloroform treatment [l 13. Periplasmic-bind- 
ing proteins may undergo conformational (hinge-bending) changes after binding with the 
substrate. This has been shown in X-ray crystallographic studies of maltodextrin-binding 
protein complexes [ 2  11 and suggests an IM receptor differentiation between bound and 
ligand-free protein which would affect targeting to the 1M and subsequent translocation 
into the cytoplasm. In addition to their function in transport, periplasmic-binding proteins 
play key roles in the chemotactic responses to the powerhl attractants aspartate/serine; 
glucose/galactose; ribose/maltose. Secondary receptors represented by integral IM pro- 
teins bind specifically the complexes of protein and chemotactic molecules and link perip- 
lasmic signals to the flagellar motors [22]. Furthermore, they serve as detectors of other 
environmental conditions such as pH and temperature. 
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3. Molecular access to the periplasm; difision events 

For a charged molecule to reach the periplasm from the environment of the cell, the first 
barriers are the strong negative charges of the molecules of the bacterial capsule and of 
the 0-antigen and core region of the LPS. Added to the charge effects is the reduction in 
the diffusion rate of the entering molecule due to steric hindrance by these macromole- 
cules. The second barrier consists of the variety of hydrophilic pores whose tertiary struc- 
ture defines the pore openings [23] and provides channels open to molecules with mol- 
ecular sizes not exceeding approximately 700 Da [24]. Pores can assume open and closed 
states. Depending on the area density of open pores, a molecule that is already positioned 
near the cell surface may collide with the cell many times before a successhl entry into an 
open pore can be gained. Calculations showed (Litwin and Bayer, unpublished) that 
closing of 50% or 75% of the randomly distributed pores of a computer-simulated E. coli 
surface increases the time of random walk, which ends in successful entry of an open 
pore, by factors lo2 to lo3 times. Furthermore, the presence of exopolysaccharides 
(capsular and 0-antigens) will impede the free movement of the walk along the cell 
surface and thus prolong the travel time significantly. 

Once a molecule has gained entry into the periplasmic domain, it will encounter the 
structural elements of the murein sacculus. The peptidoglycan has been viewed as a sheet 
of murein [25], which is associated with the OM by two types of linkages: (1) via the co- 
valently linked lipoproteins [26] that reach into the OM lipid domain and (2) via tight as- 
sociations to the OM porins such as OmpF and OmpC [27]. The total number of linkages 
has been estimated to several hundred thousand contacts between the murein and the OM. 

4. Periplasm and periplasmic space 

With the aid of the electron microscope, the periplasmic space was observed early on in 
ultrathin sections of fixed, dehydrated and resin-embedded eubacteria [28], as well as in 
cryo-fixed, freeze-fi-actured enterobacteria [29,30] and was seen as a space between the 
boundaries of the OM and IM with a width of 7-15 nm. In other preparations, a separate 
thin layer of 2.5 nm thickness was visible stretching more or less parallel to a wavy OM 
[31]. Due to its sensitivity to lysozyme treatment [32], this structure was interpreted as 
representing the peptidoglycan sacculus. The peptidoglycan layer was often found to be 
adjacent to a layer of globular protein localized to the inner contour of the OM [28,32] 
(Fig. 3A). In most of these studies, the periplasmic space was found to be a more or less 
featureless domain of generally low contrast. 

In more recent studies, two procedural systems were employed that were designed to 
minimize cell extraction and shrinkage, both of which had been shown to occur during 
fixation and cell dehydration [30,33]. One of these procedures employs aldehyde fixation 
in combination with a progressive lowering of the temperature during dehydration (PLT 
method) and subsequent low temperature embedding [34]. In the other group of proce- 
dures, the initial chemical fixation is circumvented by rapid freezing of the specimen and 
subsequent cryo-sectioning [35] or cryo-substitution followed by embedding in suitable 
resins [36,37]. Use of either of these methods revealed a different aspect of the periplas- 
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Fig. 3. Envelope structures after different preparation methods. (A) Cross-sectioned cell envelope after 
conventional preparation of slightly plasmolized cell. Arrow indicates adhesion site. (B) Cross-sectioned cell 
envelope after low temperature fixation and cryo-substitution. Periplasmic gel and peptidoglycan are shown in 
one compartment. A peptidoglycan layer is no longer identifiable. OM, outer membrane profile plus particulate 
layer; PG, (1-3 layered) peptidoglycan (its relation to adhesion sitcs is not established); IM, inner membrane 

profile; CY, cytoplasm plus ribosomes; P, periplasm spanning the area between PG layer and IM. 

mic space. Instead of a low density domain of variable thickness between OM and IM, the 
area was now observed as being filled with an electron-scattering (contrast-generating) 
substance. These results were more pronounced when preparations were examined with a 
scanning transmission microscope operating in Z-contrast mode, in which the contrast is 
largely dependent on the atomic composition and concentration [3 81. From these results, 
Hobot et al. [34] derived a model of the periplasm in which the peptidoglycan forms a 
diffuse gel (the ‘periplasmic gel’) with zones of varying degrees of hydration (Fig. 3B). A 
study of a variety of similarly prepared Gram-negative bacteria showed that the thickness 
of the periplasmic domain seems to depend on the bacterial species and ranges from 
approximately 10-25 nm [37,39]. Using a different method of rapid cryo-fixation, the 
width of the periplasm of E. coli B and E. coli K29 was measured to be 13.7 < 2.4 nm, 
but varied in some cells to reveal a space of more than 25 nm [ 181. 

Based on these results and on assuming an average cell diameter of 1 p m  (and a length 
of the bacterium between 2.2 and 3 pm), the volume of the periplasmic space can be esti- 
mated as being approximately 10% of the total cell volume; however, higher estimates 
were also reported [40]. The cell width has been determined after freeze-fracturing of un- 
fixed E. coli B, grown in L-broth with a generation time of 23-25 min [30]. Other growth 
conditions will result in smaller cells and smaller envelope dimensions [41]. This result is 
in general agreement with measurements of a sucrose-permeable space which is corre- 
lated to the periplasmic volume and which was estimated to be 5% of the cell volume 

The importance of such spatial considerations becomes clear when the requirements 
are considered for the biochemical and physical behavior of periplasmic components such 
as electron carriers, enzyme complexes, binding proteins, and oligosaccharides. A group 
of Gram-negative bacteria are known to contain in their periplasm large quantities of 
redox proteins constituting up to 15% of the soluble bacterial protein; to accommodate 
these proteins, a periplasmic space of -50 nm width had been suggested [42]. Although 
these latter biochemical estimates appear to be high, one might expect a variation among 
different cell strains. Recent electron microscopic results of cryo-prepared bacteria point 
towards an average periplasmic width of 10-25 nm [37]. Such measurements are averages 

~ 4 1 .  
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only, since cells cryo-fixed with a different procedure show a variable, uneven width of 
the periplasm and also exhibit areas of contact between IM and OM [18]. The contribu- 
tion of the peptidoglycan to the spatial arrangement between OM and IM has been 
addressed in a study using neutron scattering of isolated peptidoglycan sacculi. 
Labischinski et al. [43] measured the surface of the murein sacculus to be 75-80% single- 
layered and 20-25% triple-layered. The thickness of the single layered part was estimated 
to be 2.5 nm, that of the triple-layered part 7.5 nm. The results would be not incompatible 
with recent electron microscopic data: a ‘somewhat fuzzy’ region of 5-7 nm was meas- 
ured in thin sections of isolated purified peptidoglycan [34], and Leduc et al. [44] found, 
after special staining, a sacculus thickness of 6.6 < 1.5 nm in ultrathin sections of E. coli. 

The contribution of the 75-80% of single-layered peptidoglycan of 2.5 nm thickness to 
the entire periplasmic space is relatively small. Therefore, the contribution to the contrast 
in some of the electron micrographs, which seems to be ‘filling’ the space (see, e.g. [37]), 
would have to come only partially from the ‘triple-layered’ peptidoglycan, but largely 
from the periplasmic proteins which contribute to approximately 4% of the total protein 
content of E. coli [45]. Preliminary electron microscope data from our laboratory suggest 
that the membrane-derived oligosaccharides fail to provide a significant contrast en- 
hancement in either PLT or cryo-fixed preparations. 

5. PEasmolysis; osmotic condition of the periplasm 

An osmotic pressure of 5-6 kg/cm2 has been measured in E. coli [46]. This turgor forces 
the cytoplasmic contents plus the surrounding flexible plasma membrane (IM) into the 
shape provided by the peptidoglycan. Without the maintenance of a controlled synthesis 
of peptidoglycan during growth and extension of the cell envelope ([47], see also Chapter 
7), the hydrostatic pressure from within the cell will drive the IM plus cytoplasm through 
any weakened area of the cell wall, and will cause eventually disruption of the membrane 
and cell death. Plasmolysis occurs when the osmotic pressure of the environment exceeds 
the pressure that maintains IM and OM in apposition. In the last century, plasmolysis was 
observed in plant cells [48] and in bacteria [49] and revealed plasmolysis bays as well as 
the separation of the envelope into plasma membrane and cell wall. To induce plasmo- 
lysis, E. coli is exposed to concentrated solutions of saccharides (sucrose, mannose) to 
which the IM is impermeable, or to NaCl concentrations of, for example, 0.25 M. In E. 
coli and Salmonella anatum, plasmolysis is dominated by two structural features: (1) the 
cell shrinks away from the OM and forms several inward cavities or bays, most often at 
one, sometimes at both cell poles; these bays can be readily observed in the light micro- 
scope; (2) at much of the cylindrical part of their envelope, plasmolyzed cells show a 
varying degree of separation of the IM from the OM. This can be seen in the electron 
microscope after conventional fixation (Fig. 1) or plunge-freezing and cryo-substitution 
(Figs. 4 and 5). 

Plasmolysis is a relatively short-lived reversible condition. The cell achieves the rever- 
sal by an uptake of inorganic ions such as potassium, or by the uptake of proline, polyols 
and polyamines. Within limits, the uptake re-establishes a positive turgor pressure. A re- 
covery is achieved in moderately strong osmolarities only (in 700-850 mOsm of sucrose 
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in growth medium, for example), whereas higher concentrations cause loss of viability in 
E. coli, as well as structural disruption of the zones of membrane adhesions [18]. I t  has 
been shown that the effect of osmotic stress correlates with the water activity (an ex- 
pression of the ratio of vapor pressure of the solution over that of water). For E. coli to 
grow, a limiting numerical value of 0.93 was found; extreme pressure represents a value 
of 0.75 found in halobacteria, and bacterial life does not seem to be possible at values 
below 0.66 [50]. 

Stock et al. [40] concluded that the osmotic pressures in the cytoplasm and periplasm 
are equal; for this to occur, molecules larger than those able to pass the pores of the OM 
will provide the osmotic conditions of the periplasm. A contributor to this function is the 
group of membrane-derived oligosaccharides [ 131 whose synthesis is regulated by the 
osmotic pressure of the growth media. At low osmotic strength, their synthesis was found 
to be 16 times as high as in 0.4 M Na concentrations. The contribution of the murein to 
periplasmic osmotic conditions at either of its proposed structural aspects, as highly hy- 
drated gel or as more condensed, largely rnonolayered sheet, is not known. 

Fig. 4. Electron micrographs of plasmolized and subsequently cryo-fixed and cryo-substituted E. co l~  B. 
Crossing the periplasm are membrane adhesions differing in size. (A) Typical adhesion. Note the tight contact 
between inner and outer membrane (see Fig. 5b). (B) Small contact of outer and inner membrane (see Fig. 5a). 

(C) Membrane contact at rim of polar bay. 



455 

OM 

P 

IM 

OM 

P 

C 
Fig. 5 .  Envelope membranes in plasmolized E. coli after cryo-fixation and cryo-substitution. (a) Represents 
membranes near polar bay; (b) adhesion site; (c) overview of cell. P, periplasmic space; OM, outer membrane; 

IM, inner membrane, CY, cytoplasm. 

6. The physical state of the periplasm; viscosity 

A molecule entering the periplasm is confronted with a large variety of molecular species. 
If one assumes that a viscous periplasmic gel exists in the periplasmic space, the molecu- 
lar travel in the periplasm would be quite restricted, especially within the suggested 
denser parts of the peptidoglycan. The average dimension of openings in highly 
crosslinked murein has been estimated to be approximately 5 X 2 nm [51]. A varying de- 
gree of hydration of the murein and its partially triple-layered organization, as well as the 
number of periplasmic binding proteins and their large copy number (for example, E. coli 
may have 30 000 copies of maltose binding proteins per cell) will generate a relatively 
close packing with restricted freedom of molecular motion. Experiments in which labeled 
proteins were inserted in the periplasmic space seem to support this view. When the lat- 
eral diffusion rate of maltose binding protein was measured by photo bleaching recovery, 
a diffusion coefficient of 0.9 X lO-'O cm2 s-I was observed [51]. This value is lo3 times 
lower than that for water, and about lo2 times lower than that for a similar-sized protein 
in the cytoplasm. Thus, the lateral diffusion through the periplasm is extremely slow. This 
finding does to some degree cause difficulties in the interpretation of data showing rela- 
tively rapid responses of the cell, for example to adsorption of bacteriophages or to che- 
motactic signals. Thus, molecular transport will have to overcome the high viscosity of 
the periplasm. Several mechanisms to bridge the periplasmic space have been suggested, 
including those which would imply the structurally well-defined OM/IM contacts, the 
adhesion sites. 

Photo bleaching recovery measures diffusion in the lateral direction, but fails to meas- 
ure movement across the periplasm. This fact may still allow for the existence of perip- 
lasmic compartments in which the diffusion rate could be high, possibly approaching that 
of water. These compartments would have to be sealed off from the rest of the periplasm 
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for example by tight-fitting periplasmic annuli [52]. However, this is unlikely to be the 
case since a lack of tightness of membrane sealing along the annuli has been reported 
[53]. A different mechanism of transport across the periplasm was suggested by Brass et 
al. [51], who envisaged a semi-ordered chain of binding proteins that would facilitate a 
transfer of molecules from one binding protein to the adjacent neighbor. Ultrastructural 
evidence for such aggregates is not available; rapid immobilization of molecules by cryo- 
microscopy might provide the answer, however, with due concern regarding the pitfalls in 
the interpretation of results of various rapid freezing procedures [ 181. 

7. Contacts between ouler and inner membrane 

The electron microscope and, to some extent, also the light microscope, have provided 
solid evidence for the presence of connections between IM and OM in plasmolized Gram- 
negative bacteria. Several types of membrane associations can be considered, with their 
main feature being a close contact between outer and inner membrane (Fig. 2). Contacts 
between adjacent membranes have been amply observed in eukaryotic organelles and are 
best exemplified by mitochondrial membranes. Inner and outer membrane contacts were 
first described by Hackenbrock [54] in thin sections of liver mitochondria and by 
VanVenetie and Verkleij [55] in freeze-fractured mitochondrial preparations. The number 
of contacts was found to increase during oxidative phosphorylation, and an outer mem- 
brane pore which binds hexokinase (in brain and liver mitochondria) was localized to 
contact sites [56] ;  from lipid composition and dynamics of liver mitochondria, two 
populations of contact sites were described, constituting, respectively, the IM and OM 
portion of the contact zone [57]. An integral membrane protein of the pea chloroplast was 
identified as the receptor for protein import into chloroplasts and was localized to areas of 
IM/OM contact [ 5 8 ] .  Although the envelope of Gram-negative bacteria such as E. coli B 
appears to have structural features which are in many aspects similar to those of mito- 
chondria, the major fhctional difference is that in the bacterial cell, all envelope compo- 
nents are synthesized within the cell, and may, after passage through the inner membrane, 
be incorporated in the outer membrane or released from the cell into the environment. 

8. Structures crossing the periplasmic domain 

8. I .  Flagella 

The structural design of a flagellum of E. coli and Salmonella has been studied exten- 
sively by both electron microscopy and by genetic procedures. The flagellum is anchored 
with its basal body in the cytoplasmic membrane. The rotational motor is localized at this 
site. The basal body shows two inner rings which are positioned in the periplasm and two 
outer rings in the OM and IM, respectively [59]. The flagellar motor system will react to 
periplasmic signals from energy-transducing and switching components which affect its 
rotational direction. Growth of the flagellum is proposed to occur by passing monomeric 
flagellin from the cytoplasm through the central hole of the filament to assemblage points 



457 

at the distal tip [22]. During plasmolysis of flagellated E. coli, the outer and inner mem- 
branes are held together at the flagellar insertion site as seen in ultrathin sections [60]. In 
other bacteria such as spirochetes, the flagella are polar and remain localized largely in 
the periplasmic space. 

8.2. F pili 

E. coli HfrH forms approximately one F pilus per cell. Ultra-thin sections of plasmolyzed 
cells revealed the insertion site of the pilus at an innerlouter membrane adhesion [8]. In 
these preparations, the F pilus was made visible by adsorbing the pilus-specific RNA 
phages (either MS2 or R17) before induction of plasmolysis and fixation. 

8.3. Membrane adhesion sites 

Plasmolysis of Gram-negative E. coli reveals two distinctive types of structures that 
bridge the periplasm: ( I )  Discrete domains exist at which OM and IM remain attached to 
each other forming 100-200 connections [7]. At the site of adhesion, the inner membrane 
is closely associated with the inner contour of the outer membrane (Fig. 4) .  The size of 
the contact zone varied from approximately 20 nm to over 100 nm. The cross-sectional 
view of the extended portion of the IM at the smaller adhesion zones (before the IM 
makes contact with the OM) is more or less circular, with a central opening. Figure 1 
shows that cells whose widened space between IM and OM is sectioned in a grazing 
plane, reveal more or less circular IM portions of adhesion sites. (2) Freshly plasmolized 
cells also show large vacuole-like invaginations of the inner membrane; these ‘bays’ are 
visible in the light microscope [16,49,49a,52,61] and are placed either at one or on both 
poles of the cell and along the side of the cell. The location of the ‘bay’ areas has been 
associated with current and future sites of cell division [62]. In this model, the adhesions 
along the bay are proposed to be continuous annuli, sealing off the contents of the bay 
from the rest of the periplasmic space. However, our data [I81 and those of Anba et al. 
[53] suggest that the contact is not tight but rather incomplete along the adhesion areas 
surrounding a polar or a lateral bay. Therefore, it appears unlikely that’the contents of a 
‘plasmolysis bay’ are effectively separated from the rest of the periplasm. 

8.4. Bacteriophage infection 

When bacteriophages adsorb to either plasmolized or unplasmolized E. coli, they do so by 
adsorbing to areas that coincide with membrane adhesion sites [12]. Thus, the virus is 
seen to inject its DNA into a structure that might protect the nucleic acid from exposure to 
the periplasmic nucleases. The phages that adsorb preferentially to adhesion sites were E. 
coli phages TI,  T2 to T7, PhiX174 and BF23, as well as the capsule-penetrating E. coli 
phages K26, K29 and KI [ 12,63,64,65]; and LPS degrading Salmonella phages P22 [66], 
epsilon 15 and epsilon 34 [8]. 

The data suggest that the sites of membrane adhesions are also sites for entry of the 
DNA of very different classes of bacteriophages. In vitro experiments showed that a 
forced contact of OM vesicles with IM lipids can trigger a release of phage T4 DNA [67]. 
The notion that the adsorbing bacteriophages may generate adhesion zones in vivo is not 
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supported by the finding that the number of adhesion sites in E. coli was not increased 
following adsorption of either phage T2, T5 or PhiX174. Furthermore, the capability of 
phage particles to ‘find’ adhesion sites is largely lost in super-infecting phages; this ex- 
clusion effect is already observed within 1-5 min after primary infection of the cell with 
homologous phage T2 [63]. More than 50% of super-infecting phage T2 are not posi- 
tioned over adhesion sites and remain adsorbed with partially filled heads indicating a 
defective signal for DNA release; furthermore, DNA that has been released from most of 
the super-infecting phages is degraded in the periplasm. A significant difference in the 
number of adhesions before and after T2-super-infection was not observed. 

9. Preservation of periplasmic structures 

Membrane adhesions were visualized by electron microscopy of a variety of conven- 
tionally fixed plasmolized E. coli strains as well as in Salmonella anaturn and 5’. 
typhimurium strains [8,65,66]. When a group of cryo-methods such as PLT or impact 
cryo-fixation, were employed [34,68,69], the membrane adhesions and even the large 
plasmolysis ‘bays’ were not observed (see also Fig. 1, insert). However, a subsequent 
comparative study of a variety of freezing methods revealed significant differences in the 
structural preservation of cryo-fixed cell envelopes, depending on the type of freezing 
process used [ 181, While both the freezing by impact of the specimen on a cold metal 
surface as well as the PLT method failed to maintain plasmolysis bays and adhesion sites, 
other methods of rapid freezing, namely plunging the cells into a cryo-liquid, were found 
to preserve the plasmolysis bays and membrane adhesions. A combination of UV-flash 
photo-crosslinking [ 181 and plunge-freezing plus cryo-substitution increased the preserva- 
tion of well-defined membrane adhesions, with their number approaching that of approxi- 
mately 50 per cell. High resolution micrographs of these cryo-fixed sites revealed the 
distance at the contact between OM and IM to be less than 5 nm, leaving a narrow space 
stainable with uranium ions (Fig. 4A) or lanthanides [70]. Also, broader areas of mem- 
brane apposition were observed which were mainly at the borders of large bays. There the 
two membranes are separated by a gap of 10-50nm; apparently at these areas the 
membranes are held together by small intermittent ‘spotwelds’, which also represent sites 
of membrane contact as close as those of the more obvious adhesion sites (Fig. 4B). Our 
recent data indicate that periseptal annuli represent a ‘multiple spot-welded’ zone of 
IM-OM contacts with many zones of non-adhering membrane portions between the 
contact areas [ 181. These data suggest that the periplasmic space is interwoven with at 
least 50, and possibly several hundred, membrane bridges that form contacts of varying 
structural stability (Figs. 1 and 5). 

10. Examples of export pathways: periplasm and membrane adhesions 

The molecular architecture of the cell envelope requires that OM constituents and mole- 
cules destined for export will either have to be transported through the periplasmic space 
or via membrane adhesion sites or other, as yet undiscovered conduits. 
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10.1. Polysaccharides; rate of LPS conversion 

Export of the oligo- and polysaccharides of the cell surface is a vectorial translocation 
process, in which multi-enzyme systems deliver the macro molecules from their place of 
synthesis, the inner membrane [71] to the exterior plane of the outer membrane. 
Localization of newly synthesized LPS after induction of LPS production in galactose- 
epimerase-less mutants had revealed patches of the exported antigen on the cell surface; 
the patches coincided with adhesion sites, whereas periplasmic label was not observed 
[72a]. We used another approach, namely a conversion of LPS, whose change in serotype 
was induced with bacteriophage epsilon 15. We observed 2 0 4 0  cell surface domains 
which exhibited new antigenic reactivity and localized to adhesion sites [72b]. The new 
LPS also represents the receptor for phage ~ 3 4 .  When phage ~ 3 4  adsorption was used to 
measure the presence of newly exported LPS, the phage conversion was observed to 
commence 70 s after the phage E 15 had been added to the culture of S. anatum. The time 
needed for adsorption and the response of the cell membrane to attachment of phage E 15 
is 45-55 s under these experimental conditions [73]. During the following 15-25 s, DNA 
injection has to take place, and subsequently the enzymes necessary to synthesize the new 
0-antigen have to be synthesized and become functional. Thereafter, the converted LPS 
will have to be synthesized and transported to the OM. In summary, it takes possibly a 
few seconds to transcribe and translate proteins followed by protein folding [74a,b] of the 
group of (at least three) enzymes, plus a time span for synthesis and export of the new 0- 
antigen. The timescale for each of these steps within the 10-25 s is difficult to establish. 
However, the alternative pathway for LPS to diffuse across a highly viscous periplasm 
might require considerably more time than that involving membrane adhesions. The elec- 
tron microscope showed that not only immunolabel specific for the newly synthesized 
LPS is accumulating over adhesion sites, but also ~ 3 4  virus particles were positioned over 
adhesion sites. Significant label of the periplasm was not observed. 

A similar localization was found for membrane domains involved in the export of cap- 
sular antigens. In these studies, the periplasmic domain did not reveal capsular antigen 
either [65,75]. 

10.2. Peptidoglycan 

In order to allow for a cell to grow, to extend its surface and to form a septum, the bag- 
shaped murein polymer has to be opened to provide acceptor sites for subsequent inser- 
tion of new building blocks [33,47] (see also Chapters 4, 7). A controlled action of en- 
zymes such as the murein hydrolases is responsible for shaping the sacculus. Localization 
of the corresponding hydrolytic enzymes has been performed at a wide range of resolution 
by a variety of methods [76]. More recently, for example, immuno-electron microscopy 
was used to locate the prevailing autolysin, the soluble lytic transglycosylase; most of the 
enzyme was localized to the outer membrane domain and, in isolated murein sacculi, to 
the outer surface of the peptidoglycan [77]. This would support a model predicting a 
layered surface growth of the sacculus. Interestingly, although the enzyme is classified as 
periplasmic, it is strongly bound to the substrate and is not released by osmotic shock. 
Such a strong muramidase binding to murein has also been observed in Bacillus subtilis 
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[78] and in Streptococcus fuecium [79]. The data support the notion that the periplasmic 
domain in E. coli contains significant amounts of immobile constituents. 

i 0.3. Fimbrial proteins 

A typical example for periplasmic transport are fimbrial proteins which assemble to the 
filamentous organelles responsible for bacterial attachment to the glycolipid and gly- 
coprotein receptors of eukaryotic cells. The export from the cytoplasmic compartment to 
the OM involves a proton-motive force and an export machinery consisting of products of 
the sec genes [9,80], signal peptidases, plus a translocation ATPase [81]. Once in the pe- 
riplasm, a periplasmic chaperone, for example PapD in the Ppap system will protect the 
fimbrial protein (PapA) monomer [82,83] from enzyme attack. After difision through the 
periplasm and the peptidoglycan layer(s), the protein complex is inserted and polymerized 
in the OM, involving the function of protein PapC [84]. Other fimbrial systems such as 
the 987p system appear to work with analogous pathways [85]. 

10.4. F pilus 

A set of proteins involved in F pilus function is found in IM pools and in the cell enve- 
lope [86]. The transfer region of the E. coli K12 plasmid F encompasses many genes re- 
quired for plasmid transfer. Among these, the F-pilus protein encoded by the traW gene 
undergoes signal sequence processing [87a] and is rapidly assembled at the OM to form 
the pilus. According to Silverman [87b], F pili grow from their base at the IM. Together 
with other proteins, such as the recently discovered product of the trbI gene [88] which 
localizes to the IM, the assembly as well as the retraction of the F pilus seems to involve 
both the periplasm plus the inner membrane. Electron microscopic data indicate that a 
structure resembling a membrane adhesion is present at the F-pilus insertion of E. coli 
HfiH [60]. However, in sections of cryo-fixed clusters of mating cells and transfer- 
blocked E. coli, structures such as assembled pili were not found [89]. Reasons for this 
could be either the low contrast of the pilus or the retracted pilus has been fully depolyrn- 
erized when cell-cell contact is made in a mating cluster. 

10.5. OM pores 

A temporary periplasmic residence has been demonstrated for another group of proteins 
targeted to the OM, the transport proteins [ 11 that form the variety of OM pores. The pro- 
teins mediate passage of hydrophilic substrates of limited size, either as unspecific porins 
or as porins such as LamB, which provides facilitated diffusion of maltose [90]. In addi- 
tion, outer membrane proteins are proposed to form specific transport systems by com- 
plexing 1M proteins such as TonB with the OM receptors to allow the uptake of vitamin 
B,,, B group colicins and iron chelators [91]. Studies of the topography of insertion sites 
of OM pore formers have shown that newly induced LamB protein was inserted within 
40 s over the entire OM surface with a peak of insertion at the division site of the cell 
[92]. In most of these studies, the periplasmic location was established with outer mem- 
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brane proteins generated by overproducing or by polypeptide fusion; however, one should 
be aware that in these experiments protein transfer is often incomplete and may result in 
periplasmic or cytoplasmic localization, whereas in the wild-type or in in vivo conditions 
the target is the OM. Smit and Nikaido [93] localized the insertion of porin to membrane 
adhesion sites; more recently, however, Sen and Nikaido [94] re-assigned the pathway for 
protein OmpF to the periplasmic route. The authors caution that having obtained the data 
from mutant spheroplasts in vitro, the necessary presence of detergents could have caused 
an in vitro environment mimicking that of an in vivo adhesion site. Fractionation studies 
of cell envelopes revealed fractions of intermediate density containing most of the newly 
made OM proteins [95]. The pitfalls of protein localization by fractionation of envelope 
membranes have been demonstrated [96], leading to the conclusion that in situ analysis 
such as immuno-electron microscopy of cells might be advantageous for studies of trans- 
port intermediates. 

10.6. TonB 

TonB, an IM protein, appears to extend across the periplasm to form a temporary con- 
nection to the OM. The protein forms a complex with proteins ExbB and ExbD [97,98]. It 
is an energy transducer which couples energy from the inner membrane to the active 
transport of siderophores and vitamin B12 across the outer membrane. The transport sys- 
tem consists of a high affinity OM receptor, periplasmic binding proteins and IM trans- 
port proteins. Studies of the core of TonB by NMR suggested that the molecule can 
stretch to 10 nm in length, potentially allowing the protein to span the periplasmic space 
[99]. Although the presence of TonB in adhesion sites has been questioned [91], in favor 
of such an association might be the finding that phage BF23, a phage that shares the vi- 
tamin B12 receptor, adsorbs preferentially to membrane adhesion sites of E. coli [60]. 
The model of Holroyd and Bradbeer [loo] predicts that TonB interacts transiently with 
the OM receptor to release the ligand into the periplasm. Subsequently, TonB returns to 
its uncoupled state whereby a continued depolarization of the IM is prevented and the 
OM receptor is recycled to its functional conformation [91]. 

11. Extracellular secretion of proteins 

E. coli and other bacteria secrete a number of cytotoxic proteins whose export circum- 
vents the periplasm. One group contains proteins synthesized with a signal sequence, 
whose determinants for extracellular export appear to be part of the !nature peptide chain. 
Examples are the multi-subunit toxins (cholera, pertussis) and pullulanase [6]. The other 
group of secreted proteins lacks typical N-terminal signal sequences and is classified as 
RTX family, whose members include E. coli hemolysin, colicin V anti metallo-proteases. 
The secretion of E. coli hemolysin requires three to four additional proteins (HlyB, D, 
TolC and HlyC). HlyB is involved in the transport of a wide variety of unrelated proteins, 
including the provision of transmembrane activity across both, bacterial plasma 
membranes as well as eukaryotic membranes, and functioning in drug expulsion, 
pheromone transport and ion channel action. A model of Wandersman and Delepelaire 



[ l o l l  envisages a selective pore complex of HlyB and D at the IM, contacting the OM 
protein TolC. Such a bridge would bypass the periplasm completely. 

I t  has been discussed [ S ]  whether the export machinery for these proteins might be lo- 
cated at the membrane adhesion sites, which may translocate the protein to the OM and 
also deliver energy to the secretion apparatus. Some of these extracellular excretion path- 
ways use the periplasm, but the molecule might still be sorted at the adhesions for the 
final export process. At present, a structural correlation of adhesions to these classes of 
protein export has not been made. While short-lived proteinaceous bridge-like connec- 
tions can be envisaged, some of the above-mentioned studies concerning the sites of ad- 
sorption of bacteriophages T5 or BF23 suggest an involvement of close IM-OM contacts 
in the functions of surface receptors and export sites. Obviously, these secretion processes 
add a highly dynamic aspect to the array of trans-periplasmic transport mechanisms. 
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CHAPTER 22 

Transmembrane signal transducing proteins 
MICHAEL G. SURETTE and JEFFRY B. STOCK 

Department of Molecular Biology> Princeton University, Princeton, NJ 08544, USA 

I. Introduction 

The life of a bacterium is characterized by changing environmental conditions. To com- 
pete and survive, these cells have evolved signal transduction pathways that allow them 
to adapt to different surroundings. Responses range from changes in gene expression 
leading to altered metabolism and differentiation to behavioral responses such as chemo- 
taxis that allow cells to move to more favorable environments. Adaptive responses are 
generally mediated by signal transduction pathways initiated by receptors within the cell 
envelope that communicate with signal transduction proteins in the cytoplasm [ 13. Each 
receptor is generally composed of two functional domains: a sensory domain that interacts 
with stimuli within the periplasm and a signaling domain that modulates effector activities 
in the cell. This review focusses on the structure and tinction of the cell surface receptors. 

2. Overview of membrane receptors 

The sensory inputs that initiate signal transduction pathways in bacteria are diverse and 
often quite complex. Cells are sensitive to virtually every aspect of their environment in- 
cluding the concentrations of a large number of different small molecules such as pep- 
tides, amino acids, sugars, oxygen, and phosphate, as well as parameters such as osmotic 
pressure, pH, temperature, and light. Environmental changes are monitored by sensory 
receptors, and this information is used to regulate appropriate adaptive response mecha- 
nisms. 

The best characterized sensory apparatus is the system of chemotaxis receptors in 
Escherichia coli that monitors levels of attractant and repellent chemicals [2-51. E. coli 
sense small molecules that diffuse through outer membrane porins into the periplasm 
where they interact with chemoreceptor proteins. Attractants such as aspartate and serine, 
and repellents such as Co2+ and Ni2+ bind directly to the sensory domains of trans- 
membrane receptor proteins. Chemo-attractants such as ribose, galactose, maltose, and 
oligopeptides first bind to stereospecific binding proteins in the periplasm, and the bind- 
ing protein-attractant complexes then interact with the sensory domains of chemo- 
receptors in the inner membrane. These binding proteins are members of a large family of 
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soluble periplasmic components that function primarily to deliver solutes to transport 
proteins in the inner membrane [6]. Only a few are known to serve a dual role in 
chemosensing. 

There are several other examples of sensory receptors that receive information by 
interacting with solute transport systems. Regulation of gene expression in response to 
phosphorus availability in E. coli is coupled to the phosphate specific transport sys- 
tem (PST) [7]. The periplasmic binding protein, PhoE, that delivers periplasmic phos- 
phate to the membrane components of the PST system does not appear to be directly 
involved, however. Instead, an auxiliary cytoplasmic protein, PhoU, functions to transfer 
information concerning the activity of the PST system to a transmembrane receptor, 
PhoR. 

Sensing of extracellular hexose phosphates in E. coli represents still another example 
of the close relationship between transporters and sensors. The receptor in this case, 
UhpB, does not have a periplasmic sensory domain. In its place is an extremely hydro- 
phobic domain that crosses the membrane several times. Sensing of hexose phosphates 
requires an additional membrane component, UhpC, that is homologous to the hexose 
phosphate transporter, UhpT. It is thought that hexose phosphates bind to UhpC which in 
turn interacts with the integral membrane domain of UhpB to induce a response from the 
signalling domain of UhpB [8]. In this case, a transport protein has apparently evolved to 
become a protein with purely sensory function. 

Another example of a family of proteins with clear homology to transport proteins are 
the receptors that mediate phototaxis responses in Halobacterium halobium. The photore- 
ceptors, sensory rhodopsins, are integral membrane proteins with seven transmembrane 
helices that are homologous to the light driven ion pumps, bacteriorhodopsin and halor- 
hodopsin [9]. Sensory rhodopsin i s  not a pump, however. Instead, it passes information to 
an associated transmembrane receptor that is homologous to the chemoreceptors that 
mediate chemotactic responses in E. coli [ 101. 

In all of these cases, the sensory system involves a transmembrane protein that func- 
tions as a receptor-transducer to pass information into the cytoplasm. There are many 
other instances, however, where no receptor-transducer is involved. Instead, the trans- 
porter functions to directly pass information to cytoplasmic components. The best exam- 
ple of this phenomena is provided by the phosphotransferase system (PTS) that mediates 
the uptake and phosphorylation of sugars (for recent reviews, see [l l-141). PTS transport 
proteins regulate the activities of signal transduction proteins in the cytoplasm that control 
motility and gene expression in response to the rate of sugar uptake. 

3. Chemotaxis receptors 

The best characterized sensory receptors in bacteria are those that mediate chemotaxis 
responses. The sensitivities of these proteins are generally modulated by the methylation 
and demethylation of glutamate y-carboxyl groups. This modification appears to be 
unique to this family of membrane proteins, and accordingly the receptors have been 
termed the methylated chemoreceptor proteins or MCPs. 
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3.1. MCP family of receptorhransducer proteins 

The bacterial chemoreceptors comprise a large family of proteins. MCP or MCP-like pro- 
teins have been identified directly in a number of different bacterial species (Bacillus 
subtilis, Spirochaeta auranta, Pseudomonas aeruginosa, P. putida, Caulobacter crescen- 
tus, Rhodospirillum rubrum, Agrobacterium tumefaciens, Halobacterium halobium and 
Mjxococcus xanthus) and indirectly by cross-reactivity to an antibody directed against an 
E. coli MCP in several others (see [15] and refs. therein). The best characterized MCPs 
are those from E. coli and Salmonella typhimurium. These have been studied extensively 
and the recent development of in vitro systems to analyze the biochemical events associ- 
ated with signal transduction in chemotaxis [ 16181 have made them attractive model sys- 
tems for basic research on sensory receptor fimction. 

The MCPs all have a similar structural organization [19]. The MCP that mediates 
chemotaxis to aspartate in E. coli, Tar, is by far the most studied and best understood 
(Fig. 1). Tar monomers are 60-kDa proteins with two sequences of hydrophobic amino 
acids that form membrane spanning a-helices, TMl and TM2. A short N-terminal se- 
quence of six residues within the cytoplasm precedes TMl; TMl leads to the 158-residue 
periplasmic sensory domain at the outer surface of the cytoplasmic membrane. The sec- 
ond transmembrane helix, TM2, leads from the sensory domain to a cytoplasmic signaling 
domain at the inner surface of the membrane. The signaling domain interacts with at least 
four signal transduction proteins in the cytoplasm (Fig. 2): two, CheA and Chew, are di- 
rectly involved in the chemotaxis signaling pathway, and two, CheR and CheB, are in- 
volved in feedback regulation of receptor activity. A ternary complex formed with the re- 
ceptor, CheA and Chew acts as a kinase to phosphorylate the chemotaxis response regu- 
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Fig. 1, Structural model of the Tar chemoreceptor. The receptor is a homodimer spanning the inner cytoplasmic 
membrane. The structure of the sensory domain is derived from the crystal structure of Milburn et al. 1241. The 
positioning of the transmembrane segments is based on predictions from the sensory domain crystal structure 
[24] and disulfide crosslinking studies 133,341. The coiled-coil domain is predicted from amino acid sequence 
analysis [4,100]. The sites of methylation within the coiled-coil domain and the N- and C-termini of the 

subunits are indicated. 
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Fig. 2. The signal transduction pathway that mediates chemotaxis in E. coli. The movement of these bacteria 
alternates between smooth swimming and tumbling. Tumbles serve to randomize the direction of smooth 
swimming. Chemotaxis is achieved by suppressing the tumble frequency when moving towards attractants or 
away from repellents. The signaling pathway involves a family of membrane bound chemoreceptors that sense 
attractants and repellents and six interacting cytoplasmic components (the Che proteins) that transduce infor- 
mation from the receptors to the flagella motors. The receptors together with Chew regulate the activity of a 
histidine kinase, CheA. Activation of CheA by the receptors (with Chew) results in autophosphorylation of 
CheA on a histidine residue. CheA can then donate this phosphate to aspartyl carboxylates in two proteins 
CheB and CheY. Phospho-CheY binds to components at the flagellar motor to cause a tumble. The CheZ pro- 
tein accelerates the rate of CheY-P dephosphorylation. CheB-P catalyzes the demethylation of methyl- 
glutamyl residues in the receptors. CheR is an S-adenosylmethionine-dependent methyltransferase that 
catalyzes the methyl esterification of specific receptor glutamyl residues. Receptor methylation is involved in 
the desensitization of the receptors to attractants and repellents. Periplasmic binding proteins that interact with 
the chemoreceptors are also illustrated. These are the maltose binding protein (MBP) which is a ligand for thc 
Tar chemoreceptor, the dipeptide binding protein (Dpp) that interacts with the Tap receptor, and the ribose 
binding protein (RBP) and galactose binding protein (GRP) both of which interact with the Trg chemoreceptor. 
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lator, CheY [ 17,18,20]. The activity of this kinase is negatively regulated by the chemo- 
attractant aspartate, and positively regulated by methyl esterification of four specific glu- 
tamyl side chains within the cytoplasmic domain. CheR is an S-adenosylmethionine-de- 
pendent enzyme that catalyzes the methylation reaction [21], and CheB is an esterase that 
functions to remove methyl groups [22]. 

To begin to define the mechanism of Tar signaling it is important to understand the na- 
ture of the interactions between Tar monomers within the plane of the membrane. The 
wild-type Tar receptor lacks cysteine residues, and several investigators have used site- 
directed mutagenesis to add cysteine residues at defined positions and measure the for- 
mation of disulfide crosslinks between monomers. This ‘site-directed crosslinking’ ap- 
proach was used to demonstrate that in the absence of aspartate, Tar is predominantly a 
dimer with a slow rate of subunit exchange suggesting the existence of a small pool of the 
monomeric species. Aspartate appeared to stabilize the dimer, since it prevented the ex- 
change reaction [23]. Heterodimers between closely related MCP receptors were not 
formed. This high degree of specificity even applies to the very closely related Tar pro- 
teins from E. coli and s. typhimurium [23]. 

3.2. Sensory domain 

The structure of the periplasmic domain of the Salmonella Tar protein has been solved by 
standard X-ray crystallographic methods [24]. Structures with and without aspartate 
bound were obtained using a disulfide crosslinked dimer of the periplasmic domain. The 
monomeric subunit is a four helix bundle with helices A and D predicted to extend 
through the membrane as TMl and TM2, respectively. The ligand binding site is located 
at the interface of the two monomers with asymmetric contacts with each subunit. This is 
analogous to the ligand binding site of the human growth hormone receptor (hGHR) 
whose structure has also recently been determined [25]. hGHR is a class I receptor tyro- 
sine kinase and ligand binding promotes dimerization [26]. 

One very interesting feature of the chemoreceptors is the ability of a single receptor 
protein to integrate signals from several different stirnulatory ligands. The best character- 
ized example of this is the Tar-mediated responses to aspartate and maltose in E. coli 
[27]. Whereas aspartate binds directly to the sensory domain of Tar, maltose binds to a 
periplasmic maltose binding protein (MBP). The X-ray crystal structure of E. coli MBP 
has been determined, and Stoddard and Koshland [28] have used a molecular docking 
algorithm to predict the site of binding of MBP in the Tar sensory domain. Their results, 
which are consistent with an extensive genetic analysis [29,30], indicate that the maltose- 
MBP complex binds at the interface of the two subunits at a site that is close to, but dis- 
tinct from, the site of aspartate binding. 

Genetic studies of Trg, the MCP in E. coli that interacts with binding protein homologs 
of MBP that bind ribose (RBP) and galactose (GBP) have led to the identification of 
point mutations in the Trg sensory domain that affect binding protein interactions [31]. 
These mutant Trg proteins fall into two general classes: those that are unable to respond 
to stimuli, and those that behave as though they are being continually stimulated even in 
the absence of stimulatory ligands. The mutations map to a region which corresponds to 
the part of Tar that forms the sensory domain dimer interface. Thus, genetically induced 
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perturbations of the dimer interface can mimic the effects of stimulatory ligands to cause 
transmembrane signaling. 

3.3. Membrane spanning domains 

The transmembrane segments of the chemoreceptors are central to the process of signal 
transduction across the membrane and hence have been the focus of several studies. 
Oosawa and Simon [32] introduced two mutations in TMl of the Tar receptor (A19K, 
and a seven amino acid deletion, 67-13) that result in receptors that remain associated 
with the membrane and still bind aspartate, but are deficient in stimulus-response cou- 
pling. Neither mutant was modified by CheR or CheB. Several second site suppressors 
were found for the A19K mutant. Four of eighteen suppressors mapped to the second 
transmembrane segment and one to the first transmembrane segment. All but one of these 
second site suppressors results in a negatively charged residue that may form an ion pair 
with the positively charged lysine. This suggests a close association of the two transmem- 
brane segments. Surprisingly, all 13 of the remaining mutations mapped to a sequence of 
40 amino acids in the cytoplasmic domain that links TM2 to the first set of methylated 
glutamate residues. 

Site directed cysteine crosslinking studies have been used to study interactions be- 
tween transmembrane segments. Lynch and Koshland [33] introduced disulfides at spe- 
cific positions and measured rates of disulfide bond formation. Pakula and Simon [34] 
developed a method to randomly insert cysteines in the two transmembrane segments, and 
then screen for pairs that produce disulfide bonds. The two approaches gave very similar 
results, Both groups concluded that the TMls  of each monomer are closely associated, 
whereas the TM2s are not in contact. They proposed that TMI and TM2 form a distorted, 
relatively planar, four helix bundle in the receptor dimer. 

3.4. Cytoplasmic domains 

The cytoplasmic portion of the chemoreceptors has been divided into several distinct 
finctional domains. Two regions that contain the sites of reversible methylation are pre- 
dicted to be extended a-helices [4]. They are referred to as K1 and R1 in reference to 
tryptic fragments of the Tar receptor that include the sites of methylation [35,36]. 
Methylation plays a central role in adaptation and modulates the kinase activity of the 
ternary Tar-Chew-CheA complex [ 18,371. The methylation of specific glutamate residues 
is catalyzed by the CheR methyltransferase using S-adenosylmethionine as a methyl donor 
[21]. Each receptor has 3-5 glutamates that can be methylated [38], some of which are 
genetically encoded as glutamines and subsequently deamidated by the CheB es- 
terase/amidase to yield substrate glutamates for the methyl transferase [39]. CheB also 
catalyzes the demethylation reaction [22]. The CheB protein has a response regulator do- 
main that is homologous to CheY [40,41]. When CheB is phosphorylated, the es- 
terase/amidase activity is turned on [42]. Regulation of CheB by the MCP-linked CheA 
kinase provides a feedback mechanism to modulate kinase activity. A model has been 
presented where a-helices corresponding to the methylated K and R sequences form a 
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coiled coil (41. In the receptor dimer, the coiled coil regions from each monomer would 
coalesce to form a four helix bundle [43]. 

The region from the end of the second transmembrane segment to the start of K1 is 
called the linker region [44]. Some suppressors of a point mutation in TMI clustered in 
this region and several mutations that were ‘locked’ in either of the two extreme signaling 
states are also found in this region. In addition, a conserved portion of the linker region 
was recently identified in an unrelated receptor [45]. These results suggest that conforma- 
tions of this region can influence the signaling state of the receptor and this region may 
play an important role in signal transmission from the sensory to the signaling domain. 

The amino acid sequence between the two methylated helices is the most highly con- 
served region among the chemoreceptor family. Most missense mutations that lock the 
receptors in a kinase on (repellent) or kinase off (attractant) state are located to this region 
[44], as are allele specific second site suppressors of Chew mutants [46]. These results 
are consistent with this being the site of interaction of the receptors with Chew and 
CheA. Overexpression of a gene that encodes only this region of the Tar receptor results 
in production of a stable peptide that can be purified from E. coli cells. Circular dichroism 
of this purified fragment indicates a significant a-helical content (Surette and Stock, un- 
published data). The ability to express and purifL this region of the protein as a stable 
peptide supports the notion that this is a discrete structural domain within the cytoplasm. 

The extreme C-terminus of the MCPs is the least conserved region. Nevertheless, trun- 
cation of the C-terminus severely compromises signaling ability. Deletion of 35 amino 
acids [47] or 84 amino acids [48] from the C-terminus of Tar interferes with methylation. 
These truncated proteins bind aspartate and are capable of generating signals in response 
to attractant [47,48] and repellents [48], but are not able to adapt to stimuli. 

Another region of the receptors that is found in the cytoplasmic domain is the N-termi- 
nal six amino acids that precede TM I .  This sequence is non-contiguous with the rest of 
the cytoplasmic domain. This region may simply play a structural role necessary for the 
anchoring of TMI, however, the apparent importance of TM1 in the signaling process 
suggests that the cytoplasmic N-terminus may play a functional role as well. One recent 
study has targeted this region of the protein for investigation using site-directed 
crosslinking of introduced cysteine residues [49]. These experiments demonstrate that 
residue 4 from each Tar monomer (4 and 4’) are in close proximity and that attractant 
binding stimulates the formation of a disulfide bond between cysteines at this location. 
Furthermore, the crosslinked receptor is a better substrate for methylation. 

3.5. Methylation and adaptation 

Chemotaxis in bacteria is dependent not only on the ability of the receptor to regulate a 
cascade of phosphorylation reactions in response to a stimulus but also on the capacity to 
adapt or desensitize to that stimulus. This process is achieved, at least in part, by modulat- 
ing the level of methylation of the chemoreceptors [50-521. 

Both the methylation and demethylation reaction are dependent on the signaling state 
of the receptor. An increase in attractant (or removal of repellent) leads to an increase in 
receptor methylation and addition of repellent or removal of attractant leads to a decrease 
in methylation [50,53-561. The change in methylation level results from two processes. 
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First, attractant binding increases the accessibility of methylation sites to the methyltrans- 
ferase [55,56]. This is presumably a direct consequence of the conformational changes 
induced by the stimulatory ligand. Second, the changes in kinase activity associated with 
stimulus binding cause changes in CheB phosphorylation [ 18,42371. Thus, the addition 
of attractant leads to an increase in receptor methylation because of a decrease in overall 
CheB activity due to a decrease in CheB phosphorylation. 

The relationship between methylation and the binding of a stimulus suggests that the 
reciprocal relationship might also be true. That is, an increase in methylation might result 
in a decrease in affinity for ligand. Several studies have attempted to test this idea. It had 
been demonstrated earlier that a glutamine residue produces about the same effect on 
receptor conformation as a methyl glutamate at the same position [58]. Dutten and 
Koshland 1591 found no significant effects of ligand binding with receptors that differed 
in the number of glutamines at positions of glutamate methylation. These measurements 
were carried out using membranes containing overexpressed receptor. The results imply 
that the binding of ligand and the level of methylation are independent. Different results 
were obtained when ligand binding was measured in membranes containing wild-type 
levels of Tar and Tsr receptors [60]. Receptors that were fully methylated or hl ly  un- 
methylated were prepared from CheB and CheR strains, respectively. For the Tsr recep- 
tor, the dissociation constant was at least 100 times higher for the methylated receptor, 
whereas only a 10-fold difference was observed for the Tar receptor. The differences ob- 
served in these studies may be due to the experimental methods used to prepare receptors 
and measure ligand binding. In addition, the signaling state of the receptor is a ternary 
complex with CheA and Chew [ I7,18,20] and the methylation observed in the absence of 
these complexes may not reflect the adaptation process in vivo. 

An increase in Tar receptor methylation was found to increase CheA kinase activity in 
a reconstituted system with Tar and Chew [18]. The increased activity was offset by 
aspartate binding. The effect of receptor methylation level on the ability of receptors to 
activate the CheA kinase was hrther studied by Borkovich et al. [37]. They found only a 
sevenfold difference in aspartate binding in unmethylated compared to fully methylated 
receptors. More importantly, they demonstrated that the level of methylation affected the 
ability of the receptor to activate and inhibit the kinase. Increased methylation correlated 
with increased kinase activity both in the presence and absence of aspartate. The fully 
methylated receptor was unable to inactivate the kinase even at high concentrations of 
aspartate. 

3.6. Mechanism of transmembrane signaling 

The simplest mechanism for transmembrane signaling is based on reversible oligomeriza- 
tion induced by ligand binding [4,19,26]. According to this idea, ligand-induced oli- 
gomerization of the extracellular domain causes oligomerization of the intracellular do- 
main. For receptors that do not signal through this mechanism (i.e. monomeric or stable 
oligomeric receptors), several possibilities exist [6 I]. These may be divided into two 
categories, intramolecular and intermolecular, depending on whether the signaling event 
is within or between monomers. In the case of intramolecular models, conformational 
changes induced by stimuli are transmitted across the membrane within the monomer. For 
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monomers with single transmembrane segments, one might imagine that this could be 
achieved by a pulling or pushing of the transmembrane segment perpendicular to the 
membrane. Receptors with more than one transmembrane segment, could use a similar 
piston-like action, or any rotational movement of the transmembrane segments relative to 
one another. For models involving intermolecular signaling, changes in the relative posi- 
tioning of the subunits are seen to occur upon ligand binding. This can be accomplished 
by a number of motions including rotational or lateral movements of the subunits, 
Signaling by reversible oligomerization can be thought of as an extreme example of this 
type of mechanism. These mechanisms are not necessarily mutually exclusive and it is not 
unexpected that transmembrane signaling by some receptors will be the result of more 
than one type of conformational change. 

Disulfide crosslinking studies suggest that the Tar receptor of S. typhimurium is a sta- 
ble dimer and thus aspartate binding is not necessary for dimer formation [23]. This 
would appear to rule out oligomerization as a mechanism of transmembrane signaling. 
Aspartate binding to the Tar sensory domain causes a rotation of subunits with respect to 
one another [24]. This result is consistent with a mechanism of transmembrane signaling 
that involves ligand-induced changes in the relative positioning of subunits. The small 
changes observed in the sensory domain would be amplified by a rigid transmembrane 
segment. This has been described as a scissor-like motion with the center of rotation in 
the periplasmic domain [24]. 

This mechanism has been challenged by Milligan and Koshland [62] who generated 
disulfide crosslinked heterodimers of Tar that contained one subunit of f i l l  length Tar and 
a second subunit with TM2 and the cytoplasmic domain deleted. The periplasmic domain 
remained intact in these heterodimers and ligand binding was essentially unaffected. The 
ful l  length subunit could be methylated by CheR, albeit at a relatively slow rate compared 
to the ful l  length homodimer. When assayed in vitro, aspartate caused a small but signifi- 
cant increase in receptor methylation of the heterodimers implying intramolecular trans- 
membrane signaling. 

The observation that a stable C-terminal proteolytic fragment could be isolated during 
the purification of the Tar receptor [63,64] led to experiments to test the ability of this 
domain to function in vivo. Oosawa et al. [65] expressed C-terminal constructs of wild- 
type and two mutant Tar receptors and examined their effects. The wild-type C-terminal 
Fragment was poorly modified by CheR and CheB and the mutation that produced attrac- 
tant-like effects was not a substrate for these enzymes in vivo. The mutation that produced 
repellent-like effects was modified by both CheR and CheB. Expression of this mutant C- 
terminus in strains lacking all other chemoreceptors caused repellent-induced behaviors 
indicating that this construct retained some capacity to activate the kinase. These same 
proteins were subsequently purified and characterized by size exclusion chromatography 
[66]. All displayed molecular weights of -100 000 (predicted monomer molecular weight 
of 3 1  000), however the attractant-like mutant eluted in two forms (-100 kDa and 
225 kDa). These results indicate that significant conformational differences and 
oligomeric states may be exhibited by these mutants. This study has been extended by 
Long and Weis [67] to include wild-type C-terminus and nine mutants that caused either 
attractant or repellent phenotypes when present in the full length receptor. They combined 
gel permeation chromatography and light scattering to demonstrate that the C-terminal 
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fragment has an extended non-spherical shape and the 110 kDa size predicted from the 
chromatography experiments corresponds to a monomer of 3 1 kDa. Furthermore, they 
demonstrated the ability of the fragments to oligomerize. This oligomerization is increas- 
ed at higher protein concentration and lower pH. In addition, five of the six ‘smooth 
swimming’ mutants had a greater tendency to form oligomers. These results have been 
used to establish a model of transmembrane signaling that involves receptor oligomeriza- 
tion [67]. Disulfide crosslinking studies, however, suggest that the receptor exists as a 
stable dimer both in the presence and absence of ligand [23]. Monomer-dimer equilibria 
of isolated domains may not accurately reflect the state of the intact receptor where 
additional contacts through other domains and the constraints of two dimensional dif- 
fusion within the membrane may contribute significantly to dimerization. 

The different studies outlined above suggest different mechanisms of transmembrane 
signaling. First, based on crystallographic studies of the apo- and liganded forms of the 
sensory domain, a mechanism of intersubunit signaling was presented [24]. Second, 
methylation studies on heterodimers of full length and truncated receptors were consistent 
with an intrasubunit mechanism of transmembrane signaling [62]. Third, a ligand induced 
oligomerization model has been revived with the results of the experiments of Long and 
Weis on the properties of cytoplasmic constructs of the Tar receptor [67]. 

4. Histidine kinase receptors 

The largest family of signal transducing receptors in bacteria are the histidine kinase re- 
ceptors. It has been predicted that there may be as many as 50 members of this family in 
E. coli [1,68]. These histidine kinases are part of the ‘two component’ family of signal 
transducing systems. The basic components of these systems are a histidine kinase and a 
response regulator. The histidine kinase autophosphorylates itself on a histidine residue 
using ATP as a phospho-donor. The phosphate is subsequently transferred to an aspartate 
residue on the response regulator. Figure 3 illustrates the basic features of two component 
systems. The reader is directed to several comprehensive reviews on this subject 

The response regulators are usually composed of a conserved domain that contains the 
site of phosphorylation and an associated effector domain. The ‘activity’ of the effector 
domain is regulated by phosphorylation of the response regulator domain. For example, 
CheB which catalyzes the removal of methyl groups from the chemoreceptors is regulated 
by phosphorylation of a response regulator domain [42]. This domain normally inhibits 
the activity of the methylesterase, probably by steric hindrance [40]. Proteolytic or ge- 
netic removal of the response regulator domain results in constitutive activation of the 
enzyme [40,42]. Many of the response regulator domains are coupled to a DNA-binding 
domain and phosphorylation alters the DNA binding activity of the protein leading to 
changes in transcription. 

Cross-talk, phosphorylation of a response regulator by a kinase other than its usual 
partner, has been demonstrated in vitro [71,72] but these reactions are inefficient com- 
pared to the reactions between normal pairs of proteins and their significance in vivo re- 
mains obscure [73]. The specificity for the phospho-transfer from kinase to response 

[ 1,5,68-701. 
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Fig. 3.  The two component paradigm of bacterial signal transduction. The histidine kinase is composed of a ki- 
nase domain and a sensor domain. Activation of the kinase leads to autophosphorylation on a histidine residue 
and this phosphoryl group is subsequently transferred to an aspartate residue of a response regulator domain. 
The activity of the effector domain is regulated by phosphorylation of the response regulator domain. Stimuli 
can affect the autophosphorylation reaction of the histidine kinase or the dephosphorylation of the response 

regulator. 

regulator and the phosphatase activity must arise from interactions at the interface be- 
tween the two proteins. Recent experiments demonstrate that the transfer of phosphate 
from the phospho-histidine of the kinase to the aspartate residue of the response regulator 
may be catalyzed by the response regulator rather than the kinase. The response regula- 
tors can be phosphorylated by small molecule phospho-donors in vitro (phosphoramidate, 
acetyl phosphate and carbamoyl phosphate; but not nucleotide phosphates) [74]. This 
implies that the ability to carry out the phospho-transfer reaction is an intrinsic feature of 
the response regulator domain and not the histidine kinase. 

Some of the small molecule phospho-donors are metabolic intermediates and at least 
one of these (acetyl phosphate) accumulates to high enough levels in vivo under certain 
growth conditions to contribute to the phosphorylated pool of some of the response regu- 
lators (McCleary and Stock, unpublished data). Not all response regulators can utilize 
these small molecule donors with equal efficiency indicating some specificity for these 
reactions [74]. The phosphorylation of response regulators by metabolic intermediates 
such as acetyl phosphate may represent an important mechanism to couple the metabolic 
state of the cell with signaling pathways that sense the external environment. 

The histidine kinase typically has both kinase and phosphatase activities. The output is 
thus a balance of these two opposing reactions. The level of phosphorylated response 
regulator can be elevated by increasing kinase activity, decreasing phosphatase activity or 
both. Under conditions when phosphorylation of the response regulator may be independ- 
ent of the kinase (e.g. high intracellular acetyl phosphate concentrations), the phosphatase 
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activity of the histidine kinase domain can play an important role in regulating the level of 
phosphorylated response regulator. 

4. I .  Histidine kinase superfamily 

The generic histidine kinase receptor has a periplasmic sensory domain and a cytoplasmic 
histidine kinase domain. The histidine kinase EnvZ is the best characterized example of 
this class of receptors. EnvZ regulates the phosphorylation levels of the transcriptional 
activator OmpR. The EnvZ/OmpR system regulates porin expression in response to 
changing medium osmolarity [75,76]. The topology of EnvZ is similar to the Tar 
chemoreceptor. It consists of periplasmic sensory domain flanked by two transmembrane 
segments. The sensory domain is connected to the cytoplasmic histidine kinase domain by 
a single transmembrane segment [77]. The nature of the environmental signal detected by 
the sensory domain of EnvZ remains to be established. 

In addition to the receptors with architecture like EnvZ, several other variations exist 
in which additional domains are present (for comprehensive lists, see [68]). VirA of 
Agrobacterium tumefaciens [78], ArcB [79] and BarA [80] are examples of proteins 
similar to EnvZ but with a response regulator domain at the C-terminus. The function of 
the response regulator domain on these receptors remains to be determined but could be 
involved in regulation of the kinase domain. Phosphorylation of this potential regulatory 
domain by other kinases or small molecule phospho-donors may be a mechanism to inte- 
grate signals from other pathways. Other histidine kinase receptors lack a periplasmic 
sensory domain, but have extensive hydrophobic regions that may span the membrane 
several times (UhpB [8] , DivJ [81] ArcB [79]). These receptors may be regulated 
through interactions with other membrane proteins (e.g. UhpBAJhpC). KdpD appears to 
lack a periplasmic domain but is predicted to have two large cytoplasmic domains [82]. 
The KdpD receptor may represent another example of a mechanical sensor, in this case 
responding to turgor pressure at the inner membrane. Some of the different domain organ- 
izations of histidine kinase receptors are illustrated in Fig. 4. 

4.2. Mechanism of signaling by histidine kinases receptors 

EnvZ has been the most extensively studied of the members of this family of receptors. 
Recent experiments by lnouye and co-workers have shed some light on a potential 
mechanism of transmembrane signaling. The results reported by this group on the nature 
of the kinase autophosphorylation reaction has important implications for the nature of the 
signaling mechanism. First they demonstrated that a fusion of the N-terminal domain of 
the chemotaxis receptor Tar and the C-terminal kinase domain of EnvZ (called Tazl) was 
able to activate OmpC expression in response to aspartate [83]. Since this requires phos- 
phorylated OmpR, the implication is that aspartate binding was causing activation of the 
histidine kinase domain or inhibition of the phosphatase activity. Phosphorylation of 
OmpR by Tazl has been demonstrated in vitro [84]. This implies that the aspartate bind- 
ing to Tazl mimics the effect of increased osmolarity on EnvZ. 

The second set of experiments utilized two defective kinase mutants. The first was mu- 
tated at the site of autophosphorylation (His243 to Val). The second mutant was deleted 
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Fig. 4. Histidine kinase receptors. 'The EnvZ receptor has a histidine kinase domain connected to a periplasmic 
sensory domain by a single transmembrane segment [77]. The BarA [80] and VirA [78] have a topology similar 
to EnvZ but have an additional cytoplasmic domain that is homologous to the response regulator domain. DivJ 
[ X I ]  and UhpB [S] have an extensive hydrophobic region that potentially traverses the bilayer several times. 
KdpD is predicted to have two cytoplasmic domains [82]. NtrB [ 1011 is an example of a histidine kinase recep- 

tor that is not membrane bound but is soluble within the cytoplasm. 

at the C-terminus and no longer included the ATP binding site. Both these proteins were 
unable to autophosphorylate themselves, but when the two proteins were mixed together, 
phosphorylation of the second mutant was observed [84]. Similar results were observed 
when the same mutations were introduced into Tazl [84]. These findings imply that the 
autophosphorylation reaction can occur in trans between subunits in a receptor dimer. 
This may be a general feature of the histidine kinases. This transphosphorylation of histid- 
ine kinases has recently been demonstrated for CheA [85] and NtrC (A. Ninfa, personal 
communication), two soluble cytoplasmic members of the histidine kinase family. 

These results suggest that signal transduction by EnvZ may occur through dimeriza- 
tion. The experiments with Tazl may lend support to this model. Recently, the resolution 
of the crystal structure of the ligand binding domain of Tar indicate that the ligand binds 
at the interface of the two domains [24]. In the Tazl construct, this may result in dimeri- 
zation although biophysical studies to establish this have not yet been reported. This is 
analogous to the class I receptor tyrosine kinases of eukaryotes [26]. Here, ligand binding 
induces dimerization and the juxtaposing of the intracellular kinase domains allows them 
to carry out transphosphorylation. The extrapolation of this simple model to EnvZ is 
complicated, however, by the observation that truncated EnvZ without its sensory domain 
is able to autophosphorylate [86-881 and the transphosphorylation reaction of Tazl mu- 
tants occurs in the absence of aspartate [84]. These mutants are also defective in phosph- 
atase activity. The level of OmpR-phosphate accumulating in the cell is a result of the 
balance of the kinase and phosphatase activities? and low levels of endogenous kinase 
activity would be accentuated in phosphatase mutants. The demonstration that deletion of 
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much of the periplasmic domain results in kinase+/phosphatase- mutants, emphasizes the 
importance of regulation of the phosphatase activity [89]. Indeed, regulation of phosph- 
atase activity may be responsible for changing levels of OmpR-phosphate. The regulation 
of porin expression by EnvZ has recently been further complicated by the identification of 
a second receptor capable of complementing EnvZ deletions [80]. This protein (BarA) is 
homologous to both EnvZ and OmpR, having both a histidine kinase and a response 
regulator domain similar. This protein complements the EnvZ deletion only when ex- 
pressed from a high copy plasmid. The autophosphorylation of BarA has been demon- 
strated in vitro but no OmpR phosphorylation was detected under the in vitro conditions 
used. 

5. Receptor-effector elements 

Whereas chemoreceptors and histidine kinase receptors initiate complex signal transduc- 
tion cascades within the cell, a more direct connection between sensing and response 
elements can occur at the membrane. The ToxR protein of Vibrio cholera provides a 
good example of this principle (for a recent review, see [90]). ToxR is a transmembrane 
protein with an amino terminal cytoplasmic domain and a carboxy terminal domain in the 
periplasmic space [91]. These two domains are connected by a single transmembrane 
segment. The cytoplasmic region has a site-specific DNA binding domain [91]. The DNA 
binding domain is homologous to the conserved DNA binding domain found in several 
members of the two component family of response regulators. The periplasmic domain is 
thought to act as an environmental sensor monitoring changes in osmolarity, pH, tempera- 
ture and the presence of certain amino acids. In this system, the receptor and effector 
components of the signaling pathway have been combined in a single protein. 

The ToxR protein regulates transcription by binding a tandemly repeated element up- 
stream of target genes [91]. The generation of fusions between this receptor and alkaline 
phosphatase that were still capable of activating transcription suggest that the mechanism 
of transmembrane signaling may be dimerization [91]. Since PhoA is active as a dimer, 
the PhoA-ToxR fusions that retain both PhoA and ToxR activity are likely to be dimers. 
Dimerization may thus be a prerequisite for DNA binding. 

As with many of the signaling receptors, the ligand(s) for ToxR remain to be identi- 
fied. Recent studies suggest that the sensing occurs indirectly through the ToxS protein, 
predicted by PhoA fusions to be a periplasmic protein anchored to the inner membrane by 
a single domain [92]. It is thus likely that ToxR-ToxS interactions occur in the periplasm 
(and possibly in the transmembrane regions). Replacing the periplasmic domain of ToxR 
with PhoA results in ToxS independent activation of ToxR dependent transcription [92]. 
Other fusions in which most of the periplasmic domain of ToxR are retained, protect 
ToxS from proteolytic degradation and ToxS decreases PhoA activity. These results sug- 
gest direct interaction of these two proteins and are consistent with a model in which 
ToxS binding to ToxR causes the dimerization of ToxR and consequent activation of 
DNA binding. 

Only a few other bacterial signal transducing receptor have been characterized that are 
analogous to ToxR. One example appears to be CadC, a transcription regulator of genes 



479 

induced under acidic media conditions. The gene encoding the CadC protein of E. coli 
has recently been characterized and sequence analysis predicts a protein of similar topol- 
ogy to ToxR with an amino terminal DNA binding domain homologous to ToxR, a single 
transmembrane sequence and a large C-terminal domain [93]. The C-terminus may be lo- 
calized to the periplasm where it may act as a pH sensor. Biochemical analysis of CadC 
DNA binding and membrane topology have yet to be reported. 

Two other membrane bound receptors have been described that may regulate tran- 
scription directly through a DNA binding domain in response to environmental signals. 
The NosR protein of fseudomonas stutzeri is a positive transcriptional activator of the 
denitrification gene cluster (nos) [94]. The gene is predicted to encode an integral mem- 
brane protein of -82 kDa with seven to nine transmembrane segments. The protein is not 
homologous to any known protein but is predicted to have a helix-turn-helix DNA bind- 
ing motif consistent with its predicted role as a transcriptional regulator. In addition, there 
are two cysteine rich sequences in the C-terminal hydrophilic domain that are homologous 
to some bacterial ferrodoxins. This motif may be involved in redox sensing. 

A membrane bound transcriptional activator (FecI) has been identified as a component 
of a system for the regulation of iron uptake in E. coli by extracellular Fe"'-dicitrate [95]. 
This system is proposed to consist of a periplasmic binding protein (FecR) and Fed.  The 
19-kDa Fecl contains a helix-turn-helix DNA binding motif. Analysis of the primary se- 
quence fails to predict any typical transmembrane segments, even though the protein is 
localized to the inner membrane fraction. 

6. The sensory rhodopsins 

Phototaxis by Halobacterium halobium is mediated by two retinal-based receptors that 
are homologous to the light activated ion pumps, bacteriorhodopsin and halorhodopsin 
(Fig. 5). These sensory rhodopsins mediate the phototaxis response by generating signals 
that regulate the direction of flagella rotation (for reviews, see [9]). Sensory rhodopsin I 
(SRI) mediates phototaxis towards green-orange light and away from blue light [96]. The 
second receptor (SRII) also mediates a repellent response to blue light [97]. The sensory 
rhodopsins do not cause changes in membrane potential and the signals generated are 
integrated with the signals from the chemoreceptors of this organism presumably through 
common cytoplasmic signaling components. Recently, a gene encoding an additional sig- 
naling component of the SRI dependent phototaxis system has been cloned [lo]. The pro- 
tein product (Htrl, halobacterial transducer 1) of this gene is predicted to consists of two 
transmembrane segments with a small periplasmic domain. The cytoplasmic domain is 
very homologous to E. coli chemoreceptors such as Tar, but has an additional segment of 
about 200 amino acids between the second transmembrane segment and the C-terminal 
chemoreceptor domain. This later region is postulated to interact with SRI. Presumably, a 
similar protein exists for SRII. The transmembrane signaling system in phototaxis may be 
thought of as comprised of two membrane proteins: a sensory protein (sensory rhodospin) 
and a signaling protein (HtrI). The C-terminal domain of HtrI presumably regulates the 
activity of the soluble cytoplasmic components of the chemotaxis system. Methylation of 



480 

hv hv hv 

SRI BRI  HRI 
Hi CI - 

I H t r l  

Chemotaxis Pathwav 

Moto r  
( t umb le )  

Fig. 5 .  Rhodopsins of Halobacterium halobium. The family of bacteriorhodopsins are all predicted to have 
seven transmembrane segments. Bacteriorhodopsin (BR) and halorhodopsin (HR) are light activated ion 
pumps, for H+ and CI-, respectively. The closely related sensory rhodopsins SRI and SRll (not illustrated) do 
not act as ion pumps but are sensors for the phototactic response. This response for SRI requires a homolog of 
the MCP chemoreceptors called Htrl [lo] which is thought to interact with the soluble components of the 

chemotactic signal transduction pathway. 

this protein has been demonstrated in vivo suggesting an adaptation mechanism analogous 
to that of the MCP chemoreceptors of E. coli. 

7. Conclusions 

The past few years have witnessed a rapid expansion in our knowledge of bacterial signal 
transduction pathways. Even an organism as well characterized as E. coli continues to 
provide novel mechanisms. As new methodology removes the barriers to genetic analysis 
of other organisms, the diverse world of bacterial sensory receptors will continue to be 
revealed. We can expect to see more and more diversity, in addition to the continued 
emergence of a few common themes. We might also expect to see some bacterial homo- 
logs of important components of eukaryotic sensory transduction. A tyrosine kinase activ- 
ity has been detected in Pseudomonas solanacearum [98] and a eukaryotic-like serinel 
threonine protein kinase involved in differentiation of Myxococcus xanthus has also been 
identified [99] .  
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I .  Introduction 

Chromosomally-mediated P-lactamase production is a major determinant of p-lactam re- 
sistance seen among many pathogenic and opportunistic Enterobacter spp., Citrobacter 
freundii, Serratia spp., Morganella spp., indole-positive Proteus spp. and Pseudomonas 
aeruginosa. These inducible enzymes, present in most clinical isolates of these species, 
generally convey resistance to P-lactamase-labile agents such as benzylpenicillin, am- 
picillin, and the first-generation cephalosporins. The susceptibility of these organisms to a 
P-lactam antibiotic is influenced by both the magnitude of/Nactamase production (degree 
of antibiotic-stimulated induction or constitutive overproduction), the drug's ability to 
resist hydrolysis by the P-lactamase, the rate of penetration through the outer membrane 
and the binding affinity for the penicillin-binding proteins. Naturally occurring 
Enterobacter cloacae isolates which exhibit only basal, low-level /3-lactamase production 
may be moderately susceptible to ampicillin whereas the more common P-lactamase-in- 
ducible isolates are ampicillin-resistant [I]. When constitutive or semi-constitutive P-lac- 
tamase hyperproduction is present, as with stably derepressed isolates, resistance is seen 
even to relatively p-lactamase-stable, weakly P-lactamase-inducing agents such as the 
extended-spectrum penicillins and third-generation cephalosporins. 

Gram-negative bacilli producing inducible, chromosomally mediated P-lactamases are 
common pathogens in hospitalized patients. Pseudomonas aeruginosa, Enterobacter spp., 
Citrobacter spp. and Serratia marcescens accounted for 22% of all infectious isolates 
from participating hospitals during 1986-1 989 in the National Nosocomial Infections 
Surveillance System [2]. These organisms were responsible for 33% and 11% of noso- 
comial pneumonias and bacteremias, respectively. If an estimated 3.6 million nosocomial 
infections occur in the United States annually [3], these species account for nearly 
800 000 infections in patient-care facilities, each year. 
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Gram-negative isolates resistant to multiple, ‘/3-lactamase-stable’ p-lactams have been 
reported to emerge during p-lactam therapy. A recent review of studies addressing this 
issue indicated that resistance emerged in 14-56% of patients with infections caused by 
these Gram-negative species and when present, resulted in relapse or treatment failure in 
25-75% of cases [4]. Isolates acquiring resistance typically exhibited stably derepressed 
p-lactamase production [4-61. 

Factors associated with this emergence of resistance include bone, soft tissue and 
lower respiratory infections (especially cystic fibrosis), neutropenia and third-generation 
cephalosporin therapy [4,7,8]. Attempts to limit the emergence of resistance using combi- 
nation antibiotic therapy have been disappointing and the question of a need for more 
judicious third-generation cephalosporin usage has been raised [S]. Broadly, p-lactam- 
resistant Gram-negative bacilli typically are as virulent as the parent strains and can 
spread from patient to patient even in the absence of the selective pressure of p-lactam 
antibiotics [4]. It is not surprising that these organisms remain serious nosocomial patho- 
gens. 

In this chapter, we summarize our current understanding of the molecular mechanisms 
by which p-lactam antibiotics may induce expression of chromosomal P-lactamase in 
Gram-negative organisms as well as the genetic basis for the appearance of so-called 
stably derepressed mutants. 

2. Components of the inducible ,6-lactamase regulatory system in Gram-negative 
organisms 

2. I .  The amp regulon 

Most Gram-negative enterobacteria carry a chromosomal P-lactamase gene denoted ampC 
[9,10]. This gene is constitutively expressed at low levels in E. coli. The ampC expression 
in this species is governed by a relatively weak promoter and by transcriptional termina- 
tion at an attenuator site immediately 5‘ of the ampC gene [ 11,121. Mutants of E. coli 
overexpressing chromosomal p-lactamase are either due to up promoter mutations, muta- 
tions decreasing transcriptional attenuation, ampC gene amplification, or insertion ele- 
ments such as IS2 providing a novel hybrid promoter [11,13-171. Combinations of the 
above genetic mechanisms may provide an appreciable p-lactam resistance [ 181. 
However, since the frequency by which each mutation occurs is low (10-7-10-9), j3-lactam 
resistance is unlikely to emerge during ongoing therapy. In a number of Gram-negative 
species such as Citrobacter jieundii, Enterohacter cloacae, Pseudomonas aeruginosa, 
Serratia marcescens, Yersinia enterocolitica and indole-positive Proteus spp., the chro- 
mosomal ampC gene is inducible by p-lactam antibiotics. Available information suggests 
that the induction mechanism is the same for each of these organisms. 

The main genetic difference between species such as E. coli expressing B-lactamase 
constitutively and those that are inducible is the presence in the latter of a regulatory gene, 
ampR, that is located close to ampC but transcribed in the opposite orientation [ 191. E. 
coli not only lacks ampR but also the site between ampR and ampC to which this regula- 
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tory protein binds. When the ampR, ampC genes from either C. freundii or E. cloacae are 
introduced on a plasmid into E. coli, the cloned ampC gene is inducible by p-lactams. A 
genetic inactivation of ampR abolished inducibility demonstrating that AmpR function 
was required for this process. 

In both C. freundii and E. cloacae, p-lactam-resistant, so-called stably derepressed mu- 
tants arise at an appreciable frequency (IO”-lO-’) that overproduce the AmpC p-lac- 
tamase in the absence of /3-lactam inducer [20]. Similar /3-lactam-resistant mutants were 
selected in E. coli K12 harboring the C. freundii ampR and ampC genes on a multicopy 
plasmid [21]. These E. coli mutants were either fully constitutive or semiconstitutive for 
P-lactamase expression, and all mapped to a single locus at 2.6 min on the E. coli chro- 
mosome denoted ampD encoding a 20.5 kDa cytosolic protein [22]. Likewise, transfor- 
mation with plasmids carrying E. coli ampD could restore the wild-type phenotype of in- 
ducible P-lactamase production in all stably derepressed clinical isolates and spontaneous 
laboratory mutants of E. cloacae and C. fieundii tested (F. Lindberg, unpublished data). 
This indicated that AmpD acts as a negative regulator ofp-lactamase production and mu- 
tations in this gene can lead to clinical p-lactam resistance [21]. Nucleotide sequencing of 
ampD from E. coli, C. freundii and E. cloacae demonstrate that they encode proteins 
showing 75-89% identity to one another [23]. 

A specific signal transducer has been postulated to exist transmitting the p-lactam-in- 
duced signaI across the cytoplasmic membrane. The ampG gene is currently the best 
candidate to encode for a signal transducing element since mutants in this gene are totally 
non-inducible [24,25]. A summary of the genes and gene-products in the amp regulon is 
given in Table I.  

2.2. Involvement of penicillin-binding proteins and FtsZ in p-lactamase induction 

It is very likely that other genes besides ampD, ampG and ampR are involved in ampC 
p-lactamase induction, but mutations in such genes may be lethal. A number of E. coli 
mutants in penicillin-binding protein genes have been tested for p-lactamase induction. 
P-Lactams acting as good inducers usually have high affinity for the low molecular weight 
PBPs. However, mutants inactivated for PBP4, PBPS or PBP6 are still inducible and 
express low levels of P-lactamase in the absence of @-lactam inducer. Likewise, double 
and triple mutants in PBP4, PBPS and PBP6 remain inducible. Single mutants affected 
in either PBPlA or PBPlB are not affected in p-lactamase expression and minicells 
prepared from a PBP3 ts mutant are still inducible when treated with p-lactams at 42°C 
(S. Lindquist, H. Martin and K. Weston-Hafer, unpublished data). However, a mutant in 
PBP2 has been reported to be non-inducible in the reconstituted E. coli system [26]. Also, 
conditionalftsz mutants are non-inducible at the restrictive temperature [27]. There are as 
yet no data showing whether a loss of FtsZ or PBP2 activity affects AmpG hnction or 
if expression of these two former proteins are required to elicit a B-lactam-induced signal. 
The prevailing hypothesis is that B-lactams affect a more global regulatory network to 
elicit the inducible signal. Since FtsZ is required for bacterial cell division, the B-lactam- 
induced signal may in some way be linked to the septation process. 



TABLE I 
Genes and proteins involved inB-lactamase induction in Grm-negative bacteria 

Gene Function Size Protein Gene Species Ref. Mutational phenotype 
(kDa) location location sequenced when inactivated 

(in E. colt) from 

mpC Structural gene 39.7 Periplasm 94.3' C. freundii 55 * NoB-lactamase produced 
for Class C E. cloacae 56 

Ps. aeruginosa 42 
Y. enterocolitica 57 

8-lactamase E. coli 11 

ampR Transcriptional 32 Cytoplasm 
activator of ampC 

ampD Negative regulator 20.5 Cytoplasm 

deleted C. freundii 29 * Low expression of non-inducible 
E. cloacae 58 8-lactamase 
Y. enterocolitica 57 
Rhodops. capsulata 43 

2 . 6  E. coli 

E. cloacae 
C. freundii 

28 
22 B-lactamase,altered crosslinking 
23 pattern in murein, and increased 
23 release of labelled DAP from 

the murein 

* AmpR dependent hyperproduction of 

ampE ATPase? 32.1 Inner membrane 2 . 6  E. coli 22 * not required for,L?-lactamase induction 

ampG iigand transporter ? 55 Inner membrane 9.9' E. coli 25 * Low expression of non-inducible 
E. cloacae 
(in progress) 

B-lactamase at the basal level 
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3. The umpD operon 

The ampD gene is the first gene in an operon also containing ampE. AmpE encodes a 32- 
kDa transmembrane protein carrying a putative ATP-binding site [22]. AmpE was in- 
itially thought to be involved in p-lactamase regulation and hypothesized to act as a signal 
transducer able to bind /3-lactam at the periplasmic side of the plasma membrane [28]. A 
clean chromosomal ‘knockout’ mutation has recently been generated in the E. coli ampE 
gene. This ampE mutant expressed the same basal level of cloned C. jieundii AmpC p- 
lactamase as the wild-type and P-lactamase expression was inducible by p-lactams pro- 
vided AmpR was also expressed (M. Wikstrom, unpublished data). Therefore AmpE has 
no detectable effect on P-lactamase expression and is not acting as a signal transducer. 
Since the stop codon of ampD overlaps the initiation codon of ampE in both E. coli and 
C. freundii, these two genes may be translationally coupled to ensure a stoichiometric 
relationship between the two proteins. Thus, AmpD and AmpE may well functionally in- 
teract without affecting p-lactamase expression. 

Point mutations, deletions, as well as insertions have been isolated in ampD yielding a 
similar phenotype suggesting that a functional inactivation of the AmpD protein results in 
an elevated p-lactamase expression [22,23,28]. The AmpD protein therefore acts as a 
negative regulator for p-lactamase expression. An extract containing AmpD does not re- 
sult in a gel mobility shift of a DNA fragment carrying the intercistronic region between 
ampR and ampC suggesting that AmpD does not function as a conventional repressor [22; 
C. Jacobs, unpublished data]. Since AmpD expression in the absence of AmpR has no 
effect on AmpC expression, AmpD might act by binding to AmpR. However, the gel shift 
caused by AmpR is not affected and the DNase I footprint generated by AmpR is not af- 
fected by the presence or absence of AmpD in the extract [29]. We are therefore left with 
the possibility that AmpD affects P-lactamase expression in an indirect manner that is dis- 
cussed below. 

An ampD mutant of E. coli in the absence of P-lactamase is slightly more sensitive to 
p-lactam antibiotics than the wild-type [22]. It is unlikely that this hypersensitivity is due 
to an increased permeability through the outer membrane but likely reflects some altera- 
tions in the response to p-lactams. AmpD mutants also exhibited a higher release of in- 
corporated [3H]diaminopimelic acid from the murein compared to wild-type cells. AmpD 
mutants grown in the presence of diaminopimelic acid also differ from the wild-type in 
their murein fragment pattern as deduced by reverse phase high performance liquid chro- 
matography [30], reinforcing the notion that AmpD might affect murein metabolism. 

4. The ampG operon 

The ampG locus was identified by isolating a p-lactam-sensitive mutant of an E. cloacae 
strain derepressed for chromosomal P-lactamase [24]. An E. cloacae DNA fragment 
cloned from the parental strain restored the p-lactam resistance to the mutant. This DNA 
fragment was subsequently used to clone the corresponding ampG locus from E. coli. In a 
parallel study, a series of p-lactam- sensitive mutants were isolated from a P-lactam-resis- 
tant E. coli ampD mutant strain harboring the C. jieundii ampC and ampR genes. Three 
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of these mutants were expressing AmpC P-lactamase at low basal levels not affected by P- 
lactam inducer. The cloned ampG gene from either E. coli or C. freundii complemented 
the three E. coli mutations suggesting that they all carried lesions in the ampG locus [25]. 
‘This was subsequently shown by sequencing the mutations and comparing these se- 
quences to the wild-type E. coli ampG gene. Each mutant carried a Gly+Asp amino acid 
replacement in AmpG at three different locations in the protein. The AmpG amino acid 
sequence deduced from the nucleotide sequence suggests that it is a transmembrane pro- 
tein, 491 amino acids in size, carrying several hydrophobic putative transmembrane se- 
quences. The ampG gene product is not essential for growth of E. coli since an E. coli 
mutant carrying a kan‘ insert early in the ampG gene shows the same growth rate as the 
parent. Such a clean ‘knock out mutation’ will express cloned C. freundii AmpC P-lac- 
tamase at low levels in a non-inducible manner. The finding that several independently 
isolated mutants in different species affected the same gene strongly argues that, besides 
mutations in ampR, ampG mutations are unique in providing a non-inducible non-condi- 
tional phenotype. Mutations in ampD only affect P-lactamase expression in ampG wild- 
type strains, showing that the AmpG protein is required not only for @-lactam-mediated 
induction but also for the activation of P-lactamase expression resulting from a genetic 
inactivation of ampD. 

The ampG gene of E. coli is located at 9.8 min on the chromosome and is the second 
gene in an operon also encoding a putative lipoprotein [25]. An insertional inactivation of 
this upstream gene abolishes P-lactamase induction. This effect is probably due to tran- 
scriptional polarity on ampG since inducibility is restored by only providing ampG tran- 
scribed from a vector promoter. The ampG operon is also located close to the morpho- 
gene bolA. Overproduction of the bolA gene product results in rounded cells and in an 
overexpression of PBP6 [3 11. The bolA transcription is low during logarithmic growth. 
Transcriptional lacZ fusions in either ampG or in the preceding lipoprotein gene were 
used to monitor transcriptional activity in different E. coli backgrounds and during differ- 
ent growth conditions. The two genes in the ampG operon are transcribed at a higher rate 
in logarithmically grown cells as compared to stationary-phase cells. It has been shown 
that the neighboring bolA morphogene is under the control of the RpoS starvation-in- 
duced sigma factor [32]. One possibility is therefore that RpoS acts on bolA and that 
BolA acts as a transcriptional regulator for the ampG operon. However, transcription of 
the ampG operon was not significantly affected by either a mutation in bolA or rpoS [25]. 
Moreover, AmpC P-lactamase is still inducible in rpoS and bolA mutants. Thus, it seems 
unlikely that the bolA gene controls expression from the ampG operon. Furthermore, ex- 
pression from the ampG operon does not require the RpoS sigma factor. Finally, tran- 
scriptional activity over the ampG operon as measured by transcriptional fusions was not 
affected in an E. coli strain deleted for the ampDE operon. Therefore AmpD is unlikely to 
affect ampC transcription by repressing expression of AmpG. 

The 491 amino acid AmpG protein carries no sequence motifs typical of P-lactam- 
binding proteins [33] and therefore differs markedly from the membrane-bound BlaRl 
signal transducer in Bacillus lichenformis [34]. In addition, AmpG carries no homology 
to histidine kinases known to act as transmembrane sensors and signal transducers in 
many so-called two-component regulatory systems [35]. AmpG with its many putative 
membrane spanning regions may instead function as a permease allowing transport across 



TABLE I1 

Some members of the LysR family of transcriptional activators 

Protein Bacterial species Size Inducer 
(a 

Gene(s) Target pathway 
regulated 

Ref. 

AmpR 

CatR 
CysB 

IlvY 
LysR 
MetR 

MleR 
MprR 
NahR 
NodD 

OxyR 

RbcR 
TrpI 

Citrobacter freundii 
Enterobacter cloacae 
Yersinia enterocolitica 
Rhodopseudomonas capsulata 
Pseudomonas putida 
Escherichia coli 
Salmonella typhimurium 
Escherichia coli 
Escherichia coli 
Escherichia coli 
Salmonella typhimurium 
L.actococcus lactis 
Streptomyces coelicolor ‘Muller’ 
Pseudomonas putida 
Rhizobium leguminosarum 
Rhizobium meliloti 
Escherichia coli 
Salmonella typhimurium 
Chromatium vinosum 
Pseudornonas aeruginosa 

29 1 
29 1 
294 
289 
289 
3 24 
324 
297 
31 I 
317 
276 
29 1 
316 
374 
308 
310 
305 
305 
302 
293 

#?-Lactam 
#?-Lactam 
#?-Lactam 
#?-Lactam 
cis-cis muconate 
0- Acetyl-L-serine 
0- Acetyl-L-serine 
Acetolactate (L-isoleucine) 
DAP (diaminopimelate) 
Homocysteine 
Homocysteine 
L-Malate 
? 
Salicylate 
Flavonoid 
Flavonoid 
Oxidative stress 
Oxidative stress 
? 
Indole glycerol phosphate 

ampC 
ampC 
ampC 
ORFl 
catBC 
CYS 

C ) S  

ilvC 
1ysA 
metf/H 
metf/H 
metf/H 
mprA 
nah. sal 
nodABC 
nodABC 

H202 
H202 
rbcAB 
trpBA 

#?-Lactamase 
#?-Lactamase 
#?-Lac tamase 
#?-Lactamase 
Benzoate utilization 
Cysteine biosynthesis 
Cysteine biosynthesis 
Isoleucine biosynthesis 
Lysine biosynthesis 
Methionine biosynthesis 
Methionine biosynthesis 
Malolactic acid fermentation 
Metalloprotease 
Degradation of naphthalene 
Nodulation genes 
Nodulation genes 
Inducible genes 
Inducible genes 
Carbon fixation 
Tryptophan biosynthesis 

29 
58 
57 
43 
59 
60 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
70 
38 
71 
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the cytoplasmic membrane of ligands interacting with an intracellular regulator such as 
AmpR. 

The deduced ampG amino acid sequence shows a 38% identity to o r -  3 in the lic 3 lo- 
cus of Haemophilus influenzae [36]. The lic 3 locus is involved in variable lipopolysac- 
charide expression but no specific role in this process has yet been assigned to the orf 3 
gene product. 

5. Mechunisms of converting AmpR into a transcriptional activutor for  ampC 

5.1. AmpR belongs to the LysR family of transcriptional activators 

AmpR of enterobacteria with inducible p-lactamase belongs to a large family of tran- 
scriptional activator proteins referred to as the LysR family [37]. To date over 30 proteins 
have been found to belong to this family [38], some of which are summarized in Table I I .  
These proteins show a significant homology to one another along the entire sequence, but 
are most similar in their amino terminal regions containing a helix-turn-helix motif. An 
AmpRS35F mutant affected in the second helix of this motif is unable to bind to its target 
DNA and cannot affect ampC transcription [39]. Most of these regulatory proteins are 
activated by low molecular weight effector molecules (Table 11) but can bind target DNA 
both in the absence and presence of activating ligand. In the case of CysB, both an in- 
ducer 0-acetyl-L-serine and an anti-inducer thiosulphate can affect the ability of the tran- 
scriptional regulator, to activate transcription [40]. The only exception to this rule is 
OxyR, a regulator responding to oxidative stress [41]. Activation in this case seems to 
involve direct oxidation of the OxyR protein rather than ligand binding. None of the 
members of the LysR family has been shown to be covalently modified and they have no 
significant homology to response regulators in two-component regulatory systems. The 
significant homology between AmpR and TrpI (Table I l l )  which is known to be activated 
by indolglycerol phosphate argues that p-lactam induction is caused by ligand binding to 
AmpR converting it into a transcriptional activator. 

5.2. AmpR homolopes and AmpR like proleins in other species 

Pseudomonas cleruginosu is a Gram-negative non-fermenting organism which, like many 
enterobacterial species, expresses an inducible chromosomal /3-lactamase. This p-lac- 
tamase shows significant homology to the AmpC enzymes of enterobacteria. The amPC 
gene of P. aeruginosa, PA01 is preceded by an open reading frame encoding a protein 
belonging to the AmpR family (Fig. I ,  Table 111). Unfortunately, only part of this AmpR 
sequence has been determined [42]. 

Rhodopseudomonas capsulata, a photosynthetic Gram-negative bacterium expresses 
an inducible chromosomal class A P-lactamase. Interestingly, this p-lactamase gene is 
preceded by an open reading frame showing high homology to the ampR genes preceding 
class C (amPC) P-lactamase genes in enterobacteria [43] (Fig. I ,  Table 111). 

Streptomyces cucaoi, a Gram-positive organism with an inducible /?-lactamase carries 
three open reading frames upstream from the p-lactamase gene that are transcribed in the 
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TABLE 111 

Evolutionary distance of AmpR, AmpR-like proteins and Trpla 

C.f E.c Y.e R.c P.a s.c Trpl 

C.f I .oooo 0.8832 0.7423 0.5017 0.7407 0.1993 0.3746 
E.c I .oooo 0.7560 0.5052 0.71 I I 0.2062 0.3883 
Y.e I .oooo 0.4983 0.7630 0.2475 0.3652 
R c  I .oooo 0.681 5 0.2249 0.3495 
P.a 1 .oooo 0.2148 0.5407b 
s . c  1 .oooo 0.1945 
Trpl I .oooo 

Sequence comparisons of the six different AmpR proteins (Distances program of the GCG package ). 
aC.f, Citrobacter Peundii [29]; E.c, Enterobacter cloacae [58]; Y.e, Yersinia enterocolitica [57]; P.a, 
Pseudornonas aeruginosa [42]; R.c, Rhodopseudomonas capsulata [43]; S.c, Streptomyces cacaoi [44]; Trpl, 
P. aerugrnosa [71]. 

135 aa in the P. aeruginosa AmpR protein sequenced thus far. The value is higher since the comparison 
concerns the more conserved amino terminal parts. 

opposite orientation. The first open reading frame encodes a protein possibly belonging to 
the LysR family [44]. The homology with the AmpR proteins is, however, quite low 
(Table Ill). Interestingly, the P-lactamase gene blaA is followed by an open reading frame 
for a protein containing all motifs typical of a P-lactam-binding protein [44]. The precise 
role of this protein in P-lactamase regulation is not known. 

Taken together, /3-lactamase induction in C. freundii, E. cloacae, Y. enterocolitica, P .  
aeruginosa, Rps. capsulata and S. cacaoi seems to require an AmpR or AmpR-like pro- 
tein. Moreover, the regulator seems more conserved in these organisms than the p-lac- 
tamase it regulates. The helix-turn-helix motifs are particularly conserved among the 
AmpR homologues suggesting that they may recognize similar operator sequences (Fig. 
I ) .  Table 111 gives the evolutionary distances for the respective AmpR homologues. These 
distances seem to reflect the overall genetic distances between the different species sug- 
gesting that they all, with the probable exception of the AmpR-like protein from S. 
cacaoi, have evolved as gene products from one ancestral gene. 

5.3. AmpR is required for,&actam-mediated induction as well as for ampD mutant 
mediated/-lactamase hyperproduction in C. freundii and in the heterologous E. coli 
system 

In C. freundii, the ampR gene has been inactivated by a kan insertion resulting in a totally 
non-inducible mutant expressing the same low levels of AmpC p-lactamase as the unin- 
duced, wild-type parent (in the absence of p-lactam inducer) (F. Lindberg, unpublished 
data). Inducibility is restored by transforming only ampR on a multicopy plasmid into 
such a mutant. In the heterologous E. coli system, ampC induction is also dependant on 
ampR. In E. coli, P-lactamase expression is twice the basal level in the absence of AmpR 
suggesting that AmpR might act as a repressor in the absence of inducer. As in the recon- 
stituted E. coli system, AmpR expression in C. .freundii is also required for the high level 
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m R c f  
AmpRec 

AmPRrc mJw 
*R Iden t i ty  
LysR consensus 

mJRc f 
WRec 
-Rye 
AmpRrc *w 
Arrp>R Iden t i ty  
LysR consensus 

-Rc f 
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m m c  
*ma 
ArpR Iden t i ty  
LysR consensus 

-Ref 
mF= 
*Rye 
m m c  
AnpR Iden t i ty  
LysR consensus 

&pRc f 
AnpRec 
mJWe 
AmpRrc 
w w a  
? q R  Iden t i ty  
LysR consensus 
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semi-constitutive expression of /3'-lactamase seen in ampD mutants. A C. freundii ampD, 
ampR double mutant expresses only low basal levels of AmpC B-lactamase, whereas the 
ampD single mutant expresses a 100-fold higher level of j3-lactamase in the absence of an 
inducer. This can be hrther increased by a factor of two after @-lactam induction. Also, /3- 
lactamase hyperproduction can be restored to such C. freundii double mutants by intro- 
ducing the ampR gene on a plasmid (C. Jacobs et al., unpublished data). The AmpR de- 
pendence of the ampD mutant phenotype suggests that AmpD affects AmpC expression 
via AmpR. 

5.4. Can more than one signal activate AmpR? 

Recently, an AmpR mutant was generated in vih-0, AmpRG102D (Fig. 2), that when intro- 
duced into an ampD-, ampR- double mutant of C. freundii resulted in an only 9-fold ele- 
vation of basal j3-lactamase expression as compared to 100-fold for AmpR"' (C. Jacobs et 
al., unpublished data). Interestingly, C. freundii a m p  expressing this AmpR mutant pro- 
tein was fully inducible by /3-lactams. The AmpRGIoZD mutant phenotype was not specific 
for any particular ampD allele. Even in an umpD null background, AmpRG102D provided 
an inducible phenotype. If one positively acting ligand is accumulating in an AmpD- 
background and a separate but similar ligand accumulates after p-lactam treatment, then 
the AmpRG102D mutant phenotype could be explained by a lower ability to interact with 
the ligand provided in the AmpD- mutant while retaining the ability to interact with the p- 
lactam-induced ligand. 

5.5. AmpR is kept in a 'locked' or repressed conformation in wild-type cells in the 
absence of/-lactam inducer 

The AmpRG102D mutant provides a higher basal level of p-lactamase compared to wild- 
type AmpR in the presence of AmpD (9-fold in C. freundii and 13-fold in an E. coli 
background). Since this AmpRGIoZD-mediated activation of the system is independent of 
the AmpG protein, we would have to suggest that AmpRG102D in the absence of positively 
acting ligands is conformationally altered such that it can activate umpC transcription. 

An AmpRGIoZE mutant (Fig. 2) was obtained by selecting for high B-lactam resistance 
in an ampG::kanR E. coli background [39]. The AmpRGIoZE protein mediates a 30-fold 
increase in basal P-lactamase expression. Inactivation of ampD has no significant effect 
on the expression level in either C. freundii or E. coli. Activation does not require AmpG 

Fig.], Alignment of the AmpR proteins sequenced thus far from Gram-negative bacteria. Only 135 amino acids 
of the P. aeruginosa AmpR have been sequenced. * AmpR identity represents homology between all 5 protein 
sequences until and then all 4 proteins sequence until the end. # LysR consensus is from [38]. The helix- 
turn-helix motif which is postulated to be the region of the protein that makes contact with the DNA is indi- 
cated. AmpRcf, C. freundii, AmpRec, E. cloacae, AmpRye, Y. enterocolilica, AmpRrc, Rps. capsulata, 

AmpRps, P. aeruginosa. 
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Fig 2 Properties of C /reimdrr AinpR mutant proteins Mutants of AnipK that were isolated by chemical 
mutagenesis 1391 and in vitro mutagenesis 1461 are shown 

and expression is not affected by lj-lactams. Thus, a change from an aspartic acid to a 
glutamic acid residue at position 102 makes AmpR totally non-responsive to lj-lactams. 
Our current hypothesis is that in wild-type cells in the absence of a lj-lactam inducer, 
AmpR is kept in such a conformation that a domain involved in transcriptional activation 
is shielded or blocked. We interpret the AmpRG'02E mutant as being 'unlocked' now ex- 
posing the region responsible for transcriptional activation. An analogous mutant pheno- 
type in the related CysB protein has been interpreted in a similar manner [45]. Since 
AmpRG102E is not affected by lj-lactam inducer or by ampD mutant-induced signalling, 
these signals might act to 'unlock' the AmpRWt protein by affecting a region in AmpR in- 
volving residue 102. 

5.6. AmpR bind.s DNA and represses ampR transcription holh in its repressed and  
activaled stale 

DNase I footprinting with AmpR containing extracts shows that the protein protects a 
38 bp region located immediately upstream of the ampC promoter [29] .  The protected 
region covers the ampR promoter directing transcription in the opposite direction. Using 
an ampR::lacZ transcriptional fusion, it has been possible to show that AmpR in trans 
rcpresses umpR transcription. The AmpRG'02D and AmpRci'n2E mutants repressed ampR 
transcription to the same extent as the wild-type protein showing that these mutations at 
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position 102 do not affect repression of the ampR promoter but specifically affect tran- 
scriptional activation of the ampC promoter. AmpR transcription is also unaffected by 
mutations in ampD, and ampG and does not respond to p-lactam inducers. Thus, AmpR 
must be able to bind to the ampR, ampC intercistronic region also in its repressed state. 

5.7. AmpR'i'02K has lost the ability to activate the ampC promoter while retaining its 
abiliry to repress ampR transcription 

Since the glycine at amino acid position 102 in AmpR is seemingly located in a region of 
the protein affecting its activation state it was altered into a Lys residue by in vitro mut- 
agenesis. The resulting AmpRG102K mutant (Fig. 2) exhibited the same repression of 
ampR transcription showing that the mutated protein had not affected autoregulation. 
However, AmpRG'02K did not respond to p-lactam inducer and was not affected by an 
ampD mutant background either in E. coli or C. freundii. Interestingly, AmpRG102K gives 
a faster migrating complex in gel mobility shifts with fragments carrying the entire ampR- 
ampC intercistronic region as compared to AmpRWt, AmpRG'02D and AmpRG'n2E, sug- 
gesting that its interaction with DNA was altered [46]. 

5.8. AmpR interaction with target DNA 

The region protected from DNasel cleavage is large enough (38 bp) to contain more than 
one operator binding site for AmpR. To test this hypothesis, fragments were synthesized 
carrying essentially each half of the 38 bp region (Fig. 3). A fragment carrying only the 5' 

A 

< AmuR f o o t m i n t  

T A A G C C ~ ~ ~ ~ A ~ ~ T ~ T C T G C T G C T ~ ~ ~ C G ~  

* 
* * *  .. * I S ,  . .... I.. .. . , I ,  

01 m mc4 

- Region 1 - - Region 2 + 

LysR mot i f  T----11-----A 

B 

Fig. 3. The sequence for the 38 hp DNase I footprinted region o f  C. freundir (C.f) as well as 4 hp tlanking on 
either side. The coding strand for ampC is shown. Regions I and 2 are indicated and. - and indicate 
palindromic sequences within each region. # is the axis ofsymmetry for the palindromic sequence in Region I .  
* and (j are repeated sequences from each halfofthe palindromic sequence in the two regions. Fragments A, B 
and C were used in gel shift mobility assays. A and B will bind AmpR whereas fragment C will not in gel 

retardation assays. 
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half (relative to the ampC promoter) could compete out AmpR binding to a fragment car- 
rying the entire 38 bp region and was retarded by an AmpR-containing extract in a gel 
mobility shift. The 3' half of the AmpR-binding region on the other hand, did not compete 
out AmpR binding to a fragment carrying the entire binding region, and was not retarded 
by extracts containing AmpR" [46]. Insertions of 2 bp, 5 bp or 10 bp into the center of 
the 38 bp region did not affect the ability of AmpR to bind, showing that it does not con- 
stitute a continuous binding region. Finally, two point mutations in the 5' region dramati- 
cally decreased AmpR binding whereas four mutations affecting the sequence of the 3' 
half of the 38 bp region did not. Therefore, the 38 bp region seems to contain one opera- 
tor binding site within the 5' half of the 38 bp region (Region 1). It is not known how 
AmpR interacts with the 3' half of the 38 bp region (Region 2). One possibility is that 
AmpR binds to Region 1 via its helix-turn-helix motif and at this site interacts with 
Region 2 via some other part of AmpR. At present we cannot exclude the possibility that 
Region 2 contains a weak operator binding site that only can be saturated after f i l l  occu- 
pancy at the operator site in Region 1. 

A comparison between the intercistronic regions in C. freundii, E. cloacae and Y. en- 
terocofitica (Fig. 4) reveals two totally conserved stretches within the 38 bp region, 

35- t1 
C.f (xTImrA.--m- 
E.c -Gr.w-- 
Y.e G A T T G T T A T C C A T F I ; T . m n P  

Identity GTTGI?-A--CA-GT~------CA-A-T--------C--A-CG--C 
Consensus GITTGKl-CACAGTmT--Cl'a- 

-35 

Fig. 4. Alignment of the intercistronic region between ampR and ampC from C.)eundii (C.11, E. cloacae (E.c) 
and Y. enferocolitrca (Y.e). Only the coding strand for ampC is indicated. The -10 and -35 as well as the tran- 
scriptional start site (+1) are indicated for both ampR and ampC. Identity represents total homology between 
the three sequences Consensus is a 2 out of 3 match. The LysR binding motif is from [48]. * indicates 

palindromic sequences within the 38 bp AmpR binding region. 
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GTTAGA- and -TGCTAAAT-, separated by I5 nucleotides containing three conserved 
nucleotides. It has been shown that C. fieundii AmpR can activate the E. cloacae ampC 
gene and vice versa suggesting that the respective AmpR protein can bind to the heterolo- 
gous intercistronic region despite the sequence divergence of the central part [47]. Region 
1 contains palindromic base pairs around an A/T rich core (Fig. 3). Moreover, it contains 
the T-Nl I-A motif found in the operator for most members of the LysR family [48]. 
Region 2 also contains palindromic base pairs but carries no LysR motif Furthermore, 
Region 1 shows some sequence homology with Region 2 (Fig. 3). 

5.9. Several in vitro generated mutations at position 135 in AmpR convert the regulator 
into a transcriptional activator for ampC 

If an unlocking mechanism may expose an interactive surface on AmpR, one would ex- 
pect several unrelated mutations in AmpR to open up this surface and convert AmpR into 
a transcriptional activator. In vitro mutagenesis at position 135 in AmpR has yielded five 
mutants (Fig. 2), four of which still bind DNA as evidenced by repression of ampR tran- 
scription. Interestingly, all four of these mutants produced greater expression of ampC 
than AmpR"'. Thus, conservative as well as non-conservative replacements at either resi- 
due 102 or residue 135 may convert AmpR into a transcriptional activator for ampC. We 
propose that a similar unlocking of AmpR occurs in response to B-lactam inducers or in 
ampD mutant backgrounds. So far we have been unable to convert AmpR"' to its 
'unlocked' or activated state by addition of p-lactams and other putative ligands. 
However, if ligand binding is weak and the locked conformation energetically favourable, 
ligand loss during electrophoresis may result in AmpR converting to its 'locked' or re- 
pressed state. 

5.10. AmpR binding to target DNA induces DNA bending 

In contrast to many other transcriptional activators, members of the LysR family bind tar- 
get DNA both in the absence and presence of activating ligand. One member of this fam- 
ily, OccR was recently shown to induce DNA bending [49]. Binding of octopine, the acti- 
vating ligand, to OccR partially relaxed the bend of target DNA, which was associated 
with a reduced size of the DNaseI footprint. In contrast, the footprint for TrpI, was ex- 
tended by adding the inducer indole glycerol phosphate [50]. In the latter study, it was not 
shown if TrpI in the presence of inducer affected DNA bending or if the activated form of 
TrpI could recognize a second operator binding sequence closer to the regulated pro- 
moter. It was recently shown that AmpR can induce DNA bending to target DNA [46]. 
The AmpRG102E mutant mediating high constitutive ampC transcription induced DNA 
bending to the same extent as the wild-type protein. In contrast, AtnpRG102K mediating 
low constitutive ampC transcription caused no detectable bending of target DNA. 
AmpRG102K as well as AmpRG102E could bind to the operator sequence in Region 1. It 
may be that AmpRG102K binds as a dimer to DNA whereas ArnpR"' and AmpRG102E bind 
as a tetrameric complex. Such a difference could explain the faster migrating gel retarda- 
tion complex with extracts containing AmpRGIoZK. Perhaps DNA bending requires bind- 
ing of an AmpR tetramer. 
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6. In seurch of the AmpR binding ligands 

There are several arguments supporting an indirect role of the /3-lactam inducer in AmpR 
activation. It has been demonstrated that P-lactamase expressed in the cytoplasm does not 
prevent ampC induction whereas the same enzyme directed towards the periplasm may 
block induction completely by efficiently hydrolyzing the p-lactam antibiotic [5 11. Also, 
cytoplasmic P-lactamase cannot measurably provide any increased /3-lactam resistance to 
the cell, suggesting that p-lactams cannot enter the bacterial cytoplasm [52]. The fact that 
AmpR can be activated in the absence ofp-lactams in umpD mutants has also been taken 
as an evidence for an endogenous ligand activating AmpR. 

AmpC induction can occur in non-growing but metabolically active E. coli minicells 
[53]. Moreover, such minicells retain inducibility despite pretreatment with high concen- 
trations of cycloserine (F. Lindberg, unpublished data). Therefore, an active peptidogly- 
can biosynthesis is seemingly not a requirement for p-lactam induction. Since p-lactams 
can induce transcription From an ampC::lacZ transcriptional fusion in an E. coli back- 
ground expressing only very low levels of chromosomal p-lactamase, it may be concluded 
that p-lactam hydrolysis is not required for induction. In fact, p-lactam hydrolyzed by /?- 
lactamase is inactive as an inducer. The intact /?-lactam ring is therefore a requirement for 
inducer activity. 

Certain p-lactams such as imipenem and cefoxitin are excellent inducers whereas for 
example, cefazolin, moxalactam and aztreonam are not. These differences may depend 
either on different binding affinities to certain PBPs or to different abilities to enter the 
cytosol and activate AmpR. In general, the most potent inducers have a high affinity for 
the low molecular weight PBPs [54]. However, if inhibition of carboxypeptidase activity 
in the cell is generating an endogenous signal, then one would expect mutants in PBP4, 
PBP5 and PBP6 to behave as an ampD mutant, i.e. overproduce the 0-lactamase in the 
absence of inducer. This is, however, not the case. It has not been possible to activate p- 
lactamase expression by any available PBP mutation. Thus, p-lactam induction does not 
appear to be associated with the inhibition of a particular PBP. 

Gram-negative bacteria such as Escherichiu coli normally recycle 40-50% of the 
peptidoglycan each generation [72,73]. It has been shown that the muramyl tripeptide, I.- 
Ala-D-Glu-Dap is allowed to enter the cell via the oligopeptide transport system [74]. 
Mutants defective in the opp system are still inducible by 0-lactams (unpublished). 
Recently, Park [73] presented evidence for a separate low affinity uptake system for 
muramyl peptides. It may be that AmpG constitutes that system. If so, the activating 
ligands for AmpR may be muramyl peptides derived from the peptidoglycan. 

7. Model for chromosomal ,&luctamase induction in enterobacteria 

Based on the considerations given above, we propose the following model for p-lac- 
tamase induction (Fig. 5) .  The AmpR regulator expressed in wild-type cells is kept in a 
‘locked’ conformation such that a region of the protein involved in dimer-dimer and pos- 
sibly AmpR-RNA polymerase interaction is buried by a region of the protein encompass- 
ing amino acid residues 102 and 135. In the ‘locked’ conformation, AmpR binds the op- 
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Fig. 5. Model for /3-lactamase induction in Gram-negative bacteria. Explanation is presented in the text. 

erator. This interaction induces a bend to target DNA preventing RNA polymerase from 
binding to the umpC promoter. This interaction also leads to a repression of ampR 
transcription. This ‘locked’ or repressed conformation of AmpR can be opened up by one 
or more auto-inducer; elicited by p-lactam action or constitutively present in AmpD- 
mutant cells. These ligands may be degradation products from the peptidoglycan and 
require the transmembrane AmpG protein to enter the cell and interact with AmpR. 
AmpG therefore most likely acts as a permease for AmpR-binding ligands. The 
‘unlocking’ of AmpR is believed to expose an interactive surface allowing an altered 
interaction with target DNA such as a relaxation of the induced DNA bend allowing for a 
productive interaction with RNA-polymerase at the ampC promoter. Clearly, this model 
can only be proved or disproved by the identification of AmpR-binding ligands and in 
vitro demonstration that ligand binding causes a conformational change in AmpR 
allowing productive interaction of RNA polymerase with the ampC P-lactamase promoter. 
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CHAPTER 24 

Induction of P-lactamase and low-affinity penicillin 
binding protein 2' synthesis in Gram-positive bacteria 

BERNARD JORIS, KARIN HARDT and JEAN-MARIE GHUYSEN 

Centre d'lnge'nierie des Protiines. Universiti de LiPge, lnstitul de Chimie, 86,  
8-4000 Sart Tilman (LiPge I ) !  Belgium 

1. Introduction 

Resistance to p-lactam antibiotics can be p-lactamase- andor penicillin-binding protein 
(PBP)-mediated. PBP-mediated resistance in methicillin-resistant Staphylococcus aureus 
and penicillin-resistant Enterococcus hirae strains is considered to occur by acquisition of 
an additional PBP which has a low affinity for the drug and, apparently, can take over the 
functions required for wall peptidoglycan synthesis under conditions where the other 
PBPs are inactivated by a/?-lactam antibiotic (see Chapter 25). 

The aim of this chapter is to present a review on the molecular mechanisms by which a 
p-lactam compound can induce p-lactamase synthesis in Bacillus lichenformis and both 
p-lactamase and low-affinity PBP2' synthesis in staphylococcus aureus. The mechanisms 
differ markedly from those responsible for chromosomal p-lactamase induction in Gram- 
negative bacteria (see Chapter 23). The mechanisms involve specialized repressors and 
sensory-transducers. 

2. The regulons 

The class A P-lactamases BlaP of B. lichenijormis and BlaZ of S. aureus have high simi- 
larity in both their primary and three-dimensional structures (see Chapter 6) .  In B. licheni- 

formis, the P-lactamase-encoding blaP is chromosomal [ I ] .  In S. aureus, the p-lactamase- 
encoding bluZ is either chromosomal, in which case it is part of the transposon Tn552 
[2,3], or plasmid-borne, in which case the left-hand half of the transposon sequence has 
been lost [4]. In both B. lichenijormis and S. aureus, p-lactamase expression is under the 
control of two open reading frames: bfaI encodes the repressor BlaI and blaRl encodes 
the penicillin-sensory transducer BlaR [3-71. In the absence of a p-lactam, p-lactamase 
synthesis is maintained at a low basal level by the repressor BlaI. Binding of a p-lactam 
(e.g. the inducer) to the sensory-transducer BlaR causes derepression and a high level of 
p-lactamase synthesis [8-121. 
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The low affinity PBP2' of S. aureus is a multi-domain protein that is anchored in the 
plasma membrane at the N-terminus of the polypeptide chain (see Chapter 6 ). The 
PBP2'-encoding mecA is found in the same chromosomal location in all the methicillin- 
resistant staphylococcal strains [ 13-16]. Regulation of PBP2' expression can be of two 
types. Transcription of mecA may be under the control of mecl and mecR whose encoded 
proteins, the repressor MecI and the penicillin-sensory transducer MecR, are homologous 
to the corresponding /?-lactamase regulators Blal and BlaR, respectively [ 15,17,18]. 
Alternatively, if mecI and mecR are altered or absent, transcription of mecA is dependent 
on the presence of a penicillinase plasmid and controlled by the plasmid-borne regulators 
Blal and BlaR of/?-lactamase production [ 19-21]. 

The three regulons are shown schematically in Fig. I .  They have common features. 
The genes encoding the regulators BlaI, BlaR, Mecl and MecR are transcribed in the di- 
rection opposite to the genes encoding the proteins responsible for p-lactam resistance, 
BlaP, BlaZ and PBP2'. The pair blul-bfuRl and the pair mecl-mecR are transcribed as 
polycistronic mRNAs and the expression of the regulators is autoregulated [3,10, IS]. The 
three regulons have also their own features. In B.  ficheniformis, bfu1 is located upstream 
from bfuRl (the two ORFs are separated by a single base pair). In S. uureus, b f d  and 
mecl are located downstream from and overlap bfuRl and mecR (1 1 and 1 base pairs, re- 
spectively). Repression of bfuP in B. ficheniformis is more strict than that of blul-bfuR1 
because of the presence of two repressor binding sequences for bfuP [5,9,11,12]. 

Fig. 1. Schematic representation of the loci involved in the regulation of the synthesis of the P-lactamase BlaP 
of B. lichenformis, thep-lactamase BlaZ of S. aureus and the penicillin-binding protein (PBP)2' of S. aureus. 
Op, operator. The arrows indicate the direction of the transcription. The scale of the intergenic regions is 10- 

fold that of the structural genes. 
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3. The operators-repressors 

Regulation of P-lactamase and PBP2' synthesis is at the transcriptional level. Many bac- 
terial repressors are dimeric molecules that recognize specific palindromic sequences of 
the DNA helix [22,23]. The significance of the palindromic nature of these sequences is 
that the two DNA binding sites are related by an approximate twofold symmetry axis and 
that each subunit of the dimeric repressor has a helix-turn-helix (HTH) motif whose sec- 
ond (recognition) helix interacts at the major groove of the DNA in its B-form. The two 
recognition helices of the dimeric repressor are separated by a distance corresponding to 
one turn of the B-DNA. When one recognition helix binds to the DNA major groove, the 
second recognition helix also binds to the major groove one helical turn along the DNA 

The nucleotide sequence alignments shown in Fig. 2 highlight the approximate twofold 
symmetry axis of the seven operators under comparison. The figure also identifies the 
nucleotides of the B. lichenformis operators that the repressor protects against hydroxyl 
radical attack and/or methylation [ 121. Such a nucleotide distribution on the DNA strands 
is expected to occur if, indeed, each subunit of the dimeric repressor binds to half of the 
DNA binding site on the same face of the B-DNA helix. As derived from Fig. 2, the seven 
operators have a high degree of similarity. The sequences that overlap the symmetry axis 
have seven conserved base pairs for ten aligned base pairs. 

The HTH motif of the bacterial transcription regulation proteins is found embedded in 
domains of remarkably varied structures [23]. The Bacillus and staphylococcal repressors 
are -125 amino acid residues long. Based on amino acid alignments (not shown), the S. 
aureus BlaI and Mecl repressors are 60% identical when compared to each other and 
3 1 4 1 %  identical when compared to the Bacillus BlaI repressor. Each repressor pos- 
sesses a conserved 20 amino acid polypeptide stretch (Fig. 3) which bears the signature of 
the HTH motif of the Escherichia coli lactose operon repressor (LacI) family [25,26] ex- 
cept that a glutamine or serine residue replaces the conserved alanine residue of helix 1. 
As also shown in the bottom part of Fig. 3, the distribution of the'hydrophobic residues 
along the amino acid sequences is such that helix 2 of the HTH motif of the B. licheni- 
formis and S. aureus repressors has the characteristic features of an amphipathic helix, as 
found in the repressors of the LacI family. However, putative domains involved in dim- 
erization or cofactor binding are not detected. 

~241. 

4. The sensory-transducers 

P-Lactam antibiotics do not penetrate through the bacterial plasma membrane [27] and, 
therefore, cannot interact directly with the repressor to switch on gene expression. 
Specific inducibility requires a transducer specialized in the transmission of a chemical 
signal produced by the presence of a p-lactam in the environment, to the interior of the 
cell. 

Transducers contain an extracellular domain located on the outer face of the membrane 
which is responsible for signal reception, and a cytosolic domain which is responsible 
for the generation of an intracellular signal. Ligands either bind directly to the extra- 
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Fig. 2. Nucleotidc sequences of the operator regions recognized by the Rlal and Mecl repressors. Boxes, bases 
involved as palindroniic sequences and symmetry dyad; filled circles, nucleotides whose sugar is protected by 
the repressor from hydroxyl radical attack; circled G, guanine residues protected by the repressor froin 

methylation 

cellular domain of the transducer or, alternatively, they bind first to soluble binding 
proteins (located in the periplasm of Gram-negative bacteria) and the ligand; ligand- 
binding protein then binds to the extracellular domain of the transducer [28]. The 
transducer BlaR of B. licheniformis (Fig. 4) and the transducers BlaR and MecR of S. 
aureus have a conventional membrane topology, except that the penicillin (1igand)- 
binding protein, i.e. the sensor, is fused to the transducer by means of an additional 
transmembrane segment. 

The membrane topology of the penicillin sensory-transducer BlaR (Fig. 4) involved in 
the specific inducibility of P-lactamase synthesis in B. lichenformis has been established 
by random gene fusion experiments [29] with a reporter P-lactamase gene (unpublished 
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data). Among the five polypeptide stretches la, 1 ,  2, 3a and 3 that exhibit hydrophobic 
potential, stretches I ,  2 and 3 are transmembrane segments defining two intracellular do- 
mains A and C and two extracellular domains B and D (Fig. 4). The intracellular domain 
A and extracellular domain B are relatively short polypeptide stretches, 40-50 amino acid 

Turn I Helix I 
L R ... E~~~ 
T R 51 ... K126 
T R 51 ... KlZ3 

HTH Lac1 Motif E L A . . a . m . . a . - F  

A V  
G M  &:' 

A A  

General consensus a.  T P S L  c 
L V A 
M M  G 

E. coil Lac1 T L Y D v A E Y A,G v S . Y  Q T v:s R v v N Q 26 ... Q~~~ 

Sa B la I  T KL3 

Sa Mecl T K L 3  

R51 

T 

D l  Ro E.coli Lacl 

Q26 

1 

El 

l ig.  3 .  Amino acid alignments of the putative helix-turn-helix (HTH) motifs o f  the repressors Blal of B. Irc- 
hemfirmrs (R.1 ) and Blal and Mecl oiS. aureus (S.a.), and schematic representation ofthe amphipathic helix 
2 The comparison is niade by reference to the HIH motif consensus of the repressors of the Lacl family. The 

hydrophobic rcsiducs ofthe amphipathic helix 2 are boxed. 
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G 
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Fig. 4. Membrane topology of the sensory-transducer BlaR of B. Irchenrformrs. Hydrophobic segments are 
numbered la, I ,  2, 3a, 3 .  Domains A, 9, C, D are drawn to approximately the same scale. The Zn peptidase 
motif of domain C is indicated. The amino acid groupings S402TYK, Y476GN and K539TGT of domain D, 

characteristic of the penicilloyl serine transferases, are also indicated. 

residues long. The intracellular domain C and extracellular domain D are much larger 
polypeptide stretches, approximately 180 and 250 amino acid residues long, respectively. 

The extracellular domain D bears the motifs characteristic of the penicilloyl serine 
transferases [30] (Fig. 4). It has been overexpressed independently from the rest of the 
protein in the periplasm of E. cofi [31]. Although it has similarity, in primary structure, 
with the /I-lactamases of class D [32], the isolated domain D is a high-affinity penicillin- 
binding protein and the adduct formed by reaction with penicillin is not dissociated by hot 
SDS [31]. Based on these properties, it is proposed that the extracellular domain D is the 
penicillin sensor of BlaR; the transducer consists of three domains A, B, C and two 
transmembrane segments I and 2; and the transducer is fused to the sensor via the trans- 
membrane segment 3. 

The intracellular domains A and C of BlaR have no site of methylatioddemethylation 
[3 11. They also have no site that could be associated with that of a histidine kinase and to 
which generation of an intracellular signal via phosphorylation/dephosphorylation reac- 
tions might be attributed [33]. However, the intracellular domain C bears, in its amino 
acid sequence, the amino acid grouping V209- -HEL*H216 which is the signature of a 
neutral zinc metallopeptidase [34,35] (Fig. 4). In thermolysin, the model of the zinc pep- 
tidases, H142 and HI46 serve as zinc ligands and El43 acts as the required nucleophile 
[34]. The presence of a HE(X2)H motif is sufficient to identify a member of this family of 
peptidases [26]. Note also that domain C of BlaR has two glutamic residues at positions 
245 and 266 (not shown). One of them might be equivalent to E166, the third zinc ligand 
of thermolysin. 
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The sensory transducers BlaR of B. lichenformis, BlaR of S. aweus and MecR of S. 
aureus have very similar molecular organization (Figs. 5 and 6). Based on the optimal 
amino acid alignments shown in Fig. 5, their hydrophobicity profiles are virtually super- 
imposable (Fig. 6, upper part). Moreover, the zinc-peptidase motif of domain C and the 
penicilloyl serine transferase motifs of domain D occur at equivalent places along the 
amino acid sequences (Figs. 5 and 6). This high similarity in structural design is con- 
served in spite of considerable variations in the extents of identity along the sequences 
(Fig. 6, lower part). The percentages of highly conserved amino acid residues (Fig. 5) in 
the transducers are 21 for the pair B. subtilis BlaR-S. aureus BlaR, 23 for the pair B. 
subtilis BlaR-S. aureus MecR and 30 for the pair S. aureus BlaR-S. aureus MecR. The 
corresponding values for the sensors are 33,40 and 44, respectively. 

Among the regions of the transducers that have significant identity scores (Fig. 6, 
lower part), one is the transmembrane segment 1 and the others are several peptide seg- 
ments of domain C, among which the zinc-peptidase motif-bearing peptide has the highest 
score. Domain A, domain B and transmembrane segments 2 and 3 lack similarity in their 
amino acid sequences. Hence, similarity between the transmembrane segment 2 and the 
second transmembrane segment of the Tsr and Tar transducers involved in chemotaxis in 
E. coli and Salmonella typhimurium [3 I] is restricted to B. lichenformis BlaR. The G124 
+D mutation affecting transmembrane 2 causes loss of inducibility of b-lactamase syn- 
thesis in B. lichenformis [37]. 

Among the regions of the sensors that have high identity scores (Fig. 6, lower part), 
three possess the STYK, YGN and KTGT motifs of the penicilloyl serine transferases. 
The active-site serine of the tetrad STYK is at the amino end of a segment of high hydro- 
phobicity. In the penicilloyl serine transferases of known three-dimensional structure, this 
serine residue is at the amino end of an a-helix that is buried in the protein structure (see 
Chapter 6). 

5. Unanswered questions andhture prospects 

The central question is: upon receipt of the message generated by penicillin binding, how 
does a presumed conformational change of the sensors lead to derepression of &lac- 
tamase and PBP2’ synthesis? At this time, a definite answer cannot be offered but a test- 
able hypothesis can be proposed which rests upon the observation that intracellular do- 
main C of the transducers bears the signature of a neutral metallopeptidase. According to 
this view, the ‘peptidase’ site of the transducers would be in an inactive form in its resting 
state, e.g. in the absence of inducer. Upon binding to the sensor, penicillin would act as a 
trigger setting the peptidase in motion. Peptidase activity might then lead to derepression 
either by direct proteolysis of the repressor or by proteolysis of a cytosolic compound 
with generation of an antirepressor. 

Microbiologists also seek answers to questions regarding the mechanisms through 
which resistance via PBP2’ synthesis is expressed homogeneously or heterogeneously in 
S.  aureus strains (see Chapter 25); the role(s) played by 61uEU in the regulation of b- 
lactamase synthesis in B. lichenformis [38] and S. aureus [39]; and the marked differ- 
ences observed in the kinetics of inducibility of b-lactamase and PBP2’ synthesis. 
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Fig. 6. llydrophobicity (upper part) and identity score (lower part) profiles of the sensory-transducers BlaR of 
R. Irchenfformrs, BlaR of S. aureus and MecR of S. aureus. The plots were obtained by using the GCG 
program (Pepplot and Plotsimilarity software) using a window of 10 amino acid residues [36]. The amino acid 
numbering is based on the standard scheme shown in Fig. 5. The domains A, B, C and D, the hydrophobic 

segments la, 1 .2 ,3a and 3, and the zinc peptidase and penieilloyl-wine transferase motifs are indicated. 

b f a W  is always chromosomal and unlinked to the bfu regulon. Mutations in the locus 
b1aW generate varying phenotypes. S. aureus magno-constitutive mutants produce large 
quantities of P-lactamase in the absence of inducer [39]. Other mutants are meso-consti- 
tutive; induction causes only a two-fold increased /3-lactamase production [39]. The B. 
lichenformis Pen3 1 strain is micro-constitutive; it produces half the amount of enzyme 
that is produced by the uninduced wild-type strain and the synthesis is not inducible [40]. 
Whether the mutations responsible for these phenotypes reside in the same locus remains 
to be established. Moreover, the nature of the bfuR2 gene product(s) is unknown. 

Fig, 5.  Optimal amino acid alignments of and standard numbering scheme for the sensory-transduccrs BlaR of 
B. Irclien!formrs. l3laR of S. aureus and MecR of S. aureus. The hydrophobic segments la, I ,  2, 3a and 3 are 
boxed The zinc peptidase and penicilloyl-serine transferase motifs are underlined. The standard numbering I S  

shown above the aligned sequences. 
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Maximal synthesis of the S. aureus p-lactamase occurs within 15 min after induction 
and is maintained at this high level only in the continuous presence of the inducer [39]. 
Synthesis of the Bacillus P-lactamase is maximal 90 min after induction. The enzyme 
level remains several-fold higher than that of the uninduced strain for 2-3 h and continued 
presence of the inducer is not required. However, the amplitude of the response is a h n c -  
tion of the initial inducer concentration [8,38]. Synthesis of PBP2' by a S. aureus strain 
bearing the mec cluster is a slow process. Full development of resistance on methicillin- 
containing agar plates is observed after 48 h [ 151. In contrast, induction of PBP2 ' syn- 
thesis by a strain whose mecA is under the control of a penicillinase plasmid is as rapid as 
the induction of P-lactamase synthesis [ 151. These different behaviours may be in some 
way related to the affinity of the B-lactam inducer for the sensor, the stability of the ad- 
duct formed, the affinity of the repressor for its operator and the organization of the 
regulons. The presence of two operators downstream from bIaP (Fig. 1) may explain the 
relatively slow rate of induction of p-lactamase synthesis in B. licheniformis. During the 
first 30 min after induction, transcription from bfaI promoter gives rise to polycistronic 
mRNAs. Subsequently, short transcripts encoding only the repressor accumulate and, 
after 1 h, they disappear progressively. The presence of inverted repeats in the putative 
Shine-Dalgarno sequence of blaR 1 might explain the observed phenomenon [3,7]. 

Specific inducibility ofp-lactamase synthesis among Gram-positive bacteria other than 
B. licheniformis and S. aureus may proceed through different mechanisiiis. Streptomyces 
cacaoi has two genes blaU (U for Umeb) and bluL (L for Likge) each encoding a distinct 
B-lactamase [41]. Transcription of bluL is under the control of at least two regulatory 
genes [42]. Inactivation of ORFl or inactivation of ORF2 causes a 30-60-fold decreased 
basal level of B-lactamase synthesis and loss of inducibility. ORFl encodes a Lys-R type 
DNA-binding protein which is related to the AmpR involved in the inducibility of P-lac- 
tamase synthesis in E. cofi (see Chapter 23 ). ORF2 encodes a protein that has features of 
the penicilloyl serine transferases (but is not detected as a PBP in the plasma membrane) 
and also possesses a peptide sequence that is compatible with a phosphorylation site. 

Finally, non-specific inducibility of B-lactamase synthesis by phosphate, molybdate, 
vanadate, tungstate and carbodiimides in B. licheniformis and by ferrous ions in S. aureus 
is well documented [38]. The underlying mechanism is unknown. 
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CHAPTER 25 

Resistance to p- lac t am antibiotics 

BRIAN G. SPRATT 

Microbial Genetics Group, School of Biological Sciences. University of Sussex, Falmer, 
Brighton BNI 9QG, UK 

I .  Introduction 

/?-Lactam antibiotics exert their lethal effects by inhibiting the final stages of peptidogly- 
can synthesis. Their enzymatic targets are the high molecular weight penicillin-binding 
proteins (high-Mr PBPs) which catalyze the fmal transpeptidation steps in peptidoglycan 
synthesis [ 1,2]. As discussed in Chapter 6 ,  the high-M, PBPs, together with the low-M, 
PBPs, and the active-site serine classes of B-lactamases, are members of a superfamily of 
penicillin-interacting enzymes that are believed to have a very ancient common evolu- 
tionary origin. All three classes of enzymes interact with penicillin by a homologous 
mechanism via the formation of a covalent acyl-enzyme involving an active-site serine 
residue [2]. In the interaction of penicillin with PBPs, the acyl-enzyme is not hydrolyzed 
at a significant rate, and B-lactams act as irreversible inhibitors. In contrast, the acyl-en- 
zyme formed between ap-lactamase and penicillin is a transient species on the pathway of 
hydrolysis, and p-lactamases thus catalyze the destruction of penicillin. 

2. Susceptibility and resistance to p-lactam antibiotics 

The high-M, PBPs are minor components of bacterial cytoplasmic membranes [3]. They 
possess an amino-terminal hydrophobic sequence that acts as a non-cleaved, signal-like 
sequence, which acts to translocate the rest of the protein across the cytoplasmic mem- 
brane, and to anchor the protein in the membrane [I]. High-M, PBPs are thus believed to 
extend from the outer surface of the cytoplasmic membrane towards their peptidoglycan 
substrate. Consequently, p-iactam antibiotics have essentially free access to their targets 
in Gram-positive species; there is little evidence that the cell walls of Gram-positive bac- 
teria significantly hinder the access of B-lactams to the high-M, PBPs and there are no 
convincing reports of increased resistance to p-lactams in Gram-positive species arising 
through alterations of cell wall structures. However, in Gram-negative bacteria, p-lactam 
antibiotics have to pass through the outer membrane to gain access to the PBPs. The outer 
membrane acts as a barrier to large p-lactams that are above the exclusion limit of the 
outer membrane porins and, although these antibiotics may have high affinities for PBPs, 
they have no activity against Gram-negative bacteria. B-Lactams that are below the ex- 
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clusion limit of the porins permeate at rates that are dependent on both their size and 
overall charge [4] (see Chapter 27). 

In the simplest case, the MIC of a p-lactam approximates to the concentration that is 
required to inactivate the high+ PBP that has the greatest affinity for the antibiotic. This 
situation probably applies to a few Gram-positive species, like Streptococcus pneumo- 
niae, where there is unhindered access of the antibiotic to the PBPs, and no p-lactamase 
activity. In most cases, the MIC is considerably higher than the concentration required to 
inactivate the high+ PBPs as a result of the presence of /3-lactamase activity and, in 
Gram-negative bacteria, the permeability barrier afforded by the outer membrane. 

Recently, there has been considerable success in predicting the MICs of p-lactam an- 
tibiotics for Gram-negative bacteria [5 ,6] .  These methods calculate the concentration of 
p-lactam outside of the bacteria that is required to achieve a concentration in the perip- 
lasm that inactivates the high+ PBP with the highest affinity for the antibiotic. The es- 
timates must take into account the rate at which the p-lactam enters the periplasm, and the 
rate at which it is destroyed by p-lactamase. They depend on reasonably accurate esti- 
mates of the affinities of the antibiotic for the PBPs, its rate of permeation across the 
membrane, the number of molecules ofp-lactamase in the periplasm, and the K,, and Vmax 
for its hydrolysis by p-lactamase. These methods have in most cases been rather success- 
ful in predicting the MlCs of p-lactam antibiotics, and have been very useful in focusing 
attention on the interplay between outer membrane permeability and p-lactamase hy- 
drolysis in determining the MICs of laboratory mutants and clinical isolates that are resis- 
tant to p-lactam antibiotics. 

Resistance top-lactam antibiotics can emerge in three main ways [7,8]. By far the most 
widespread mechanism is the destruction of the antibiotic by a p-lactamase. Resistance 
can also occur by the development of high-M, PBPs that have reduced affinity for j3-lac- 
tam antibiotics or, in Gram-negative bacteria, by a reduction in the permeability of the 
outer membrane. Resistance can either be an intrinsic property of the species, or it can be 
acquired. Thus, all isolates of Pseudomonas aeruginosa are intrinsically-resistant to most 
of the older penicillins and cephalosporins, as a result of their poor penetration through 
the outer membrane, and their susceptibility to the chromosomally encoded p-lactamase. 
However, this species is intrinsically susceptible to imipenem, although individual isolates 
of the species can acquire resistance during therapy. Unfortunately, ‘intrinsic resistance’ 
has been use to describe any type of resistance that is not mediated by p-lactamases (e.g. 
PBP-mediated resistance). The term ‘intrinsic resistance’ is unsatisfactory in this context, 
and should not be used, as it implies that it is a natural feature of all members of the spe- 
cies, whereas PBP-mediated resistance is usually acquired. Consequently, the terms p- 
lactamase-mediated resistance and PBP-mediated resistance are used here. It should, 
however, be stressed that resistance is often multifactorial, involving an interplay between 
p-lactamase hydrolysis, altered permeability and altered PBPs. 

3. PBP-mediated resistance 

PBP-mediated resistance can be of two main types [7]. In methicillin-resistant 
Stuphylococcus aureus, and some penicillin-resistant enterococci, an additional low affin- 
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ity PBP is found that is absent in susceptible isolates (see below). In these cases, the new 
high+ PBP can apparently take over the function of the normal high-M, PBPs when 
these are inactivated by a p-lactam antibiotic. In other cases, e.g. Neisseria gonorrhoeae, 
N. meningitidis, S. pneumoniae, viridans group streptococci, and Haemophilus influen- 
zae, there have been reductions in the affinities of some of the normal PBPs for B-lactam 
antibiotics [7]. In those species that have been examined, the development of low affinity 
forms of normal PBPs has occurred, unexpectedly, by inter-species recombinational 
events that replace parts of the normal PBP gene with the corresponding parts from the 
homologous PBPs of closely related species [9]. It is probably not a coincidence that all 
of the species in which low affinity forms of normal PBPs have emerged are naturally 
transformable. 

Bacteria possess multiple high-Mr PBPs that catalyze subtly different reactions in the 
biosynthesis of the peptidoglycan during the cell division cycle [1,2,10]. In most cases, 
the emergence of penicillin resistance will therefore require the stepwise development of 
low affinity forms of multiple PBPs. A simple example is provided by N. gonorrhoeae 
which has only two high-M, PBPs [ 1 I]. The affinity of PBP2 for penicillin is about 10- 
fold higher than that of PBPl . The emergence of resistance first requires the development 
of a low affinity form of PBP2. However, even if PBP2 loses all affinity for penicillin, it 
will provide only a 10-fold increase in resistance to penicillin as killing will then occur by 
the inactivation of the unaltered PBPl . Higher levels of PBP-mediated resistance can only 
occur if isolates that produce low affinity forms of PBP2 also develop low affinity forms 
of PBPl (in practice, reductions in outer membrane permeability also contribute to high 
level penicillin resistance in gonococci). 

PBP-mediated resistance of this type is therefore often characterized by a slow in- 
crease over the years in the MIC of penicillin of some isolates of a species as, for exam- 
ple, has happened in N. gonorrhoeae and S. pneumoniae, and is occurring now in N. men- 
ingitidis. In the following sections, the molecular basis of PBP-mediated resistance in 
Staph. aureus, enterococci, pathogenic Neisseria, and S. pneumoniae, the species in 
which the phenomenon has been most thoroughly studied, is briefly described. PBP-me- 
diated resistance in H. influenzae is not discussed as there has been no significant pro- 
gress on the mechanism since the phenomenon was reviewed previously [7]. 

3. I .  PBP-mediated resistance in Staphylococcus aureus and coagulase-negative 
Staphylococci 

The emergence of penicillinase-producing isolates of Staph. aureus led to the develop- 
ment of the penicillinase-stable, methicillin. Isolates with high levels of resistance to me- 
thicillin appeared rapidly (MRSA) and have since caused considerable problems world- 
wide. MRSA strains vary in their expression of resistance. A few strains are homogene- 
ously resistant to methicillin, such that most bacteria survive when plated on methicillin, 
whereas the majority of strains show heterogeneous expression of resistance where only a 
small proportion of the population survives exposure to the antibiotic [ 121. 

Resistance in MRSA is due to the production of a novel low affinity PBP (PBP2'), 
which is not found in normal Staph. aureus isolates, and which can apparently take over 
the enzymatic functions of the normal high-Mr PBPs when these are inactivated by me- 
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thicillin [ 13-15]. The PBP2' gene (mecA) has been found in all MRSA isolates and its 
inactivation by the insertion of Tn551 results in loss of methicillin resistance [ 161. 
Furthermore, the introduction of a plasmid expressing PBP2' into a susceptible Staph. 
aureus strain renders i t  methicillin-resistant [ 171. Although the role of PBP2' in resistance 
is beyond doubt, there is a poor correlation between the amount of PBP2' and the level of 
resistance, and there is evidence that additional genes (see below) are important for 
determining the level of methicillin resistance, and whether resistance is expressed 
homogeneously or heterogeneously. PBP2' is presumed to be a methicillin-resistant pep- 
tidoglycan transpeptidase but direct evidence that PBP2' functions as a transpeptidase is 
lacking and, perhaps surprisingly, there is no obvious effect on peptidoglycan structure in 
cells expressing PBP2' [ 181. The mecA gene has been found in all MRSA although there 
are low level methicillin-resistant isolates that lack mecA where resistance appears to be 
due to the development of low affinity forms of the normal high-Mr PBPs [ 19,201. 

In most heterogeneous MRSA strains, the expression of PBP2' is inducible by me- 
thicillin [21,22]. Regulation of the expression of PBP2' has been shown to act at the tran- 
scriptional level [23] and two different types of regulatory system have been established. 
In some strains, inducibility of PBP2' is independent of the presence of the penicillinase 
plasmid. These strains appear to have an intact rnec region, consisting of mecA, the struc- 
tural gene for PBP2', and another two open reading frames ( m f l  and 4 2 )  that are tran- 
scribed in the opposite direction to mecA [24]. Orfl and orf2 encode proteins that are 
clearly homologous to the regulators of penicillinase production in Bacillus lichenformis 
(BlaRI and Blal) and Staph. aureus [25,26]. BlaRl is believed to be a transmembrane 
PBP that detects the presence of p-lactams in the environment and transmits a signal to 
the penicillinase repressor, Blal, resulting in the induction of PBP2' [26,27]. 

In many MRSA strains, inducibility of PBP2' correlates with the presence of the 
penicillinase plasmid; loss of the plasmid results in constitutive expression of PBP2' and 
the appearance of homogeneous expression of methicillin resistance [2 I] .  These strains 
have a truncated mec region lacking most the blaRl honiologue and all of hlal [24]. 
Inducibility of expression of PBP2' occurs in strains that carry the penicillinase plasmid 
since the plasmid-encoded penicillinase repressor can recognize the regulatory sequences 
upstream of mecA [22]. 

The origin of the wc region is unknown. The region is not present in normal Sfaph. 
aureus isolates and has presumably been introduced from an unknown source by an ille- 
gitimate recombinational event [ 151. Song et al. [ 151 proposed that a gene encoding a low 
affinity PBP became fused to the regulatory system of the Staph. aureus penicillinase 
plasmid. This is supported by the very similar genetic organization of the genes in the rnec 
region, and those required for the expression of the Sfaph. aureus penicillinase. However, 
there is only a very low level of sequence similarity between the hlal and hlaRl genes of 
the Staph. aweus penicillinase plasmid and their homologues in the mec region [24]. The 
recent fusion of a low affinity PBP gene to the regulatory genes on the widespread 
staphylococcal penicillinase plasmid is thus ruled out. It seems more likely that the whole 
rnec region has been introduced from an unknown source. 

The induction of PBP2' is slower, and the induced level of PBP2' is less, in MRSA 
strains containing the complete mcc region compared to those in which mecA expression 
is under the control of the regulatory products of the penicillinase plasmid. I t  has been 
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suggested that the complete mec region appeared first and that subsequently, under the 
selective pressures of methicillin usage, a deletion occurred that removed the rnec regula- 
tory genes, and put mecA under the control of the homologous genes of the penicillinase 
plasmid [24]. 

The rnec genes are found in the same chromosomal location in all MRSA strains and it 
is likely that the introduction of rnec occurred only once [28]. Methicillin-resistant iso- 
lates of coagulase-negative Staphylococci, including Staph. epidermidis, Staph. haemo- 
lyticus and Staph. simulans, also possess a mecA gene that is almost identical to that of 
Staph. aureus [29,30]. MRSA isolates show considerable diversity when analyzed by 
multilocus enzyme electrophoresis [3 11 and it appears that subsequent to its introduction, 
the rnec region has been distributed horizontally, both within the Staph. aureus popula- 
tion, and also into the coagulase-negative Staphylococci. 

Auxiliary genes (fem) that are essential for the ful l  expression of methicillin resistance, 
and which alter peptidoglycan turnover and autolytic activity, have been identified using 
Tn551 mutagenesis [32-341. The best characterized of these genes, femA, encodes a pro- 
tein of 47 000 Da, which appears to be essential for the synthesis of pentaglycyl compo- 
nents of the peptidoglycan [35,36]. 

3.2. PBP-mediated resistance in enterococci 

Enterococci are a major cause of serious nosocomial infections. In recent years, the emer- 
gence of high level resistance to aminoglycosides, vancomycin and @-lactam antibiotics 
has caused serious concerns about our ability to treat severe enterococcal infections. @- 
Lactamase-mediated resistance to penicillin appeared in Enterococcus faecalis in 1984 
[37], and in Enterococcus faecium in 1992 [38], and is still relatively rare. However, even 
in the absence of @-lactamase activity, enterococci often have relatively low susceptibility 
to penicillin compared to most other Gram-positive pathogens, which has been correlated 
with the presence of a very low affinity PBP of about 71 000-77 000 Da [39,40]. The 
amount of this low affinity PBP (confusingly called either PBPS or PBP3') has been 
shown to increase in laboratory mutants selected for increased resistance to penicillin 
[39,41]. The presence of a single low affinity PBP that can take over the functions of the 
other normal PBPs in the presence of penicillin is reminiscent of the situation in methicil- 
lin-resistant Staph. aureus strains. Recently, it has been shown that the low affinity PBP3' 
and PBP5 are closely related in amino acid sequence (78% sequence identity), and that 
they are about 30% similar in sequence to PBP2' of Staph. aureus [41,42]. Interestingly, 
there is evidence that the gene encoding the low affinity PBP3' of the clinical isolate S185 
is on a large plasmid, linked to an erythromycin resistance gene, probably within a trans- 
poson ( J .  Coyette, personal communication). This idea is consistent with earlier work that 
showed the instability of penicillin resistance in enterococci [43]. Thus, the low affinity 
PBP(s) of enterococci, like PBP2' of Staph. aureus, may be an extra PBP that has recently 
been acquired from another species. 

3.3. PBP-mediated resistance in Neisseria gonorrhoeae and Neisseria meningitidis 

Penicillin resistance in N. gonorrhoeae is either due to the acquisition of the TEM-I @- 
lactamase, or is due to a combination of the development of low affinity forms of both 
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PBPl and PBP2, combined with a reduction in the permeability of the outer membrane 
[4446] .  

Genetic analysis using transformation has shown that PBP-mediated penicillin resis- 
tance in gonococci is due to alterations of at least four genes [45]. Mutations in these 
genes individually provide only small increases in resistance to penicillin, but their com- 
bined effect is to increase the MIC for penicillin by a factor of about 1000. Two of the 
resistance genes (pon and penA), encoding PBPl and PBP2, respectively (the two high- 
M, PBPs of this species), provide resistance only to p-lactam antibiotics [45], whereas the 
other two genes (mtr and penB) affect permeability and give increased resistance to both 
p-lactams and unrelated antibiotics. 

The penB locus is probably identical to por, which encodes the major outer membrane 
protein I (PI) which is an anion-selective porin [47]. Gonococci express one of two major 
forms of the porin, PIA or PIB. Isolates expressing PIB have increased levels of resis- 
tance to penicillin and some other antibiotics compared to those expressing PIA. For un- 
known reasons, the difference in antibiotic resistance resulting from expression of the two 
forms of the PI porin is only observed in gonococci that possess penA and mtr mutations. 
The mtr gene has been sequenced and shown to encode a protein of M, 24 000 that has a 
helix-turn-helix DNA-binding motif and homology to several repressor proteins (W. Pan 
and B.G.S., unpublished results). Interestingly, mtr mutations result in increased levels of 
an outer membrane protein [45] suggesting, perhaps, that the mtr gene product controls 
the expression of this protein. 

The development of low affinity forms of PBP2 was probably the first step in the 
emergence of resistance in gonococci and similar events have now occurred to produce 
low level penicillin-resistant isolates of N. meningitidis. The molecular basis of the devel- 
opment of low affinity forms of PBP2 has been studied in both gonococci and meningo- 
cocci [48-501. In both species, the PBP2 (penA) genes from penicillin-susceptible iso- 
lates are very uniform, but those from resistant isolates have a mosaic structure, consisting 
of regions that are essentially identical to those in susceptible strains, and regions that are 
very different in sequence. This mosaic gene structure appears to have arisen by inter- 
species homologous recombinational events, presumably mediated by genetic transfor- 
mation, that have replaced parts of the penA gene of susceptible strains with the corre- 
sponding regions from the penA genes of the closely related commensal species, N. 
jlavescens or N. cinerea [48-501. 

How do these inter-species recombinational events result in the production of forms of 
PBP2 with decreased affinity for penicillin? The answer is clearest for the recombina- 
tional events involving N. jlmescens. Isolates of this species, including those obtained in 
the pre-antibiotic era, are considerably more resistant to penicillin than susceptible iso- 
lates of N. gonorrhoeae or N. meningitidis. The higher level of intrinsic resistance to 
penicillin of N. jlmescens is due, at least in part, to the production of a low affinity PBP2. 
In these naturally transformable species, under the pressures applied by the use of 
penicillin, those rare inter-species recombinational events that replace the penA genes of 
gonococci and meningococci (or the relevant parts of them) with the ‘penicillin-resistant’ 
penA gene of N. jlmescens have been selected [49]. Laboratory experiments can mimic 
the events that are proposed to have occurred in nature. Thus, chromosomal DNA from a 
pre-antibiotic era N. jlmescens isolate can transform N. meningitidis to an increased level 
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of penicillin resistance, and the resulting transformants have been shown to have replaced 
their penA genes with that from the N. j7avescens DNA donor (L.D. Bowler and B.G. 
Spratt, unpublished experiments). 

Only three different classes of altered penA genes have been found in penicillin-resis- 
tant gonococci [50]. The mosaic penA genes of penicillin-resistant meningococci are 
much more diverse: 30 different mosaic penA genes have been identified in the 78 peni- 
cillin-resistant meningococci that have been examined [5  1,521. Some of these mosaic 
genes may have a common origin, with variation subsequently being introduced by a 
number of possible mechanisms, but others have clearly arisen by independent inter-spe- 
cies recombinational events. The penA genes of penicillin-resistant gonococci and menin- 
gococci are distinct implying that meningococci have not obtained their altered penA 
genes from penicillin-resistant gonococci [50]. 

3.4. PBP-mediated resistance in Streptococcus pneumoniae and viridans group 
Streptococci 

p-Lactamase-producing isolates of pneumococci or viridans group streptococci have not 
so far been encountered. Isolates of these species have, however, developed resistance to 
p-lactam antibiotics. Penicillin-resistant pneumococci were first reported in the late 1960s 
and highly penicillin-resistant strains, and multiply-antibiotic-resistant strains, were re- 
ported from South Africa in the late 1970s [53]. Subsequently, isolates with intermediate 
level penicillin resistance (MICs of 0.1-1 pglrnl), or high level resistance 
(MICs > 1 pdml),  have been isolated in most countries where adequate surveys have 
been carried out. In some regions, 3 0 4 5 %  of isolates from pneumococcal infections, or 
carriers, have intermediate or high level resistance to penicillin [53]. 

Resistance in pneumococci appears to be entirely due to the development of low afin- 
ity PBPs. In high level penicillin-resistant isolates, there have been reductions in the affin- 
ity of at least four of the five high-Mr PBPs [7,54]. The PBP genes of penicillin-resistant 
pneumococci are very different in sequence to those of truly penicillin-susceptible isolates 
[55,56]. As in the case of the PBP2 gene of penicillin-resistant meningococci and gono- 
cocci, the PBPlA [57], PBP2X [58] and PBP2B genes [56] of resistant pneumococci 
have a mosaic structure, consisting of regions that are similar to those in susceptible 
pneumococci, and regions that are as much as 23% diverged. Pneumococci, like meningo- 
cocci and gonococci, are naturally transformable and the mosaic structure is believed to 
have arisen by the replacement of parts of the PBP genes with the corresponding regions 
from closely related streptococcal species that possess PBPs with lower affinity than those 
of their pneumococcal homologues [56]. 

Unlike the situation in Neisseriu, it has been very difficult to identify unambiguously 
the origins of the diverged regions in the PBP genes of penicillin-resistant pneumococci, 
although the obvious sources are among the closely related viridans group streptococci. 
Penicillin resistance mediated by PBP changes has also occurred in viridans group strep- 
tococci and, at least in some cases, resistance appears to be due to the spread of altered 
PBP genes from penicillin-resistant pneumococci into viridans isolates [59]. The most 
likely scenario is that pneumococci have gained increased resistance to penicillin by re- 
cruiting parts of the PBP genes of those viridans species that by chance encode low affin- 
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ity PBPs, and have subsequently donated the resulting mosaic PBP genes to other viridans 
species that have high affinity PBPs. Careful sequence analysis of the PBP genes of prop- 
erly speciated viridans group streptococci, isolated in the pre-antibiotic era, will be re- 
quired to establish critically the events that have occurred during the formation of mosaic 
PBP genes in pneumococci. 

The high levels of resistance to penicillin in some regions has resulted in a switch from 
penicillins to third generation cephalosporins for the treatment of pneumococcal infec- 
tions. However, even those penicillin-resistant pneumococci that were isolated before the 
introduction of third generation cephalosporins show considerable cross resistance to 
these compounds. Thus, the MIC of cefotaxime and ceftriaxone in penicillin-resistant 
pneumococci is typically about half that of benzylpenicillin, but the cephalosporins retain 
useful activity as a result of their improved tissue levels and pharmacokinetics. It might be 
expected that the relatively high MlCs of third generation cephalosporins against penicil- 
lin-resistant pneuniococci would result in the rapid emergence of strain with slight further 
increases in MIC which would lead to treatment failure. Such isolates have now been re- 
ported both in the United States and Spain 160,611. Resistance to ceftriaxone and cefo- 
taxime in a clinical isolate has been shown to be due only to alterations of PBP2X and 
PBPlA [61]. Presumably, the re-modelling of the active sites of PBPs that occurred to 
reduce greatly their affinities for penicillins has also resulted in decreased affinities for 
most other /?-lactam structures. Unfortunately, the conversion of penicillin-resistant 
pneumococci that have cross resistance to cefotaxime and ceftriaxone, but which are still 
treatable with these agents, into isolates that have clinically significant resistance prob- 
ably only requires slight further reductions in the affinities of PBPlA and PBP2X for 
these antibiotics. 

3.5. Molecular basis of the re-modelling ojhigh-M, PBPs 

The three-dimensional structures of a low-M, PBP, and of Class A and Class C /?-lac- 
tamases, have been determined [2] but there are no structures of high-M, PBPs. The slight 
sequence similarities between all of these classes of active-site serine enzymes, which are 
largely confined to a small number of conserved motifs [ 1,2], and the overall similarity in 
the distribution of secondary structure elements between low-M, PBPs and serine-/?-lac- 
tamases, supports the idea that they form a homologous superfamily [2]. 

In almost all cases, the amino acid sequences of the low affinity PBPs of penicillin-re- 
sistant clinical isolates differ considerably from those in susceptible isolates and an 
analysis of the contribution of particular amino acid differences to the reduced affinity is 
difficult. The amino acid substitutions that occur in the PBPs of laboratory mutants se- 
lected for increased resistance to /?-lactams have also been examined [6244] ,  but these 
substitutions are less interesting than those found in resistant clinical isolates as they often 
result in reduced growth rate, or increased thermosensitivity of the bacteria, in contrast to 
the robust growth of clinical isolates that have low affinity PBPs. Attempts to understand 
the molecular basis of the greatly reduced affinity for penicillin of the PBPs from penicil- 
lin-resistant isolates are also limited by the lack of a three-dimensional structure for high- 
M, PBPs. Any understanding of the mechanism by which particular amino acid substitu- 
tions reduce affinity depends on the identification of the corresponding residue in a mem- 
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ber of the superfamily whose three-dimensional structure is known. In many cases this 
cannot be achieved with the required accuracy as a result of ambiguities in the alignment 
of high-M, PBPs with those enzymes whose structures have been determined. 

The alterations in PBP2 of penicillin-resistant gonococci provide one situation where a 
single amino acid alteration has clearly been shown to contribute to a decrease in affinity 
for penicillin. An additional Asp-345A residue is found in PBP2 of all penicillin-resistant 
clinical isolates but is not found in PBP2 from penicillin-susceptible strains. Insertion of 
Asp-345A is known to be the main cause of the reduced affinity of PBP2 [65]. Asp-345A 
is located between the active-site serine residue (Ser-3 10) and the conserved Ser-X-Asn 
motif (residues 362-364). Alterations at the corresponding amino acid residue (Val-344) 
have been found in laboratory-generated mutant forms of PBP3 of E. cofi that have 
decreased affinity for cephalexin [62]. 

The contribution of the amino acid differences between PBP2B of a penicillin-sus- 
ceptible isolate (strain R6, MIC of 0.006pg benzylpenicillidml) and a penicillin-resistant 
clinical isolate (strain 64 147, MIC of 6 pg/ml) of S. pneumoniae has been carried out [66; 
C.G. Dowson and B.G. Spratt, unpublished data]. The penicillin-sensitive transpeptidase 
domain of the susceptible and resistant isolates differ at 17 residues but the substitutions 
that cause the difference in affinity could be localized to two positions. At one of these 
positions, there were seven contiguous amino acid alterations in the 'resistant' PBP2B. 
Replacement of this seven residue segment in stain R6 with the segment from the resistant 
strain 64 147 resulted in a large decrease in the affinity of PBP2B and provided a 100-fold 
increase in penicillin resistance in an appropriate genetic background (a pneumococcal 
strain that contained a normal penicillin-susceptible form of PBP2B but penicillin- 
resistant forms of all of the other high-M, PBPs). 

This region in pneumococcal PBP2B (residues 4 2 5 4 3  1)  is between the active-site 
serine residue (Ser-385) and the Ser-X-Asn motif (residues 442444).  There are thus 
three examples where alteration of the amino acid sequence in this region reduce affinity 
for p-lactam antibiotics. Unfortunately, an understanding in molecular terms of the reduc- 
tion in affinity caused by alterations within this region must await the determination of the 
three-dimensional structure of the transpeptidase domain of a high+ PBP. 

The second substitution in pneumococcal PBP2B that influences affinity for penicillin 
is located immediately carboxy-terminal to the Ser-X-Asn conserved motif, where there is 
a substitution of Thr-445 by Ala within the sequence w42-Ser-&-Thr"45. This substi- 
tution has been found in PBP2B from all resistant pneumococci and its introduction into 
PBP2B of the susceptible strain R6 resulted in an approximately 100-fold decrease in af- 
finity for benzylpenicillin. When this substitution was combined with the seven-residue 
substitution (see above), the effects of the two substitutions on affinity were additive, and 
the resulting low affinity PBP2B could provide a 200-fold increase in resistance to 
penicillin in the appropriate genetic background. 

4. P-Lactan?use-mediuted resistance 

P-Lactamases have been classified in several ways [67-701. The simplest classification, 
based largely on amino acid sequence data, divides p-lactamases into four major groups. 
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The active site serine p-lactamases are classified into Classes A, C and D. The Class A 
enzymes are usually plasmid-encoded and include the TEM-I enzyme, which is now 
found in about 50% of enterobacterial isolates, and the SHV-I enzyme which is particu- 
larly common in Kfebsiella pneumoniae. The /?-lactamases that are found in most Sfaph. 
aureus isolates are Gram-positive examples of Class A enzymes. The Class C enzymes 
are typically chromosomally encoded and thus, unlike most Class A enzymes, are present 
in all members of the species. Typical Class C enzymes are the chromosomal p-lac- 
tamases of the enterobacteria and P. aeruginosa. The Class C enzymes are typically in- 
ducible by p-lactam antibiotics but in some species, notably E. coli and K.  pneumoniue, 
the regulatory region has been deleted and P-lactamase is expressed at a very low consti- 
tutive level. The mechanistically distinct group of enzymes that require zinc for activity 
are placed in Class B, although this does not imply that all zinc-p-lactamases are homolo- 
gous. 

The existence of enzymes that inactivate p-lactam antibiotics has been recognized 
since the 1940s, and the relentless increase in the frequency of /3-lactamase-mediated re- 
sistance has been discussed extensively elsewhere [7 1-73]. During the last decades, there 
has been an inexorable spread of p-lactamase genes into species that previously were not 
known to possess them. /3-lactamases were detected for the first time in N. gonorrhoeue 
and H. influenzae in the 1970s [73], in Enterococcus faecalis [37] and N. meningitidis 
[73] in the 1980s and in Ent. faecium in the 1990s [38]. Molecular studies have provided 
convincing evidence for the origins of the p-lactamase genes in these species. Thus, the 
TEM-I gene appears to have found its way from enterobacteria into Haemophilus and 
from there into N. gonorrhoeae [74], whereas the enterococcal gene has come from 
Sfaph. aureus [75]. P-Lactamases are now so widespread that there are very few examples 
of major bacterial pathogens in which p-lactamase-producing isolates are absent. 

The increasing problems caused by P-lactamase-producing bacteria has been countered 
by the development of p-lactam antibiotics that are ‘resistant’ to enzymatic hydrolysis. /?- 
Lactam antibiotics that combine potent broad-spectrum antibacterial activity with a high 
degree of stability to hydrolysis by most p-lactamases have been available since about 
1980. These include the third generation cephalosporins (e.g. cefotaxime, ceftazidime, 
ceftriaxone), the 74-methoxy group (e.g. cefoxitin and moxalactam), the carbapenems 
(e.g. imipenem and meropenem), the fourth generation cephalosporins (e.g. cefepime and 
cefpirome), as well as the narrow-spectrum monobactams (e.g. aztreonam). As an alter- 
native strategy, P-lactamase inhibitors (e.g. clavulanic acid, sulbactam and tazobactam) 
have been developed and used to protect P-lactamase-susceptible penicillins from hy- 
drolysis by /J-lactamases. Resistance to all of these ‘P-lactamase-stable’ #?-lactam antibiot- 
ics, and to inhibitor@-lactam combinations, has now emerged in the relatively short time 
since they were introduced. 

Two major classes of resistance mechanisms have been described: those that extend 
the substrate specificity of the P-lactamase, and those that result from synthesis of greatly 
increased amounts of normal p-lactamases. In each of these resistance mechanisms, but 
particularly in the latter, reductions in permeability often contribute crucially to resis- 
tance. No attempt is made to survey the wide variety of P-lactamases that are now encoun- 
tered; only the developments arising from the introduction of the ‘P-lactamase-stable’ P- 
lactam antibiotics and the inhibitors are described. 
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4. I .  Extended spectrum p- factamases 

Transferable resistance to third generation cephalosporins was first reported from 
Germany and France in the early 1980s, less than 3 years after these compounds were 
introduced [76]. Resistance was initially found in K. pneumoniae isolates and was shown 
to be due to the emergence of variants of plasmid-encoded Class A p-lactamases that have 
increased rates of hydrolysis of third generation cephalosporins [76]. Resistance due to 
extended-spectrum p-lactamases is still mainly encountered in K. pneumoniae, and to a 
lesser extent in E. cofi, but has also been found in several other enteric bacteria. 

The nucleotide sequences of over 30 extended-spectrum p-lactamases have been re- 
ported [77,78]. Most of these enzymes are variants of the TEM-1, TEM-2 or SHV-1 p- 
lactamases, which are by far the commonest Class A p-lactamases among enterobacteria. 
The amino acid sequences of extended-spectrum p-lactamases differ from those of their 
normal parent P-lactamases at between one and four positions. In both TEM and SHV p- 
lactamases, the substitutions are found at only eight different residues (corresponding to 
Gln-37, Glu-102, Arg-162, (3111-203, Ala-235, Gly-236, Glu-237 and Thr-261 in the 
TEM-1 sequence), Differences at three of these positions (e.g. Gln-37, Gln-203 and Thr- 
26 1) are almost certainly due to polymorphisms that have no effect on substrate specific- 
ity, but those at the other five positions alter specificity [77-791. The five causative sub- 
stitutions are at residues that are within, or adjacent to, the conserved sequence motifs [2] 
that are known to be located within the active centre of TEM p-lactamase [80]. The recent 
progress in our understanding of the structure of the enzyme-substrate complex, and the 
catalytic mechanism of TEM p-lactamase [80], suggests that a convincing explanation for 
the altered specificity resulting from these amino acid substitutions will soon be forthcom- 
ing. Hopefully, this may lead to new ideas for the design of p-lactamase-stable structures 
that are less susceptible to the development of extended-spectrum variants. 

Extended-spectrum P-lactamases have been found in many countries over the last few 
years. This is probably partly due to the ease with which they arise under the intense se- 
lective pressures of antibiotic usage. However, rapid local dissemination of the variant 
TEM and SHV 0-lactamase genes within enteric bacteria probably occurs readily as they 
are usually carried, together with other resistance genes, on large conjugal plasmids [81]. 
Unlike most TEM and SHV P-lactamase genes, the variant genes appear almost invari- 
ably to be non-transposable [8 I]. Isolates expressing extended-spectrum TEM and SHV 
/3-lactamases cause considerable therapeutic problems as they tend to be resistant to sev- 
eral other antibiotics, in addition to third generation cephalosporins and most other p-lac- 
tam antibiotics. However, they remain susceptible to carbapenems and a-methoxy- 
cephalosporins [78]. At least in France, over 10% of K. pneumoniae from hospitals carry 
extended-spectrum TEM or SHV 8-lactamases, and such strains are now increasingly en- 
countered outside the hospital environment. 

Extended-spectrum p-lactamases have so far only been characterized from members of 
the Enterobacteriaceae. However, TEM-1 B-lactamase is common in isolates of both N. 
gonorrhoeae and H. influenzae and the increasing use of third generation cephalosporins 
to treat infections caused by these species is likely to result in the emergence of extended- 
spectrum enzymes. At present there appear to be no reports of extended-spectrum /%lac- 
tamases in these species, although a few p-lactamase-producing gonococcal isolates with 
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MlCs for ceftriaxone of >0.5 ,ug/ml, that might be due to such enzymes, were detected in 
recent surveys from Thailand and The Philippines [82,83]. 

The emergence of extended-spectrum P-lactamases is perhaps not surprising given the 
ability of enzymes to alter their substrate specificity under strong selection [84,85]. What 
is perhaps surprising is that it has not happened more often. For example, the Staph. 
aureus Class A P-lactamase has apparently not evolved the ability to hydrolyze methicil- 
lin, although this enzyme is widespread in the species, and methicillin has been used ex- 
tensively over many years for the treatment of staphylococcal infections. 

4.2. Plasmid-mediated resistance to a-methoxy-cephalosporins. carhapenems and 
~-lactamase inhibitors 

The extended-spectrum Class A enzymes derived from TEM and SHV P-lactamases do 
not provide resistance to 7-n-methoxy cephalosporins or carbapenems, and remain sus- 
ceptible to inhibition by clavulanic acid [78]. The Class C chromosomal p-lactamases are 
more efficient at hydrolyzing the newer B-lactams than class A enzymes and their overex- 
pression (see below) is known to provide resistance to 7-a-methoxy compounds, as well 
as to third generation cephalosporins. Furthermore, they are not inhibited by clavulanic 
acid or other P-lactamase inhibitors. A worrying development is the appearance of chro- 
mosomal Class C p-lactamase genes on plasmids. The best documented example is the 
plasmid-encoded MIR- 1 enzyme, encountered in K. pneumoniae, which provides resis- 
tance to third generation cephalosporins and 7-a-methoxy compounds, but not to carbap- 
enems. In this case, it appears that a chromosomal Class C p-lactamase gene, from an en- 
terobacterial isolate that is about 90% related in nucleotide sequence to Enterobucter 
cloacae, has been translocated onto a plasmid and transferred into K. pneumoniue [86 ] .  A 
similar transferable plasmid-encoded enzyme, apparently derived from a Class C P-lac- 
tamase, has recently been reported from an E. coli strain [87]. 

The carbapenems are among the most P-lactamase-stable of the newer p-lactam antibi- 
otics and clinically significant resistance due to extended-spectrum Class A or Class C p- 
lactamases has not yet been reported. P-Lactamases that hydrolyze carbapenems effi- 
ciently have been reported, but so far all are zinc enzymes [MI. Most of these are chro- 
mosomal /3-lactamases that were originally identified in species that were not major 
pathogens and which until relatively recently have not been considered to be of much 
significance. However, with the increasing use of imipenem, the carbapenem-hydrolyzing 
enzymes are becoming a cause for concern. In recent years, they have been reported from 
Aeromonas species, Bacteroides jrugilis, Serratiu marcescens and Enterohacter cloacae 
[SS]. Some ofthese enzymes are potentially very dangerous as they provide resistance to 
essentially all p-lactanis, and are not inhibited by any of the P-lactamase inhibitors, which 
only inactivate serine-/3-lactamases. 

The increasing use of imipenem and meropenem is also likely to apply strong selective 
pressures for the translocation of the zinc-p-lactamase genes onto plasmids and their 
spread into new species. A possible example of this phenomenon is the identification in P. 
ueruginosa of a plasmid-encoded zinc-p-lactamase that provides transferable resistance to 
carbapenems, third generation cephalosporins and 7-a-methoxy compounds [ S S ] .  
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Increased resistance to p-lactam//?-lactamase inhibitor combinations (e.g. amoxycillin 
plus clavulanic acid; augmentin) has also been reported and appears to involve increased 
expression of normal TEM-I or SHV-1 p-lactamase [90]. Laboratory studies with both 
TEM and Ohio-I (a member of the SHV family) Class A P-lactamases have shown that 
single point mutations can provide increased resistance to inhibition by clavulanic acid, 
tazobactam and sulbactam. In both cases, resistance was due to alterations of Met-69, 
immediately adjacent to the active-site Ser-70 [91,92]. The recent report of a derivative of 
TEM p-lactamase that is 100-fold less sensitive to inhibition by clavulanic acid suggests 
that similar mutations may have occurred in nature [93]. 

4.3. Resistance due to chromosomal fl-lactamases and decreased permeability 

The very low rates of hydrolysis of third generation cephalosporins compared to first and 
second generation cephalosporins, under standard assay conditions using high concentra- 
tions of substrate, led to their designation as P-lactamase-stable cephalosporins [94]. 
However, at the low substrate concentrations likely to occur in the periplasmic space of 
Gram-negative bacteria, the rates of hydrolysis of third generation cephalosporins by the 
chromosomal class C p-lactamases are appreciable, and in many cases are not so different 
from those of earlier cephalosporins [95,96]. This arises because although the V,,, for 
hydrolysis of third generation cephalosporins is very low, they have a very high affinity 
for the Class C p-lactamases, such that V,,,/K, is significant. In contrast, the older 
cephalosporins have a higher V,,, but also a higher K,. Thus, at the low concentrations of 
p-lactams in the periplasm, the third generation cephalosporins are hydrolyzed at close to 
their Vmax, whereas the earlier compounds will be hydrolyzed at a rate well below their 
V,,, [95,961. 

The improved efficacy of third generation cephalosporins against those enterobacterial 
species that contain inducible class C p-lactamases is now largely ascribed not to their /?- 
lactamase stability but to the fact that they fail to induce the P-lactamase. It is not surpris- 
ing, in hindsight, that the initial enthusiasm for third generation cephalosporins has been 
tempered by the frequent appearance during therapy of isolates of Enterobacter cloacae, 
Citrobacter fieundii, P. aeruginosa, and other species that possess inducible class C p- 
lactamases, of resistant mutants that produce very high levels of the P-lactamase constitu- 
tively [94]. The appreciable rates of hydrolysis of third generation cephalosporins by mas- 
sively overproduced Class C P-lactamases can provide resistance, particularly as many of 
these compounds are poor at permeating the outer membranes of these species [95]. 

The MICs ofp-lactams that have extremely low rates of hydrolysis are only slightly in- 
creased in mutants that constitutively produce large amounts of Class C p-lactamase. In 
these cases, neither p-lactamase hyper-production, nor decreased permeability, are alone 
predicted to be sufficient to result in a substantial increase in MIC. According to the tar- 
get access index of Nikaido and Normark [5], resistance to extremely poorly hydrolyzed 
lj-lactams is predicted to emerge only if very high level p-lactamase production is com- 
bined with a large decrease in permeability (or with decreased affinities of the PBPs). 
Laboratory mutants and clinical isolates of Enterobacter cloacae that are resistant to the 
poorly hydrolyzed imipenem and meropenem support this view, as they produce high 
levels ofp-lactamase and have reduced permeability [97,98]. 
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Greatly reduced permeability of the outer membrane, in the absence of any hydrolysis 
by a B-lactamase, usually provides little increase in the MIC of p-lactam antibiotics [4]. 
However, as seen above, even a very low rate of hydrolysis, combined with greatly re- 
duced permeability, provides substantially increased levels of resistance. p-lactams that 
are totally resistant to hydrolysis should therefore be largely insensitive to the combined 
effects of high level constitutive p-lactamase production and greatly reduced permeabil- 
ity. This situation is approximated by some of the methoxyimino-cephalosporins (cefe- 
pime, cefpirome and particularly cefaclidine), which are even more stable to hydrolysis 
by Class C p-lactamases than the carbapenems, mainly due to their much lower affinity 
for these enzymes. These ‘fourth generation’ cephalosporins therefore retain activity 
against strains of Enterobacfer cloacae that produce high constitutive levels of B- 
lactamase and have decreased outer membrane permeability [99,1 OO]. 

The emergence of resistance to third generation cephalosporins has focused attention 
on the desirable attributes of improved p-lactam antibiotics for Gram-negative infections. 
Firstly, they should be extremely resistant to hydrolysis by /3-lactamases, by having very 
high K,, values, and very low V,,, values. Secondly, they should have high rates of pene- 
tration through the outer membrane and, thirdly, they should have high affinities for the 
high-M, PBPs. At present, some of the fourth generation cephalosporins approach these 
ideals, having significantly increased p-lactamase stability and improved penetration. 
These features ensure that fourth generation cephalosporins retain activity against hyper- 
p-lactamase-producing strains, as described above. However, the MTCs of these com- 
pounds for normal E. coli or Enterobacter cloacae strains producing basal levels of p- 
lactamase are not very different from those of third generation cephalosporins. This may 
imply that the decreased affinity for p-lactamases has been gained at the cost of a de- 
creased affinity for the high-Mr PBPs [ 1001 although, at least in E. coli, this appears not to 
be the case [ I O I ]  

Another interesting approach has been the development of catechol-containing p-lac- 
tam antibiotics that can permeate the Gram-negative outer membrane through the specific 
transport systems for the uptake of iron-siderophore complexes [ 1021. One potential ad- 
vantage of this approach is that the ability to transport iron is crucial to the pathogenicity 
and survival of bacteria in vivo. Thus it is hoped that the development of resistance by 
mutational loss of iron transport systems will be less likely to occur as it would severely 
compromise bacterial survival in vivo. 

5. Resistance to imipenem in Pseudomonas aeruginosa 

P. aeruginosa is intrinsically resistant to many p-lactam antibiotics as a consequence of 
the low permeability of the outer membrane and the presence of an inducible class C 6- 
lactamase. Imipenem is one of the few B-lactam antibiotics that has useful activity against 
this species as it is P-lactamase-stable and, unlike other B-lactams which permeate through 
the general porin pathway, can pass efficiently through the D2 protein which apparently 
forms a specific channel for the uptake of basic amino acids [103,104]. The use of 
imipenem for the treatment of P. aeruginosa infections has been limited by the frequent 
emergence of resistance during therapy [105]. The resistant mutants lack the D2 outer 
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membrane protein and have higher MICs because the antibiotic can now only enter the 
periplasm using the much less effective general porin pathway [ 105,1061. These mutants 
lack cross resistance to other /?-lactams (except closely related carbapenems) since these 
are unable to use the D2 basic amino acid transporter, 

Although it has been suggested that reduced permeation of imipenem is the explana- 
tion of the increased resistance to imipenem, the major effect of the loss of the D2 protein 
may be to make the chromosomal /3-lactamase (which hydrolyzes imipenem very poorly) 
much more effective at protecting the PBPs from acylation. Thus, the loss of the D2 pro- 
tein in a p-lactamase-negative mutant of P. aeruginosa results in only a twofold increase 
in MIC, whereas loss of the protein in a normal /?-lactamase-producing strain results in an 
eightfold increase [ 1071. 
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CHAPTER 26 

Resistance to glycopeptide antibiotics 
REGINE HAKENBECK 

Max-Planck lnstitut fur Molekulare Genetik, Ihnestrasse 73, 0-14195 Berlin 33, Germany 

1. Introduction 

The history of glycopeptides represents a perfect example of the various circumstances 
that provoke medical and scientific interest in an antibiotic. Due to increased isolation of 
Staphylococcus aureus strains resistant against antibiotics such as erythromycin, tetracy- 
clin and penicillin in the early 1950s, a large-scale screening program aimed at the identi- 
fication of antibiotics with high anti-staphylococcal activity was initiated. As a result, the 
first glycopeptide-producing microorganism Streptomyces orientalis was found in a soil 
sample from the jungle in Borneo. The compound isolated from the fermentation broth 
(early lots of which were named ‘Mississippi mud’ due to its appearance, later it was 
named vancomycin) was shown to be highly active against Gram-positive bacterial spe- 
cies [ 1,2]. Laboratory-induced levels of staphylococcal resistance against vancomycin 
were almost negligible [3,4] and resistance remained of no clinical significance for a long 
time. Vancomycin was soon introduced clinically, but problems with toxicity and the in- 
troduction of B-lactamase-resistant penicillins in the early 1960s caused a decline in the 
use of vancomycin. The appearance of methicillin-resistant staphylococci and other, mul- 
tiply resistant Gram-positive organisms revived interest in glycopeptide antibiotics espe- 
cially since improved purification procedures largely reduced early toxicity problems of 
vancomycin [5,6]. Other glycopeptides were used as animal feed additives (see [7] and 
refs. therein), whereas ristocetin, isolated for the first time from Nocurdiu luridu [8] in the 
1950s, causes aggregation of blood platelets [9,10] and could therefore not be used thera- 
peutically. Recently, teicoplanin (produced by Actinoplanes teichomyceticus nov. sp. 
[ 1 11) has been introduced for the treatment of serious infections in human due to resistant 
Gram-positive bacteria or in cases of p-lactam allergy. The emergence of resistance to 
glycopeptide antibiotics in staphylococci and enterococci confronts scientists with a bac- 
terial defence mechanism which is unexpected and had been considered to be highly im- 
probable. It results in a severe clinical problem and a demand for new antibacterial 
agents. 

2. Structure of glycopeptides 

The structures of vancomycin and teicoplanin (Fig. 1) reveal several features common to 
all members of the glycopeptide group [7,12]. They contain a central heptapeptide back- 
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Fig. 1. Structures of (a) teicoplanin and (b) vancomycin. 
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bone with five highly conserved amino acids. The amino acids are linked via several phe- 
nolic acid residues, resulting in the formation of complex tetra- or tricyclic structures. The 
compounds have seven aromatic rings (except vancomycin which has five) carrying vari- 
ous substituents. The variable presence of chlorine groups poses interesting biosynthetic 
questions. Attached to the core structure, the aglycone, are a variable number of some- 
times unusual sugars or amino sugars which are not essential for antibiotic activity. The 
source of these sugars is largely unknown. In the teicoplanin complex, an amino sugar 
carries the various fatty acids characteristic for each member, rendering the molecule 
more hydrophobic than vancomycin [ 13,141. 

3. Mode of action 

It is important to realize that the early biochemical studies on the mode of action of gly- 
copeptides were carried out before the structure of these antibiotics was known. The elu- 
cidation of the spatial arrangement of glycopeptides then confirmed and illustrated the 
unique interaction between these compounds and their target, a specific bacterial cell wall 
component. Much of this work has been reviewed in several articles [7,12,15 and refs. 
therein], and the following summarizes the major aspects. 

Glycopeptide antibiotics are too large ( > I  kDa) to cross the outer membrane of Gram- 
negative organisms and are hence effective only against Gram-positive bacteria. Initial 
experiments suggesting that vancomycin interferes with cell wall synthesis were reported 
by Reynolds and Jordan who showed that vancomycin-treated bacteria accumulate UDP- 
N-acetylmuramyl-peptides [ 16,171. Vancomycin and ristocetin form a 1 : 1 complex with 
UDP-MurNAc-pentapeptide [18], and bind not only to bacterial cells but also to cell 
walls [ 19-2 I]. The specificity of this binding was elucidated by Perkins and collabora- 
tors, including the important observations that ristocetin or vancomycin binding could be 
reversed by addition of peptides ending with acyl-D-Ala-D-Ala [22], and that prerequisites 
of this binding were the D-configuration of both alanine residues and a free terminal car- 
boxyl group [23-261. 

A key step in elucidating the interaction of glycopeptides with the target site was the 
determination of the three-dimensional structure of a vancomycin degradation product, 
CDP-1, and its complex with acetyl-D-Ala-D-Ala by X-ray analysis [27]. Further struc- 
tural refinement and stereochemical details were obtained by applying mass spectrometry 
and 'H NMR methods, and from analysis of nuclear Overhauser effects [7,12]. Figure 2 
illustrates the hydrogen bond interactions between the aglycone of a glycopeptide and its 
target peptide, and a space-filling model of the complex derived from computer analysis 
is represented in Fig. 3. The acyl-D-Ala-D-Ala terminus fits tightly into a clef? of the anti- 
biotic ristocetin or aridicin; vancomycin which is a more flexible molecule undergoes a 
large conformational change on binding to target peptides, and the bound form closely 
resembles the ristocetidaridicin complex. 

Ward [28] and Johnston and Neuhaus [29] have suggested that the main target peptide 
of glycopeptides is represented by the growing glycan chain rather than the lipid inter- 
mediate. In the presence of glycopeptides, transpeptidase and D,D-carboxypeptidase ac- 
tivities that depend on accessibility of C-terminal D-Ala-D-Ala residues will be prevented. 
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Fig. 2. Representation of an aridicin-like Ac+-Lys-DAla-DAla complex showing interpeptide hydrogen 
bonds (from 1121). 

This has been shown for the soluble D,D-carboxypeptidase of Streptomyces albus G [30] 
and for Escherichia coli enzymes [3 1,321. It is also conceivable that a transglycosylase 
reaction may be inhibited by glycopeptides by steric hindrance although the disaccharide 
portion of the muropeptide is not masked in the glycopeptide complex [33]. This is in 
agreement with early in vitro studies where murein synthesis (due to polymerization of 
uncrosslinked murein) was blocked by vancomycin and ristocetin [34,35], and later ex- 
periments where the polymerization reaction was studied directly [36]. Interference with 
multiple critical steps in murein assembly may well explain why it was impossible to 
reach significant resistance levels in the laboratory. Resistance to glycopeptides due to 
alterations in the target site was therefore believed to be highly unlikely; it would require 
alterations in the specificity of a whole set of enzymes involved in biosynthesis of the 
murein layer. 
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4. Phenotypes of glycopeptide resistant bacteria 

Several Gram-positive species are intrinsically constitutively resistant to glycopeptides. 
This includes high level resistant species like actinomycetes (the glycopeptide producers), 
and leuconostoc, pediococcus and lactobacillus species [37-42]. Low level intrinsically 
resistant strains are Enterococcus gallinarum and Enterococcus casselrjlavus [4445].  
Although still uncommon, the clinical isolation of those strains is reported more fie- 
quently [46 and refs. therein]. Glycopeptide resistant strains of other Gram-positive spe- 
cies have rarely been observed [47 and refs. therein, 481, but they have not been investi- 
gated in further detail. 

Fig. 3.  Computer-generated model showing space-filling representation of (A) aridicin aglycone and (9) 
aridicin aglycone-diacctyl-L-Ala-(y)-~Gln-L-Lys(Ac)-~Ala-DAla complex. Structures were obtained using 

distance geometry with subsequent energy minimization (from [ 121). 
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Since the late 1980s, glycopeptide-resistant coagulase-negative staphylococci [49-5 1 
and refs. therein] and enterococci [52 and refs. therein] have been isolated in clinical set- 
tings on several occasions. Resistance is considered to be an acquired property; the inci- 
dence of glycopeptide resistant strains is still relatively low. Recently, glycopeptide resis- 
tant E. faecium were also found in environmental samples such as waste water of sewage 
treatment plants, demonstrating the spread of the resistant determinants [53]. In none of 
these cases was inactivation of the antibiotic reported. 

In enterococci, three classes of glycopeptide resistance VanA, VanB and VanC have 
been distinguished phenotypically on the basis of the resistance level, cross-resistance 
between vancomycin and teicoplanin, and whether resistance is inducible (Table I )  
[44,54]. Class C strains, represented by E. gallinarum, show low level intrinsic, constitu- 
tive resistance to vancomycin and not to teicoplanin [4345].  E. faecium and E. faecalis 
strains with an acquired, inducible resistance are either of class A or class B. The high- 
level resistant class A phenotype includes resistance to teicoplanin; only this resistance 
has been demonstrated to be transferable; class B strains achieve only a moderate resis- 
tance level to vancomycin [55-61]. The incidence of class B strains may be underesti- 
mated because this phenotype is difficult to detect by disk diffusion assays [61]. 

5. Biochemical and genetic basis of glycopeptide resistance in enterococci 

5.1. Class A vancomycin resistance 

5.1.1.  Transfer of vancomycin resistance determinants 
The presence of plasmids transferring class A resistance has been documented in several 
E. jaecium strains [55,56,62], whereas transfer was unrelated to plasmid DNA in other 
strains of E. faecium or E. faecalis [57,58,60]. Four of the plasmids were distinct in terms 
of size, restriction profiles, other resistance determinants and transfer properties, but ap- 
parently related at the DNA sequence level [55,56]. The host range differed considerably, 
one plasmid being readily transferred into a variety of Gram-positive species including 

'I'AULL I 
Glycopeptidc rcbistance in enterococci 

Relevant property vanA vanH vanC 

Resistance 
MIC @g/ml) 

Vancomycin 
'I'eicoplanin 

Transferability 
lnducihility (van/tei) 
Resistance protein (kDa) 
Species 

Acquired 

264 
216 

+I(+) 
40 
E faecrum 
E faecalis 

+ 

Acquired Intrinsic 

16-32 8-16 
0.5 0.5 

+ I- -I- 
39 5 nd 
E ,faecrum E. gallinarum 
E, .faecalr.s 
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E. faecium, E. jaeca lis, Streptococcus pyogenes, Streptococcus lactis, and Listeria 
monocytogenes. Resistance was inducible in the transconjugants to varying degrees. 
Attempts to transfer this plasmid to B. subtilis or S. aureus failed. The plasmid pIPSl6 
was not self-transferable but could be introduced into a S. sanguis strain via transfor- 
mation. A DNA fragment from pIP8 16 carrying a resistance determinant was cloned into 
a Gram-positive/Gram-negative shuttle vector [63]. When introduced into E. faecalis and 
B. thuringiensis (but not in E. coli or B. subtilis), it also conferred inducible glycopeptide 
resistance. 

Sequence homology between DNA of a large number of highly resistance E. faecium 
isolates and a PIPS 16 probe encoding a vancomycin resistance determinant strongly sug- 
gested that the resistance phenotype is due to dissemination of a gene specifically associ- 
ated with resistant strains rather than of a bacterial clone or a single plasmid [54]. Typing 
of a number of strains including environmental samples confirmed the unrelatedness of 
highly resistant E. faecium [53]. Recently, sequence determination of the regions that 
flank the vancomycin resistance gene cluster (see below) of plP816 revealed that the van 
gene cluster in pIP816 is carried by a 10.8 kb transposon designated Tn1546 with similar- 
ity to transposons of the Tn3 family. Evidence was obtained of elements related to 
Tn1546 in other highly resistant enterococci, and further results indicated that transposi- 
tion plays a role in dissemination of the vancomycin resistance gene cluster [64]. The 
origin of the van resistance transposon is still unknown. So far, the van genes have been 
detected only in enterococci, but transposition of the vancomycin transposon into a broad 
range plasmid may change the situation dramatically. Astoundingly, experiments have 
been carried out under laboratory conditions showing that indeed conjugative transfer of 
glycopeptide resistance from E. faecalis to S. aureus is possible [65]. 

5.1.2. The role of VanA and VanH 
In several strains, subinhibitory concentrations of vancomycin induced the synthesis of a 
membrane-associated protein that appeared to be required for expression of vancomycin 
resistance [57,58,60]. The vanA gene encoding the inducible resistance protein was iden- 
tified on the 34 kb plasmid pIP816 of E. faecium BM4147 using a two-stage cloning pro- 
cedure based on the use of a Gram-positive/Gram-negative shuttle vector [66]. First, 
EcoRl restriction fragments of plP816 were cloned and transformed into E. coli, and 
characterized by restriction profiles. Recombinant plasmids were then cloned into an E. 
coli strain containing a conjugative plasmid which could mobilize the shuttle vector 
derivatives. These constructs served as donors in mating experiments with different 
Gram-positive species which were tested for expression of glycopeptide resistance [63]. A 
1.7-kb derivative encoded a 40-kDa protein in E. coli designated VanA. The deduced 
amino acid sequence of the vanA gene revealed a high degree of homology to D-Ala-D- 
Ala ligases of E. coli and S. Wphimurium, and vanA could transcomplement an E. coli 
mutant with a thermosensitive D-Ala-D-Ala ligase activity [66]. The VanA protein puri- 
fied from E. coli contained ligase activity of altered substrate specificity. It preferentially 
catalyzed the ester bond formation between D-Ala and other residues such as D-2-hydroxy 
acids [67]. 

A gene located upstream from vanA encodes a dehydrogenase VanH that has D-keto 
acid reductase activity, and can provide the D-2-hydroxyacid substrate of VanA [68,69]. 
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VanH shows some sequence similarity with D-lactate dehydrogenases found in many lac- 
tobacilli and leuconostoc, i.e. bacteria with intrinsic vancomycin resistance. When D-lac- 
tate was added to the culture medium of a strain with an insertionally inactivated vanH 
gene, it restored the vancomycin resistance phenotype, suggesting that the depsipeptide D- 
alanyl-D-lactate is the in vivo product of VanA activity [70]. A novel murein precursor 
was found after induction of vancomycin resistance [71]. Analysis of the structure of 
murein precursors confirmed that D-laCtate is the substrate of VanA in vivo [72-741. 

5.1.3. The van gene cluster 
In addition to vanA and vanH, three other genes contribute to vancomycin resistance. This 
five gene cluster appears to be sufficient for murein synthesis in the presence of van- 
comycin [75]. The distal part includes vanA, vanH and a third gene vunY of unknown 
function. These genes are regulated at the transcriptional level by a two-component regu- 
latory system vans-vanR which is located in the proximal part of the cluster. These two 
proteins are homologous to the two families of signal-transducer/response-regulator pro- 
teins (for review, see [76]) and are probably involved in transmitting a signal in response 
to the presence of vancomycin outside the membrane [75]. Insertional inactivation of the 
regulator component VanR suppressed vancomycin resistance completely [75,77]. 

A sixth gene vanY which is located downstream of the vanY gene was not required for 
vancomycin resistance in the genetic construct used, although it is inducible in response 
to the addition of glycopeptide antibiotics [78]. In addition to release of D-Ala, VanY also 
hydrolyzed muropeptide terminating with D-lactate, i.e. the precursor synthesized in 
vancomycin-induced cells [79]. It thus corresponds to the inducible D,D-carboxypeptidase 
described earlier in other strains [80,8 11 .  No similarity to known D,D-carboxypeptidases 
was detectable at the sequence level [78], and the enzyme did not display transpeptidase 
or P-lactamase activity. Its physiological role remains to be clarified. 

S.2. Class B and class C vancomycin resistance 

VanB strains produce a 39.5 kDa membrane protein termed VanB [59] which is immu- 
nologically unrelated to the 39-40 kDa protein described in class A strains [46,82]. 
Internal fragments of the vanB genes of an E. faecalis and E. faecium strain, respectively, 
could be amplified using degenerate oligonucleotides that had been shown to prime am- 
plification of the vanA gene and other D-Ala-D-Ala ligases [83]. Comparisons of the E. 
faecalis sequence confirmed that VanB was highly similar to VanA (77% identity) and to 
the other ligases tested (<40%); similarities of the N-terminal sequence of VanB to D- 
Ala-D-Ala ligases had been noted before [82]. VanB related sequences were detected by 
hybridization in a number of E. faecium and E. faecalis strains displaying the vanB phe- 
notype but with different vancomycin resistance levels, indicating that a single class of 
resistance determinants is represented in class B strains [84]. Consistent with the pro- 
posed role of the VanB protein are reports on murein precursor analyses of a high and a 
low vancomycin-resistant strain that demonstrate the appearance of a new peak after van- 
comycin induction [71]. An inducible carboxypeptidase activity was also found in class B 
strains [81], but its role in the glycopeptide resistance mechanism is still unknown. 
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The vanC gene of E. gallinarum was cloned with the help of the same pair of oligonu- 
cleotides used for identification of the vanB gene fragment; it encodes a D-Ala-D-Ala li- 
gase related protein [85]. The vanC probe was specific for E. gallinarum; no homology 
with DNA to E. casselijlavus strains was detected which express a glycopeptide resis- 
tance phenotype very similar to that of E. gallinarum [86]. 

6. Concluding remarks 

In all three classes of glycopeptide resistance, a D-Ala-D-Ala ligase with modified sub- 
strate specificity appears to be an important component of the resistance mechanism. The 
relatedness of other genes involved in resistance is not known but may account for the 
different modes of inducibility. In all cases, resistance is most likely achieved by the syn- 
thesis of a novel murein subunit which will not complex with glycopeptides, allowing 
maturation of the murein network in the presence of those antibiotics. The impact of the 
change in murein composition on other enzymes acting on the murein network, especially 
penicillin-binding proteins (PBPs), is not known in the induced resistance phenotype, nor 
has the specificity of PBPs in intrinsically resistant species been analyzed. PBPs can in- 
teract with Ac,-L-LyS-D-Ala-D-Lac and other esters and thioesters [87,88], and reaction 
constants of the PBPs are probably as diverse as with /?-lactams. Different PBPs may be 
responsible for transpeptidation of muropentapetide and the D-lactate-containing homo- 
logue, respectively. Such a change in the role of individual PBPs due to glycopeptide 
treatment would also result in a shift in /?-lactam sensitivity as has been proposed by Al- 
Obeid et al. [89] to account for the striking synergy between glycopeptides and certain /?- 
lactam antibiotics of low- and high-level vancomycin resistant enterococci [44,90]. 
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CHAPTER 21 

Diffusion of inhibitors across the cell wall 
HIROSHI NIKAIDO 

Deparlrnent ofMolecular and Cell Biology, University of California, Berkeley, CA 94720, USA 

1 .  Introduction 

One major function of the bacterial cell envelope is to prevent, or at least slow down, the 
influx of deleterious compounds from the environment. The outer membrane (OM) of 
Gram-negative bacteria is very effective in this function. In addition, the cell wall of at 
least some Gram-positive species, such as mycobacteria, acts as an effective permeability 
barrier. This chapter summarizes the current knowledge in this area. No attempt has been 
made to cover the literature exhaustively. 

2. Outer membrane of Gram-negative bacteria 

2. I. Introduction 

Gram-negative bacteria are covered by the OM, which is located outside the peptidogly- 
can layer. Its basic continuum is a lipid bilayer containing both lipopolysaccharides (LPS) 
and the more common glycerophospholipids, and most of the intrinsic OM proteins ap- 
pear to function in providing selective permeability. Most detailed studies have so far 
been carried out with Escherichia coli and Salmonella typhimurium. However, 
Pseudomonas aeruginosa has also received much attention as a prototrpe of organisms 
that lack the classical high-permeability porins, and therefore show a high degree of in- 
trinsic resistance to a large number of agents. Reviews exist on OM permeability in gen- 
eral [ I ]  and in relation to antibiotic resistance [ 2 , 3 ] .  

2.2. Porin pathway 

The ‘classical’ trimeric porins of E. coli and Rhodobacter capsulatus were discussed in 
Chapter 12. The most constricted portion of their channels has dimensions of about 7 A X 

10 A. This allows the passage of many small antibiotics, as described below. There are 
reviews on the Permeability properties of porin channels [4,5]. 

Enteric bacteria including E. coli produce at least two porins, OmpF and OmpC, in the 
usual media. Conditions prevailing in the body of host animals (high osmotic pressure, 
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high temperature, lower pH) favor the synthesis of OmpC, which is a more desirable 
porin in such an environment because it produces a slightly smaller channel [ I ] .  PhoE, 
with preference for anionic compounds, may be produced in some environments where 
the inorganic phosphate concentration is low. In reconstituted systems, the size of porin 
channels becomes smaller at acidic pH [4,6], but it has not yet been shown that this 
alteration also occurs in intact cells. 

Most p-lactam compounds are small, and have an elongated shape. Thus, they are 
predicted to diffuse through the E. coli (and S. typhimurium) porin channels without much 
difficulty. That this does occur was shown using several approaches. (a) This diffusion 
process can be studied quantitatively by the method of Zirnmermann and Rosselet 171, 
which analyzes the rate of hydrolysis of p-lactam compounds by intact cells of Gram- 
negative cells as a combination of the spontaneous diffusion process across the OM ac- 
cording to Fick’s law, and the enzymatic hydrolysis in the periplasni according to 
Michaelis-Menten kinetics. By applying this method to porin-deficient strains of S. 1.v- 

phimurium, it was shown that more than 90% of the influx of cephaloridine occurs 
through the porin channels [8]. (b) By using liposome vesicles containing purified porins 
in the bilayer, most cephalosporins were shown to penetrate through the porin channel at 
substantial rates [9, lo]. In fact, cephaloridine ( M ,  41 5 ) ,  the fastest penetrating cepha- 
losporin so far tested, diffused about twice as rapidly through the E coli OmpF channel 
than lactose ( M ,  342), although these rates were about two orders of magnitude slower 
than the diffusion rate of a much smaller molecule, arabinose ( M ,  150). (c) Porin-deficient 
mutants are significantly more resistant at least to some of the /?-lactams [3,1 I -131. 
Although there are claims that penicillins diffuse mainly through the lipid bilayer region, 
this is unlikely at least in the enteric bacteria of the wild type [2]. 

Quantitative determination ofp-lactam diffusion rates in intact cells [ 141 and in rccon- 
stituted liposomes [ lo]  showed that the rates are influenced by several parameters. (a) 
There is an inverse correlation between the lipophilicity of the monoanionic cepha- 
losporin molecule and the permeation rate, and a tenfold increase in the octanoliwater 
partition coefficient (of the protonated, uncharged forms) causes a four- to fivefold de- 
crease in the penetration rate [ 10,141. (b) With the OmpF and OmpC porins of E coli, di- 
polar ionic cephalosporins diffuse much more rapidly than monoanionic cephalosporins, 
which in turn diffuse more rapidly than dianionic compounds [ 10,14]. This is consistent 
with the slight cation preference of these channels (Chapter 12). In contrast, the PhoE 
porin of E. coli prefers anionic cephalosporins [ 141. Perhaps the anion preference of the 
gonococcal porin [ 151 contributes to the very high susceptibility of this organism to an- 
ionic benzylpenicillin. (c) The penetration of anionic compounds is impeded even more in 
intact cells, because of the presence of Donnan potential across the OM, with the interior 
negative [ 161. (d) Finally, oxyiminocephalosporins, such as cefotaxime, ceftazidime or 
ceftriaxone, diffuse much more slowly than expected from their overall size, hydro- 
phobicity and charge [ I I ] .  Possibly this is caused by the steric hindrance due to the 
oxyimino substituents, which protrude out of the average plane of the cephalosporin 
molecule. 

Permeation rates of various p-lactam compounds through the E colr OmpF porin span 
a wide range, the fastest penetrating compound (imipenem) diffusing at a rate at least 
forty times higher than some of the slower compounds [ 1 11. Examination of these rates 
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indicates that the permeability cannot be the only parameter that determines the efficacy 
of the drug. In fact, the influx ofp-lactam molecules is counterbalanced by their hydroly- 
sis by periplasmic P-lactamases, which are encoded by chromosomal genes of almost any 
Gram-negative bacterial species. In addition, many clinical isolates now contain R plas- 
mids that code for additional P-lactamases. The interaction between permeability, enzy- 
matic hydrolysis and the binding affinity to the target (penicillin-binding proteins) can be 
treated quantitatively, and the efficacy of any p-lactam can be predicted reasonably accu- 
rately for E. coli through this theoretical treatment [ 171. 

Penetration mechanisms are probably similar in other organisms belonging to 
Enterobacteriaceae. However, the porins are very different in Pseudomonus ueruginosa. 
This organism, which shows an extremely low non-specific permeability in its OM (for 
review, see [ 1 S]), seems to lack entirely the ‘classical’ trimeric porins of the enteric bac- 
teria [19]. (Although some OM proteins of this species have been reported to exist as 
trimers, the trimeric structure, if any, appears to be quite unstable, unlike the very stable, 
tight trimeric assembly found in classical porins.) The major non-specific porin of this or- 
ganism is OprF [ 19,201, which is a homologue of OmpA protein of enteric bacteria [2 I ] .  
Both OprF and OmpA exist as monomers, and produce pores that allow only very slow 
penetration of solutes [ 19,221. The large pore size of OprF (about 2 nm in diameter) was 
surprising, but it is possible either that the channel offers much more resistance to solutes 
during their passage, or that only a fraction of the channels is open at any given time [ 181. 
Although one laboratory has claimed that OprF is not a porin, and that other ‘true’ porins 
of this organism produce channels much narrower than the classical E. coli porins, these 
conclusions are based on incorrect interpretation of the data [ 191. Cephalosporins that 
utilize the non-specific OprF porin show very slow penetration rates as expected, and this 
fact certainly explains the high general resistance of P. aeruginosa against p-lactams 
123,241. Most of the compounds with strong antipseudomonad activity are likely to utilize 
permeation pathways other than the non-specific porins (see below). 

Much less direct evidence is available for the importance of porin pathways in the 
penetration of other classes of agents. This is because (a) direct assays of permeability of 
the Zimmermann-Rosselet type are difficult for most other agents, and (b) reconstitution 
assays utilizing liposomes are also impossible for lipophilic agents that can diffuse 
through the lipid bilayer of liposomes. Furthermore, mutational loss of porins does not 
always result in large increases in minimal inhibitory concentration (MIC), because the 
effect of penetration rates becomes prominent only when there is a degradation or modifi- 
cation of the drug after its penetration through the OM [2,3]. Nevertheless, it appears rea- 
sonably certain that the following classes of agents traverse the OM of enteric bacteria 
predominantly through porin channels. 

(a) A/niriog/ycn.si~iees. Because of their extremely hydrophilic nature, it is difficult to 
imagine that they use anything other than porin channels, although liposome assays are 
not possible owing to the net positive charge of these molecules [2]. Some of the ami- 
noglycosides are fairly large in size, but the positive charge should help in their influx. 
The mutational loss of porins does not usually increase the MIC of aminoglycosides, but 
it is possible that they penetrate rapidly enough through the residual permeation pathways 
(for example, remaining porin channels). 

(b) C‘hlor.unzplietiico1. Its small size and absence of charge suggests an easy passage 



550 

through the porin channels. Loss of porin increases the MIC of this agent [25], and indeed 
one class of the classical chloramphenicol-resistance mutations in E. coli K12, cmlB, was 
later identified as mutations in the porin structural gene ompF. In  Hemophilus influenzae, 
a chlorampenicol-resistant clinical isolate was reported to lack a 40 000 Da OM protein 
[26] which presumably corresponds to the major non-specific porin of this organism [27]. 
A chloramphenicol-resistant mutant of Pseudomonas cepacia with decreased permeation 
rate for this drug has also been reported, but in this case, there was no obvious change in 
the OM protein pattern [28]. 

(c) Tetracyclines. They are fairly compact molecules with a number of hydrophilic 
groups on the surface. The MIC is increased slightly upon the mutational loss of porins 
[25]. However, difhsion through the bilayers may make a significant contribution with 
more lipophilic derivatives (see below). 

(d) F/uoruquinolones. They are again compact molecules with some hydrophilic 
groups. The MIC is slightly increased in porin-deficient mutants [29]. 

2.3. Spec$c channels 

Porin channels often prefer certain broad classes of solutes on the basis of their gross 
physicochemical properties. However, these channels do not show specificity in the tradi- 
tional sense used in biochemistry. In contrast, there are porin-like channels with true 
specificity. In E. coli, the examples are LamB (phage lamda receptor) and Tsx (phage T6 
receptor) proteins, which produce channels with internal binding sites that bind specifi- 
cally oligosaccharides of maltose series [30-321 and nucleosides [33], respectively. 
Because of the presence of the specific binding sites, these channels accelerate the diffu- 
sion of specific ligands when they are present at low concentrations, but their diffusion 
becomes slowed down at high concentrations. Thus, they exhibit a saturation kinetics for 
diffusion [34], in contrast to the diffusion through the non-specific porin, where the rate 
shows a linear dependence on the concentration difference across the membrane. 

The importance of the specific pathways in antibiotic diffusion was first shown with 
the protein D2 (OprD) channel in P. aeruginosa. Quinn and co-workers [35] found that 
imipenem-resistant mutants of P. aeruginosa, found in clinical material, were unusual 
among P-lactam-resistant mutants in that their susceptibility to other /j-lactams was unal- 
tered, and that they did not overproduce any P-lactamase. Further, they showed that the 
mutant was lacking a 45 000 Da OM protein, although they still contained normal 
amounts of the non-specific porin OprF [35]. It was then shown that the missing protein 
was protein D2 [36], and that the influx of imipenem through this channel occurred ac- 
cording to saturation kinetics, with an apparent K,,, of about 0.1 mM [37]. Although the 
true nature of the physiological substrate for this channel is a matter for conjecture, the 
difhsion of imipenem is inhibited competitively by basic amino acids, and possibly this 
channel functions in the selective uptake of either basic amino acids or peptides contain- 
ing these amino acids [38]. lmipenem and other carbapenems were also found to be less 
active in media containing high concentrations of basic amino acids [39]. 

When we consider that P. aeruginosa lacks entirely the efficient trimeric porins pre- 
sent in many other Gram-negative organisms, it is not surprising that this organism 
produces specific OM channels in order to take up the essential nutrients efficiently. 



55 1 

There are data suggesting that other /?-lactams showing exceptional potency against P. 
aevuginosa might also be taken up by specific channels [40], but the identity and speci- 
ficity of these channels are still not clear. In contrast, we have seen that most /?-lactams 
utilize the non-specific porin channel for influx into enteric bacteria, and imipenem is not 
an exception [41]. 

2.4.  TonB-dependent uptake pathways 

For the uptake of compounds that exist in very low concentrations in the environment, for 
example vitamin BI2 and iron-chelator complexes, specific channels are less than ideal 
because the dissociation constants of their binding sites are usually in the range of 
0.1-1 mM, and because they can achieve only passive equilibration of solutes across the 
membrane. Thus, pathways based on a different mechanism are required. These pathways 
are composed of OM proteins and a cytoplasmic membrane protein, TonB [42,43]. The 
OM proteins bind the specific ligands at an affinity far higher than those encountered in 
the specific channels, and therefore are often called ‘receptors’. Nevertheless, they appear 
to be constructed essentially as gated channels [44]. The important feature of these sys- 
tems is that they catalyze an uphill accumulation of ligands in the periplasm [45,46], and 
the TonB protein is thought to effect this by physically interacting with OM channels and 
thereby somehow transmitting the energy stored in the cytoplasmic membrane to the outer 
membrane receptors. 

Attempts have been made to utilize these pathways, especially the iron-chelator path- 
ways, for improving the influx of agents into Gram-negative bacteria. Many of these 
chelators that are produced by microorganisms are called ‘siderophores’ and usually con- 
tain multiple catechol groups or hydroxamate groups for the chelation of Fe3+ at very high 
affinity [47]. One siderophore-antibiotic hybrid, CGP 4832, contains a morpholine sub- 
stituent at the 3-position of rifamycin and an N-methylpiperidine substituent at the 25- 
position. This compound is at least 200 times more active than rifampicin against E. coli 
[48]. Analysis of resistant mutants indicated that the drug crossed the OM via the FhuA 
receptor, whose physiological substrate is ferrichrome [48], a hydroxamate-type sidero- 
phore produced by fungi. Interestingly, structural similarity between CGP 4832 and fer- 
richrome is not obvious, and this indicates that we know very little about how the sidero- 
phore receptors recognize their cognate ligands. 

Many cephalosporin derivatives with catechol groups or its analogs [49-571, or with 
hydroxamate groups [58], have been synthesized. Most of these compounds contain 
monomeric catechol, in contrast to many of the natural siderophores (e.g. enterobactin) 
that contain multiple catechol groups arranged to face a central ferric ion. Many of these 
cephalosporins are very effective, sometimes showing MIC values as low as 1 ng/ml for 
enteric bacteria, consistent with their uphill accumulation in the periplasm. Some also 
show exceptional activity against P. aeruginosa. That these compounds are transported 
by siderophore receptor(s) is suggested by the observation that adding excess Fe3+ to the 
medium represses the production of these receptors, thereby making the drug less active 
[50-551. Furthermore, resistant mutants selected in vitro by these compounds were often 
found to be defective in the TonB protein [50]. Use of defined mutants of E. coli showed 
that FepA (receptor for the endogenous tricatechol siderophore, enterobactin), FecA 



(rcceptor for ferric-citrate complex), FhuA (receptor for a hydroxamate siderophore, fer- 
richrome) and FhuE (receptor for another hydroxamate siderophore, rhodotorulic acid) 
were not involved in the influx of catechol-type cephalosporins, but defects in Fiu or Cir 
made the mutants more resistant especially with cephalosporins susceptible to enzymatic 
hydrolysis, and double defects in both genes produced very resistant strains [ 5  1,541. With 
one catechol-cephalosporin, the resistance of the c i r j i u  double mutant was indeed shown 
to be due to a drastically decreased influx of the drug across OM [54]. There is some evi- 
dence suggesting that Cir is involved in the uptake of mononieric catechol compounds 
[SO], and it has been proposed that catechol-cephalosporins are taken up more in an unli- 
ganded form through these channels [54]. The potential utilization of two alternative 
pathways gives a strong advantage to these compounds, because the antibiotic will not 
select for receptor mutants, and the only mutants selected for, tonB, are not a problem in a 
clinical setting, as they are avirulent as a result of their inability to take up iron in a se- 
verely iron-depleted environment in the tissues of host animal. 

2.5. Diffusion through lipid bilaycr 

Lipid bilayers are usually quite permeable to uncharged, lipophilic molecules [60]. This is 
because the lateral mobility of the phospholipid molecules and hydrocarbon chains cre- 
ates transient lacunae within the membrane, into which the solute molecules can partition. 
However, the bilayer in the OM is unusual in its construction, the outer leaflet being com- 
posed almost entirely of LPS, at least in enteric bacteria [I] .  LPS is much larger than 
glycerophospholipids, containing 6-7 covalently linked fatty acids, and therefore interacts 
with its neighbors much more strongly [bl] .  Thc lateral interaction between LPS mole- 
cules is further strengthened by divalent cation bridges between the negatively charged 
groups of LPS, and perhaps by hydrogen bonds between carbohydrate chains. Moreover, 
the hydrocarbon interior of LPS leaflet is more rigid (nearly crystalline) [62,63], because 
all fatty acid residues in LPS are saturated. Thus, the partitioning of external solute mole- 
cules into the interior of LPS is expected to be more difficult than into the interior of 
glycerophospholipids, and experiments with several probes indeed showed that the parti- 
tion coefficient into LPS was lower by a factor of about ten [64]. Experimental determi- 
nation of diffusion rates of steroids, used as hydrophobic probes, across the OM of E. 
coli, S. typhimurium, and some other Gram-negative species showed that these molecules 
cross the OM bilayer more slowly, perhaps by a factor of 50- 100, than through the typical 
glycerophospholipid bilayers [65]. This means that although OM slows down the diffu- 
sion of lipophilic molecules, it is not an absolute barrier. In contrast, it  functions as a 
nearly perfect barrier for amphiphilic molecules, for example, nafcillin [66], because only 
an insignificant fraction of the drug exists in the protonated, uncharged form that is capa- 
ble of partitioning into the lipid interior [65]. 

In  fact, there is much evidence that OM allows the influx, at a significant rate, of hy- 
drophobic agents. Thus, E. coli does produce intracellular enzymes for the metabolism of 
bile acids [67], a finding suggesting that small amounts of bile acids do  penetrate into the 
cytoplasm all the time. As an another example, although E. coli is generally thought to be 
resistant to erythromycin, its MIC of 50-1 00 ,ug/ml suggests that significant penetration 
does occur. In fact, intact cells of E. coli containing erythromycin esterase presumably in 
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the cytoplasm were shown to hydrolyze erythromycin in the medium rather rapidly [68], 
and from this we can estimate that a minimal permeability coefficient of cm/s for 
erythromycin through the OM bilayer (this can be compared to the permeability coeffi- 
cient of I 0-5 cm/s for cephalothin through the porin channels of E. coli OM [9]). 

A hallmark of compounds diffusing through the lipid interior of OM is that their influx 
is increased drastically in 'deep rough' mutants that synthesize extremely deficient forms 
of LPS [66], because the OM of these mutants contains some glycerophospholipid bilayer 
domains [ I ] .  Many antiseptics and disinfectants, such as quaternary ammonium com- 
pounds, triphenylmethane dyes and butylparaben, which are all hydrophobic, belong to 
this class and inhibit the deep rough mutants much more effectively [69]. Chlorhexidine, 
presumably because of its positive charge, constitutes an exception and works equally 
well on E. coli and the Gram-positive Staphylococcus aweus [69]. 

The behavior of compounds with multiple protonation sites, such as tetracyclines and 
fluoroquinolones, is more complex [70]. When titration is carried out, for example by 
adding alkali to an acidic solution of a typical fluoroquinolone, say norfloxacin, much of 
the removal of the protons follows the pathway shown in the upper half of Fig. 1 (i.e. 
from AoBt to A-B' to A-BO). The macroscopic dissociation constants ( K ,  and K2) ob- 
tained in such an experiment are thus fairly close to the microscopic dissociation con- 
stants K A  and Kc of Fig. I .  However, the major species that diffises through the bilayer is 
likely to be the uncharged species, AoBo. In order to predict the abundance of this species, 
one needs the microscopic dissociation constants KB and K,, which are usually far from 
K ,  and K 2 .  For norfloxacin and tetracycline, the misuse of macroscopic constants in this 
prediction led to the idea that the uncharged species correspond to only 0.6% and 
0.0001% of the total drug population around pH 7, and to the frequently expressed notion 
that this species is too scarce to contribute much to diffision across the membrane. 
However, use of correct microscopic constants [71,72] shows that a substantial fraction 

f K2 * K1 
6.2 8.5 

A-0+ n 

Fig. I .  I'rotonation behavior of nortloxacin. When titration is carried out in the usual manner, two macroscopic 
acid dissociation constants, K I  and K2, are observed. Their magnitudes are shown as pK, values underneath the 
arrows. Nortloxacin, howcver, shows a complex protonation behavior as defined by the four microscopic acid 
dissociation constants. K A  to K D ,  the magnitudes of which are again shown as pK, values next to the arrows. 
Each species is denoted by the charge state of the acid group (A) and the base group (13). c.g. AoB+. The acid 

dissociation constants are from ref. 71 
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Fig. 2. Prcparation of polymyxin nonapeptide (PMBN). DAB denotes diaminobutyric acid 

( 1  0% and 9%, respectively) of the drugs is in the uncharged form. Thus, it is not surpris- 
ing that diffusion through the OM bilayer seems to contribute significantly in the influx of 
more hydrophobic tetracyclines [73,74] and probably of some fluoroquinolones [70]. 

Because LPS contains a large number of anionic groups, the LPS leaflet of OM must 
be stabilized by divalent cation bridges. Competition with these divalent cations, or their 
removal, is an effective way of destabilizing the OM bilayer, thereby increasing the 
chances for solute partition and permeation. Polycations with strategically placed positive 
charges, such as polymyxin nonapeptide [75] (Fig. 2) dramatically permeabilizes the OM 
bilayer, making E. coli up to 100 times more susceptible to lipophilic and amphiphilic 
agents such as novobiocin, rifampin, vancomycin and fusidic acid. Significantly, mole- 
cules containing the same number of positive charge as polymyxin nonapeptide, but more 
flexible, such as pentalysine, are much less effective, because their modest permeabilizing 
action is totally abolished by such concentrations of monovalent and divalent cations as 
are present in body fluids [76]. Many cationic peptides and proteins of animal origin also 
increase the permeability of the OM bilayer, and the action of these agents has been re- 
viewed [76]. 

Aminoglycosides contain multiple positive charges. This led to the concept that these 
drugs also destabilize the OM, thereby increasing their own penetration rate across the 
outer membrane ('self-promoted uptake"771). In fact, it was possible to show that P. 
aeruginosa OM became more permeable to nitrocefin (a fairly lipophilic cephalosporin) 
and to NPN (a very lipophilic fluorescent probe) upon treatment with gentamicin [78]. 
This model, however, has been criticized because unlike polymyxin nonapeptide, which 
remains very active in the presence of 100 mM Na+ and 4 mM Mg2+, the OM-permeabi- 
lizing action of aminoglycosides was totally abolished by just 1 mM Mg2+ [78]. From 
comparison with pentalysine, it appears that the aminoglycoside effect is also extremely 
sensitive to the concentrations of Na' [76]. These data suggest that the 'self-promoted 
uptake' is unlikely to play a major role in our body fluids. However, the efficacy of ami- 
noglycosides in controlling P. aeruginosa infections of animals and humans does suggest 
some efficient mechanism of entry; possibly the self-promoted uptake pathway becomes 
resistant to the Na+ and Mg2+ effect under certain local conditions prevailing at the site of 
infection. 
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3. Cell wall of Gram-positive bacteria 

3. I .  Introduction 

Most Gram-positive cell walls consist of peptidoglycan, polysaccharides and similar 
polymers such as teichoic acids. That is, they are devoid of lipidic material that is the 
hallmark of the Gram-negative cell wall. The porosity of these ‘typical’ Gram-negative 
cell wall preparations does not appear to have been investigated with modem technology, 
but it is reasonable to assume that they are quite porous, as Bacillus megaterium cell wall 
for example allows a substantial penetration by 100 000-Da dextrans [79]. 

3.2. Mycobacterial cell wall 

The organisms of the Corynebacterium-Nocardia-Mycobacterium group make a striking 
exception to the statement above, because their cell wall contains substantial amount of 
lipids of unusual structure. At least the mycobacterial cell wall has been suspected to 
function as an efficient permeability barrier, because of the generalized intrinsic resis- 
tance of this group of organisms towards a number of antimicrobial agents. 

It was only in 1990, however, that the permeability of mycobacterial cell wall was de- 
termined in a quantitative manner [80]. Use of the Zimmermann-Rosselet method showed 
that the cell wall of Mycobacterium chelonae indeed had an exceptionally low permeabil- 
ity to cephalosporins. The permeation rate of cephaloridine, for example, was about 
10 000-fold lower than through the OM of E. coli. It was more than ten times slower even 
when compared with the rate of diffision through the P. aeruginosa OM. 

The effect of solute parameters and temperature on this slow penetration process sug- 
gested that hydrophilic solutes traverse the mycobacterial cell wall through water-filled 
channels [80]. What appears to be the major pore-forming protein in the cell wall was re- 
cently identified by reconstitution methods [81]. This protein produces only a low level of 
permeability presumably because (a) the cell wall contains only a very small amount of 
protein, and (b) a unit amount of protein produces much lower permeability in compari- 
son with the classical OmpF porin of E. coli [81]. 

The exceptionally low permeability of mycobacterial cell wall also suggests that the 
basic continuum of this structure must have an unusual structure. Thus, if the rest of the 
cell wall had the permeability typical of the glycerophospholipid bilayer, some of the 
monoanionic cephalosporins must have penetrated through this region of the cell wall at 
least 100 times faster than actually observed. Recent X-ray diffraction studies showed that 
the hydrocarbon chains in the cell wall of M. chelonae are arranged in a parallel, 
paracrystalline array, in a direction perpendicular to the plane of the cell wall [82]. This is 
not surprising because much of the lipids in mycobacterial cell wall are composed of my- 
colic acids, with their extremely long hydrocarbon chains (up to 50 carbons in one of the 
‘arms’) with only one or two double bonds. Such lipids will produce an exceptionally 
tightly packed, rigid structure, that would be even less permeable than the LPS-containing 
leaflet of the Gram-negative OM. Although the covalent linkage of most of the mycolic 
acid residues to an underlying polysaccharide molecule was often thought to impair the 
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tight organization of mycolic acid chains, the monosaccharide units in the cell wall 
arabinogalactan appears to be connected to each other in a manner that ensures the maxi- 
mal flexibility of the chains, i.e. galactose exists as galactofuranose connected usually 1-6 
[83], and this will certainly facilitate the tight packing of the mycolic acid residues. The 
cell wall was also shown to contain unexpectedly large amounts of lipids with shorter 
fatty acid residues, and these lipids may comprise the outer leaflet of the structure. Thus, 
the mycobacterial cell wall, at least in principle, appears to be constructed as an asym- 
metric lipid bilayer, as originally proposed by Minnikin [84]. I t  is interesting to see that 
two very distant groups of bacteria, Gram-negative bacteria and Gram-positive mycobac- 
teria, arrived at similar solutions for the purpose of building effective permeability barri- 
ers, although the less impermeable part of the structure is located in the inner leaflet in the 
proposed model of the mycobacterial cell wall. Nevertheless, being a lipid bilayer, even 
mycobacterial cell wall cannot be totally impervious. Indeed, agents with increased lipo- 
philicity appear to penetrate through the mycobacterial cell wall at a significant rate [ 8 5 ] .  
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Species Index 

Acetogenium kivui 
- surface layer, 230 

Acholeplasma laidlawii 
- lipoprotein, 325-326 

Acidovorax delajldii 
- porin, 404 

Acinetobacter 

Actinobacillus 

Actinomadura R39 

Actinomyces viscosus 
- fimbriae, 228 

Actinomyces naeslundii 
- fimbriae, 228 
- co-aggregation, 25 1 

Actinomycetes 
- glycopeptide producer, 535, 538 

Aeromonas 
- /3-lactamase, 528 

Aeromonas hydrophila 
- aerolysin, 427, 430-43 I 

Aeromonas salmonicida 
- OmpA,270 
- surface layer, 230 

Agrobacterium tumefaciens 
- HlyB-type exporter proteins, 434 
- histidine kinase, 476 

- VirBll ,431 

- Gram stain, 16 
- surface layer, 1,6, 229 

Arthrobacter crystallopoietes 
- peptidoglycan hydrolase, 135 

- KDO,295 

- protein export, 427,434 

- PBP, 106-107, 116-117 

- MCP,467 

Archaebacteria 

Bacillus 
- D-amino acid transaminase, 46 
- lipoteichoic acid, 199,201 
- peptidoglycan hydrolase, 137, 156 
- sporulation, 167-1 83 

Bacillus, alkalophilic strain I70 
- lipoprotein, 324 

Bacillus amyloquefaciens 

Bacillus anthracis 
- capsule, 8 

Bacillus brevis 
- surface layer, 230 

Bacillus cereus 
- L-Ala-adding enzyme, 45 
- diamino acid-adding enzyme, 45 
- /?-lactamase, 123, 324 
- lipoprotein, 324 
- peptidoglycan hydrolase, 135, 150 
- spore, 170, 174 
- UDP-MurNAc-UDP-GlcNAc 2- 

epimerase, 189 
- wall-associating signal, 220 

- glycan chain extension, 6 1 4 2  
- j3-lactamase, 107, 122-123, 324, 327, 

- lipoprotein, 324 
- peptidoglycan hydrolase, 135, 137, 150, 

154-1 56 
- spore, 191 
- wall-associating signal, 220-22 1 

- lipid I, 44 
- lipoteichoic acid, 206 
- peptidoglycan turnover, 144 
- protoplast, 16 
- spore, 155, 171, 174 
- transferase (lipid 11), 45 
- wall porosity, 555 

- diamino acid-adding enzyme, 45 
- peptidoglycan hydrolase, 135-1 36 
- spore, 171-174 

Bacillus stearothermophilus 
- lipoteichoic acid, 207 
- peptidoglycan hydrolase, 135 

- x~oIID,  156 

Bacillus licheniyormis 

490,505-5 14,520 

Bacillus megaterium 

Bacillus sphaericus 
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Bacillus subtilis 
- ~.-Ala-adding enzymc, 45 

~ D-Ala-D-Ala-adding enzyme, 45 
- 'bacterial threads', 3 1 
- cell septation, 77 
- divB, 77 
~ divergence from E. coli, 3 13 
- DNA uptake, 43 I 
- envelope, 4 
- flagella, 229 
- genetic map, 4 1 4 2 ,  176, 180, 191 
- glycopeptide resistance, 540-54 I 
- HlyB-type exporter proteins, 434 
- hybrid recombinants, 195 
- lipoprotein, 324, 327 
- lipoteichoic acid, 207 
-- lyt mutant, 145 

- peptidoglycan hydrolase, 135-1 37, 

- peptidoglycan precursors, 48 
- peptidoglycan turnover, I44 
- peptidoglycan unit synthesis, 42 
- protein secretion, 2 18 

- sporulation, 167-183 
- teichoic acid, 187-196 
- teichuronic acid, 9 
- transformation, 145 
- vancomycin resistance, 541 

- peptidoglycan hydrolase, 135 
- vancomycin resistance, 541 

Bacteroides yragilis 
- P-lactamase, 528 

Bifidobacterium bifidum 
~ lipoglycan, 203, 207 

Bordetella 

- MCP,467 

148-150, 154-157 

- SPOV, 63 

Bacillus thuringiensis 

- I,OS, 263,296 
- porin, 270, 369 

Bordetella pertussis 
- cyclolysin, 416 ,434435  
- extracellular proteins, 427, 438 
- hemagglutinin, 430 
- HlyB-type exporter proteins, 434 
- LOS,263 
- LPS,266 
- porin, 270, 377 

Borrelia burgdor-ri  

Brucella abortus 
- lipoprotein, 324, 328 

- pcptidoglycan hydrolase, 135 
- lipoprotein, 323 

Brucella melitensis 
- lipoprotein, 323 

Brucella ovis 
- lipoprotein, 323 

Butyrivihrio fibrisolvens 
- teichoic acid, 13 

Caulobacter 
- extracellular proteins, 427 
- I'lbF, 443 
- MCP,467 

Chalaropsis 

Chlamydia 
- peptidoglycan hydrolasc, 139, 147, I54 

- LOS,296 
- MOMP, 27 1-272 

Chlamvdia trachomatis 

Citrobucter freundii 
~ KDO synthesis, 289 

- p-lactamasc, 104, 107-1 08, 122-1 26, 

- lipoprotein, 322 
Clostridium acetohutylicum 
- peptidoglycan hydrolase, 135, 139-1 40 

Clostridium botulinum 
- peptidoglycan hydrolase, 135 

Clostridium innocuum 
- lipoteichoic acid, 203 

Clostridium thermocellum 
- cellulosome, 230-23 1 

Clostridium welchii 
- peptidoglycan hydrolase, 135 

Cornamonas, porin, 369 
Coryne bacterium 

485-501,528-529 

- cell wall, 555 
~ fimbriae, 228 

~ A2pm-adding cnzyme, 46 

Deinococcus radiiodurans 
- lipoprotein, 324 
- surface layer, 230 

- I IlyB-type exporter proleins, 434 

Corynehacterium poinsetfiae 

Drosop hila 
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Edwardsiella tardu 
- lipoprotein, 323 

Enterobacter aerogenes 
- lipoprotein, 322 
- signal peptidase 11,334 

Enterobucter cloacae 
- P-lactamase, 1 15-1 16, 485-501, 

- porin phylogeny, 377 
- UDP-GlcNAc-enolpyruvyl transferase, 

528-530 

42.44 
Enterococcus 
- D-Ala:D-Ah ligase, 47 
- lipoteichoic acid, 199-21 1 
- PBP3'-5, 52 I 

Enterococcus casseliflavus 

Enterococcus faecalis 
- vancomycin resistance, 539, 543 

- p-lactamasc, 521, 526 
- tllyB-type exporter proteins, 434 
- lipoteichoic acid, 207 
- vancornycin resistance, 540-542 

- P-lactamasc, 52 I ,  526 
- vancomycin resistance, 540-542 

- vancomycin resistance, 539-540, 543 

Enterococcus fuecium 

Enterococcus gallinarum 

Enterococcus hirae 
- PBPs 3'-5, 109-1 12 
- lipoteichoic acid, 202, 204 
- peptidoglycan hydrolase, 134-1 35, 140, 

147-152 
Erwinia 
- extracellular proteins, 427 
- tllyB-type exporter proteins, 434 

- lipoprotein, 322, 326, 337 

- protein export, 4 16, 430, 434435,  438 

- nomenclature. 281 

- i>-Ala-adding cnzyme, 45 
- u-Ah-D-Ala-adding enzyme. 45, 46 
- D-Ala:D-Ala ligasc. 46, 541 
- capsule, 301 
- DD-carhoxypcptidasc, 538 
- cell septation, 73-97 

Erwinia amylovora 

Erwinia chrysanthemi 

Escherichia 

l..'.scherichitr coli 

- cell volume/diameter, 452, 456 
- chemotaxis, 5 15 
- coccal mutant, 89 
- diamino acid-adding enzyme, 4 5 4 6  
- diffusion through cell wall, 547-555 
- extracellular proteins, 427 
- flagella, 229 
- genetic map, 4 I ,  66, I76 
- gene deletions, 266 
- D-Glu-adding enzyme, 45-46 
- glutamate racemase, 46 
- growth sites, 145 
- Lad, 507, 509 
- P-lactamase, 107, 113, 123, 125, 

- lipid 11, 44 
- lipoprotein, 3 19-337 
- Ipp OmpA double mutant, 270 

- murein, 91 
- outer membrane, 146,263-275 

485-501,526,530 

- LPS, 282-3 14 

- PBPINB, -2, -3, 5 5 4 8 ,  109-1 12, 115, 
I24 

- PBP4, -5; 106-107 
- peptidoglycan assembly, 55-68 
- peptidoglycan hydrolase, 134-135, 141, 

- peptidoglycan precursors, 48-50 
- peptidoglycan structure, 23-25 
- peptidoglycan turnover, 144 
- peptidoglycan unit synthesis, 39-5 1 
- periplasm, 448 ,453454 ,457458 ,  46 I 
- porin, 353-393,405409,413416 
- protein export, 328, 336,427,43 1 4 3 2 ,  

434,438439,442 
- secretion pathway, 2 19 
- signal transducing, 465-469, 47 I ,  474, 

- transglycosylase (unlinked), 63 
- translocase (lipid I), 45-47 
- IJDP-GlcNAc-enolpyruvyl transferase. 

44 
- UDP-ManNAc:UDP-GlcNAc 2- 

epimerase, 189 
- uptake, 3 9 7 4 1 6  

143, 145-150, 155, 157-158 

479 

Francisella tularensis 
- lipoprotein, 324 
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G a f h a  homari 
~ petdoglycan assembly, 64 
- pcptidoglycan hydrolase, 143 

Huemophilus 
- LOS, 263,274,295 
- porin, 270,369,3755378,406 

Huemophilus ducreyi 
- lipoprotein, 323 

Haemophiltis influenzae 
~ p-lactamase, 526-527 
- chloramphenicol resistance, 550 
- HlyB-type exporter proteins, 434 
- lipoprotein, 323, 326 
- protein secretion, 429 

Ilaemophilus somnus 
- lipoprotein, 323 

Halobacterium 
- osmotic pressure, 454 

Halobacterium halobium 
- phototaxis, 466-467, 479, 480 

Homo sapiens 
- pathogenesis, 3 13 

Klebsiella 
- extracellular proteins, 427 

- peptidoglycan hydrolase, I50 
Klebsiella aerogenes 

- lipoprotein, 322 
- porin phylogeny, 377 

- pullulanase, 427, 430,442 

327 
- p-lactamase, 526-528 
~ lipoprotein, 322 

- LPS, 266,301 

Klebsiella oxytoca 

Klebsiella pneumoniae (= K. oxytoca), 322, 

Lactobacillus 
- glutamate racemase, 46 
- lipoteichoic acid, 199-21 1 
- tcichoic acid, 188 
- vancomycin resistance, 539, 542 

Lactobacillus acidophilus 
- peptidoglycan hydrolase, 135 
- pcptidoglycan turnover, 144 

Lactobacillus arabinosus 
- ribitol phosphate, 9 

Lactobacillus brevis 

Lactobacillus casei 

Lactobacillus delbrueckii 

Lactobacillus lactis 

- surface layer, 230 

- lipoteichoic acid, 206, 209 

- peptidoglycan hydrolase, 139 

- lipoteichoic acid, 204 
- peptidgolycan hydrolase, 139, I50 
- PrsA, PrtM, 219,324,327 
- wall-associating signal, 22 1 

- lipoteichoic acid, 199-21 I 

- lipoteichoic acid, 202 

~ lipoprotein, 324, 327 

Lactococcus 

Lactococcus garvieae 

Lactococcus lactis 

Legionella 

Leuconostoc 
- MOMP, 269,272 

- lipoteichoic acid, 199-21 1 
- vancomycin resistance, 539, 542 

Listeria 
- lipoteichoic acid, 199-21 1 

Listeria monocy t ogenes 
- internalin, 253 
- lipopolysaccharide, 13 
- lipoteichoic acid, 2 I 1 
- peptidoglycan hydrolase, 135, 150 
- peptidoglycan turnover, 144 
- vancomycin resistance, 541 

Methanospirillum 

Micrococcus agilis 

Micrococcus flavus 

Micrococcus luteus (lysodeikticus) 

- fibrillar protein, 16 

- lipomannan, 203 

- lipomannan, 203 

- lipid 11, 44 
- lipoglycan, 207 
- lipomannan, 203 
- lipoprotein, 324 
- peptidoglycan assembly, 57-58, 63 
- peptidoglycan hydrolase, 13 1, 135, 1 5 1, 

- teichuronic acid, 9 
- transrerase (lipid II), 45 

I55 
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- transglycosylase (unlinked), 63 
- translocase (lipid I), 45 
- UDP-GlcNAc-enolpyruvyl transferase, 

- wall disaccharide, 8 
Micrococcus sodonensis 
- lipomannan, 203 

Morganella 
- extracellular proteins, 427, 438 
- HlyB-type exporter proteins, 434 
- toxin secretion, 434 

- lipoprotein, 323, 326, 337 

44 

Morganella morganii 

- LPS,266 
Mycobacterium 
- adjuvant, 17 
- cell wall, 547, 555-556 

Mycobacterium chelonae 
- wall permeability, 555 

Mycobacterium leprae 
- lipomannanllipoarabinomannan, 204 

Mycobacterium paratuberculosis 
- lipoarabinomannan, 204 

Mycobacterium smegmatis 
- peptidoglycan hydrolase, 135 

Mycobacterium tuberculosis 
- lipomannan/lipoarabinomannan, 204 

Mycoplasma 
- lipoprotein, 324-326 

Myxococcus xanthus 
- MCP,467 
- protein kinase, 480 

- peptidoglycan hydrolase, 135 
Myxobacter 

Neisseria 
- extracellular proteins, 427 
- B-lactamase, 525-527 
- LOS, 263,271,274,291,295 
- PRP, 521-523 
- porin, 271, 369, 375-378, 548 

Neisseria cinerea 
- mosaic PBP, 522 

Neisseria Javescens 
- mosaic PBP, 522 

Neisseria gonorrhoaeae 
- lipoprotein, 323 
- mosaic PBP, 521 
- PBP2, 109-1 10,52 I 

- peptidoglycan hydrolase, 135, 158 
- peptidoglycan turnover, 144 
- protein pIII, 271,430 

Neisseria luctamica 
- porin phylogeny, 377 

Neisseria meningitidis 
- lipoprotein, 323 
- mosaic PBP, 522 
- PBP2, 109-1 10,522 

Neisseria sicca 

Nocardia 
- porin phylogeny, 377 

- cell wall, 5 5 5  

- lipoprotein, 328 
- wall-associated proteins, 250 

- HlyB-type exporter proteins, 434 
- toxin secretion, 427 

Pediococcus 
- vancomycin resistance, 539 

Pelobacter venetianus 
- porin, 403-405 

Plasmodium 
- HlyB-type exporter proteins, 434 

Plesiomonas shigelloides 
- 0-polysaccharide, 3 13 

Peptococcus magnus 
- protein L, 245-246 

Propionibacteriurn freudenreichii 
- lipomannan, 204 

Proteus 
- lipoprotein, 12, 323, 327 

- protein secretion, 426-427,429,434, 

Oral streptococci 

Pasteurella 

- LPS,266 

438 
Proteus mirabilis 

- lipoprotein, 323, 325,337 
- ShlA toxin, 429 
- SwaA protein, 443 

Proteus vulgaris 
- flagella, 2 
- peptidoglycan hydrolase, 135 

- extracellular proteins, 427 

- lipoprotein, 12 
- OprF, 272, 370 

Pseudomonas 

- MCP,467 
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Pseudomonas aeruginosa 
- HlyB-type exporter proteins, 434 
- p-lactamase, 486, 491,493 
- lipoprotein, 323, 325-326 
- 0-polysaccharide, 298, 30 I ,  309 
- OprE, H, I ,  L, 269-275 
- outer membrane, 263-275 
- outer membrane diffusion, 547, 

- penicillin resistance, 5 1 8, 526, 528-53 I ,  

- peptidoglycan hydrolase, 135, 158 
- pili biosynthesis (secretion), 4 3 0 4 3  1 
- porin, 275, 403, 406, 416417 ,  547 

Pseudomonas cepacia 
- antibiotic resistance, 550 

Pseudomonas jluorescens 
- signal peptidase 11, 332, 334 

Pseudomonas piitida 
- P-lactamasc, 49 1 4 9 2  

13seudomonas volanacearum 

549-551,554-555 

549-55 I ,  554-555 

- H ~ A , 4 4 2  
- lipoprotein, 323 
- tyrosine kinasc, 480 

Pseudomonas stutzeri 
- NosR, 479 

Rhizohium 
- cyclic glucans, 459 
- extracellular proteins, 427,438 

Rhizobium leguminosum 
- HlyB-type exporter proteins, 434 

Nhizohium meliloti 
- HlyB-type exporter proteins, 434 

Rhodobacrer capsulatus 
- HlyB-type exporter proteins, 434 
- porin, 343, 354-360, 369, 375, 377, 

403-406 
Rhodohacter sphaeroides 

- lipid A, 293 
Nhodopscudomonas capsidata 
- p-lactamase, 49 1-493 

Khodopseudomonns sphaeroides 
- lipoprotein. 323, 326 

Rhodopseudomonas viridis 
- lipoprotein, 32 I ,  323 

Rhodospirrllirm rirhrum 
- MCP,467 

Rickertsia rickettsii 
- lipoprotein, 325 

Salmonella 
- deep rough, 15,274 
- extracellular proteins, 427 
- InvA,443 
- LPS, 266-267,274 
- nomenclature, 28 1 
- phagcs,457 

Salmonella anatirm 
- periplasm. 453, 458 

Salmonella enterica 
- definition, 281 
- LPS, 282-3 14,432 

Salmonella typhimurium 
- u-Ala-u-Ala ligase, 46 
- chemotaxis, 467, 469, 473, 5 1 I 

- Ilagella, 229 
- lipoprotein, 270, 322, 335 
- outer membrane diffusion, 547-548, 552 
- peptidoglycan hydrolase, I35 
- porin, 385, 403, 409 

Serpulina hyodvsenteriae 
- lipoprotein. 324 

Serrutia 
- extracellular proteins, 426427 ,  429 

Serratia marcescens 
- P-lactamase, 492, 5 14, 528 
- evolution, 3 I2 
- I IlyR-type exporter proteins, 434 
- lipoprotein, 322-323, 326, 337 
- secretion, 426, 429 

- extracellular proteins, 427 

- Mxi proteins, 327, 442-443 
- nomenclature, 281 

.Yhigella dysenterioe 
- lipoprotein, 322 

Shigella flexneri 
- lipoprotein, 322, 327 

Shigella shigae 
- antigen. I I 

Spirocliaeta aurantica 

- shcalh/porin, 27 1 

- ddlA,42 

Shigella 

- LPS, 282,291,294 

- MCP,467 
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Spirochetes 
- Omp, 271-272 

Spiroplasma citri 
- lipoprotein, 325 

Spiroplasma mell@rum 
- lipoprotein, 325 

Staphylococcus 
- IilyR-type exporter proteins, 434 
- lipoteichoic acid, 199-21 I 
- teichoic acid, I89 

Staphylococcus aureus 
- 1.-Ala-adding enzyme, 4 5 4 6  
- u-Ah-D-Ala-adding enzyme, 45 
- D-Ala:D-Ala ligase, 4 6 4 7  
- clumping factor/coagulase, 23 1-232 
- collagen-binding, 248-249 
- diamino acid-adding enzyme, 45 
- fibrinogen-binding, 23 I 
- fibrinolcctin-binding, 247-248 
- D-Glu-adding enzyme. 45-46 
- glycopeptide resistance, transfer, 

- immunoglobulin-binding, 242-246 
- P-lactamase, 107-108, 327, 505-5 14, 

- lipid I ,  44 
- lipoprotein, 324 
- lipotcichoic acid, 204-209 
- PBP2' structure, 107, 109-1 12 
- PRP2' induction, 6 4 4 5 ,  505-5 I4 
- peptidoglycan assembly, 57-58, 63 
- peptidoglycan hydrolase, 135, 138-1 39, 

- peptidoglycan precursors, 49-50 
- peptidoglycan structure, 23-35 
- peptidoglycan turnover, 144 
- peptidoglycan unit  synthesis, 4 3 4 7 ,  

- protein A, 2 17, 223, 242-246 
- signal peptidasc I I ,  332, 334 
- teichoic acid, I9 I 
- transtcrase (lipid II), 45 
- transglycosylase (unlinked), 63 
- translocase (lipid I), 45 
- UDP-GlcNAc-enolpyruvyl transferase, 

- uridine nuclcotide, 6 
- vancomycin rcsistance, 535, 541 

540-54 1 

5 19-52 I ,  526 

143, 149-150 

49-50 

44 

- wall-associating signal, 220-221 
Staphylococcus aureus MRSA 

- PBPs, 64-65,5 18-52 I ,  535 
- peptidoglycan structure, 35 

Staphylococcus, coagulase negative 
- fibrinolectin-binding, 247 
- B-lactamase, 539 
- penicillin resistance, 5 19, 52 1 

- UDP-GlcNAc-enolpyruvyl transferase, 

- p-lactam resistance, 521 

- lipoteichoic acid, 209 
- peptidoglycan hydrolase (lysostaphin), 

Staphylococcus epidermidis 

44 

Staphylococcus simulans 

138 
Streptococcus 
- group A, see S. pyogenes 
- group B, 'C-antigen complex', 245 
- C5a peptidase, 250 

- group C, see S. dysgalactiae 
- group G, C5a peptidase, 250 

- fibrinolectin-binding, 247-248 
- immunoglobulin-binding, 242- 

- protein G, 225, 242-246 
- repeats, 225 

- group viridans, PBP, 523-524 
- lipoteichoic acid, 199-2 1 1 
- peptidoglycan hydrolase, 158 

Streptococcus dysgalactiae 
- fibrinolectin-binding, 247-248 
- IgG Fc-binding, 242 

Streptococcus equisimilis 
- lgG Fc-binding, 242 

Streptococcus faecalis 
- D-Ala-D-Ala-adding enzyme, 4 I 
- D-Ala-D-Ala ligase, 46-47 
- peptidoglycan hydrolase, 140, 142, 147, 

- peptidoglycan precursors, 50 
Streptococcus gordonii 

- dental health, 25 1 
- lipoprotein, 324 
- peptidoglycan hydrolase, 145 
- wall-associating signal, 22 I 

- peptidoglycan hydrolase, 135 

246 

152 

Streptococcus hygrocopicus 
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Streptococcus lactis 

Streptococcus mutans 
- vancomycin resistance, 541 

- dental health, 25 1 

- wall-associating signal, 22 I 
Streptococcus oralis 
- lipoteichoic acid, 203 

Streptococcus pneumoniae 
- AmiA, 220,324 
- IllyB-type exporter proteins, 434 
- lipoteichoic acid, 203, 206, 209 
- lipoprotein, 324 
- MalX, 220,324 
- penicillin resistance, 34-35, 523-529 

- peptidoglycan, 33 
- peptidoglycan assembly, 63 
- peptidoglycan hydrolase, 135, 138, 

- pneumococcal surface protein (PspA), 

- teichoic acid, 252 
- transformation, I45 
- transglycosylase (unlinked), 63 

- adhesion, 241 
- antiphagocytic properties, 240 
- C5a peptidase, 236, 250 
- fibrinogen-binding, 238, 240-241 
- librinolectin-binding, 247-248 
- glyceraldehyde-3-phosph Ite 

- IgNIgG Fc-binding, 236238,  243 
- M protein, 2 19, 224-227, 232-244 
- opsonization, 241 
- pep M antigen, 2 19, 238 
- peptidoglycan hydrolase, 135 
- plasmin-binding, 249 
- repeats, 224-225,227 
- serum opacity, 232,235-239 
- ‘r protein, 232-233 
- vancomycin resistance, 541 
- wall-associating signal, 220-224 

Streptococcus salivarus 
- fimbriae/fibrils, 226, 250 

Streptococcus sanguis 
- dental health, 25 1 

- McIE, 220 

- PBPs, 109-1 12, 115,523-529 

146-153 

252 

Streptococcus pyogenes (group A) 

dehydrogenase, 249 

- fimbriae, 228-229 
- lipoteichoic acid, 20 1 
- vancomycin resistance, 54 I 
- wall-associating signal, 220-221 

Streptococcus zooepidemicus 
- IgG Fc-binding, 243 

Streptomyces 
- peptidoglycan hydrolase, 135 

Streptomyces albus G 
- 8-lactamase, 104, 107-108, 121-123 
- DD-peptidase, 136, 155, 1 
- peptidoglycan hydrolase, 

Streptomyces cacaoi 
- P-lactamase, 492, 5 14 

Streptomyces glob osporus 
- peptidoglycan hydrolase, 

Streptomyces K I 5 

Streptomyces orientalis 
- glycopeptide, 535 

Streptomyces R6 1 

- I’RP, 105-106, 115-1 16 

7,538 
36 

39, 154 

- PBP, 106-108, 114-117, 124 

Thermotoga maritima 

Treponema denticola 

Treponema pallidum 
- lipoprotein, 324, 326 

Treponema phagedenis 
- lipoprotein, 324 

- porin, 378 

- MOMP,272 

Ureaplasma urealyticum 
- lipoprotein, 325 

Vibrio 

Vibrio cholerae 
- extracellular proteins, 427 

- lipoprotein, 323 
- 0-polysaccharide, 30 I ,  3 0 6 3 0 7  
- toxin, 43 I ,  478 

Vibrio harveyi 
- lipoprotein, 323 

Xanthomonas 
- extracellular proteins, 427 

Xanthomonas campestris 
- lipoprotein, 323, 327 
- protein export, 430 
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Yeast 

Yersinia 

Yersinia enterocolitica 

- cxtracellular proteins, 427 

- cxtraccllular proteins, 427 

- P-lactarnase, 486, 493, 498 
- lipoprotein YscJ, 323, 327 
- YOPS, 442-443 

Yersinia pseudotuberculosis 
- 0-polysaccharide, 298, 300, 306, 3 13 
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Subject Index 

ABC supsrfamily, 435 
Abequose, biosynthesis, 296-302 
Acetyl phosphate, phospho-donor, 475 
Actin, 97 
Actinomycin D, 14 
N -  Acy l transferase, 33 2-3 3 3, 33 5 
Adaptation, 470-472, 480 
S-Adenosylmethionine, 470 
Adhesin, 248,271-272,427,430-432 
Adhesion site, 385, 392, 4 4 7 4 5  I ,  454, 

Adjuvant, Freund’s, 17 
Aerolysin, 426427 ,  43 I 
Aglycone, 537-539 
L-Ala-adding enzyme, 4 I ,  4 5 4 6  
D-Ala-D-Ala-adding enzyme, 3 9 4  I ,  45-46 
D-Ah-D-Ala carboxypeptidase, 57, 1 12-1 18, 

D-Ala:D-Ala ligase, 4 0 4 2 ,  46-47, 172, 54 1, 

~ - A l a - ~ - A l a  peptide, glycopeptide binding, 

D-Ala-D-lactate, 46-47, 542 
Alanine racemase, 46 
Alignment, 367 
Alkaline phosphatase, 386, 400 
AmiA, 220,324 
Amidase (MurNAc-L-Ala), 133, 136-141, 

457-461 

133, 136, 158, 173, 177-178,538,542 

543 

5 37-53 9 

153-157, 172, 174 
- CwlA, CwlB, CwlM, IIB-3, LytA, LytC, 

136-139 
- modifier CwbNLytB, 137, 156, I70 
- sec also spoIID, 182 

D-Amino acid exchange, 91 
D-Amino acid transaminase, 46 
Amino acid. turns, 366, 386 
Aminoglycoside, 273-274, 549, 554 
D-Aminopeptidase, I77 
CAMP, 400 
unip, regulon, 486-488 

AmpC @-lactamase), 485-501 
AmpD (regulator), 487-490, 495496,  50 I 

amPC, D, E, G, R, 485-50 I 

AmpE (ArPase ?), 488-489 
AmpG (transporter ?), 488-490,495-496, 

Amphipathic helix, 509 
Amphipathicity, 3 6 6 3 6 7  
AmpR (activator), 487489,492-501, 

500-501 

514 
- binding site, 497 
- -like proteins, 492-494 
- mutant, 492,495497,  499 

Anion transport, 353, 418 
Annuli, periseptal, 89, 95, 97, 147, 385, 

Antibiotic, uptake, 273-275, 547-558 
Antisense mRNA, 76 
A2pm, 1,6-8,33,3941,49,91,  169-174 
A2pm-adding enzyme, 4 I ,  4 5 4 6 ,  49, 

A2pm-requiring mutant, 174 
Apolipoprotein, 332 
Arabinogalactan, 556 
ArcB, 476 
Aridicin, 537-539 

455-457 

I7 1-1 72 

- complex with D-Ah-D-Ala peptides, 
5 3 8-5 39 

A I P  
- binding domain, 436 
- binding cassette (ABC) transporters, 

- diffusion, 271, 349 
434438,441 

Autophosphorylation, 468,474, 477 
Autolysis, in bacterial growth, 142 

- sporulation, 17&171, 178-179 
Autoproteolysis, 429 
Aztreonam, 87, 122-1 24,500 

Bacitracin, 8, 308 
Bactericidal permeability increasing protein 

(BPIP), 15 
Uacteriocin, secretion, 427-428 
Bacteriolysis 
- antibiotic induced, 148-149 
- stringent response, 148 
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Bacteriophage 
- binding, 344, 357, 364, 370, 373, 376, 

455,457459,462 
- DNA injection sitcs, 449 
- encodcd porin, 390 
- LPS modification, 302-303 
- M I3 procoat secretion, 44 1 
- receptors,l92, 275, 281, 285,290, 413, 

449,457,459,46 I 
BarA, 476-478 
/%Barrel, 272, 343-344, 346, 348, 354-356, 

Bile acid, 274, 552 
Binding protcin, periplasmic, 400, 41 8 4  19, 

435,448,450,465466,468,479 
blur, Blal, 505-514, 520 
Black lipid bilayer, 272, 350,40941 1 
BlaR, 107,505-514,520 

bluR2, 5 1 1 

Braun’s lipoprotein (lpp), 5, 12, 14, 17, 9 I ,  

BtuB, 399 
Bulgecin, 148 
Butylparaben, 553 

360,363,373,381,383,386,397 

b h R  I ,  490,505-506 

bolA, BolA, 77-80,95,490 

268-270,3 19,387 

CadC, 478479 
cufA (cytoskeletal gene ?), 68 
Capsule, 268,296, 301, 433,451 
Carbapenem, 526528 
Do-Carboxypcptidase, see D-Ala-D-Ala 

earboxypeptidase 
LD-Carboxypeptidase, 158, 173 
Cardiolipin, 147, 329 
Catabolite repression, 390 
Catechol, 530, 551-552 
CDP-glycerolhibitol, 188-1 89 
Cefazolin, 500 
Cefotaxime, 548 
Cefoxitin, 106, 500 
Ceftazidime, 548 
Cell cycle, 56, 63, 73-97 
Cellulose, 26,23 1 
Cellulosome, 230-23 1 
Cell wall spanning region, 223 
Cephalexin, 58, 87 
Cephaloridine, 58, 548, 555 

Cephalosporin, 404, 548-553, 555 
- 7-a-methoxy-, 528 
- fourth generation (methoxyimino-), 526, 

- third gcncration, 524, 526-529 
530 

Ccrulcnin, 389, 392 
CFTR, 436-437 
CGP 4832,55 1 
Chaperonekhaperonine, 86, 97, 385, 388, 

425,430,432,438 
- see also PrsA, PrtM 

467474,477 
CheA, CheB, CheR, Chew, CheY, CheZ, 

Chemoreceptor, 4 6 5 4 7 1 , 4 7 3 4 7 4 , 4 7 8 4 8 0  
Chemotaxis, 450,465-468,479,5 1 I 
Chitine, 26 
Chloramphenicol, 275, 549-550 
Chlorhexidine, 553 
Cholera toxin, 426, 43 I ,  461 
Ciprofloxacin, 275 
Cir, 552 
cld (roI), LPS chain length, 305 
crJ; clumping-factor, 23 1-232 
Cloacin, 328, 427 
Coagulase, 23 1-232 
Coenzyme A-S-S-glutathione, 147 
Colicin 
- binding, 364, 370, 413, 416,460 
- export, 328,399,415416,427428,  

- lysis proteins, 322, 328, 428 
Common antigen, enterobacterial, 13 
Competence, 145, 148 
Complement 

434,438439,461 

- activation, 210-21 I ,  281, 309 
- C5a peptidase, 236, 250 

Conjugal plasmid, 527, 541 
Conjugation, 370 
Copper sensitivity, 335 
Core 
- biosynthesis, 286-296 
- genes, 3 14 
- structure, 265-266, 282-283, 294-295 

Cortex, 168-178, 183 
- -less mutant, 174 
- -1ysing enzyme, 178-1 79 

cps, colanic acid, 296, 301 
Cross-talk, 474 
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Cryosubstitution, 45 1 
cutE, lipoprotein biosynthesis, 335 
Cyclic glucan, 459 
Cyclolysin (Cyalcy~), 416,427,434435 
D-Cycloserine, 46, 5 I ,  148-1 49 
CysB, 492,496 
Cystathionine, 46 
Cystic fibrosis, 435 
Cytochrome, 32 1 
Cytokinesis, 73, 97 

dacA,B, F,61,66,81, 158, 177-181 
dal, 181 
Daptomycin, 209 
dcw, 77,80-81 
ddl, 4142,  66, 79, 88, 180-181 
Deep rough, 274, 553 
Defensin, 274 
Demethylation, 466,468,470471 
Denitrification, 479 
Diacetyl(Ac2)-L-Lys-D-Ala-D-Ala, 106, 1 1 1, 

Diacylglycerol, lipoteichoic acid synthesis, 

dicB, F, 75-76 
Dideoxyhexose, biosynthesis, 300 
Dihydrouracil, 46 
Dimer, membrane proteins, 436,469,473, 

Dimyristoyl phosphatidylcholine (DMPC), 

LD-Dipeptidase, 174 
Dipeptide binding protein (Dpp), 468 
Dipicolinic acid, I74 
Disinfectant, 553 
divIB, 77, 176, 180-1 8 1 
Divergon 

115, 117-118,538 

205 

478 

3 82-3 83 

- lytABC/lytR, 156 
- tagABCItagDEF, 19 1 

Division potential, 75 
Divisome, 11 1 
DivJ, 476477 
dll, 79 

DNA 
- bending, 499 
- binding, 474, 478479 
- helix (B-), 507 

- transfer, 43 1 
- uptake, 272, 43 1 

DnaA box, 88 
DnaK, 97 
Donnan potential, 273, 404, 41 8, 548 

Electron crystallography, 356, 364 
Electron microscopy, 1, 3-6, 10, 16, 27, 

29-30,32, 131, 147, 149, 169-170,226, 
230, 234, 267,271, 319, 343, 441, 448, 
45 1 4 8  
- immuno-, 204,264,268,32 I ,  459 

Electronic property, 1 17-1 19 
Electrostatic potential, I 17-1 19 
Elementary body, Chlamydia, 27 1 
emtn-like gene, 233,235-239 
Empirical force fields, 1 18-1 19 
Endopeptidase: 
- [D-Ala-(D)diamino acid (COO-)] (serine 

enzyme), E. coli PBP4, 158 
- [D-Ala-(D)diamino acid (COO-)] (Zn 

enzyme), Strepfomyces albus G, 136, 
157 

- I [D-Glu-(~)mesoA~pm], 136, 173-1 74 
- I1 [D-Gh-(L)diamino acid], 136, 174 
- lysostaphin (interpeptide bridges), 138, 

- MepA, 158 
217 

Endotoxin, 21 I ,  266,281, 309, 398 
Energy hypersurface, 1 19-1 26 
Enterobacterial common antigen, ECA, 296 
Enterobactin, 55 I 
Enterotoxin, CTX, ETX, 429,43 1 

Entropy barrier, diffusion process, 349 
envA, 34,41,66,74,77,92,287-288,293 
envZIEnvZ, 400,476-478 
Epitope 

- STA, 427,429 

- antigenic site, LPS, 275, 285, 294, 302 
- porins, 344,357,364-365,375-376, 

384,389 
Erythromycin, 552-553 
Esterase, 469470,474 
Evolution 
- 0-polysaccharides, 3 1 1-3 I4 
- porins, 377-378 

ExbB, ExbD, 46 1 
Export, proteins, 328, 336, 425-443, 461 
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lixtracellular protcin. Gram-negative, 427 

Fatty acid 
- lipoproteins, 320-321, 326, 329, 334, 

432,438 
- LPS, 267,287,289,293-294 

FccA, 551 
I:ecl, FecR, 479 
fern, FemA, 35, 521 
FepA, 363,378,55 1 
Fcrrichrome, 55 I 
Ferrodoxin, 479 
Ffh, 425 

Fhul;, 552 
Fibril. 226-228 
Fibrin, 23 1 
Fibrinogen, 23 1-232, 24 I 
Fibronectin, 23 I ,  247-248 
FirnA, 229 
Fimbriae, 228-229, 43 1, 460 
Fiu, 552 
Flagella, 229, 442443,  450, 456457,  468. 

479 
Flagellin, 427, 435 
Flippase, 44 1 
Fluoroquinolonc, 550, 553-554 
Fluoro-UDP-MurNAc. 47 
I'luorouracil, 46 
Forespore, 169, 170-1 74, I78 
Forssman antigen, 147 
I:oslomycin, 8, 44, 5 I 
F-pili, 457 
1:rcezing method, 458 
FtsA,95, 1 1  1 
JsA, E,H,  I, Q, W ,X. Y , Z , 4 1 4 3 , 5 6 ,  

IhuA, 399.551-552 

61-62,66,74-97, 176-181 
I'tSQ, 78-79, 88. 95, 1 1  1 
FtsW,62, 1 1 1 ,  178 
I'tsZ, 88, 95-97, 1 1  I 
- in AmpC @-lactarnase induction, 487 
- see also GTPase and ring 

FuraAocillin, 87, 93, 148 
Fusidic acid. 554 

G + C contcnt, 131, 199,203,312 
Galactose binding protein (GBP), 468-469 
gdE. U, 290, 303 

General diffusion channel, sce porin 
General secretion pathway (GSP), 430, 443 
Gcnctic exchange, 3 I1-313,522-524 
Genetic map 

- 11. suhtilis 0-360", 180 
- 133" region, 4 I ,  176 
- 308" region. 191 

- 2 min (rnra) region, 41, 66, 176 
- E. coli 0-360", 66 

Gcntamicin, 554 
gerJ, M, 181 
Germination, 168, 175-1 79 

Globomycin, 85, 220, 325. 329-334 
D-Glu-adding enzyme, 3 9 4  I ,  45-46, 49 
Glucosaminidase (GlcNAc-MurNAc), 132, 

Glucosyl-phosphatidylinositol, 223 
~-Glu-(l$ diamino acid endopeptidasc 11, 136, 

D-Gh-(L)mesoA2pm endopcptidase I ,  136, 

Glutamic acid racemase, 42, 46 
Glycan chain elongation, 61 
Glycerol-3-phosphate-cytidyl transferase 

Glycolipid, anchor of lipotcichoic acids, 199. 

K ~ U ,  190, 192-193 

137-139, 141 

174 

173-1 74 

('IagD), 189-190 

20 1-202 
- lipoglycans, 203 

Glycopeptide antibiotic, resistance. 535-543 
gne (IJI)PGlcNAc 4-cpimerase). I93 
Goldman-Hodgkin-Katz equation, 405-406 
Gram positive wall associated protein, see 

protein 
Gram stain, 5-6, 12, 16 
GroEL, 425 
Growth hormone receptor, human, 469 
gsn, 289 

GTPase (FtsZ), 97 
Guanosine 5'-diphosphate 3'-diphosphate 

'Guillotine' effect, 95 
Guoy-Chapman-Stcrn layer, 273 

gtaB, 189-190 

(PPGPP), 1 1  I 

Heat resistance. spore, 174-1 75 
a-Helicoidal coiled-coil dimcr, 227 
I-lelix-turn-helix (HTH) motif, 492493,  507 
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I k l p c r  protein, secretion, 388, 429432 
Hemolysin ( I  IlyA) 
- acylation, 326, 432, 438 
- secretion, 41 5416, 425428, 432443, 
46 I 

Hexose phosphate transport (Uhp), 466 
Histidine kinase, 468, 474-479, 490, 5 10 
IllyB, 219, 435436,461 
I IlyB-typc exporter proteins, list, 434 
Homo sapiens, pathogenesis, 3 13 
Horizontal gene transfer, 378, 522-524 
I hpA, 442 
Htrl, 479480 
Human exporter protein, 434 
Human growth hormone receptor, 469 
Hydrophobic moment, 366-368 
Hydrophobicity, 36G368, 377, 5 1 I ,  5 13 
Hydroxamate, 55  I 
I lydroxyl radical attack, 507 
3-Hydroxymyristic acid, 267 

IgA Fc, IgB Fc binding protein, 238-239 
IgA protease, 426428 
Imipcnem, 60,500,5 18,528-530, 548, 

Imp-OmpA, 382-383,386387,392 
Induction, see p-lactamase and penicillin- 

binding protein 
Initiation mass, 74 
Inner membrane 

55&55 1 

- inner leaflet. 206 
- outer leaflet, 204-207 

Interleukin, 21 I 
Internalin, 221, 253 
Interspecies recombination, 5 19 
Invasion protein, 327, 442 
Iron. uptake, 399, 460, 479, 55  1 

katF (rpoS), 80 
KDO (2-keto-3-dcoxyoctulosonate). 265-266. 
268,282-283,287-289,294 
- biosynthesis 

- kd.yA, B ,287,293.303 
- kdtA, 13, 289, 292, 313 

KdpD, 476477 
Kinase, 467, 469-480 

Lael, 507, 509 
/3-Lactam antibiotic 

- diffusioduptake, 400, 5 18, 522, 

- synergy with glycopcptides, 543 
529-530,548-55 1 

P-Lactam resistance, 5 17-53 1 
P-Lactamase, 386, 391,400,404, 418,441, 

P-Lactamase (serine), class A, C, D 
518,549 

- as lipoprotein, 220, 324, 327, 329 
- penicilloyl serine transferase, 
103-1 27 

- class A 
- B. cereus, 123 
- B. licheniformis (BlaP), 107, 122, 

- E coliTEM, 107, 113, 123, 125,384, 

- S. aureus (BlaZ), 107-1 08,505-5 14 
- Sirepiomyces albus G ,  104, 107-1 08, 

- Sireptomyces cacaoi (BlaL,U), 492, 

505-5 14 

52 I ,  526-529 

121-123 

514 
- class C 

I26 
- C. fieundii, 104, 107-1 08, 122-1 24, 

- E. cloacae P99, 115-1 16 
- E. coli AmpC, 485-501 
- others, 526, 528-529 

- class D, 107, 5 10 
- induction of 
- BlaP, BlaZ, 505-5 14,520 
- BlaL/U, 492, 514 
- class C, 485-501, 526, 529 

- inhibitors, 526, 528 
- penicillin resistance, P-lactamase- 

- structure (3D), 103-104, 121-124 
mediated, 485486, 525-53 I 

P-Lactamase (zinc), class B, 526, 528 
D-LaCtatC dehydrogenase, 542 
LamB, 354, 359, 363, 378, 381, 399, 402, 
550 
- family, 373 
- insertion sites, 385, 460 
- integration, 385 
- sugar transport, 409-4 I3,4 19 
- synthesis, 386,388-390, 392 

K, porin, 406 Lamba endolysin (transglycosylase), 146, 157 
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Lanthionine, 46, 91 
Lateral diffusion, through periplasm, 455 
Leucine zipper motif, 95 
Leu-X-Y-Cys motif, 220-221 
IexA, 76 
lic3, 492 
Limulus lysate reaction, 17 
lipid A, I I ,  17-18, 263-267, 281, 398 
- biosynthesis, 286-296 

- structure, 282, 284, 293-294, 3 10 
Lipid bilayer, 267, 552, 556 
- technique, 397-398,401,403404,409 

Lipid composition, outer membrane, 267, 398 
Lipid intermediate 
- peptidoglycan synthesis, 40,4448, 50, 

- LPS synthesis, 286,296297,303-308 
- LTA synthesis, 206 
- WTA synthesis, 189 

Lipid-linked oligomer, 61 
Lipoarabinomannan, 203,208,211 
Lipoglucanogalactan, 203,207 
Lipoglycan, 199-2 1 I 
Lipomannan, 13, 17,203,208 
Lipo-oligosaccharide (LOS), 263-264,266, 

Lipopolysaccharide (LPS), 2, 5, 11, 14, 199, 

- IPX, 287-289, 292-293 

57, 59, 94 

271,274,291-292,295-296 

208,263-268,27 1-276,398-399,45 I ,  
457,552,554 
- biological effects, 309 
- biosynthesis, 266, 281-3 14,432433 

- JubZ (or/l7), 293 
- rfa, 266, 285, 287, 289-294, 304, 

- rfb, 285,291-292,296-300,304, 

- rfc , 285,296, 304, 306 
- rfi,307 

306-307,314,432433 

306-308,3 11-3 I3 

- chain length, 266, 305 
- evolution, 31 1-3 14 

- protein interaction, 265, 275,435 
- structure, 265-267, 282, 309, 3 10 
- thermal transition, 267 

Lipoprotein, 220, 264, 268-269, 3 19-337 
- biosynthesis, 328-332 
- functions, 326 

- cxport,459 

- homology sequence, 325,329 
- list, 322-325 
- processing site, 325-326, 329-332 

Lipoprotein peptidoglycan ligase, 337 
Liposome swelling assay, 397-398, 401, 403, 

Lipoteichoic acid, 9, 13, 17, 147, 199-2 I I 
409 

- adhesin, 210 
- biological activities, 208-2 1 1 
- biosynthesis, 204-209 
- deacylation, 207 
- definition, 199 
- inhibition of autolysins, 209 
- lipid anchor, 199, 201-202 
- magnesium binding, 208 
- micellar organization, 207 
- pathogenicity, role in, 209 
- physicochemical properties, 207 
- polydispersity, 201-202 
- poly(g1ycerophosphate) type, 199-20 1 
- poly (glycosylalditolphosphate) type, 

- ribitolphosphate-containing, 202 
- substituents (alanine ester, glycosyl), 

201-202 

20 1,206,208-2 I0 
Lon protease, 77 
lov, 93, I 1  1 
Ipp 270,322,329,336-337 
Isp (signal peptidase), 332, 334 
1.-Lys-adding enzyme, 45-46 
Lys ligase, 171-172 
Lysis protcin ($X 174, MSE), 150, 159 
Lysostaphin, 138, 2 17 
Lys-Pro-X-Thr-Gly-X motif, 220-22 1 
Lys-R (DNA-binding protein) family, 

492-493,499,5 14 

Major histocompatibility locus, 435 
Major outer membrane protein (MOMP), 269, 

MalE, 390, 392 
MalK, 437438 
Maltodextrin, uptake, 375,409, 419, 450 
Maltoporin, see LamB 
Maltose-binding protein (MBP), 386, 437, 

Maltose regulon, 390,409,430 
MalX, 220 

271-272 

455,468-469 
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Mannose, in LPS, 266,296-299,308,3 I3 
Mating aggregate, 270 
Matrix protein, see OmpF 
mcbA,B, 79 
MCP, see methylated chemoreceptor protein 
Mdr, see multidrug resistance protein 
mec, MecA, I, R, 65, 505-5 14,520 
Mecillinam, 32, 58, 62, 148 
MelE, 220 
Membrane 
- anchor-cleaving enzyme, 222 
- conductance, 4 I0 
- contact zones, 447,456,458 
- criteria, 367-369 
- fluidity, 265,267, 275 
- potential (A$), 404-405, 441 

Membrane derived oligosaccharide (MDO), 
418,449,453-454 

MepA, 158 
5-Mercaptouridine, I5 1 
Methicillin-rcsistant S. uureus (MRSA), 

Methylated chemoreceptor protein (MCP), 

Methylation, 466,468, 470, 474,479, 5 10 
Methyltransferase, 468-472 
mi&, 4 15 
Microcin B 17, 79 
rnin, MinB, C, D, E, 75-77,97 (minD), 181 

(minC,D) 
rnin mutant, 95 
Minicell, 75, 91, 95 
Moenomycine, 1 1 I ,  I49 
Molecular mechanics, 11 8, 120-122 
Molecular orbital, 118-1 19 
MOMP, see major outer membrane protein 
Monobactam, 526 

Mosaic gene structure, 378, 522-524 
Mothercell, 167-171, 174, 177, 179 
Motility, 442 
Moxalactam, 500 
mru cluster, 4 1 4 2 ,  56, 66-68, 77, 176, 

MraR, W, Z, 81-83 
mrb cluster, 42, 56, 66 
mrcA, B, 6 I 
mrd, 6142,66 ,77  

6446,518-521,535 

466-47 1,480 

- see also aztreonam 

I 79-1 8 I 

mreB, C, D, 56,66,83, I8&18 I 
MRSA, see methicillin-resistant S. uureus 
mlr gene of Neisseria, antibiotic resistance, 

Multidrug resistance protein (Mdr), 434 
Muramic acid 

- N-acetyl, 1, 6-8,23-35, 39, 172 
- 1,6-anhydro, 33, I57 
- lactam, 172-1 74 

522 

Muramidase (MurNAc-GlcNAc), 132, 
138-140,459 
- CIH, Cp-I, (3-7, Cp-9, 138-139 
- LyC, LysA, 139-140 
- M-I,  M-2, 140, 147, 151-153 
- Me138, 141 
- Slt35, Slt70, 133, 141, 146-149, 

157-158 
murC,D,E,F,G,41,56,83, 176, 179-181 
Mureidomycin A, 45 
Murein 

- isolation, 3 19-320 
- precursors, and vancomycin resistance, 

- see also peptidoglycan 

- antigenicity, 325-326 
- biosynthesis, 328-336 
- bound form, 320,337 
- conformation, 320-321, 332 
- free form, 321 
- mitogen, 328 
- modification, 330-33 1 
- processing, 325, 330-33 1 
- structure, 320 
- vaccine, 328 

541-542 

Murein lipoprotein, 3 19-337, 399, 45 1 

Murosome, 28 
Mxi, 322,327,442443 
Mycolic acid, 556 
Mycoplasma, 7 

Nitrocefin, 274, 554 
NmpC, 406,415 
Nocardicin, 158 
Nodulation (Nod), 433434, 439 
Norfloxacin, 553 
NosR, 479 
Novobiocin, 14, 554 
NtrB, C, 477 
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Nucleoid, 167 
- occlusion model, 95 

oajA (LPS 0-acctylation), 302 
OccR, 499 
Oligomcrization, of proteins, 43 I ,  472-474 
Oligopeptide transport. 158, 436 
OmpA, 269-271,327,363,373.378, 

381-392,399,416, 549 
- assembly, 373 
- family, 365, 369-375 
- immunological crossreactivity, 270- 

- -like protcins, 269-271 

- refolding, 382 

27 I 

- I,PS, 387 

OmpC, 275,360,375, 381-382,386, 
388--391, 399400 ,  406, 415, 435, 451, 
547-548 

OmpF, 270,272-275, 321.353-356, 
358-361,364,367,369-370.375-376, 
381-386,388,391, 3991100,402406, 
413,415416,419-42O, 435,451,461, 
547-548,550,555 
- structure (3D), 354-361 

OmpLc, 390 
ompRIOmpR, 400,476478 
Opacity factor, 232, 235, 237 
Operator, 5 0 6 5 0 7  
OppB, C, D, 436 
OprD (protein D2), 416, 550 
Oprl:, 269-27 I ,  373.4 16, 549, 550 
- family. 369-370.374-375 

Oprl-l, 275 
OprL, I ,  269 
Opr0,4 16 
OprP, 400,406,4 I 6 4  I8 
Osmolarity, 27 I ,  3 9 9 4 0 0  
Osmoporin, sce OmpC 
Osmotic pressure, 28-3 I ,  360, 4 18, 450, 

Outcr membrane (OM). 263-265,267-275, 
4 5 3 4 5 4  

324343,381,390,397,547-554 
- chemical model, 264 
- composition, 398-399 
- concentration gradient, 408 
~ inner leallct. 267, 32 I ,  398 
- isolation, 401 

- outer leaflet , 264-265, 267, 28 1 
- proteins, 268-272, 399 

- association with pcptidoglycan, 269 
- synthesis and sorting, 381-393 

OxyR, 492 

Palindromic sequcncc, 499, 508 
Pap/\, C (pili), 427, 43 1-432, 460 
pbpA, 61.81,91, 182 
pbpB (/kf), 41, 61, 66, 74, 77, 81-84, 

176-182 
pbpE, 182 
PEFXG motit: 370, 375 
I’enicillin (structurc), 104, 118 
Penicillin-binding protein (PBP) 
- as penicilloyl serine transferase, 

- from Actinomadura R39, 106-107, 

- from E.  subtilis, PBPI, - 2 4  -2B, -3, -4. 

- from E. coli 

109-1 I 1  

109-1 1 1 ,  124 

103-1 27 

1 1 6 1  17 

-4*, -5 ,  -5* ,  175-178 

- PBI’INIB, 5 8 4 1 ,  75, 93-95, 

- I’BP2, 58, 6 0 4 2 ,  75, 88, 93, 

- I’IlP3, 58, 6 1 4 2 ,  74-75, 81-97, 
109-1 12, 115,  124, 322 

- PBP4,58,61,63-64, 107, 141. 158, 
500 

158, 500 

500 
- from E. hirae 

- PBP3r and -5 ,  109-1 12,521 
~ from N. gonorrhoeae/meningitidis 

- from S. aureus (MRSA) 

- PBP5, 58-59,61,63-64,93, 106, 

- PBP6,58-59,6 I ,  63,93, 158,490, 

- PBP2, 109-1 10,521-523, 525 

- 1’13P2‘ (MccA), 35, 64-65, 109-1 12, 
505-5 14,5 19-52 I 

- from S. pneltmoniae 
- PBPla, 109-1 10,523-524 
- P B P ~ x ,  109-1 10, 112, 115,523-524 
- I’BP2B, 109-1 10, 1 15,523,525 

- from Streptomyces Kl5 ,  105-1 06, I I6 
- from Streptomyces R 6  I ,  106- 108, 

114-1 17. 124 
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- in AmpCP-lactarnase induction, 487, 
5 00 
- penicillin resistance (PRP-mediated), 

- pcptidoglycan assembly, 55-68 
- septation/division ( E  coli), 73-97 
- sporulation, 175-178 

- induction, S aureus PRP2’. 505-5 I4 
- membrane topology, 106, 109-1 10 
- mosaic PBP, 109,522-524 
- structure (3D). Streptomyes R61, 124 

64-65,505-5 I4 ,5  17-525 

Penicillin sensor, 107, 5 10 
Penicillin sensory transducer, 508-5 I 1 

Penicilloyl serine transfcrasc, 103-1 27, 5 10 
- see also AmpC, BlaR, MecR 

- ancestor, 103-105 
- catalysed react ions, I 12- I26 
- definition, 103 
- evolution, 105-1 1 1  
- motifs, 103-127, 510-51 1 
- structure (3D), 103-104, 121-124 

PepM antigen, 217, 238 
Peptidc, uptake, 4 15-4 16, 435 
Peptidoglycan, 264, 269-27 I ,  400401 ,  449, 

455,552 
- assembly, 103 
- biological properties, 17, 135 
- biosynthesis 

- gene cluster, 66 
- in sporulation, 169-174, 177-178 
- ‘make before break’ model, 142-143 
- pathway, 39-51,55-58 
- ‘primer’ model, 89 
- ‘three for one’ model, 32 

- building blocks, conformation, 2 6 2 7  
- cell division/separation, 143 
- cortical, 171-174 
- elasticity, 28-3 1 
- enlargement, 142 
- linear peptidoglycan chains, 57 
- morphology, 27-28 
- processive hydrolysis, I5 I ,  154 
- provision of acceptor sites, 142 
- remodelling, 143 
- structure, 23-26, 3 1-34 

- sugar and peptide chain length, 24-27 
- turnover, I44 

- in penicillin-resistant bacteria, 34-35 

Peptidoglycan-associated lipoprotein (PAL), 

Peptidoglycan hydrolase, 13 1-1 60 
- abbreviated names, 136-1 4 I 
- as pacemaker enzyme, I59 
- bacterial origin, 136141  
- binding to wall components, 1 4 6 1  47, 

- cellular localization, 145-1 46 
- intracellular control, 148-1 50 
- modifier protein (of CwlB/LytC), 137, 

- modular design, 153-1 54 
- regulation of activity, 146-148 
- repeats, 152-156 
- roles, 142-145, 159 
- prototypes, see amidase, endopeptidase, 

268-269,325 

154 

156, 170 

glucosaminidase, murarnidase, 
transglycosylase (lytic) 

albus C endopeptidase, 157 
Peptidoglycolipide, 17 
Periplasm, 28, 302, 428, 4 4 7 4 6 2  
Periplasmic, gel, 18, 452 

- structure (3D), S1170 rnuramidase, S. 

- protease (DegP), 389 
- proteins, 392,448, 450 
- space, 355 ,399400 ,4  1 8 4  19.45 1 
- viscosity, 455 
- volume, 452, 458 

Pertussis toxin, 461 
pH gradient (ApH), 195, 441 
pH sensor, 479 
Phase transition, 267, 275 
N-Phenylnaphthylamine, 554 
PhoA, 478 
PhoE, 353-354,356-361,364,370,373, 

375-376,381-386,388,399400, 
405407,416,476,548 
- phosphatc binding site, 360 
- structure (3D), 354-360 

PhoR,U, 466 
PhoS. 384 
Phosphatase, 475-478 
Phosphate specific transport system (PST), 

Phosphatidylinositol, anchor of lipoglycans, 

Phosphodiesterase, periplasmic, 392 

466 

203 
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Phospholipase (PldA), 328, 428 
Phospholipid, requirement, 336 
Phosphoporin, see PhoE 
I’hosphotransfcrase system (PTS), 466 
Photoreceptor, 466, 
Photosynthetic reaction center, 321, 357 
I’hototaxis, 466, 479 
Phylogeny, porins, 377-378 
I’ilus, 427, 431432, 457, 460 
Plasmid, resistance genes, 527, 540 
Plasmolysis, 34, 448, 450, 452-453, 456458 
Polar cap, 145 
I’olyamine, 268 
Polycistronic mRNA, 506 
Poly(glucosy1-GlcNAc 1 -phosphate), 

Poly(glucosy1ated glycerol phosphate), 187, 

Poly(glycero1 phosphate), 194-195 
Polymyxin, 273-274, 554 
Polyol (glycerol, ribitol) phosphate, 187-1 88 
Polyprenol, teichoic acid synthesis, 188-1 89 
0-Polysaccharide, 263,265-268,281-282, 

192-194 

I92 

284-286,296308,399 
- polymerase, 303-305, 308 
- biosynthesis, 285-286, 296-308 
- chain length, 305-306 
- modification, 302-303 

ponA, 182 
Porin, 5, 11-12, 268-271, 343-425, 

4 6 H 6 1 ,  5 18,522, 53 1,547-558 
- and LPS, 275,345-347,357,364, 

- biosynthesis, crossregulation, 390-392 
382-384,387,389,392 

- folding, 348, 386390 
- mRNA, 391,393 
- sorting, 385-392 

- channel conductance, 350,353, 
375-376,402404,408409,413, 
415-417 
- properties, 271, 349-351, 353, 357, 

360,376,401-407,547 
- charge selectivity, 358, 360, 375 
- chimeric trimers, 400 
- general diffusion, 343, 351, 354, 363, 

- heterotrimers, 388 
- hybrids, 384 

382,397,400,403,406,416,419420 

- isolation, 40 I 
- phylogcnetic tree, 377 
- pore, 343,353-354,357-360,447 
- reconstitution, 272, 382-383, 398, 

- R. capsulatus 
401-403,407408,413 

- bound Ca*+, 349 
- crystal packing, 346-347 
- fixed water molecules, 349 
- ligand, 343, 351 
- structure (3D), 343-35 1 
- tctrapyrrol binding, 35 I 

- specific, 343,351,354,363,397,400, 
407420,550 

- specificity, 351, 353, 360, 363, 382, 
397,400,402407,4 16,4 19-420, 
547-550 

- structure 
- aromatic ring, 344-347, 357, 

- eyelet, 343, 348-351, 369, 355-357, 
369-370 

3 59-3 60,3 69-3 70,3 75-3 76, 
406-407 

- heat modifiable, 270,382,386-387 
- internal loop, 356-357, 364, 375 
- IOOPS, 343-344,354,357,364-366, 

369,376 
- prediction, 364-374 
- protease resistance, 272, 353. 382, 

- superfamily, 369-370 
3 84 

prc, 86-87 
Preprolipoprotein, 327 
Prespore, 167-168, 171, 178, 180 
Primordial germ-cell wall (PGCW), 168-171, 

Prolipoprotein, 329, 33 1-334 
175, 183 

- glyceryl transferase, 33 I ,  333,335 
- lipid modified, 332 

- gearbox, housekeeper, stringent, 78 
Promoter, 65, 78-80 

Protease, export, 327, 416, 429, 433-436, 438 
Protein DI, D2,416, 530-531, 550 
Protein, folding intermediates, 386 
Protein, Gram-positive wall-associated, 

217-254 
- biosynthetic pathways 
- secretion (PrsA, PrtM), 218-220 



579 

- wall association, 2 19-224 
- amino terminal signals, 2 19-22 I 
- carboxy terminal signals, 2 19-224, 

- hydrophobickharged tail sequence, 

- LPXTGX motif, 220-22 1,23 I ,  

- Pro-rich region, 220-22 I ,  23 1, 245 

228 

220-224,23 I ,  245 

245 

- molecular organization 
- domains, M antigens, 234 
- a-helical coiled-coil dimer, 227 
- repeats, 224-225,230-23 I ,  243-244, 

246,248 

complement C5u peptidase, 250 
cellulosome, 230-23 1 
clumping factor and coagulase. 

collagen-binding protein, 248-249 
fibrils, 226-228, 250 
fibrinolectin-binding protein, 

fimbriae, 228-229, 250 
flagella, 229 
IgA Fc-binding protein, 244-245 
IgG Fc-binding protein, 242-244 
invasion of non-professional 
phagocytes, 253 
non-immune Fab-binding protein, 

plasma protease inhibitors-binding 
protein, 246 
plasmin-binding protein, 248-249 
S-layers, 229-230 

- in dcntal health, 250-25 1 
- prototypes, Bac protein (group B 

- functions 

23 1-232 

247-248 

245-246 

streptococci), 245 
- FnBP A/B (S. aureus), 247-248 
- Internalin (L-monocylogenes), 253 
- M protein (group A streptococci), 

- PrtF protein (S. pyogenes), 248 
- protein A (S. aureus), 242-246 
- protein G (group G streptococci), 225, 

- protein L (P .  magnus), 245-246 
- PspA (S. pneumoniae), 252-253 

21 7,222-227,232-242 

242-246 

- T protein (group A streptococci), 232 

- ‘Fab-protein G repeat’ complex, 246 
- ‘IgG Fc-protein A repeat’ complex, 

- structure (3D) 

246 
Protein PHI, Neisseria gonorrhoeae, 271 
Prothrombin, 23 1-232 
Proton affinity, 125 
Proton motive force (A$), 303,426,441442 
Proton shuttle, 120 
Protoplast, 16 
PrsA, 2 18-220 
PrtF, protease , 4  16 

Pseudomurein, 16 
psgA, (phosphatidylglycerol phosphate 

synthetase), 336 
PST, see phosphate specific transport system 
PTS, see phosphotransferase system 
Pul protein, 322,430 
Pullulanase (PulA), 327,426-427,430-43 1, 

Pyrophosphate, 266 

Quantum chemistry, I 18-1 20, 125 
Quaternary ammonium compound, 553 
Quinolone, 275-276 

RbcR, 491 
RBP, see Ribose binding protein 
RcsB, 88 
Recognition helix, 507 
Redox protein, 452 
Redox sensing, 479 
relA, 87 
Repeat, see peptidoglycan hydrolase and 

protein, Gram positive wall-associated 
Repressor, see BlaI, Lad, LexA, MecI 
Response regulator, 400,467, 470,474-478, 

Reticulate body, Chlamydia, 271 
Rhamnose, in LPS, 266,291,296,299, 

Rhodopsins, 466,479-480 
Ribose binding protein (RBP), 4 6 8 4 6 9  
Rifampicin, rifampin, rifamycin, 14, 275, 287, 

551,554 
Ring, FtsZ, 96 
Ristocetin, 535, 537-538 

PrtM, 2 18-220 

442,46 I 

542 

3 12-3 I3 



16s RNA analysis, 377 
rodA, RodA. 42,62-63,88,91,93-94. 1 1  I .  

178 
Rough, 264-265,274,285.295,308.398 
RpoS, 80, 490 
- see also sigma factor 

R’l‘X hmily, 438, 461 

Sacculus, 449-45 I ,  459 

SarA, 220 

scrY, ScrY, 412-413 
SdiA, 88 
SCC, 77, 81, 86, 157, 381, 385, 392 
Sec. 336,425-426,44 I 
Secretion 

- thickness, 453 

SCP. 236-237, 239 

- proteins, 327, 425443 
- hydrophobic compounds, 275-276 

Self-promoted uptake. 274, 554 
Sensory domain, 107, 465, 467. 469, 

Septation, 73-97, 167-1 7 1, 175, 270. 327 
Septation protein, see FtsA, 0, Z 
Septator, 73, 92, 95-97, I 1  I 
Serinc/threonine protein kinase, 480 
Serotype, 266, 300, 301, 376 
Serovar, 28 1 
Serum resistance protein, 322 
Serum sensitivity, 308 

sfr (see also rfir). 432 
Sheath, 27 I 
ShlA, B, 429 
SI IV-l P-lactamase. 526-529 
Siderophore. 4 19, 5 5  I 

Sigma factor, 80, 170, 177, 180-1 83. 490 
Signal pcptidase 

473-474,476-477,5 10-5 1 I 

sfil3. 77 

sigK. I 82-183 

- I, 85,336.426 
- I I  (lsp), 220, 325-326, 332-335 

Signal peptidc. 384-385, 387, 389, 426-429 
- dependent secretion, 427-432, 442 
- lipoproteins. 319. 321, 325-326. 

- unclcavcd, 442 
328-329.336 

Signal sequence, C-terminal. 438440 
Signal transducing proteins, 465-480. 542 

Smooth, 265, 285, 295 
Somatic antigen, 1 I 
Soninogenic effect, I7 
Sorting, 38 1. 392 
SOS rcsponsc. 76-77 
Spherical cell, 270, 327 
Spheroplast, 16, 383-384, 442, 450 
‘Splitting system’, wall, 28 
spo, 170, 179 
spollA, C, D, E, G, GB, 156, 170. 178, 180, 

spoIIIA, C, E ,G ,  J, 170, 180. 182 
spoIVCB, 182 
spoVR, I>. E, 4 1 4 2 ,  63, 176, 178. I 80, 

182-183 
Sporulation, 63. 167-183 
SsaB, 220 
P-Strand, prediction, 369 
Sucrose metabolism, plasmid encoded. 4 12 
sulA, B, 75-77 
surraace 

I82 

- (S)-layer, 229-230 
- stress theory, 3 I 
- tension, 347 

Surface protein-releasing enzyme (SPRE), 
222 

SwaP, 443 

tag/\, B, C, D. E, F, 190- 193 
‘rap, 468 
Tar, 5 ,  1 I ,  467-474,47&479,5 1 1 
‘l’azl, 4 7 6 4 7 7  
’l’eichoic acid, I ,  6, 9-10, 17, 28, 147, 153, 

17 I ,  179, 199, 202, 206, 208-209 
- in B. suhlilis, as antibiotic target, 

195-196 
- biological roles, 194- 196 
- biosynthesis and genes involved in. 

- essentiality, 194 
- hybrid cell walls, 195 
- linkage unit to peptidoglycan, 

- poly(glucosylated glycerol 

- poly(glucosyl GalNAc I-phosphate), 

- poly(glyccro1phosphatc). I X9, 192 

188-194 

1 88-1 94 

phosphate), 187-192 

192-1 94 



Teichoicase, I79 
Teichuronic acid, 9-1 0, 147, 192-1 94, 208 
‘leicoplanin, 8, 535-545 
Tetracycline, 550, 553-554 
‘lherrnolysin, 5 I0 
tig, 77 
TIM barrel, 365 
tkt (transketolasc-LPS), 287 
‘IoIC, 399,4 14-4 16,435,46 I 
- single channcl conductance, 4 I5 

Tolerance, 149, 153 
tonB, TonB, 365,460461,552 

Topology, prediction, 364-367 
Toxin, 28 I ,  399, 426, 4 2 9 4 3  1,433434,  

- dependent channels, 419,55 I 

438,46 I 
’roxrc, s ( vihrio), 478.479 
‘lransaminase, D-amino acid synthesis, 46 
Transcription activation, 432, 476, 479 
‘l‘ransferase, 39, 41, 4 5 4 7 ,  49-5 I 
Transglycosylase 
- lytic(Me138, Slt35, Slt70), 133, 141, 

- l’I3l~-linked, 57, 59-61, 89, 103, I I I 
- unlinked, 63 

146-149, 157-158,459 

Transition state. I 19-1 20, 124-1 26 
Translocase, 4 I, 45-47, 49-5 I 
Translocation, proteins, 336, 381, 384, 386, 

440442 ,  441 

Transrncmbrane 
- LPS, 286, 303-305 

- segments, 109-1 10. 368, 370, 470473 ,  

- signaling, 470, 472-474, 476. 478-479, 

Transpeptidasc, 55, 58-62 ,  89, 92, 103-106, 

.Iransphosphorylation, 477 
‘Transporter A‘ll’ase, 435 
’l‘ransposon, Tn3 family, 541 
/ r a w  (1:-pili formation), 460 
’rrg (MCP), 468-469 
I rimcr, membrane proteins, 269, 32 I ,  

344-345,353--356.358,383, 3x5, 
388-389.392 

507-5 I3 

505-5 I4 

1 1 1  

. .  

Trimethoprim, 275 
‘I‘riphcnylmcthane dye, 553 
‘lsr, 5 1 1 

Tsx, 363,369,413414,416,550 
‘l‘ubulin, 97 
Tumor necrosis factor, 2 1 1 
1 unicamycin, 45, 189, 191. 196 
Turn 

I ,  

- blocking residues, 386 
- prediction, 365-366 

Turnover, cell wall, 31, 144 
Tyrosine kinasc, 469, 477, 480 

UDP-GalNAc, 193 

UDP-Glc pyrophosphorylase (GtaB), 
IJDP-Glc, 188-1 89 

189-190 

188-189 
UDP-GlcNAc, 39-40,4345,48-5 I ,  

UDP-GlcNAc-enolpyruvate, 3 9 4 0 ,  48 
UDP-GlcNAc-enolpyruvyl reductase, 3 9 4 0 ,  

IJDP-GlcNAc-enolpyruvyl transfcrasc, 3 W 0 ,  

IJDP-ManNAc, 188-1 89 
UDP-ManNAc:UDP-GlcNAc 2-epimerase, 

IJDP-MurNAc, 3 9 4 0 , 4 3 , 4 6 , 4 8 4 9  
UDP-MurNAc-L-Aldpeptide, 39-40, 4 3 4 4 ,  

UhpB, C, 466 ,476477  
UhpT, 466 
umpA, prolipoprotein glyccryl transfcrase. 

Ilncoupler, 43 I, 442 

44 

42,44,49 

I89 

48-51,57, 172,537 

335 

Vaccine, 328, 376-377, 427 
van, Van, 540-543 
Vancomycin, 8,34,47,49,535-545,554 
VirA, 476-477 
vir regulon (vir, emm, scp), 235-239 
Virulence, 432, 442 
Viscoelastic polymers, 3 I 
Vitamin, 399, 419 

Volt age 
- B12,46&461,551 

- closure, 350 
- gating. 353, 361. 376 

Wall-associating sequence, 220-224 

YOPS, 327,442-443 
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