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Preface

The influence of lasers in materials science continues to rapidly advance along with
the progress in the development of laser sources. For example, ultrafast lasers once
employed mainly in science for their ability to reveal the dynamics of excited atoms
and molecules now have the average power and reliability needed for manufac-
turing, both additive and subtractive, from metals, to polymers, to biomaterials.
From the exquisite control needed for laser surgery to the extreme power necessary
for the laser propulsion of satellites to the outer reaches of the galaxy, under-
standing the interactions between laser radiation and matter is fundamentally central
to emerging applications.

Laser interactions play a special role in materials science. Pulsed lasers effort-
lessly produce highly nonequilibrium conditions to synthesize new materials, per-
mitting access to new states of matter that challenge our understanding based upon
bulk phase diagrams. These states are transient, dynamically evolve, and are
especially challenging to theoretically describe and computationally model.
However, thanks to advances in the development of laser spectroscopic tools in
materials science, we are gaining new insight at the necessary timescales in the
form of time-resolved, in situ diagnostics provided by laser interactions with these
excited states of matter. As new laser-based characterization techniques evolve,
new understanding allows a more complete understanding of laser processes
important to materials science.

With this perspective, this volume therefore presents a readable set of critical
reviews meant to introduce both the fundamentals of laser—materials interactions
and emerging applications of laser synthesis, processing, characterization, and
modeling in materials science. Each chapter in the book was written by a lecturer at
the 5th School on Lasers in Materials Science (SLIMS 2016) held July 10-17, 2016
at Venice International University. One of the goals of this biennial school is to
provide Ph.D. students and young research scientists working in the field of
laser—materials interactions with robust fundamental knowledge that is often
lacking in their training, so that they may profitably interact with colleagues
working in areas neighboring their own research fields. Although the laser com-
munity organizes several international conferences allowing focused exchange of
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information on similar topics, such a structured training opportunity that was
specifically geared toward young researchers was lacking before the SLIMS series
was established. The chapters reflect the content and didactic nature of the lectures
as well as the spirited questions and ensuing discussions at the school. Active
participation of the students and lecturers, sequestered together in the quiet and
beautiful confines of San Servolo Island during the weeklong school, shaped the
tone and scope of each chapter. Each chapter, written by an active researcher in
their respective field, serves to provide both a didactic review of the relevant
fundamental science and an overview of the emerging trends in applications and
technology with current references. For similar reviews of emerging topic areas in
the past few areas, the reader is strongly encouraged to refer also to two other
volumes (Volumes 130 and 191) published in 2010 and 2014 by Springer in the
same series that contain chapters originating from complementary sets of lectures
from earlier schools.

The school directors are grateful to the lecturers for the attention they put in the
preparation of truly didactic presentations at the school, for their valuable time
spent at the school, and for the additional work spent writing comprehensive
reviews of these topic areas into self-contained chapters designed for the general
reader. The book is dedicated both to the pioneers in laser interactions in materials
science, such as the late Roger Kelly (in honor of whom special student awards are
presented at each school), but mainly to the new generation of students who are
following in their footsteps.

Magurele, Romania Maria Dinescu
Lasers, INFLPR
Oak Ridge, TN, USA David Geohegan

Center for Nanophase Materials Sciences
Oak Ridge National Laboratory

Trento, Italy Antonio Miotello
Physics Department, University of Trento
Milan, Italy Paolo M. Ossi

Dipartimento di Energia, Politecnico di Milano



Contents

1  Laser Synthesis, Processing, and Spectroscopy of
Atomically-Thin Two Dimensional Materials . ................ 1
David B. Geohegan, Alex A. Puretzky, Aziz Boulesbaa,
Gerd Duscher, Gyula Eres, Xufan Li, Liangbo Liang,
Masoud Mahjouri-Samani, Chris Rouleau, Wesley Tennyson,
Mengkun Tian, Kai Wang, Kai Xiao and Mina Yoon
1.1 Introduction .. ....... ... .. ... 2
1.2 Key Challenges in the Synthesis of Atomically-Thin 2D

Materials with Controllable Functionality . ............... 4
1.3 Laser-Based Synthesis and Processing of 2D Materials . . . . .. 6
1.3.1  Pulsed Laser Deposition of 2D Materials . . ........ 6
1.3.2  Laser Techniques for “Top-Down” and “Bottom Up”
Defect Engineering of 2D Crystals. . .. ........... 7
1.3.3  Substrateless Growth of 2D Materials
by Laser Vaporization. .. ..................... 9
1.3.4  Laser Thinning of Layered Two-Dimensional
Materials .. ............. .. .. .. .. 10
1.3.5 Laser Conversion of Two-Dimensional Materials . ... 12
1.3.6  Laser Crystallization and Annealing of TMDs . . . . .. 13
1.3.7  Laser-Induced Phase Conversion
of Two-Dimensional Crystals . ................. 14
1.3.8  Future Directions of Laser Synthesis and Processing
of Atomically-Thin 2D Materials. . . .. ........... 15
1.4 Optical Techniques for 2D Material Characterization. . . ... .. 15
LA4T1  Overview . .............oiiiiiiiiii.. 15
1.42  Raman Spectroscopy of 2D Materials . ........... 18

1.43  Photoluminescence Spectroscopy of 2D Materials. ... 23

vii



viii

Contents
1.44  Second Harmonic Generation Microscopy of 2D
Materials .. ........... ... ... . 25
1.4.5  Ultrafast Spectroscopy of 2D Materials . .......... 26
1.5 Summary .. ... 30
References ... ... . . . 31
The Role of Defects in Pulsed Laser Matter Interaction . . . . ... .. 39
Oskar Armbruster, Aida Naghilou and Wolfgang Kautek
2.1 Introduction .. ... . .. ... 39
2.2 Intrinsic Defects . .. ...... ... .. ... . .. 40
2.2.1  Field Enhancement by Structural Defects . . ... ... .. 41
2.2.2  Field Enhancement by Impurities. . . .. ........... 42
2.2.3  Thermal Damage by Absorber Impurities . . .. ...... 42
2.2.4  Trradiation Area Dependence of Laser-Induced
Threshold Fluences . . . . ...................... 45
2.3 Laser-Generated Defects ... ......................... 47
2.3.1  Dielectrics . . ... ... 50
232 Metals .. ... 52
2.3.3  Semiconductors . . ... ... 55
24 Conclusion . .. ... ... 56
References . . . ... . . . 58
Surface Functionalization by Laser-Induced Structuring .. ... ... 63
Juergen Reif
3.1 Introduction .. ... .. .. ... 63
3.2 Functionality of Textured Surfaces..................... 64
321 Wettability . . ... ... ... 64
322 Color...... ... .. 67
3.2.3 Field Enhancement . . ... ..................... 69
3.24  Templates for Biological and Technological Films ... 70
33 Laser Patterning . .. ............. . ... ... . ... ... .... 71
3.3.1 Multi-beam Interference and Ablation . ........... 71
3.3.2  Single-Beam Laser Induced Periodic Surface
Structures (LIPSS) .. .............. ... ... .... 73
References .. ... . . . ... 82
Laser-Inducing Extreme Thermodynamic Conditions in

Condensed Matter to Produce Nanomaterials for Catalysis

and the Photocatalysis. . . . ....... ... ... ... ... .. ... ... .. 89
Alberto Mazzi, Michele Orlandi, Nainesh Patel and Antonio Miotello
4.1 Introduction . . ......... ... .. ... 90

4.2 Mechanisms Involved in PLD to Synthesize NPs . ......... 90



Contents

4.3 Thermodynamic Modeling of Phase Explosion in the
Nanosecond Laser Ablation of Metals . .................
4.3.1 Thermodynamics of Metastable Liquid Metals . . . . ..
4.3.2  Heat Diffusion Problem. . .....................
433  Vaporization. ..................iiieiiiia...
434 Phase Explosion . ...........................
4.3.5 Computational Framework ....................
4.3.6  Results and Discussion . .. ....................
4.4 Pulsed Laser Deposition of Nanostructured Catalysts:
An Application for PEC (Photo-Electrochemical Cell)
Technology. . . ... ... . .
4.4.1 Porous Versus Compact Catalyst Morphology
for Photoanodes Functionalization .. .............
4.5 Conclusions . .............. ...
References . . . ... . .

Insights into Laser-Materials Interaction Through Modeling
on Atomic and Macroscopic Scales . . . ... ...................
Maxim V. Shugaev, Miao He, Sergey A. Lizunov, Yoann Levy,
Thibault J.-Y. Derrien, Vladimir P. Zhukov, Nadezhda M. Bulgakova
and Leonid V. Zhigilei
5.1 Introduction . ....... ... . . ... ..
5.2 Transient Response of Materials to Ultrafast Laser Excitation:
Optical Properties ... ........... ...
5.2.1  Metals: Transient Optical Properties. . . ...........
5.2.2  Bandgap Materials .. ........................
5.2.3  Semiconductors: Non-thermal Melting
and Pump-Probe Experiments .. ................
53 Continuum-Level Modeling of Thermal and Mechanical
Response to Laser Excitation at the Scale of the
Laser Spot . .. ...
5.3.1 Thermal Modeling of Laser Melting and
Resolidification. . .. ............. .. ... ... ....
5.3.2  Thermoelastic Modeling of the Dynamic Evolution
of Laser-Induced Stresses .. ...................
5.3.3  Material Redistribution Through Elastoplasticity
and Hydrodynamic Flow. .. ......... ... ... ...
54 Molecular Dynamics Modeling of Laser-Materials

Interactions . . . ...... ... ...
5.4.1 Molecular Dynamics: Generation of Crystal
Defects. . ......... .. .

5.4.2  Molecular Dynamics: Ablative Generation of
Laser-Induced Periodic Surface Structures .........



Contents

5.5 Concluding Remarks . . .. ........ ... ... ... ... ... 142
References . .. ... ... .. . .. ... 144
Ultrafast Laser Micro and Nano Processing of Transparent
Materials—From Fundamentals to Applications. . ... .......... 149
Manoj Kumar Bhuyan and Koji Sugioka
6.1 Introduction . ....... ... ... . . . 150
6.2 Direct Fabrication Using Gaussian Laser Beams . ... ....... 151
6.2.1  Standard Fabrication Approach ................. 152
6.2.2  Near-Field Approach. .. ...................... 157
6.2.3  Alternative Technology to Laser Machining:
Focused Ion Beam (FIB) Machining ............. 160
6.3 Hybrid Approach ... ... ... . ... ... ... 161
6.3.1  Single-Step Processing: Laser Machining
in Suitable Environment . .. ................... 162
6.3.2  Multi-step Processing: Laser Irradiation, Followed
by Chemical Etching and Heat Treatment ......... 164
6.4 Non-diffractive Approach for Flexible Fabrication. ......... 165
6.4.1 Zero-Order Bessel Beams .. ................... 166
642 Vortex Beams .............. ... ... ... . ... 179
643 CurvedBeams .......... ... ... ... ......... 182
6.5 Conclusions . . ... 184
References . .. ... . . 185

Molecular Orbital Tomography Based on High-Order Harmonic
Generation: Principles and Perspectives . . ................... 191
Anna Gabriella Ciriolo, Michele Devetta, Davide Facciala,

Prabhash Prasannan Geetha, Aditya Pusala, Caterina Vozzi

and Salvatore Stagira

7.1 Introduction .. ........ .. ... 192
7.2 High-Order Harmonic Generation. . . .. ................. 193
7.2.1 Lewenstein Model .......................... 196
7.2.2  Saddle Point Approximation . .................. 198
7.2.3  Macroscopic Effects .. ........... ... 199
7.3 HHG for Atomic and Molecular Spectroscopy . ........... 200
7.4 Molecular Orbital Tomography Based on HHG ........... 202
7.4.1 Impulsive Molecular Alignment. . ............... 203

7.4.2  Theory of HHG-based Molecular Orbital
Tomography . . . ... . ... . . .. 206
7.4.3  Experimental Molecular Tomography. . ........... 209
7.4.4  Open Issues and Possible Solutions . .. ........... 212
7.4.5 Conclusions and Perspectives . ................. 214

References . . . ... .. . . e 214



Contents xi

8 Laser Ablation Propulsion and Its Applications in Space . . . . . . .. 217
Claude R. Phipps
8.1 What Is Laser Ablation Propulsion and What Use Is It? ... .. 217
8.2 Photon Beam Propulsion . . . ......................... 218
8.3 Laser Ablation Propulsion . . ......................... 218
8.4 Pulsed Laser Ablation Propulsion Details . ... ............ 219
8.5 Optima. .. ... 223
8.6 Why not CW? ... 224
8.7 Breakthrough Starshot . .. ............... . ... ... . ... 226
8.8 Theory for Calculating Cpppe - - v oo oo e oo 226
8.9 Plasma Regime Theory for Ablation Propulsion . .......... 226
8.10  Vapor Regime Theory . ............................. 228
8.11 Combined Theory . ......... ... ... . ... .. . . . .. . ..., 229
8.12 Ultrashort Pulses . . . ...... ... ... ... ... ... .. ... ... 231
8.13  Diffraction and Range as They Affect Space
System Design .. ... ... .. 233
8.14  Thermal Coupling with Repetitive Pulses . .. ............. 234
8.15  Practical Case: Thermal Coupling for a Laser Rocket . ... ... 236
8.16  Applications . ... ... ... 236
8.16.1 Interplanetary Laser Rocket. ................... 236
8162 L’ADROIT. .. ... ... ... . .. . . 239
8.16.3 Something Good for the Environment . . .......... 241
8.16.4 Fiber Laser Arrays Versus Monolithic
Solid State Lasers . ... ....................... 241
8.16.5 Repetitive Pulse Monolithic Diode Pumped
Solid State Lasers . . ......................... 243
8.16.6 Perspective. . ... ... .. ... ... 243
References . .. ... ... .. . . .. ... 244

9 Laser Structuring of Soft Materials: Laser-Induced Forward
Transfer and Two-Photon Polymerization ................ ... 247
Flavian Stokker-Cheregi, Alexandra Palla-Papavlu,
Irina Alexandra Paun, Thomas Lippert and Maria Dinescu

9.1 Introduction .. ........ ... ... 247
9.2 Laser-Induced Forward Transfer (LIFT) .. ............... 250
9.2.1 LIFT in Solid Versus Liquid Phase .............. 250
9.2.2  LIFT for Device Fabrication: Towards Industrial
Applications . . . . ... o i o o 256
9.2.3  Conclusions and Future Prospects . .............. 259
9.3 Laser Direct Writing Via Two Photon Polymerization
@LDW ViaTPP) . .. ... . 260
9.3.1 3D Biomimetic Structures for Tissue Engineering. ... 260

932 Basicsof LDWwviaTPP .. .................... 261



xii

10

11

12

Contents

9.3.3 LDW Via TPP of 3D Structures ................ 263

9.34  Conclusions and Future Prospects . .............. 269
References . .. ... .. . . 270
UV- and RIR-MAPLE: Fundamentals and Applications. . . . ... .. 275
Anna Paola Caricato, Wangyao Ge and Adrienne D. Stiff-Roberts
10.1  Introduction . .......... ... ... ... 275
10.2  Conventional UV-MAPLE. . ......................... 277
10.3 UV-MAPLE: Applications. . . ........................ 281
10.4  RIR-MAPLE: Motivation for Emulsion Targets ........... 289
10.5 RIR-MAPLE: Frozen Emulsion Targets . ... ............. 290
10.6  RIR-MAPLE: Film Formation from Emulsion Targets. . . . . .. 292
10.7  RIR-MAPLE: Impact of Primary Solvent, Secondary Solvent,

Surfactant and Matrix in Frozen Emulsion Targets . ........ 294
10.8  RIR-MAPLE: Emulsion Targets for Hydrophilic Polymers ... 297
10.9 RIR-MAPLE: Applications Using Emulsion Targets . .. ... .. 301
10.10 Conclusions . ... .......... i 302
References . .. ... ... .. . 303

Combinatorial Laser Synthesis of Biomaterial Thin Films:

Selection and Processing for Medical Applications .. ........... 309
Emanuel Axente, Carmen Ristoscu, Adriana Bigi, Felix Sima

and Ion N. Mihailescu

11.1  Introduction ............. ... ... ... .. ... ... . . . ... 309
11.2  Combinatorial Laser Synthesis Approaches. .............. 312
11.3  Biomaterials Selection for Biomedical Applications. ... ... .. 315
11.3.1 Compositional Gradient Thin Films of
Sr-Substituted and ZOL Modified HA . ........... 315
11.3.2 Combinatorial Maps Fabricated from Chitosan and
Biomimetic Apatite for Orthopaedic Applications . ... 320
11.3.3 Combinatorial Fibronectin Embedded in a
Biodegradable Matrix by C-MAPLE ............. 324
11.4  DiscusSion . ............ ..ot 330
11.5 Conclusions and Perspectives. . .. ..................... 331
References .. ... ... . . . . . .. 332

Laser Synthesized Nanoparticles for Therapeutic Drug

Monitoring . ... ... ... 339

Matteo Tommasini, Chiara Zanchi, Andrea Lucotti, Enza Fazio,

Marco Santoro, Salvatore Spadaro, Fortunato Neri,

Sebastiano Trusso, Emilio Ciusani, Ugo de Grazia, Marina Casazza

and Paolo M. Ossi

12.1  Historical Background . . . ...... .. ... ... .. ... ... .. 340
12.1.1 Therapeutic Drug Monitoring (TDM). . ........... 342



Contents

13

12.1.2 Epilepsy. . . . oo
12.1.3 Parkinson’s disease (PD). ... ..................
12.1.4 Analytical techniques . .......................
12.2  Surface Enhanced Raman Spectroscopy (SERS) . ..........
12.2.1 SERS Sensors Obtained by Pulsed
Laser Deposition. . . .........................
12.3  Application of PLA-Synthesized Nanostructured Gold
Sensors to Detect Apomorphine and Carbamazepine . . . ... ..
12.3.1 Apomorphine (APO). ... ... .. ... .. ...........
12.3.2 Carbamazepine (CBZ). . ... ...................
12.4  Conclusion and Perspectives ... ......................
References . .. ... ... . ... ...

Nonlinear Optics in Laser Ablation Plasmas. . . ............. ..
Mohamed Oujja, Mikel Sanz, Rebeca de Nalda and Marta Castillejo
13.1 Introduction . ........... ... . .. . .. ..
13.2  Fundamentals of Harmonic Generation . . ................
13.3  Experimental Systems for Frequency up-Conversion in Laser
Ablation Plasmas . ........... ... . ... ... ... .......
13.4  Harmonic Generation in Nanosecond Laser Ablation Plasmas
of Solid Targets . .......... ... ..
13.4.1 Third and Fifth Harmonic Generation in Nanosecond
Laser Ablation Plasmas of Dielectrics . ...........
13.4.2 Low-Order Harmonic Generation in Laser Ablation
Plasmas of Metals. . ... ......................
13.4.3 Harmonic Generation by Atomic and Nanoparticle
Precursors in Nanosecond Ablation Plasma of
Semiconductors . .............. ... . ........
13.4.4 Low-Order HG in Nanosecond Laser Ablation
Plasmas of Carbon Containing Materials . .........
13.4.5 Frequency Mixing in the Perturbative Regime
in Laser Ablation Plasmas. . ...................
13,5 Conclusions . ........... ... ... . ..
References . . .. ... ... . . .. ...

Subject Index. . . . ... ..



Contributors

Oskar Armbruster Department of Physical Chemistry, University of Vienna,
Vienna, Austria

Emanuel Axente Lasers Department, National Institute for Lasers, Plasma and
Radiation Physics (INFLPR), Magurele, IlIfov, Romania

Manoj Kumar Bhuyan RIKEN Center for Advanced Photonics, RIKEN, Wako,
Saitama, Japan

Adriana Bigi Department of Chemistry “G. Ciamician”, University of Bologna,
Bologna, Italy

Aziz Boulesbaa Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Nadezhda M. Bulgakova HiLASE Centre, Institute of Physics of the Czech
Academy of Sciences, Dolni Bfezany, Czech Republic

Anna Paola Caricato Department of Mathematics and Physics “E. De Giorgi”,
University of Salento, Lecce, Italy

Marina Casazza Fondazione L.R.C.C.S. Istituto Neurologico Carlo Besta, Milan,
Italy

Marta Castillejo Instituto de Quimica Fisica Rocasolano, CSIC, Madrid, Spain

Anna Gabriella Ciriolo Dipartimento di Fisica, Politecnico di Milano, Milano,
Italy

Emilio Ciusani Fondazione I.LR.C.C.S. Istituto Neurologico Carlo Besta, Milan,
Italy

Ugo de Grazia Fondazione I.LR.C.C.S. Istituto Neurologico Carlo Besta, Milan,
Italy

Rebeca de Nalda Instituto de Quimica Fisica Rocasolano, CSIC, Madrid, Spain

XV



XVi Contributors

Thibault J.-Y. Derrien HiLASE Centre, Institute of Physics of the Czech
Academy of Sciences, Dolni Bfezany, Czech Republic

Michele Devetta Istituto di Fotonica e Nanotecnologie - CNR, Milano, Italy

Maria Dinescu Lasers Department, National Institute for Lasers, Plasma, and
Radiation Physics, Magurele, Romania

Gerd Duscher Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Gyula Eres Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Davide Facciala Istituto di Fotonica e Nanotecnologie - CNR, Milano, Italy

Enza Fazio Dipartimento di Scienze Matematiche e Informatiche, Scienze Fisiche
e Scienze della Terra, Messina, Italy

Wangyao Ge Department of Electrical and Computer Engineering, Duke
University, Durham, NC, USA

Prabhash Prasannan Geetha Dipartimento di Fisica, Politecnico di Milano,
Milano, Italy; Istituto di Fotonica e Nanotecnologie - CNR, Milano, Italy

David B. Geohegan Functional Hybrid Nanomaterials Group Center for
Nanophase Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN,
USA

Miao He Department of Materials Science and Engineering, University of
Virginia, Charlottesville, VA, USA

Wolfgang Kautek Department of Physical Chemistry, University of Vienna,
Vienna, Austria

Yoann Levy HiLASE Centre, Institute of Physics of the Czech Academy of
Sciences, Dolni Biezany, Czech Republic

Xufan Li Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Liangbo Liang Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Thomas Lippert Research with Neutrons and Muons Division, Paul Scherrer
Institut, Villigen PSI, Switzerland; Laboratory of Inorganic Chemistry, ETH
Zurich, Zirich, Switzerland

Sergey A. Lizunov HiLASE Centre, Institute of Physics of the Czech Academy of
Sciences, Dolni Biezany, Czech Republic; Institute of Thermophysics SB RAS,
Novosibirsk, Russia



Contributors xvii
Andrea Lucotti Dipartimento di Chimica, Materiali e Ing. Chimica “G. Natta”,
Politecnico di Milano, Milan, Italy

Masoud Mahjouri-Samani Functional Hybrid Nanomaterials Group Center for
Nanophase Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN,
USA

Alberto Mazzi Center for Materials and Microsystems, Povo (Trento), Italy

Ion N. Mihailescu Lasers Department, National Institute for Lasers, Plasma and
Radiation Physics (INFLPR), Magurele, IlIfov, Romania

Antonio Miotello Dipartimento di Fisica, Universita degli Studi di Trento, Povo
(Trento), Italy

Aida Naghilou Department of Physical Chemistry, University of Vienna, Vienna,
Austria

Fortunato Neri Dipartimento di Scienze Matematiche e Informatiche, Scienze
Fisiche e Scienze della Terra, Messina, Italy

Michele Orlandi Dipartimento di Fisica, Universita degli Studi di Trento, Povo
(Trento), Italy

Paolo M. Ossi Dipartimento di Energia, Politecnico di Milano, Milan, Italy
Mohamed Oujja Instituto de Quimica Fisica Rocasolano, CSIC, Madrid, Spain

Alexandra Palla-Papavlu Lasers Department, National Institute for Lasers,
Plasma, and Radiation Physics, Magurele, Romania

Nainesh Patel Department of Physics and National Centre for Nanosciences and
Nanotechnology, University of Mumbai, Mumbai, India

Irina Alexandra Paun CETAL Department, National Institute for Lasers, Plasma,
and Radiation Physics, Magurele, Romania; Faculty of Applied Sciences,
University Politechnica of Bucharest, RO, Bucharest, Romania

Claude R. Phipps Stanford University, Stanford, CA, USA; Photonic Associates,
LLC, Santa Fe, NM, USA

Alex A. Puretzky Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Aditya Pusala Dipartimento di Fisica, Politecnico di Milano, Milano, Italy

Juergen  Reif Brandenburgische  Technische  Universitit -  BTU
Cottbus-Senftenberg, Cottbus, Germany

Carmen Ristoscu Lasers Department, National Institute for Lasers, Plasma and
Radiation Physics (INFLPR), Magurele, IlIfov, Romania



Xviii Contributors
Chris Rouleau Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Marco Santoro Dipartimento di Scienze Matematiche e Informatiche, Scienze
Fisiche e Scienze della Terra, Messina, Italy

Mikel Sanz Instituto de Quimica Fisica Rocasolano, CSIC, Madrid, Spain

Maxim V. Shugaev Department of Materials Science and Engineering, University
of Virginia, Charlottesville, VA, USA

Felix Sima Center for Advanced Laser Technologies (CETAL), National Institute
for Lasers, Plasma and Radiation Physics (INFLPR), Magurele, [Ifov, Romania

Salvatore Spadaro Dipartimento di Scienze Matematiche e Informatiche, Scienze
Fisiche e Scienze della Terra, Messina, Italy

Salvatore Stagira Dipartimento di Fisica, Politecnico di Milano, Milano, Italy;
Istituto di Fotonica e Nanotecnologie - CNR, Milano, Italy

Adrienne D. Stiff-Roberts Department of Electrical and Computer Engineering,
Duke University, Durham, NC, USA

Flavian Stokker-Cheregi Lasers Department, National Institute for Lasers,
Plasma, and Radiation Physics, Magurele, Romania

Koji Sugioka RIKEN Center for Advanced Photonics, RIKEN, Wako, Saitama,
Japan

Wesley Tennyson Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Mengkun Tian Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Matteo Tommasini Dipartimento di Chimica, Materiali e Ing. Chimica “G.
Natta”, Politecnico di Milano, Milan, Italy

Sebastiano Trusso CNR-Istituto per i Processi Chimico-Fisici, Messina, Italy
Caterina Vozzi Istituto di Fotonica e Nanotecnologie - CNR, Milano, Italy

Kai Wang Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Kai Xiao Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Mina Yoon Functional Hybrid Nanomaterials Group Center for Nanophase
Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA



Contributors Xix

Chiara Zanchi Dipartimento di Chimica, Materiali e Ing. Chimica “G. Natta”,
Politecnico di Milano, Milan, Italy; Dipartimento di Energia, Politecnico di Milano,
Milan, Italy

Leonid V. Zhigilei Department of Materials Science and Engineering, University
of Virginia, Charlottesville, VA, USA

Vladimir P. Zhukov HiLASE Centre, Institute of Physics of the Czech Academy
of Sciences, Dolni Bfezany, Czech Republic; Institute of Computational
Technologies SB RAS, Novosibirsk, Russia



Chapter 1 ®)
Laser Synthesis, Processing, oo
and Spectroscopy of Atomically-Thin

Two Dimensional Materials

David B. Geohegan, Alex A. Puretzky, Aziz Boulesbaa,

Gerd Duscher, Gyula Eres, Xufan Li, Liangbo Liang,
Masoud Mahjouri-Samani, Chris Rouleau, Wesley Tennyson,
Mengkun Tian, Kai Wang, Kai Xiao and Mina Yoon

D. B. Geohegan (<) - A. A. Puretzky - A. Boulesbaa - G. Duscher - G. Eres - X. Li - L. Liang
M. Mahjouri-Samani - C. Rouleau - W. Tennyson - M. Tian - K. Wang - K. Xiao - M. Yoon
Functional Hybrid Nanomaterials Group Center for Nanophase Materials Sciences, Oak Ridge
National Laboratory, 1 Bethel Valley Road, Oak Ridge, TN 37831-6488, USA

e-mail: geohegandb@ornl.gov

URL: http://cnms.ornl.gov

A. A. Puretzky
e-mail: puretzkya@ornl.gov

A. Boulesbaa
e-mail: aboules @csun.edu

G. Duscher
e-mail: gduscher @utk.edu

G. Eres
e-mail: eresg@ornl.gov

X. Li
e-mail: xli@honda-ri.com

L. Liang
e-mail: liangl1 @ornl.gov

M. Mahjouri-Samani
e-mail: mzm0185 @auburn.edu

C. Rouleau
e-mail: rouleaucm@ornl.gov

W. Tennyson
e-mail: rouleaucm@ornl.gov

M. Tian
e-mail: mtian1 @vols.utk.edu

K. Wang
e-mail: wangk @ornl.gov

© Springer Nature Switzerland AG 2018

P. M. Ossi (ed.), Advances in the Application of Lasers in Materials Science,
Springer Series in Materials Science 274,
https://doi.org/10.1007/978-3-319-96845-2_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96845-2_1&domain=pdf

2 D. B. Geohegan et al.

Abstract Atomically-thin two-dimensional (2D) materials display widely varying
electronic and vibronic properties compared to their bulk counterparts. Laser interac-
tions with 2D materials are central to their development. Here we attempt to overview
recent progress and define the current challenges in the broad range of laser interac-
tions involved in the synthesis, processing, and optical characterization of 2D mate-
rials as the field has emerged from graphene and h-BN to encompass a multitude
of other atomically-thin semiconducting, superconducting, thermoelectric, etc. 2D
materials as “building blocks” for future energy applications and devices. Here, we
first focus on challenges in the synthesis and processing of mainly semiconducting
2D layers for optoelectronics, and the advantages offered by non-equilibrium laser
processing. Then, we review the optical characterization techniques that are being
developed to serve as remote probes of their electronic and vibronic properties, as
well as their structure, stacking, and atomistic alignment. Together, examples will
be shown how these developments are already being merged to fulfill the promise
for tailored synthesis and assembly of these exquisite materials with real-time in situ
control of structure and optoelectronic properties.

1.1 Introduction

The discovery that the properties of layered materials such as graphite, boron nitride,
and molybdenum disulfide can become radically altered when they are isolated in
thicknesses of just one-, two-, or a few-layers [1] has generated an explosion of
research over the past decade into atomically-thin two-dimensional (2D) materi-
als. The revelation that certain transition metal chalcogenides (TMCs), (i.e., MX;
where M is a metal, and X is a chalcogen) become direct band gap semiconductors
when isolated as monolayers (e.g.,~1.9 eV for MoS,) added the necessary “building
blocks” of semiconductors to monolayered graphene (a pseudometal) and h-BN (an
insulator) toward the fulfillment of a vision for stackable, flexible optoelectronics
and other functional van der Waals (vdW) heterostructures [2, 3]. Figure 1.1 shows
an example of such a vdW heterostructure combining two semiconducting TMC
monolayers that self-align in reliable registry when GaSe (p-type) grows from the
vapor phase on MoSe, (n-type) to form a photovoltaic p-n junction. Many other
varieties of single-element (e.g., black phosphorus and silicene) and multi-element
ultrathin layers (e.g., MXene) have been added to the growing list of atomically-thin
building blocks that can be combined to form similar heterostructures [4—6].
Numerous excellent reviews of graphene [7] and materials ‘beyond graphene’
[8-10] including TMDs [11] have summarized their device [4] and broad energy
applications [12] as well as challenges in their synthesis and preparation [13, 14],
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Fig. 1.1 Schematic showing two atomically-thin crystalline layers of GaSe and MoSe; that form
a photovoltaic p-n junction, and exhibit photovoltaic behavior. The layers have different lattice
constants but reliably align by van der Waals forces to form Moiré patterns when viewed by atomic-
resolution Z-contrast scanning transmission electron microscopy (background) [38]

including their heterostructures and heterojunctions [15—18] and hybrids with other
nanomaterials [19]. Bulk applications of TMC’s for catalysis and composites are
enabled by exfoliation techniques [20-22].

As for graphene (and single-wall carbon nanotubes), optical spectroscopy
[23-25], including ultrafast dynamics [26] and Raman spectroscopy [27-32] has
played a crucial role in revealing the electronic and vibronic properties of mono-
layers and stacked vdW heterostructures for refinement of theory and comparison
with electronic transport measurements and photoresponse [33—38]. The TMCs are
especially interesting because their optical properties are tunable with composition
[39]. Optically-probing TMCs also reveals the strong role played by the substrate in
determining their properties [40], and how strain can engineer their properties [41,
42].

Although ‘top down’ exfoliation of bulk crystals yields layers that are relatively
free of defects, their lateral dimensions are typically smaller than those necessary
for electronics. Reliable wafer-scale integration of these electronic materials requires
‘bottom up’ growth of atomically-thin layers of comparable quality to the ‘top down’
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method, and as for graphene and h-BN such processes are currently an extremely
active research area for the TMCs, other atomically-thin semiconductors, and topo-
logical insulators.

1.2 Key Challenges in the Synthesis of Atomically-Thin 2D
Materials with Controllable Functionality

Understanding and controlling the growth of atomically-thin 2D materials with
desired functional properties is hindered by the same fundamental gaps in synthesis
science that crosscut many materials systems [43]. As outlined in a recent report by
the U.S. Dept. of Energy on Basic Research Needs for Synthesis Science, tailoring
the design and synthesis of materials for a desired functionality will require a new
effort to “Integrate emerging theoretical, computational, and in situ characterization
tools to achieve directed synthesis with real-time adaptive control” [43]. Nanoma-
terials with sensitive optoelectronic properties offer a golden opportunity for in situ
optical characterization of both their structure and properties, both during and after
synthesis. Such has been the case with single wall carbon nanotubes (SWCNT),
where optical diagnostics coupled with atomic-resolution electron microscopy and
predictive theory have stimulated world experts converge every 2 years to compare
advances in characterization techniques, in situ diagnostics experiments, and mod-
eling in order to redefine and publish a “top ten” list of remaining SWCNT synthesis
science questions [44]. Atomically-thin 2D materials provide an even richer platform
for directed synthesis of materials with designed functionality, and similar funda-
mental questions currently confront this challenge. Here we define a draft “top ten”
list of crucial questions central to 2D materials synthesis.
A ‘top ten’ list of outstanding synthesis questions for 2D materials

1. What are the chemical species and kinetic pathways responsible for nucleation
and for growth?

2. Isnucleation homogeneous or heterogeneous, and can it be suppressed to enable

the growth of large single crystals?

What controls the growth kinetics and shape of the crystals during growth?

Why do defects form and how do they evolve during growth?

5. What is the role of substrate interaction (including van der Waals forces, cova-
lent bonding, and hybrid orbital interactions determined by its crystallinity) in
determining the shape, kinetics, defects, and termination of 2D crystals as they
grow?

6. How does strain induced by the substrate or other crystalline layers influence
growth?

7. Can second layer nucleation, growth, and orientation be understood to control
size, stacking angle, and registry?

8. Whatare the roles of dopants, ‘catalysts’, and adsorbates in nucleation, growth,
and crystalline perfection of 2D crystals? How do they affect defect formation?

> w
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9. What are the collective effects determining the growth of crystal ensembles and
continuous layers (considering Ostwald versus Smoluchowski ripening)?

10.  Which growth method (e.g., CVD, PLD, MOCVD, PECVD, MBE) is the most
suitable to achieve directed synthesis of functional properties (e.g., electronic
mobility, photoresponsivity, catalytic activity, etc.) consistent with practical
issues of speed and scalability?

As implied by question 10, the most important practical challenge necessary to
drive the field is an important question (#11) “What is the “killer application” that
will drive the development of 2D materials synthetic techniques”? Currently, there
are two main drivers and needs in 2D materials synthesis: (1) Scalable synthesis
of wafer-scale 2D crystals with large-domain sizes for high electron mobility mate-
rials useful for electronics, or of loose 2D materials for bulk applications (e.g., for
catalysis, batteries, composites), and (2) Control over heterogeneity in the crystals,
meaning point defects and unwanted substitutional dopants, grain boundaries, and
control over the number of layers and their orientation/stacking. The “top 10” ques-
tions above clearly focus on the fundamental problems in these two areas.

Laser interactions during and after synthesis of 2D materials provide the keys to
answer these questions. Laser interactions can alter the synthesis of the crystals dur-
ing their growth by providing well-defined bursts of energy to identify and control
kinetic processes and control chemical species. Similarly, controllable laser pro-
cessing treatments can modify the properties of existing crystals to alter the phase,
composition, crystallinity, defect levels, and layer number. In addition to their use in
synthesis and processing, laser interactions play an equal or larger role in the remote
probing of 2D crystals through laser spectroscopy. Laser spectroscopy probes the
most fundamental properties of atomically-thin 2D layers to remotely check theoret-
ical predictions of their electronic band gap and band structure, vibrational modes,
defects, and excited state dynamics. Practically, it can identify 2D materials, their
number of layers, how they are stacked, and their quality as inferred from their
Raman spectra, photoluminescence, and absorbance. When laser interactions are
combined both in synthesis and processing, and as spectroscopic probes, they offer
the capability to serve as in situ controls of the synthesis process.

This chapter will attempt to briefly review some of the laser synthesis and process-
ing techniques that are rapidly evolving as non-equilibrium methods to explore these
most exquisitely-thin films. It will also endeavor to summarize some of the most
useful laser spectroscopy techniques. Along the way, examples of the applications
of laser spectroscopy as in situ diagnostics of the growth environment and growing
2D crystals will be highlighted to illustrate the importance of laser interactions as
real time probes to understand the essential links between synthesis, structure, and
properties. This chapter cannot serve as a comprehensive review of atomically-thin
2D materials and their bright future for applications, for that the reader is referred
to the excellent recent reviews referenced above. Instead it will attempt to review a
few examples that illustrate the wide range of laser interactions in the synthesis, pro-
cessing, and diagnostics of atomically-thin 2D materials that are key to developing
and understanding these unique materials.
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1.3 Laser-Based Synthesis and Processing of 2D Materials

1.3.1 Pulsed Laser Deposition of 2D Materials

Pulsed laser deposition (PLD) has been used for many years to explore the synthesis
of thin films, offering the advantages of the transfer of stoichiometry from targets
with complex compositions, epitaxial growth of films and superlattices with unit
cell thickness control, suprathermal kinetic energy of plume species that allows the
formation of metastable phases, and digital delivery of reactants. PLD would appear
well suited to the synthesis of atomically-thin layers of two-dimensional crystals,
however the high instantaneous fluxes that are typical for the process tend to result
in high nucleation densities, resulting in the formation of networks of nanoscale
domains. Instead, current research in the exploration of 2D materials has focused on
techniques capable of growing single crystals of 2D materials with lateral dimen-
sions >10 microns that are sufficient for the measurement of electronic transport (with
lithographically-patterned contacts), optical measurements using micron-sized spot
sizes in an optical microscope, and removal of the crystals to TEM grids or polymer
stamps for alignment with other crystals. The growth of these single crystals is typi-
cally approached with continuous vapor transport techniques in order to slowly grow
single crystals layer-by-layer from their edges in the manner that graphene crystals
were grown to millimeter dimensions, using boats of precursor powders within a tube
furnace, with molecular beam epitaxy, or by metal organic vapor deposition. Never-
theless, the commercialization of PLD systems in the past two decades has addressed
some of the key objections to the technique for the synthesis of electronics-grade
materials, including the ejection of particulates from the target, non-uniformity of the
deposit, and lack of online process control. In addition, PLD does not introduce other
reactants, or involve hazardous gases that are often associated with techniques such
as MOCVD. In all of these techniques, the film stoichiometry is typically adjusted
to compensate for the loss of more volatile elements during deposition, for example
the loss of the chalcogen atoms in the family of 2D metal dichalcogenides.
Recently, a number of groups have explored the digital control of PLD to grow
stoichiometric, atomically-thin 2D films of TMDs for optoelectronic applications,
especially MoS,. This builds from early work that demonstrated the viability of PLD
for the stoichiometric deposition of MoS,, which was first reported for tribological
applications as early as 1988 using ns-pulse 532 nm lasers (~1 J/cm?) in vacuum
[45-47]. Today, very similar recipes have emerged for the PLD of stoichiometric
MoS; with controllable number (1-10) of layers using ns-pulse 248-nm ablation
(1-3 J/ecm?) of typically sulfur-rich [e.g., Mo:S (1:4)] mixed powder targets onto a
variety of substrates (including typically (0001) Al,O3) at 700-850 °C in vacuum
[48-53]. In these experiments, the base background pressure (<1 x 10~ Torr) may
rise to 0.1 mTorr during ablation, and films can be either cooled directly, or post-
annealed in a sulfur atmosphere in order to repair sulfur vacancies and increase
crystallinity [48]. Similar approaches have been developed for other 2D TMDs, such
as WTe, [54]. The mobilities and small grain sizes of within the films (e.g.,~20 nm
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for MoS, [49], 20-50 nm for GaSe [55, 56]) need to be improved for electronic
applications, yet are comparable to those grown by CVD. Therefore, PLD appears
to be a promising method to digitally control the thickness of 2D TMDs over large
areas with surprising reliability in stoichiometry. PLD has the additional advantage
of reactive species in the ablation plasma that, in addition, have high kinetic energy
capable of penetrating several centimeters through background gases at pressures up
to 0.2 Torr. By varying the background gas pressure and target-substrate distance,
the kinetic energy of the species arriving at the substrate can be adjusted, as well as
the type of species, ranging from fast ions, to slower atoms and molecules, to clusters
and nanoparticles. As shown in Fig. 1.2a, gated intensified CCD-array photographs
or ion-probe current waveforms can be used to adjust the progression of the plasma
plume in order to produce pure nanoparticle “building blocks” if desired, rather
than atomic or molecular species, that can crystallize into different morphologies
by the process of crystallization by particle attachment [57]. Such an approach was
utilized to deposit amorphous GaSe nanoparticles at room temperature (Fig. 1.2b) that
crystallized into highly photoresponsive 2D nanosheets in either lateral (at 600 °C,
Fig. 1.2¢) or vertical (at 550 °C, Fig. 1.2d) geometries, depending on deposition rate
and temperature. These amorphous nanoparticles are formed by condensation during
the thermalization of the gas-phase plume of reactants, and with proper tuning of
the conditions have sufficient kinetic energy to impact the substrate to deposit at
room temperature into nanoparticle aggregates, or crystallize at higher temperatures
into different nanostructures [57]. These stoichiometric nanoparticles, deposited at
room temperature, can be digitally delivered as precursors for the growth of very
large monolayers, bilayers, and few-layers of 2D TMDs by post annealing within
confined geometry between two substrates in “digital transfer growth”, as shown in
Figs. 1.2e-h [58]. Therefore, PLD has the potential to grow large 2D TMD crystals
through the appropriate choice of deposition conditions.

1.3.2 Laser Techniques for “Top-Down’’ and “Bottom Up”’
Defect Engineering of 2D Crystals

The kinetic energy of plume atoms and ions in PLD is an advantage that can be
used to controllably induce structural defects and compositional changes in the top-
down processing of 2D crystals. Recently, pulses of KrF-laser irradiation vaporized a
sulfur target in vacuum to deliver precise quantities of suprathermal sulfur atoms and
molecules to MoSe, single crystals in vacuum at 700 °C in order to replace Se atoms
to form MoSe; Sk alloys as shown in Fig. 1.3a. Photoluminescence and Raman
spectra of the alloy crystals revealed a smooth transition in the photoluminescence
peak wavelength and a corresponding change in the Raman spectra, confirming a
smooth conversion from MoSe, to MoS, after 400 pulses. The technique was used
in conjunction with lithographic patterning of SiO, protective ad-layers as shown in
Fig. 1.3b to form the first patterned arrays of lateral semiconductor heterojunctions
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Source Substrate Source Substrate
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Source Substrate
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20 hm

Fig. 1.2 Pulsed laser deposition of two-dimensional materials and digital transfer growth. a Gated
ICCD-photography and other plasma diagnostics were adjusted [57] to deposit b primarily stoi-
chiometric nanoparticles of GaSe and MoSe; at room temperature. Deposition at high temperatures
and different repetition rates results in direct formation of either ¢ small ~20 nm-grain, triangular,
multilayered nanosheet networks at 600 °C or d vertically-standing nanoflakes at 550 °C. [56] These
same amorphous nanoparticles can be e deposited onto source substrates at room temperature, then
annealed between two substrates to grow large nanocrystals in confined spaces on a receiver sub-
strate. The crystals grow directly opposite the regions where they are deposited, allowing f complex
patterns of g large (20-100 wm) triangular crystals to grow as monolayer domains or h multilayers,
depending on the amount of nanoparticle feedstock that was laser-deposited [58]

within monolayer 2D semiconductors—an essential step for the lateral integration
of 2D semiconductor building blocks with different electronic and optoelectronic
properties for high-density, ultrathin devices [59]. Laser plumes therefore can serve
as sources of fast ions and neutrals to introduce defects and substitutional dopants in
a top-down approach.

Alternatively, laser-vaporization can be used to controllably introduce defects
from the ‘bottom-up’ during synthesis. A novel CO, laser-heater source was used to
intentionally evaporate MoSe, powder non-stoichiometrically in order to grow single
crystals of monolayer MoSe;  on a substrate with tunable levels of Se vacancies up
to very high levels (up to 20%) [60]. These highly-non-stoichiometric single crystals
exhibited a remarkable transition in electrical transport properties from n-type to
p-type character with increasing vacancy concentration. The vibrational modes of
the crystal were also altered, and Raman spectroscopy of the crystals revealed the
emergence of a new phonon mode, which was confirmed by theory and could then
be used as a fingerprint of vacancy concentration in the crystals. Interestingly, laser
evaporation of a selenium target could be used to repair the Se-vacancy sites intro-
duced during synthesis to nearly recover the properties of pristine MoSe, crystals.
Thus, laser vaporized fluxes can be used in both top-down and bottom-up synthesis
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Fig. 1.3 Pulsed laser conversion of two-dimensional materials and the formation of multiple lateral
semiconductor heterojunctions. a Energetic atoms of sulfur (green) replace selenium atoms (red)
in a triangular single crystal of MoSe,. After conversion, a map of the Raman spectrum reveals the
regions of the crystal corresponding to MoS; and MoSe;. b Schematic of the conversion process,
starting with a triangular MoSe; single crystal monolayer domain. Laser ablation of a sulfur target
produces energetic S atoms. Electron-beam lithography patterning/deposition of a protective SiO»
layer (blue) shields regions of the MoSe; crystal. After 400 pulses at 700 °C, the stepwise conversion
of MoSe; to MoS; is complete. The lower panels show atomic-resolution HAADF-STEM contrast
images that confirm the transformation of the crystalline monolayer and the formation of lateral
semiconductor heterojunctions within a single step induced by the energetic laser-generated plume
of S atoms [59]

and processing strategies to digitally control the heterogeneity and properties of 2D
crystals.

1.3.3 Substrateless Growth of 2D Materials by Laser
Vaporization

The nonequilibrium conditions of laser ablation plasmas provide a versatile syn-
thetic method to explore the condensation of novel clusters and nanoparticles, such
as carbon fullerenes (e.g., Cgp, Cs4, etc.). Given sufficient time, temperature, and spa-
tial confinement, larger nanostructures such as single wall carbon nanohorns (SWC-
NHs) can self-assemble in the laser plasma. Time-resolved growth experiments using
pulsed laser plasmas have shown that these pure carbon SWCNH nanostructures grow
at nm/ms rates (equivalent to microns per second) [61], which are as fast as the high
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growth rates measured for the catalyst-assisted synthesis of single-wall carbon nan-
otubes (SWCNTs), either in similar substrateless plasma conditions, or by CVD on
substrates [62]. This synthesis process has been reviewed before [63, 64].

Recently, with the addition of either boron or hydrogen to the reaction environ-
ment, the assembly of carbon nanohorns was observed to shift from SWCNHs (in
pure argon, Fig. 1.4a) to few-layer graphene-like flakes (GLFs) and thicker poly-
hedral graphene platelets (PGPs) as pictured in Fig. 1.4b—d [65, 66]. In this way,
planar 2D materials can be synthesized in large quantities in the gas phase, without
interacting with a substrate during growth and without the complication of removal
from the substrate after synthesis. While boron is a well-known graphitization agent
during carbonization treatments [67], its similar role to hydrogen in the stabilization
of the planar GLFs in these studies is unclear, yet is thought to be related to the fact
that boron remains loaded within the flakes (but not the SWCNHs) at 2-4% levels
[65]. Interestingly, the boron-loaded graphene layers are not stacked as in graphite,
but are arranged turbostratically at small angles with the adjoining layers, as revealed
by selected area electron diffraction and Moiré fringes in STEM images (Fig. 1.4d)
[65]. Note that similar graphene sheets can be grown without substrates in other types
of plasmas at atmospheric pressure, such as arc plasmas [68] or microwave plasmas
[69]. More generally, other 2D materials such as the transition metal dichalcogenides
have been grown cleanly in microwave plasmas from just the base metals and chalco-
gens powders, without solvents, proving the generality of the technique [70]. Such
so-called ‘high temperature’ synthesis routes that employ plasma torches or high-
power lasers have been successfully developed to scale the production of SWCNTSs
and boron nitride nanotubes (BNNTSs) [71-73] to tens of grams per hour in continu-
ous flow reactors at high rates. So, as in the exploration of novel thin films by PLD,
laser vaporization plasmas are well suited to explore the synthesis of pure and doped
layered 2D materials that self assemble into flakes in the vapor phase.

1.3.4 Laser Thinning of Layered Two-Dimensional Materials

Control over layer number is often difficult to achieve during synthesis, so laser
processing is currently being explored to selectively remove layers of 2D materials
by laser thinning. Theoretically, Tomanek predicted that pristine monolayer graphene
could be photoexfoliated intact from bulk graphite through the use of ultrafast (45 fs)
laser pulses to rapidly produce an expanded electron gas capable of causing ejection
of polarized layers by Coulomb ejection before the electron thermalization time [74].

Experimentally, however, success in laser thinning of few-layer crystals has relied
upon selective ablation or etching of the topmost layers. Dhar, et al., showed that
the ablation threshold of the topmost layers of few-layer graphene rises sharply
as the number of layers is decreased, allowing processing windows to selectively
leave a desired number of layers intact on a substrate. They proposed that the steep
dependence of the threshold ablation energy arises from a dimensional crossover
of the specific heat of a layered material for layers N < 7, where flexural modes
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Fig. 1.4 Large volume laser vaporization synthesis of 2D materials: B-doped graphene. a Single-
wall carbon nanohorn (SWCNH) aggregate produced by high-power laser vaporization of pure
carbon in argon. b Schematic showing the shift in product distribution as hydrogen or boron is
added to the growth environment, either in the gas phase (5% Hj in Ar mix) or in the target (5% B
in C). Ablating carbon into 5%H;/Ar at 760 Torr shifts the product distribution to predominantly
polyhedral graphite platelets (PGP) and graphene like flakes (GLF) as pictured in the TEM image
of c. Boron is even more effective at shifting the products to few-layer GLF which incorporate
boron at levels of 2—4 at.% and are turbostratically rotated as indicated by the Moiré patterns in
atomic-resolution HAADF-STEM images shown in d

in thin-layered materials overwhelm bulk acoustic modes, leading to flaking of the
topmost layers—a process that should occur in other layered materials with weak
interlayer coupling [75]. Recently, similar layer-by-layer exfoliation of graphene
has been achieved in air using picosecond laser thinning in a scanning fashion, as
indicated in Fig. 1.5, where each 30 wm laser spot receives ~600 picosecond pulses
at 2 MHz repetition rate [76]. However, even continuous wave sources such as those
found within commercial micro-Raman spectroscopy apparatus can achieve selective
layer-by-layer thinning as shown by Castellanos-Gomez, et al., for MoS, in air [77].
The ability to utilize the unique Raman spectroscopy signatures of the different layers
in situ is an enabling diagnostic in these studies to assess the layer number, quality,
and defects as outlined below.
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Fig. 1.5 Laser thinning of 2D materials. Schematic of layer-by-layer removal of 2D crystals, indi-
cating different fluences for different layers. From [76]

1.3.5 Laser Conversion of Two-Dimensional Materials

Laser conversion of 2D materials has focused mainly on the formation of graphene
or reduced graphene oxide (rGO) by the reduction of graphite oxide (GO). Graphitic
oxide materials were originally produced in 1958 by the Hummers and Offeman
method which oxidizes graphite by chemical reactions in sulfuric acid solutions to
yield a graphitic oxide (GO) material characterized by C:O ratios between ~2.1 and
2.9 [78]. The Hummers method is advantageous because it facilitates the exfoliation
of graphite in an industrial process for applications in composites, however unlike
graphite or graphene, the material is highly defective and not electrically conduc-
tive. Following the experimental realization of the unique properties of single layer
graphene in 2004 [1, 4] attempts to produce graphene from GO were explored, and
conversion of epitaxial graphene to GO was explored to open a band gap for semicon-
ducting properties [79]. Chemical, thermal, and photolytic methods were developed
to remove the oxygen and hydrogen that were introduced in the Hummers (or mod-
ified) method, producing a spectrum of materials generally referred to as reduced
graphene oxide (rGO). GO begins to lose oxygen at temperatures of 100 °C, and
can be reduced at 180-250 °C to tune its electrical properties [79, 80]. Raman spec-
troscopy is a convenient and rapid method to assess the level of defects in GO and
rGO materials compared to that in graphene (see below) through the comparison of
the D-, G-, and 2D (or G’)—bands of these materials compared to the characteristic
Raman spectrum of pristine graphene [81].

Laser reduction of GO to graphene is remarkably successful, and can be accom-
plished with both pulsed and CW irradiation, although the mechanisms are unclear.
Repeated pulses of nanosecond UV-radiation in air or vacuum are most effective,
with C:O ratios up to 40 produced by Sokolov et al., through repeated 0.14 J/cm?
KrF-laser (248 nm) in 10~ Torr vacuum, which was much more effective compared
to the same measurements in pure N; [82]. Arul, et al., measured a 0.01 J/cm? abla-
tion threshold for GO under similar conditions in air [83]. In the process, layers
are removed by ablation while layers below are becoming reduced. This procedure
allowed the direct-laser writing of 100-500 €2/0 conductive graphene patterns on
GO films [82]. Arul, et al., recently compared ns (248 nm), fs (800 nm), and CW
(788 nm) irradiation in ambient air, finding that repeated ns-laser irradiation is the
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most effective at graphenization [83]. The greater thermal component of ns-laser
ablation compared to that for fs-lasers is thought to provide a localized heat-affected
zone that is key to the process. Remarkably, El Kady, et al., showed that high-surface
area (1500 m?/g) and high conductivity (1738 S/m) rGO suitable for electrochemical
capacitors could be laser scribed on thin-film GO using commercial low-power DVD-
optical drives [84]. Using this technique, they patterned GO on flexible PET polymer
substrates to make miniaturized micro-supercapacitors with very high power density
(200 W/cm?) by encapsulation with an ionic electrolyte [85]. Gao, et al., utilized a
CO;, laser printer to reduce as-prepared hydrated GO films to produce rGO that oper-
ated as supercapacitors with or without external electrolyte, using the trapped water
as an ionic conductor [86]. Interestingly, focused solar radiation has been shown to
simultaneously exfoliate GO to produce rGO with a Raman spectra nearly identical
to graphite, with the mechanisms of thermal decomposition of GO and the expulsion
of CO, and H,O vapors thought to lead to the deflagration of the layers to overcome
the van der Waals forces between the layers in order to simultaneously exfoliate them
[87].

Similar methods of laser graphitization for the formation of porous graphene or
rGO are now being applied using polymers as precursors. Back in 1991, Schumann
et al., showed that non-conducting polymer foils of Kapton and PBI could similarly
be processed with repeated KrF-laser (>0.02 J/cm?) nanosecond pulses to form highly
conductive (10 S/cm) carbon layers [88]. Now, with new applications generated for
graphene and rGO, different polymers are being explored as precursors for their
formation, and the laser conversion of polymers by graphitization has been demon-
strated in particular for polymers such as polyimide, using CO;-laser direct-write
[89].

In addition to polymers, there are a great variety of graphitizable carbonaceous
precursors that have been studied over the past many years that can be envisioned to
form graphene [90]. Lasers offer both the possibility for both thermal and photolytic
conversion of these precursors.

1.3.6 Laser Crystallization and Annealing of TMDs

Similarly, explorations of the synthesis of atomically-thin 2D TMD crystalline mate-
rials using laser processing of deposited amorphous precursor films or nanoparticles
(e.g., as shown in Fig. 1.2) are now being pursued. The approaches follow those that
have been used for years for thin film chalcogenide photovoltaics [91], however the
motivations are limited to 2D, and not for the growth of large 3D grains. In both cases,
the advantages of laser processing over broadband lamps include the wide variety of
wavelengths available to provide selective absorption in particular layers, and pulse
widths ranging from femtoseconds to CW. This versatility allows the exploration of
both highly non-equilibrium processes driven by targeted photolytic pathways, all
the way to thermal processing, within a single platform.
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Practically, pulsed laser crystallization of amorphous precursors has the poten-
tial to grow 2D crystals directly on polymer substrates for the rapidly developing
field of flexible electronics. Recently, McConney et al., demonstrated that few-layer,
hexagonal MoS; and WS, crystalline films could be grown on PDMS polymer sub-
strates using CW 514-nm irradiation of sputtered precursor films within a commercial
Raman spectrometer [92]. The same Raman spectrometer and laser system was also
used after processing to non-perturbatively assess the crystallinity and layer number
of the films, using a lower laser power. Heterostructures could be formed by succes-
sive evaporation and laser treatments of other amorphous films. To understand the
mechanisms of the crystallization process, a novel approach utilizing in situ monitor-
ing of the Raman spectra of these films as well as their silicon post substrates during
CW laser processing at different laser powers was recently employed to simultane-
ously estimate the crystallization rate versus temperature and to infer an activation
energy barrier for the process [93]. Crystallinity was found to improve with higher
CW annealing temperatures and dwell times, including those where temperatures
exceeded temperature limitations of plastic substrates, so new approaches utilizing
pulsed laser processing or photonic curing may need to be developed.

Pulsed lasers offer high instantaneous powers and temperatures of thin films dur-
ing brief periods, followed by thermal diffusion over longer periods, thereby mit-
igating the temperature rise of the underlying substrates. Such approaches can be
used to preferentially anneal one layer on top of another, or improve the contact
between metals and 2D TMD crystals. For example, using picosecond pulse trains
(12 ps, 80 MHz, 355 nm) to anneal Au/Ti films contacts deposited on MoS, field-
effect transistors, significant increases in the device mobility were achieved while
maintaining low (<200 °C) substrate temperatures compatible with the flexible PEN
substrate [94]. The improvement was attributed to lowering the Schottky contact
barrier through the laser-driven intercalation of Ti between the layers of MoS, [94].

1.3.7 Laser-Induced Phase Conversion of Two-Dimensional
Crystals

Single monolayers of various 2D crystals can be polymorphic, having a variety of
different crystalline structures for the same elemental composition. For example, tran-
sition metal dichalcogenides all have a metal atom layer (e.g., Mo or W) sandwiched
between two chalcogenide layers (e.g., S, Se, or Te), but have different structure and
are referred to using the well-known phases (e.g., 2H, 1T, or 1T’) of the bulk crystals
from which they can often be exfoliated. In the 2D TMDs the hexagonal 2H phase
is the semiconducting phase, but the 1T and 1T phases are metallic with octahedral
or distorted octahedral geometry, respectively [95].

Laser irradiation can alter the phase of monolayer crystals, as shown in recent
experiments by Cho et al. involving laser processing of MoTe,. They showed the
phase patterning of MoTe, layers by laser irradiation at 532 nm, which converted a
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spatial region of the stable 2H. phase irreversibly to the metallic 1T” phase, forming
an in-plane homojunction [96]. The mechanism driving the phase transformation
was concluded to be the formation of Te vacancies that were observed in atomic-
resolution electron microscopy. Interestingly, in multilayers of MoTe, the topmost
layer could be selectively converted. The formation of these metallic 1T’ -MoTe,
regions within a single layer of semiconducting 2H-MoTe, allowed patterning of
source and drain regions for the fabrication of an all-MoTe, transistor. The metallic
regions also allowed ohmic contacts to be made, increasing the carrier mobility by a
factor of ~50.

1.3.8 Future Directions of Laser Synthesis and Processing
of Atomically-Thin 2D Materials

Atomically-thin 2D materials present new conceptual challenges both experimen-
tally and theoretically. Computational simulation of electronic and thermal processes
in two dimensions is complicated by a lack of understanding of materials properties,
including the wide variations in electronic structure of the material itself in one-,
two-, and few-layered forms, which is governed by quantum confinement effects
and the effects of interlayer coupling and interactions with the substrate and environ-
ment. Understanding and successful developing computational models that correctly
describe the competition between van der Waals interactions, charge transfer inter-
actions, and the role of hybrid orbital interactions due to stacking are essential to
develop an understanding of laser interactions with these interesting model systems
in order to develop predictive methodologies for their synthesis and processing.

Much of what we know about these interactions comes from optical measurements
of their electronic and vibrational properties. These measurement techniques will be
briefly reviewed in the following sections. It is important to note that these techniques
serve to guide theoretical developments, which in turn become predictive tools to
guide the experiments.

1.4 Optical Techniques for 2D Material Characterization

1.4.1 Overview

The goal of this section is to outline the most common experimental techniques used
to characterize the optical properties of 2D materials. The experimental approaches
were performed using a custom-built setup that will be described in detail as dia-
grammed in Fig. 1.6a. The setup consists of coupled inverted and upright microscopes
that provides high-throughput optical coupling to a spectrometer that is equipped
with a CCD detector for spectroscopic measurements and a photomultiplier for time-
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Fig. 1.6 Schematics of experimental setups used for comprehensive optical characterization of 2D
materials at the Center for Nanophase Materials Sciences (CNMS) Oak Ridge National Labora-
tory (ORNL). a Custom built setup based on two coupled microscopes, inverted and upright with
high optical throughput coupling to a spectrometer, which is equipped with a CCD detector and a
photomultiplier for time-correlated single photon counting. A variety of different lasers and lamps
are employed to provide efficient micro-measurements of Raman scattering, photoluminescence
(PL), PL-lifetimes, absorption, second harmonic generation (SHG) in wide range of temperatures
(low temperatures from 4 to 300 K and high-temperatures from 300 to 1300 K) and under bias.
An inverted microscope is Olympus IX 81; lamp 1 is an upright microscope imaging lamp; lamp
2 is a laser driven white light source (EQ-99XFC, Energetiq); a spectrometer (Spectra Pro 23001,
Acton, f =0.3 m) is equipped with 150, 600, and 1800 groves/mm gratings; a CCD camera is
Pixis 256BR, Princeton Instruments; a photomultiplier (PMT) (PPD-850, Horiba Scientific). b
Femtosecond micro-pump-probe setup for measurements of ultrafast dynamics in 2D materials

correlated single photon counting. A variety of different lasers and lamps (see below
and the Fig. 1.6 caption) are employed to provide efficient ~ micron-resolution mea-
surements of absorption, Raman scattering, and photoluminescence (PL) spectra,
PL-lifetimes, and polarization-dependent mapping of second harmonic generation
(SHG) in wide range of temperatures including low temperatures from 4 to 300 K
and high-temperatures from 300 to 1300 K and under bias. A computer-controlled
X-Y stage allows spectra to be acquired at multiple points for spatial mapping all of
these spectral profiles for comparison with atomic force microscopy spatial profiles.

Micro-absorption Measurements The absorption spectra of 2D materials are mea-
sured using a micro-absorption setup operating in the transmission mode. The white
light source (lamp 2 in Fig. 1.6a) is coupled out to a 25 wm diameter optical fiber.
The white light is focused on a sample surface to a 1.5 um spot using two microscope
objectives: a 5x collimating objective, NA (numeric aperture) =0.1 and a 100 xlong
working distance objective, NA=0.8 in an inverted microscope. The transmitted
light is collected by a 50x objective (NA =0.5) in an upright microscope coupled
to an inverted microscope, and is analyzed by a spectrometer equipped with a CCD
camera.

Microscale Second Harmonic Generation Measurements Second harmonic
generation (SHG) measurements are conducted using a 40 fs Ti:Sapphire laser
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(Micra, Coherent) operating at 800 nm and 80 MHz repetition rate. The laser beam
was passed through a half-wave plate mounted in a rotation stage and is directed into
an upright microscope and focused onto a sample surface to a ~1 m spot using a
100x microscope objective (Fig. 1.6a). The typical laser energy at the sample surface
is ~0.2 mW. The SHG light is collected in backscattering configuration using the
same objective and is directed to a monochromator equipped with a 150 grooves/mm
grating and a CCD camera. Before entering the monochromator the SHG light is
passed through a shortpass cut-off filter (650 nm) and a polarizer to filter out the
fundamental excitation light at 800 nm and to select the SHG polarization parallel
to that of the excitation light. The SHG mapping is performed using a motorized
microscope X-Y stage.

Micro-photoluminescence Measurements PL spectra are measured using an
upright microscope (Fig. 1.6a). The PL is excited with a continuous wave (cw)
diode-pumped solid-state laser (Excelsior, Spectra Physics, 532 nm, 100 mW) or
405 nm diode laser (Ondax) through an upright microscope. The typical incident
laser power on a sample varies depending on a 2D sample with a typical minimum
power at ~1 WW to reduce possible laser heating of the samples during PL spectra
acquisition. The PL light is analyzed by a spectrometer (Fig. 1.6a).

Micro-PL Lifetime Measurements Time-resolved PL is measured by time-
correlated single-photon counting (TCSPC) (PPD-850, Horiba Scientific with
Picosecond Photon Detection Module, and Fluorohub model JY IBH: Horiba). The
PPD-850 is mounted to a second port of the spectrometer (Fig. 1.6a). The 2D samples
are excited using a second harmonic (400 nm) of a Ti:sapphire laser (Coherent, Mira
900) (800 nm, 5 ps pulses, 76 MHz repetition rate). To match the TCSPC repetition
rate requirements the laser repetition rate is reduced to 5 MHz using a pulse picker
(Coherent). The output of the pulse picker is frequency doubled using an ultrafast
harmonic generator (Coherent 5-050) and is directed into a microscope to illuminate
the samples through a microscope objective.

Micro-Raman measurements An important feature of the experimental setup
shown in Fig. 1.6a is high optical throughput that allows measurements of Raman
and PL spectra with a very low excitation laser power and fast switching between the
Raman and PL measurements by computer controlled exchange of the three spec-
trometer gratings. However, for low-frequency Raman measurements (<50 cm™')
a triple spectrometer based micro-Raman setup (T64000, Jobin-Yvon) is used
that is equipped with three 1800 grooves per millimeter gratings (spectral resolu-
tion~0.7 cm~', FWHM) and a liquid nitrogen cooled CCD (Symphony, Horiba IY).
In this case a linearly polarized laser beam is focused onto a sample to a ~1 pwm spot
using a microscope objective with the typical laser power on the samples ~0.3 mW.
The polarized Raman measurements are conducted by inserting a polarizer in the
scattered beam and a half-wave plate to rotate the scattered light polarization to
optimize the grating’s response.

Femtosecond pump-probe spectroscopy Figure 1.6b shows a schematic of our fs-
pump-probe setup, which is based on a titanium sapphire oscillator (Micra, Coherent)
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with its output seeded by a Ti:Sa Coherent Legend (USP-HE) amplifier operating at
1 kHz repetition rate. The Legend amplifier provides pulses centered at 800 nm, with
~45 fs duration and 2.2 mJ energy per pulse. Pump pulses are the second harmonic
(3.1 eV) of the fundamental output of the Legend amplifier or the signal output
of an optical parametric amplifier (TOPAS, Coherent). A small portion (~2 pJ) of
the laser beam from the Legend amplifier is focused onto a 2 mm-thick sapphire
window to generate a white-light continuum probe, which covers the spectral region
from 1.6 to 2.8 eV. At the sample, the pump and probe spot diameters are ~7 pum.
A spectrograph (Shamrock 303i, Andor) coupled with a EMCCD (Newton, Andor)
is used for detecting the reflected white light probe.

1.4.2 Raman Spectroscopy of 2D Materials

Stacked monolayers of two-dimensional (2D) materials present a new class of hybrid
materials with tunable optoelectronic properties determined by their stacking orien-
tation [2], order, and atomic registry [2, 97]. Atomic-resolution Z-contrast scanning
transmission electron microscopy (AR-Z-STEM) and electron energy loss spec-
troscopy (EELS) can be used to determine the exact atomic registration between
different layers in few-layer 2D stacks, however characterization of these traits using
fast optical techniques is essential for rapid development of the field.

An integrated experimental/theoretical Raman scattering approach can help to
determine many crucial properties of 2D materials beyond graphene, such as the
number of layers [98—100], the layer-layer stacking [101-106], and the defect con-
centration [60]. For transition metal dichalcogenides (TMDs) and black phosphorus,
recent experimental and theoretical studies have demonstrated that low-frequency
interlayer Raman modes that correspond to layer-layer vibrations with each layer
moving as a whole unit are much more sensitive to the interlayer coupling, and can be
more effective at determining layer thickness and stacking compared to the typically-
studied high-frequency intralayer Raman modes (see reviews [29, 107]). Establish-
ing a correlation between low-frequency modes and layer thickness/stacking is very
important for enabling rapid characterization of 2D layered materials. For exam-
ple, low-frequency Raman spectroscopy and modeling of twisted MoSe,[102] and
MoS;[103] monolayers indicate the existence of unique bilayers with variable cou-
pling between the monolayers that occurs in the narrow range of twist angles. High-
frequency Raman modes also can provide important information on 2D materials,
e.g., recently we showed that the high-frequency modes in MoS, and MoSe; mono-
layers exhibit unique dependence on S or Se vacancy concentration, which was
corroborated by first-principles modeling [60].

Low-frequency Raman spectroscopy of 2D materials is a rapidly developing field
of research, which is accelerated due to recent development of volume Bragg gratings
for ultra-narrow optical filters with bandwidth ~1 cm™!, which allows efficient cut
off of the excitation laser light without employing expensive triple monochromators
for Raman measurements [108].
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Fig. 1.7 Schematic of vibrations corresponding to low-frequency interlayer (left) and high-
frequency intralayer (right) Raman modes

Currently, many different 2D materials have been investigated using low-
frequency Raman spectroscopy including graphene [109-112], TMDs [98-103,
113-116], Black Phosphorus [117, 118], ReS, [119], and others. Here, we briefly
illustrate the main aspects of low- and high-frequency Raman spectroscopies for
determining number of layers, stacking configurations, and defects in layered 2D
materials.

Low-frequency versus high-frequency Raman modes For the commonly studied
high-frequency (HF) intralayer Raman modes, which involve vibrations from the
intralayer chemical bonds, the restoring forces are dominated by the strength of these
chemical bonds with only minor influence of the interlayer interactions (Fig. 1.7).
Consequently, the HF modes are not very susceptible to the interlayer coupling. In
contrast, for low-frequency (LF) interlayer Raman modes, each layer vibrates as
a rigid unit and thus their frequencies are only determined by the weak interlayer
restoring forces (Fig. 1.7). The weak nature of interlayer interactions typically renders
their requencies below 100 cm™!. Depending on the direction of vibrations, they are
categorized into two types: the in-plane shear (S) modes and out-of-plane breathing
(B) modes (Fig. 1.7).

For LF vibrations, each layer can be simplified as a ball and the interlayer coupling
can be treated as a spring (Fig. 1.8) [29, 100]. Thus a general linear chain model
(LCM) can be formulated to describe the frequencies of LF phonon modes at different
number of layers, N, for any 2D layered materials with the mass, |, per unit area.
The frequency of the j-th branch S (or B) mode is directly related to layer number,
N, and interlayer shear (or breathing) force constants (K S or KB) (Fig. 1.8).

Low-frequency Raman: fingerprints of thickness The LF Raman peak frequen-
cies change much more dramatically with respect to the number of layers (>30cm™"),
while HF modes show only small shifts about 3 cm™! from monolayer to bulk [117].
The thickness dependence of LF peak frequencies follows the equations described by
linear chain model: either monotonous increase or decrease with the layer number,
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Fig. 1.9 Low- and high-frequency Raman modes for MoS; for different numbers of layers showing
dramatic changes in the LF Raman spectra on the number of layers and only minor changes in the
corresponding HF Raman spectra [100, 113]

rendering them potentially thickness fingerprints for 2D materials. For example, in
the case of MoS, the HF Ezlg and A, Raman modes show only small shifts relative
to bulk MoS; (Fig. 1.9 right) [113], but the LH breathing (B) and shear (S) modes
(Fig. 1.9 left) exhibit large characteristic shifts and spectral patterns [100], which
make them perfect indicators of the number of layers in 2D materials.

Low-frequency Raman: fingerprints of stacking The most stable stacking con-
figuration for 2L TMDs is 2H (also named as AA”). In the case of MoSe; this corre-
spond to the following alignment of atoms: Mo over 2Se and 2Se over Mo as shown
in Fig. 1.10 (left). This stacking configuration is the most common in natural MoSe,
crystals and 2D layers of MoSe, obtained by their exfoliation. The second stacking
configuration the formation energy of which is only 1 meV/atom higher relative to
2H is 3R (or AB) stacking with the following atoms alignment: Mo over Se and



1 Laser Synthesis, Processing, and Spectroscopy ... 21

TMDs: Two Confirmed 2L WSe,
natural stackings by STEM
2H(AN) stacking @ Mo . Experiment

USSL

|
I
l
'
|
I
l

: =
L} g I
i g :2
. g e
' L) 48
, =} s
° z
[7:]
3R (AB) stacking g 14
c £
8 E
=

0 0
10 20 30 40 50 10 20 30 40 50

Raman shift (cm™)

ERRE T o

o

Fig. 1.10 Low-frequency Raman fingerprints of 2H (AA’) and 3R(AB) stacking configurations
in bilayers (2L) of TMDs (e.g., MoS,, MoSe;, WS,, WSe;). Side and top views of TMD atomic
structures for 2H and 3R stackings (left). Atomic resolution STEM images of 2L MoSe; (middle).
Experimental and theoretical LF Raman spectra of 2L WSe; for 2H (red) and 3R (blue) stacking
configurations (right)

:
o
»

the other Mo and Se over the center of the hexagons (Fig. 1.10 left). This stacking
configuration commonly appears in chemical vapor deposition synthesized TMD
crystals. Both 2H and 3R stacking configurations were verified using AR-Z-STEM
and EELS (Fig. 1.10 middle). The other three high symmetry stacking configura-
tions, AB’, A’B, and AA, have formation energies per atom 5.7, 13, and 13.7 meV
higher than that for 2H and do not appear during synthesis, although can be observed
in twisted bilayers at specific twist angles [102].

Due to the small difference between the formation energies of the 2H and 3R
stacking configurations of TMDs it is hard to expect a substantial shift in their
Raman spectra, but the intensities of the LF Raman lines should show large changes
due to different symmetries of the TMD crystals in these two stackings. As shown
in Fig. 1.10 (right) both experimental and simulated Raman spectra show dramatic
intensity changes of LF shear (S) and breathing (B) modes for WSe, when the
stacking changes from 2H to 3R [101].

The number of different stacking patterns increases rapidly with the number of lay-
ers. For example, 6 different stacking configurations are possible for 3-layer MoSe;.
The four of these that can be distinguished by LF Raman spectroscopy are shown
in Fig. 1.11. Three-layer MoSe, has two S modes: S1 and S2, which show unique
intensity dependence on the stacking, while HF modes do not show any substantial
difference (Fig. 1.11) [101]. Similar dependence of LF S modes versus stacking also
exists for 3L graphene [105]. The observed intensities of the LF Raman modes ver-
sus stacking can be explained by density functional theory (DFT) Raman modeling,
group theory, and a generalized bond polarizability model [101, 104].
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Fig. 1.11 Low-frequency Raman fingerprints of different stacking configurations (left) in trilayers
(3L) of MoSe; showing characteristic LF Raman spectra-fingerprints for each stacking pattern

High-frequency Raman: Defect Concentration indicator The key problem in
finding spectroscopic signatures of defects in 2D materials is synthesis of 2D crys-
tals with specific type and number of defects. Recently, a novel laser evaporation
approach was used to directly evaporate MoSe, powder to controllably vary the flux
of vapor to synthesize MoSe; x monolayer crystals with variable number of single
Se vacancies [60]. The concentration and type of vacancies were determined using
Z-contrast atomic resolution STEM imaging (Fig. 1.12). This allowed us to link
Raman spectra to the specific concentration of Se vacancies in MoSe, monolayers.
The observed characteristic red shift of the A, peak in Raman spectra of MoSe;
monolayer with increase of Se vacancy concentration can be predicted by ab ini-
tio calculations (Fig. 1.12) [60]. As a result, the Raman shift of the A, peak and
other characteristic changes in the Raman spectra can be used as an indicator of this
particular type of defects and as well as a measure of their concentration.

In summary (1) Frequencies of LF Raman modes can be used to remotely deter-
mine the number of layers of 2D materials, which can be modeled by a simple linear
chain model and first-principles DFT calculations. (2) Intensities of LF Raman modes
can reveal the atomistic stacking configuration of 2D materials in accordance with
ab initio Raman modeling, group theory and the generalized bond polarizability
model. (3) The commonly studied HF Raman modes reveal the effects of defects,
and can potentially be calibrated to vacancy concentrations in TMDs, and possibly
other 2D materials in accordance with DFT calculations and the empirical phonon
confined model.
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Fig. 1.12 Raman spectroscopy of Se-deficient MoSe, monolayers. The defect type and concentra-
tion were determined using atomic resolution STEM (middle). Experimental and calculated Raman
spectra at different concentrations of Se vacancies (right column). Raman shift of the Ay peak
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1.4.3 Photoluminescence Spectroscopy of 2D Materials

Layered 2D materials have unique optoelectronic properties, which are quite different
from their bulk counterparts. For example, excitons in 2D materials are confined to
a monolayer and the dielectric screening is reduced due to change in the dielectric
environment. As a consequence, the electron-hole (e-h) interaction is enhanced that
results in strong e-h binding, an increased band gap, and even the possibility to
observe charged excitons (trions) at room temperature. In addition, due to the absence
of the weak interlayer interaction in monolayers some of them exhibit a transition
from an indirect band gap in the bulk to a direct band gap for monolayers that produces
a strong enhancement of their photoluminescence (PL) [120, 121]. However, despite
this enhancement observations of this PL. quantum yield in TMD monolayers remain
fairly rare, e.g., only 0.1-1% in MoS, monolayers [120] implying the existence of
efficient nonradiative decay channels.

Since 2D materials are nearly all ‘surface’and usually supported on a substrate,
their PL is very sensitive to the type of the supports [122, 123] and is quite different
compared to suspended material [124]. The main effect of a substrate is charge
transfer, resulting in electron- or hole-doping of 2D layers that is responsible for the
observations of PL from charged excitons (trions) [125].
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Similarly, another important issue affecting PL in 2D materials is defects since
they provide efficient nonradiative decay channels in 2D semiconductors (see review
[126]) An interesting feature, which is specific to 2D materials is the possibility to
compensate the defects using chemical treatments [127, 128]. For example, treatment
of exfoliated MoS, monolayers with an organic superacid increases the PL. quantum
yield up to 95% and the PL lifetime from 0.3 to 10.8 ns [127].

Removing defects from 2D materials is very important for enhancement of their
carrier transport properties, however in some cases defects are beneficial since they
can provide new very narrow spectral features in PL spectra of 2D materials due to
localized states resulting in single quantum emitters (SQE) [129-132]. Controlling
the location and type of defects responsible for SQEs is a current strategy being
developed for future quantum information applications. Therefore, understanding
the types of defects and their effects on the optical properties of 2D materials is a
very important topic of research.

Here, we will use an example of Se-deficient MoSe, to discuss the clear defect-
related bands that appear in low- temperature PL spectra. Although, there are many
different ways to introduce defects in 2D materials, e.g., ion beam irradiation [133],
plasma treatments [134], etc., these approaches commonly introduce many different
types of defects, which makes very difficult to assign the spectral features to the
specific defects in PL spectra. However, as discussed above recently we showed that
it is possible to synthesize 2D materials with specific defects, i.e., MoSe, monolay-
ers with variable concentration of Se vacancies (up to 20 at.%) [60]. Although the
room temperature PL band of Se-deficient MoSe, exhibits only a small blue shift
without the appearance of any pronounced additional bands related to defects, the
low-temperature PL spectra at 4 K show an intense defect-related band at 905 nm
(1.37 eV) (Fig. 1.13). Moreover, with increasing concentrations of Se vacancies this
band becomes the main feature of the low-temperature PL spectrum as shown in
Fig. 1.13c. In addition, the low-temperature PL spectrum shows 3 bands related
to free excitons (756 nm, 1.64 eV), trions (780 nm, 1.59 eV), and bound excitons
(811 nm, 1.53 eV). PL mapping at 4 K shows that the defects are distributed uni-
formly along the MoSe, monolayer surface (Fig. 1.13f) except at the edges, where
the defect concentration drops significantly, and as a result the free exciton emission
dominates (Fig. 1.13g). Since the edges of the crystal is where growth occurs, this
result indicates that Se-vacancy defects in MoSe; crystals do not develop during the
earlier stages of growth.

Another way to create specific defects in TMDs is to substitute metal atoms. For
example, Mo atoms in MoSe; can be isoelectronically substituted with W atoms that
provide traps for free excitons, which results in the appearance of new bands in the
low- temperature PL spectra of these monolayers [135].

In summary (1) Advanced synthesis methods permit monolayer growth with
variable concentration of specific defects. (2) The combination of atomic resolu-
tion STEM characterization with measured low-temperature PL spectra and theory
allows the assignment of PL bands to specific defects. (3) Low-temperature PL mea-
surements provide characteristic fingerprints of specific defects in 2D materials. (4)
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Fig. 1.13 Low temperature PL spectroscopy of MoSe, monolayers with the variable number of
specific defects (Se vacancies). a, b Optical microscope images of MoSe; monolayers with 20%
and 5% of Se vacancies, respectively and ¢ their corresponding PL spectra measured at 4 K. d
Deconvoluted low-temperature PL spectrum shows 4 bands related to free excitons (1.64 eV), trions
(1.59 eV), bound excitons (1.53 eV) and defects (1.37 eV), which positions and intensities depend
on the location within the MoSe; crystal as shown in (e). f, g Low-temperature PL. maps plotted by
integrating the PL intensities within the highlighted regions 1 and 2 in (d, e) corresponding to the
defect (1) and the free-exciton (2) bands and showing much smaller concentration of Se-vacancies
at the edges of the MoSe, crystal

Low-temperature PL. mapping reveals the spatial distribution of defects in 2D crys-
tals.

1.4.4 Second Harmonic Generation Microscopy of 2D
Materials

Second Harmonic Generation (SHG) provides another powerful method to charac-
terize 2D materials. The SHG intensity is very sensitive to crystal symmetry. In the
dipole approximation SHG can be generated only in non-centrosymmetric crystals
so it provides a useful method to assess crystal symmetries and structural phase
transitions. The SHG can provide information on many important parameters of
2D materials including crystal orientations [136—140], layer stacking configurations
[141-144], size of single-crystal domains [144], grain boundaries [144, 145], and
even electronic structure [137]. The attractiveness of SHG for the study 2D crystals is
also based on the strong SHG signal obtained despite the atomic layer thicknesses of
the crystals. For example, the measured nonlinear susceptibility in WS, monolayers
is three orders of magnitude larger than that for common nonlinear optical crystals
[138, 140].

SHG is being developed to understand the growth orientations of TMD cyrstals
on different substrates. Here we first examine WS, monolayer crystal growth on
patterned substrates using SHG polarization microscopy. Figure 1.14 shows the polar
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plot of the second harmonic (SH) intensity versus WS, monolayer crystal orientation
relative to the laser polarization as schematically shown in Fig. 1.14b. Since the
existence of the nonlinear polarization (NLP) requires the absence of the inversion
symmetry, at 0° (zig-zag direction) the NLP is zero since the crystal shows inversion
symmetry along this direction as shown in Fig. 1.14b. However, if we rotate the
crystal by 30° the arm-chair direction becomes parallel to the laser polarization, the
inversion symmetry disappears, and this crystal orientation exhibits maximum NLP.
This simple concept of changing NLP can be also applied to understand SHG in
bilayers of TMDs as shown in Fig. 1.14c, d for the case of WS, bilayers. One can
see that in the case of 2H stacking the total NLP is cancelled since the NLP of the
individual layers pointing out in opposite directions (Fig. 1.14c). However, in the case
of 3R stacking the total NLP amplifies since the individual NLPs are pointing in the
same direction. The SH signal for the number of layers >2 also can be qualitatively
predicted based on the NLP behavior of the individual layers.

Figure 1.15 illustrates an example of using SHG to reveal the growth mode of
WS, monolayer crystals on patterned substrates where strain is introduced by growth
over posts of different height. For small strains, the uniform SH map and the equi-
lateral triangular shape of the crystal indicates that the crystal can maintain its single
crystallinity. However, for large strains the many small crystal grains formed with
different orientation are evident in the map of SHG intensities (whereas SEM or
AFM images of the crystal would not reveal this).

In summary (1) The nearly three orders of magnitude higher nonlinear suscep-
tibility of 2D TMDs compared to common nonlinear crystals makes SHG a very
attractive technique to characterize 2D materials. (2) SHG can provide informa-
tion on 2D crystal orientations, layer stacking configurations, size of single-crystal
domains, and grain boundaries.

1.4.5 Ultrafast Spectroscopy of 2D Materials

Ultrafast spectroscopy of 2D materials addresses the very important aspect of the
dynamics of elementary excitations and carriers in these materials. Recently, this
topic has been reviewed by Ceballos et al. [26] Ultrafast processes in many differ-
ent 2D materials have been studied including the most investigated case of MoS,
[146-151] as well as many others: MoSe, [152] WS, [153-156], WSe, [157, 158],
ReS;,[159], and Black Phosphorus [160]. In the simplest case, laser excitation of
2D materials can create narrow distributions of excited electrons and holes, which
then thermalize, cool, and then can combine to form quasiparticles such as excitons
and trions, which can recombine to yield the characteristic PL signals that were pre-
viously discussed. Of course, quasiparticles can be directly generated by the laser
excitation, and the ratio of direct to indirect formation depends upon interactions
with the substrate, adsorbates, and other layers, etc. as previously discussed. The
characteristic time scales for these processes in atomically-thin 2D materials are
expected to be different from those measured in their bulk counterparts due to the
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Fig. 1.14 SHG polarization microscopy of a WS, monolayer crystal. SHG measurements were
conducted using a 40 fs Ti:Sapphire laser (Micra, Coherent) at 800 nm and 80 MHz repetition
rate. The laser beam was passed through a half-wave plate mounted in a rotation stage and was
directed into an upright microscope (Olympus) and focused onto a sample surface using a 100x
microscope objective (Numerical Aperture: NA=0.9) to a~1 pwm spot. The laser energy at the
sample surface was ~0.1 mW. The SHG light was collected in backscattering configuration using
the same objective and was directed to a monochromator (Spectra Pro 2300i, Acton, f=0.3 m)
that was coupled to the microscope and equipped with a 150 grooves/mm grating and a CCD
camera (Pixis 256BR, Princeton Instruments). Before entering the monochromator the SHG light
was passed through a short-pass cut-off filter (650 nm) and a polarizer to filter out the fundamental
excitation light at 800 nm and to select the SHG polarization parallel to that of the excitation light.
a Polar plot of the second harmonic (SH) intensity versus crystal orientation relative to the laser
polarization as schematically shown in (b), dots and the blue solid line show the experimental
points and fit with sin?(3(¢ + ¢)), respectively. Inserts show optical microscope images of a WS,
monolayer crystal at 0°, 30°, 60°, and 90° relative to the laser polarization. At 0° (zig-zag direction)
the nonlinear polarization (NLP) is zero since the crystal shows inversion symmetry along this
direction (see b). However, at 30° (arm-chair direction) the inversion symmetry disappears and this
crystal orientation exhibits maximum NLP. ¢ Cancelation of NLPs in bilayer WS, in the case of
2H stacking configuration resulting in zero SH intensity. d Doubling of NLP in the case of 3R WS,
stacking leading to strong increase of SH signal. The SH signal for the number of layers >2 can be
qualitatively understood based on the NLP behavior (see also [145])

aforementioned strong enhancement of interactions between electrons and holes due
to reduced dielectric screening. Therefore one should expect considerable shorten-



28 D. B. Geohegan et al.

Variable length Si0, 5 11 11 Sio
I

posts on Si substrate | si

SHG imaging of WS, monolayer crystals

Fig. 1.15 An example illustrating how SHG mapping of two triangular WS, monolayers can infer
crystalline grain orientations. When crystals grow over short 18 nm-tall posts patterned on SiO2
substrates, they maintain a constant crystalline orientation (right), which is not the case (left) when
crystals grow around tall posts, and many smaller grains of varied orientation result in SHG intensity
variations consistent with Fig. 1.14

ing of the lifetimes for such major interactions as electron-electron, electron-phonon,
electron-defect, and electron-quasiparticle scattering.

The timescales for these processes are revealed using ultrafast laser excitation and
probing. For example, using 10 fs visible laser pulses in their pump-probe setup, Nie
et al., revealed that carrier thermalization in few-layer MoS, occurs within only 20 fs
after excitation, followed by cooling with the characteristic time of ~0.6 ps [149].
Recently, Ceballos et al., showed that the time-scale for exciton formation in TMD
monolayers is ~0.3-0.5 ps [161]. When excitons are formed (directly or indirectly)
they diffuse and become subject to a variety of loss processes including radiative
recombination that results in observable PL, as well as nonradiative recombination,
exciton-exciton annihilation, etc. It should be emphasized that the major problem in
ultrafast pump-probe spectroscopy experiments is the interpretation of the observed
transient signals, which is commonly based on exclusion of a possible set of compet-
ing processes. For example, fs-transient absorption measurements showed that decay
of the A exciton in MoS; monolayers exhibited three characteristic decay times, i.e.,
24 ps, 30-80 ps, and 300—1000 ps. These three lifetimes were tentatively assigned
to trapping of excitons by defects, carrier-phonon scattering, and direct electron-hole
recombination, respectively [147]. However, other measurements showed different
lifetimes (see discussion in Review [26]). This situation is not surprising since the
exciton decay dynamics in monolayers are heavily dominated by defects, and the het-
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erogeneity inherent in samples used in different studies can exhibit different types
and concentrations of these defects.

2D materials also provide a unique opportunity for controlling the spin of pho-
toexcited electrons using circularly polarized light, where spin can be used to process
information for spintronics applications (see Review [162]). This is based on the spin-
valley selection rules where right- and left-polarized light can excite only specific
valleys labeled K and —K in hexagonal lattices of TMDs [163]. To measure valley
dynamics in TMDs polarized ultrafast measurements were employed that revealed
very short spin lifetimes (in the order of a few ps) for variety of different TMDs
including MoS, [148, 164] and WS, [153] (see also Review [26]). However, the
valley-polarized exciton dynamics changes considerably in stacked heterobilayers
of TMDs. Recently Rivera et al., demonstrated that valley-specific interlayer exci-
tons created with polarized optical excitation have very long valley lifetime of 40 ns
in WSe,-MoSe; bilayers [165].

Another interesting phenomenon that has been revealed by ultrafast laser spec-
troscopy is a very efficient electron-hole separation between different layers in
stacked hetero-bilayers of TMDs, which occurs through extremely fast (in the order
of few tens of fs) charge transfer between the monolayers [166—168]. This is sur-
prising since the layers are well separated and the van der Waals interaction between
the layers is relatively weak. Recently, Zheng et al., using ab initio non-adiabatic
molecular dynamic calculations revealed that ultrafast interlayer hole transfer could
occur through phonon-assisted mechanism within only 20 fs for the case of type II
band alignment in MoS,/WS, bilayers [169].

Here, we consider an interesting example of a hybrid 2D/OD system that also
exhibits ultrafast charge transfer [170]. Figure 1.16 shows schematic of the creation
of the A exciton in a WS, monolayer followed by ultrafast electron transfer to a
monolayer of CdSe-core/ZnS-shell quantum dots (QD) deposited on the top of the
WS, monolayer, which results in formation of hybrid excitons where holes reside
in the WS, layer and electrons are transferred to reside in the QDs (Fig. 1.16 a,
b). In this case, the QDs had a CdSe core (~4 nm), ZnS shell (~2 nm), and ~2 nm
octadecylamine capping ligand for a total average size of ~8 nm. By using a tunable
40-fs pump laser from an OPA, and the broadband 40-fs probe beam at variable time
delays (as shown in Fig. 1.6b) a new absorption band could be observed within the
region occupied by the quantum dots on the 2D crystals (and not from either com-
ponent alone) after pump laser creation of the hybrid excitons [170]. By observing
the depletion dynamics of 2D-X, exciton ground state absorption and the 1S tran-
sition in quantum dots, the timescale for this process was shown to be comparable
to that of the pump laser pulse (blue dashed line in Fig. 1.16¢), i.e., ~45 fs. Such
efficient transfer of energy, leading to weaker-bound hybrid excitons, may be useful
for photovoltaic and sensing applications.

In summary: (1) Ultrafast laser spectroscopy and especially, fs-laser pump-probe
approach reveal the time scales for formation and decay processes of basic elemen-
tary excitations and charge carriers in 2D materials such as formation of excitons,
biexitons, and trions (charged exciton); electron-electron scattering, electron-phonon
scattering, electron-defects scattering, electron-quasiparticles scattering, etc., and
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Fig. 1.16 a Schematic of a hybrid exciton formation in a 2D/0D heterostructure composed of a
WS, monolayer and a single layer of CdSe-core/ZnS-shell quantum dots. b Energy level diagram
showing formation of hybrid excitons. ¢ Depletion dynamics of 2D-Xa exciton and 1S transition
in quantum dots upon X excitation [170]

can establish the preferential decay channels of these quasiparticles. (2) The major-
ity of these processes in 2D materials occurs faster compared to those in their bulk
counterparts. (3) Dynamics of spin selective excitation were investigated in TMD
monolayers through addressing different valleys in hexagonal TMD lattices using
circular polarized fs-laser pulses (very fast spin relaxation, ~a few ps) and in TMD
heterobilayers, where remarkably long lifetimes of valley-specific interlayer excitons
were measured (~40 ns). (4) It was found that a very efficient electron-hole sepa-
ration between different layers in stacked hetero-bilayers of TMDs occurs through
extremely fast (in the order of few tens of fs) charge transfer between the monolayers.
(5) However, many competing ultrafast processes in 2D materials and difficulties with
comprehensive theoretical interpretation of the excited state dynamics are hindering
wider application of this important approach to characterization of 2D materials.

1.5 Summary

In summary, we have discussed the advantages and advances of laser interac-
tions to understand and control the synthesis, processing, and characterization of
atomically-thin 2D materials. The key questions for the synthesis and processing
of 2D materials were presented, and mainly involve the heterogeneity inherent in
these materials resulting from different synthesis techniques—that is, point defects,
grain boundaries, substitutional or intercalated dopants or impurities, uncontrolled
layer nucleation, adsorbates and substrate interactions. Laser interactions provide
non-equilibrium conditions and kinetic pathways to address these heterogeneities,
both during synthesis and in post-processing. At the same time, laser interactions
are being developed to provide real-time and remote spectroscopic characterization
of these heterogeneities. In close conjunction with predictive theory and atomistic
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characterization techniques such as STM and AR-Z-STEM that can measure atomic
positions and composition, laser spectroscopy is providing the link between pre-
dicted electronic and vibrational spectra and the optoelectronic properties resulting
from heterogeneity. The abilities to: (1) atomistically “see” all the atoms in a mate-
rials system, (2) tractably computationally model them with first principles theory,
and (3) remotely characterize their optoelectronic properties with laser spectroscopy
presents a unique practical platform to help achieve a priority research direction
in synthesis science to “integrate emerging theoretical, computational, and in situ
characterization tools to achieve directed synthesis with real-time adaptive control
[43].” Through the use of laser spectroscopy with real-time measurement of growth
kinetics and materials properties, mechanistic control over 2D materials synthesis can
be obtained through the development of growth models [171] and automated explo-
ration of parameter space [172]. Ultimately, through machine learning and artificial
intelligence, this platform may provide a means to autonomously explore materials
synthesis [173] in the “building block™ approach envisioned for 2D van der Waals
heterostructures [2].
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Chapter 2 )
The Role of Defects in Pulsed Laser Geda
Matter Interaction

Oskar Armbruster, Aida Naghilou and Wolfgang Kautek

Abstract Laser nano- and micromachining exhibits multiple technological
applications particularly in cyber physical production systems, where the integrity
of production processes has to be maintained (e.g. in the implementation of Industry
4.0). Key characteristics of laser processing, such as the ablation threshold was com-
monly related to the fundamental parameters (fluence, pulse number, and irradiated
area) by empirical adaptation and optimization. The description of the pulse number
dependence (incubation, laser-induced defects) and the irradiation area dependence
(intrinsic defects) of the threshold fluence still resorts to phenomenological models.
This deficit can be resolved by a combined description of pulse number and beam
radius based on a model involving high density and low density defects in the solid
material. This extended defect model can describe single and multiple nanosecond
and femtosecond pulse ablation experiments on various technological materials such
as polystyrene, monocrystalline silicon, and stainless steel. While this model allows a
quantification of the laser-induced threshold fluence in dependence of pulse number
(incubation) and irradiated area (beam radius), the physical mechanisms involved in
the interaction between light and defects, be it intrinsic or laser-generated, are still
marginally understood. Further experimental and theoretical effort in this direction
is aiming at the provision of the deterministic understanding required in any field
applying intense laser light with multiple pulses and various spot sizes, which is
essential in e.g. laser cutting, drilling, marking, engraving, hardening, and welding.

2.1 Introduction

Laser induced damage (LID) is a topic as old as the laser itself. The gain medium
of the first operational laser was a ruby rod with silver coatings on both ends [1].
One year later, the laser pioneers indicated that the laser light burns holes into the
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silver coating [2]. Years after, LID has become one of the key characteristics of
optical components. With the widespread use of lasers and especially high-power
lasers, determining a LID-threshold (LIDT) for optical materials has developed into
an important field of research. Since 1969, an annual conference exclusively devoted
to LID is held in Boulder, CO. The conference series was initiated by Glass and
Guenther, and is now organized by SPIE.

Quite contrary, LID can also be an intended process, e.g. in laser machining. The
ablation of a metallic coating which is considered as damage on laser mirrors can
be intentional in laser processing. Thus, laser-induced damage and laser processing
rely on the same physical mechanisms.

The interaction between an optical beam and a material depends on the laser
parameters (wavelength \, pulse duration t, pulse repetition frequency f'), the beam
radius w, the ambient conditions, the mounting conditions (e.g. bracing), and the
optical, mechanical, and thermal properties of the material irradiated.

Even for transparent materials, the damage threshold is most likely linked to ther-
mal phenomena for nanosecond pulses up to continuous wave (CW) irradiation [3].
In this scenario, the onset of modification and/or ablation is related to melting and/or
vaporization of the material. For highly transparent materials (e.g., fused silica, dia-
mond, quartz, sapphire), other damage mechanisms come into play before primarily
thermal effects take place. These are dielectric breakdown (ps to ns), avalanche ion-
ization (ps), and multiphoton absorption (sub-ps).

Generally, absorption of optical energy will ultimately cause a rise in temperature,
leading to thermal expansion, strain, birefringence, movement of internal defects,
cracking, melting, and catastrophic shattering. Short pulse durations may also cause
nonlinear absorption, electro-optic effects, second harmonic generation, optical para-
metric oscillation, and self-focusing. These effects may add to the amount of energy
absorbed and reduce the LIDT. A combination of these mechanisms may add up to a
change of the beam shape, induce birefringence, and shatter or melt the component

[3].

2.2 Intrinsic Defects

Defects are known to severely lower the local LIDT [4-7] and can be distinguished
in two main categories. Structural defects (cracks, scratches, voids, etc.) and impu-
rities. On the one hand, defects may be present in the raw material itself. On the
other hand, surface processing, such as polishing, also introduces defects. A near-
surface layer undergoes modifications due to chemical reactions, incorporation of
polishing materials, and surface marks from the polishing aid. This cumulates in
reduced mechanical strength, enhanced absorption, and light trapping. From a crys-
tallographic point of view, every surface is a defect. Thus, the electronic structure at
a surface is significantly different from the bulk. The calculated electronic structure
of a finite SiO; crystal [8] shows the presence of surface quantum states within the
band gap that permit single-photon ionization by 351 nm (3.5 eV) photons.



2 The Role of Defects in Pulsed Laser Matter Interaction 41

laser beam =
€ =n2 r\ 1 EO
P cylindrical @
spherical groove c crack

pore

Fig. 2.1 Representative geometries for electric field enhancement near pores, scratches, and incip-
ient cracks. Typical dimensions are r = 0.1 pum, ¢ =0.1 pm, and a = 1 pm [4]

Optical damage can arise on the surface and within the bulk of a material. As sur-
faces are often exhibiting a higher density of microscopic defects than bulk material,
their LIDT is usually lower and may heavily depend on the exact surface treatment.
Scratches or traces of contamination can lower the LIDT significantly [4].

Light absorption is made up of two parts: material intrinsic absorption and defect
absorption [9]. The progress in optical materials engineering continuously reduces
the number and size of absorbers in optical materials used for laser applications. Still,
with ever-increasing optical intensities, even nanoscale absorbing defects continue
to be a major source of damage [3].

A typical type of damage, which can be observed on e.g. dielectric coatings of
laser mirrors and in bulk media is the occurrence of small isolated defects, which
cause increased scattering losses. They can be linked to nanoscale defects introduced
already in the manufacturing process. Such point defects may be too small to be seen
even under a microscope, and nevertheless act as seeds for laser-induced damage,
creating preferential damage sites [10].

The interaction of laser light with structural defects and absorption has two main
aspects in relation to laser damage: Energy absorption can generate thermal and
mechanical effects (e.g. heating, melting, evaporation, fracturing). The field strength
of the laser pulse can be enhanced in the vicinity of the defect, which consequently
affects modification of the host material [3].

2.2.1 Field Enhancement by Structural Defects

Structural defects (cracks, voids, inclusions, local stress concentration) can sig-
nificantly increase the local electric field strength and thus lower the macroscop-
ically measured LIDT. The prototypical work of Bloembergen [4] presents the field
enhancement properties of cracks, grooves, and voids (Fig. 2.1).

Enhancement factors are calculated for voids, grooves, and cracks (Fig. 2.1) with
dimensions of a few . Considering that the intensity scales quadratically with the
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electric field and assuming a typical refractive index n = 1.5, field enhancements
between ~5 for cracks and ~1.5 for voids are obtained. Significantly larger field
enhancement factors are expected for cracks with a width much smaller than the
wavelength [11]. It is unclear if the field enhancement caused by a structural defect
alone can overcome the intrinsic LIDT of materials free of absorbing defects [12].
The enhanced field near the defects may lead to reduced damage thresholds through
increased absorption by inclusions that were trapped during surface treatment.

Additionally, multiple reflections of light inside a crack can dramatically increase
the intensity [8]. Corresponding enhancement factors can exceed 100 for favorable
conditions (polarization, feature dimensions, angle of incidence).

In experiments with a nanosecond dye laser, optical grade polished dielectrics
were studied. The damage threshold was measured by photoacoustic probe beam
deflection and the effect of surface roughness on the onset of damage was investigated
[7]. The authors propose that the correlation of rough materials with low damage
thresholds is due to multiphoton surface ionization as the principal energy coupling
process. Polished materials exhibit a more random behavior, as would be expected
for avalanche breakdown. The defect states can also, via single photon absorption,
lead to local heating with the consequence of thermal strain or thermal desorption.
This increases the defect density and, in turn, facilitates absorption.

2.2.2 Field Enhancement by Impurities

Besides structural defects, embedded particles can also serve as centers of field
enhancement. Field enhancement factors near a particle increase with diminishing
size of metallic particles and with increasing size of dielectric particles [13]. The
latter is due to focusing of light by large dielectric spheres. Non-absorbing defects
can also serve as positive or negative lenses for the incident laser light [14] due to
their refractive index difference from the surrounding medium. The light intensity
enhancement is dependent on the refractive index and geometric arrangement of the
defects.

Nonlinear self-focusing arises from a heterogeneous refractive index of a material.
Temperature rise, stress, and distortion due to laser radiation can change the refractive
index of a material and make it act as a focusing lens, which also leads to an electric
field enhancement [15].

2.2.3 Thermal Damage by Absorber Impurities

The study of localized absorber-driven damage considering energy transfer from a
laser heated defect to the host material by heat conduction was first described for
metallic absorbers [16], and then for absorbers with various thermal and optical
properties and geometries [17-20].
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Assuming an ideal boundary (no thermal resistance) between absorber (a) and
matrix (h), the heat equation for the spherically symmetric problem is given by
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where a is the radius of the particle, § is the thermal diffusivity, k is the thermal
conductivity, r is the radial coordinate, S is the source term, ¢ is time, and 7 is the
temperature. The interface between the absorber and the matrix is characterized by
the boundary conditions

T.(a) = Ti(a) 2.3)

k(e = by (2T (2.4)
‘ ar r=a - ar r=a. .

Solving the heat diffusion problem can be simplified by assuming homogeneous
energy deposition (and thus temperature) inside the absorber [20, 21]. This is valid
for small, strong absorbers (metals) and larger, weak absorbers (dielectrics). This
approximation allows to simplify the boundary conditions. The energy deposited
inside the absorber is equal to the increase in the absorber’s heat content corrected
by the heat flux through its surface:

1) = 2pcoa2E 4oy (XX 2.5)
= ZPalga\ — - ~ .
v 3° or ) )

Here, C, is the heat capacity, y is the absorptivity, I is the optical intensity, and
pg 18 the density. A simple expression for the temperature of the absorber heated by
a temporally rectangular pulse is given by Chan [21]
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Fig. 2.2 Inclusion 0.7 ; ; ; ; ;
temperature induced by a
rectangular laser pulse for
absorbers of different sizes.
Particle size a is normalized
by the effective thermal
diffusion length. D is the
thermal diffusivity and t is
the laser pulse duration. An
absorber with a size
comparable to the effective
diffusion length is heating
the host material most
efficiently [22]

Temperature (a.u.)

where F is the fluence of the pulse. Figure 2.2 shows the temperature as a function
of absorber size normalized by the effective thermal diffusion length.

A finite absorber sized similar to the effective diffusion length is most effective in
respect to heating due to an optimum surface to volume ratio. LIDT and host thermal
conductivity scale inversely due to the slower heat removal [17, 19].

Absorption is initiated at defects embedded in the host material. This can lead to
a higher absorptivity in the adjacent volume, thus increasing the deposited energy
and leaving the material more susceptible to catastrophic and macroscopic failure
by consecutive pulses [23]. Experimental evidence was obtained for gold nanopar-
ticles embedded in a silica layer [24]. Small craters appeared at the locations of the
nanoparticles upon ultraviolet (UV) pulsed laser irradiation with fluences just above
the LIDT. The crater is significantly wider than the particle size as revealed by atomic
force microscopy (AFM, Fig. 2.3). This phenomenon was interpreted as absorption
taking place outside the absorbing particle, and is termed absorption delocalization.

Several possible mechanisms and variants of absorption delocalization exist. It
was suggested that heating of the host material in proximity to the absorber causes
the absorption coefficient to increase [25]. Furthermore, the band gap changes with
temperature (e.g. from 8.5 to 7.0 eV for temperatures from 4 to 1873 K [26]) pro-
moting photoexcitation. Electron-phonon relaxation causes the surrounding material
to be heated as well, initiating a chain reaction and ultimately delocalized material
removal.

Another mechanism is termed photoionization thermal explosion [27-29]. The
absorbers are thermally heated to high temperatures of the order of 10* K so that
energetic black body radiation is emitted. This radiation can be absorbed by the host,
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Fig. 2.3 AFM image of a
silica film with embedded
gold absorbers (8.4 nm) after
irradiation by a single

4.6 cm™2 laser pulse [24]

creating free carriers. These are further heated by the laser pulse, eventually leading
to damage. Besides the emission of energetic photons, hot particles can also emit
electrons which, in turn, can absorb laser radiation.

2.2.4 Irradiation Area Dependence of Laser-Induced
Threshold Fluences

Although the fluence is specified as laser pulse energy per beam area, it may not
be an independent quantity. Actually, the size of the illuminated area influences the
threshold fluence. This effect was studied to a limited extent, and mostly in the
context of damage to (transparent) optical materials, such as glasses [30, 31] and
optical coatings [32]. An early work discussing the impact of the illuminated area on
the modification threshold was performed with a nanosecond pulsed ruby laser on
dielectric coatings [32]. The spot size was varied from 52 to 250 wm and the impact
on the modification threshold was examined. A decrease in threshold fluence by a
factor of at least two was observed (Fig. 2.4).

The experimental findings are supported by a model accounting for the stochastic
nature of defect distributions in the absorption volume, lowering the threshold from
F; of the intrinsic (defect-free) material to a defect-mediated threshold Fy. Possible
mechanisms for a lowered threshold in the vicinity of defects are discussed above.
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Fig. 2.4 Spot-size dependence for single half-wave-thick (left) and quarter-wave-thick (right) films
of ZnS on glass substrate. The experimentally observed threshold fluence decreases by more than
a factor of two [32]

The model relies on the assumption that the surface of a material is covered with
randomly (Poisson) distributed point-sized defects. If a defect is irradiated with
a fluence greater than the threshold for defect-mediated modification Fy4, surface
modification occurs.

According to Poisson’s statistics, the probability P, to find n randomly distributed
defects on a surface with an area A is given by

(o A)"
- n!

P, exp(—o A) (2.8)

where o is the areal density of defects on the surface. From this, it can be concluded
that the probability to find zero defects in the area A is given by

Py = exp(—o A). (2.9)

On the other hand, it is trivial that the probability to find 0 < n < oo defects in
the area A is unity. Thus, the probability to have at least 1 defect in A is

o0 [e.¢]
Plow=) Pi=)Y P—Py=1-exp(—o A) (2.10)
n=1 n=0
The fluence F of a Gaussian beam is given by

r2
F(r) = Fy exp <_2ﬁ> @2.11)

where w is the exp(—2) Gaussian beam radius, r is the radial distance from the center
of the beam, and F is the fluence in the center of the beam. Solving this equation
to r and calculating the area A = r? 1 yields the area in which the fluence is greater
than F for a beam with a maximum fluence of F:
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2 F,
A(F, Fy) = % In (%) (2.12)

Thus, Ag(Fo) = A(Fq4, F) is the area in which the fluence is sufficient to modify
the material in case of the presence of a defect.

Combining 2.10 and 2.12 yields the probability to irradiate at least one defect
with a fluence greater than Fg:

(—twlmo)

Fy 2

p=1-(2 (2.13)
Fy

The lines in Fig. 2.4 were calculated on the basis of this model and provide a
good description of the experimental data. Furthermore, the mean distance between
defects determined via electron microscopy (dashed lines) is in good agreement with
the defect density obtained by fitting 2.13 (solid lines).

2.3 Laser-Generated Defects

It has been acknowledged since the early days of laser-matter interaction studies
[33] that the threshold fluence at pulse numbers N > 1, Fy(V), is lower than the
single pulse threshold fluence F,(1) for most experimental conditions and materials
[10], including metals [34—36], semiconductors [37, 38], and dielectrics [39-43].
In other words, repeated irradiation below the single pulse threshold fluence can
still cause damage. One of the early works in this field was performed on single
crystal quartz and two types of fused silica under single and multiple pulse laser
irradiation at 1064 and 532 nm [44]. A memory of preceding laser pulses has been
indicated. The observed macroscopic failure after many pulses was attributed to arise
from the accumulation of microscopic changes in the material brought about by the
preceding pulses. It was also shown that such an accumulation mechanism requires a
minimum incident intensity to initiate or support the growth of microscopic changes
or damages. The authors propose a binomial distribution but indicate that this model
does not fit their data and a peaked distribution would be more suitable.

Later, this memory effect was denoted incubation during experiments with
poly(methyl methacrylate) (PMMA) and polyimide. Calculations considering a
dynamic model and the sum of the concentration of absorbed photons was suggested
[45].

Perhaps the most well-known model for incubation is the phenomenological
description proposed by Jee et al. [34]. In this work, the incubation behavior of
single crystal metal surfaces was investigated with nanosecond pulses at 1064 nm
wavelength. The authors justified their incubation model with the following: “If we
redraw the damage fluence curve in another way, we can get a damage accumulation
curve. This accumulation curve is used to examine the effect of cumulative laser
action on metal surfaces. The y axis is the log of the product of the N-pulse dam-
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age threshold, Fy, and the incident pulse number, N [log(Fn N)]. The x axis is the
log of the pulse number (log N). The plot [...] shows straight lines for the various
chemically polished Cu surfaces. From this linear segment of the damage accumu-
lation curve, we can derive the cumulative equation Fy = F; N S—1 where F; is the
single-shot damage threshold and S is the slope of the accumulation curve.” This is
depicted in Fig. 2.5. Actually, this incubation model is purely phenomenological and
is not based on a physical process. It however follows the trend observed in numerous
experiments.

The majority of laser processing studies are merely restricted to fitting the experi-
mentally obtained threshold fluences F, (V) according to this damage accumulation
model [34]:

Fn(N) = Fa(1) N"* (2.14)

This equation allows a quantification of the incubation phenomenon by the empir-
ical incubation parameter £&. However, it does not provide an insight into the under-
lying physical and chemical mechanisms. £ = 0 describes the case where Fy(N) is
identical to Fy,(1) (the material does not incubate). On the other hand & > 0 describes
the case where F,(NV) < Fi, (1).

An alternative incubation model was proposed for fused silica (amorphous silicon
dioxide, a-Si0;) and yttrium lithium fluoride (LiYF,, YLF), where the threshold
fluence starts to level off at Fy,(00) for high pulse numbers (Fig. 2.6) [46].

An irradiation at a fluence of F,(00) would require an infinite number of pulses
to initiate defect accumulation: [46]

Fin(N) = Fin(00) + [ Fin(1) — Fn(00)] exp [-§(N — 1)] (2.15)
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In the fluence region F' < F,(00), no macroscopic damage would occur at any N.
In this model, the F,(00) plateau is reached at lower N for materials with higher £.

Both above mentioned models are empirical in nature. They allow a quantification
of the incubation by a parameter &.

A recent incubation model allows the description of more complex F,(N) depen-
dences (Fig. 2.7), however, requiring many free parameters [47]. It was assumed that
incubation is controlled by an increase of the energy deposition per pulse (absorp-
tion) and/or a decrease in the critical energy needed to damage/ablate the material
during the pulse train. In the absence of relaxation, the N-pulse threshold fluence is
described by Sun et al. [47]

Fa(1) = | Fa() = Fa(00)(1+42) [{1 = exp[—y F()(N = DI}

Fa(N, F) = L+ 221 — exp[—B F(r)(N — D]}

(2.16)
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where Aa/a, B, and y are free parameters depending on the material. An exem-
plary application of this model to bulk and thin-film aluminum is given in Fig. 2.7.
This model yields a relatively good fit with the complex shaped experimental data.
However, physical insights into the difference of the incubation mechanism between
thin-film and bulk are still not possible.

These three models leave the mechanisms of incubation still widely speculative.
Some deeper insight was provided by investigations at a number of materials at
certain laser parameters.

2.3.1 Dielectrics

It is generally accepted that incubation of dielectrics involves the formation of color
centers which alter the optical absorptivity [48]. This interpretation is based on
experimental evidence obtained from nanosecond UV irradiation of PMMA [40, 49,
50] and materials for UV optics [51, 52] (e.g. fused silica, CaF,, LiF, MgF,, BaF,)
by means of Fourier transform infrared spectroscopy (FT-IR) [40], UV transmission
spectroscopy [40, 49], and mass spectrometry [50].

Photothermal displacement (PTD) was employed to study the incubation behavior
of dielectric coatings by measuring residual absorption after the illumination with
single nanosecond UV laser pulses [48]. The incubated volume was not visible, either
by eye or with a microscope. The PTD patterns showed enhanced absorption of an
intensity modulated Ar* laser beam (wavelength 514 nm) which leads to periodic
local heating followed by thermal expansion. The top hat profile of the excimer
laser beam is well reproduced, although the observed structure is about 20% wider
(Fig. 2.8). This enlargement is caused by light scattering and/or color center diffusion.
The absolute increase in absorption is proportional to the energy deposited in the
irradiated volume. The microscopic nature of the light absorbing defects generated
by the UV radiation is presently not understood in detail [48].

Similarly, UV nanosecond pulse laser irradiated PMMA was investigated with UV
and infrared spectroscopy (Fig. 2.9) [40]. The UV spectrum of irradiated PMMA
shows a steep increase in absorption over a wide range of wavelengths, up to the
visible. After 1000 pulses, the transmission at 248 nm has dropped to less than
6% of its initial value. This indicates significant chemical changes revealed by IR
spectroscopy. The most important effect is the formation of unsaturated species also
revealed by a strong fluorescence. Unsaturated compounds are known to absorb at
longer UV wavelengths than their saturated derivatives. Sub-threshold irradiation of
PMMA also leads to a reduction in molecular weight by backbone cleavage [50]. It
was assumed that C=C bonds at chain ends represent defect centers increasing the
absorption coefficient thus lowering the ablation threshold. The mass spectrum of
the products of subthreshold ablation following incubation is identical to that of the
single pulse ablation above threshold and standard pyrolysis spectra. These results
are strong indicators that subthreshold ablation that follows incubation is a thermally
driven phenomenon. Measurements of the elastic and the adhesive properties by
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Fig. 2.8 Two-dimensional photothermal displacement pattern imaging an incubated area on a TiO;
coating (ion-plated on a fused silica substrate) that was irradiated by a single laser shot of 248 nm
and 35 mJ cm~2 (pulse length 15 ns). The damage threshold of this coating was 65 mJ cm~2. The
modulation frequency of the photothermal pump beam was 100 kHz [48]
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Fig. 2.9 a Transmission of a 40 pm thick PMMA film at 248 nm as a function of excimer laser
irradiation done at 248 nm with a fluence of 40 mJ cm~2. After 1000 pulses, the transmission has
dropped to less than 6% of its initial value. b The UV spectrum of the same sample exhibits a broad
absorption for wavelengths up to the visible. ¢ FT IR spectrum of PMMA in the 1600 cm™! region
as a function of the number of excimer laser pulses at 248 nm. Up to 2000 pulses, a peak, typical for
C=C double bonds, grows in and reaches a photostationary equilibrium for higher pulse numbers. d
FT IR spectrum of PMMA in the wavenumber region typical for the absorption of cumulated double
bonds or triple bonds. A peak at 2104 cm~! grows in, which is most likely due to the formation of
carbon monoxide, which is trapped in the PMMA film [40]

means of a Si AFM tip of incubated PMMA revealed decreased pull-off forces
attributed to a chemical modification and/or bond breaking [53].

Further, poly(dimethylsiloxane) (PDMS) was irradiated with nanosecond pulsed
UV laser light [54]. The evolution of p-Raman spectra from the cross-section of the
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Fig. 2.10 a AFM scan of a Ag (001) surface irradiated by a 100-fs laser pulse at an absorbed laser
fluence of 0.15 J cm™2 (incident fluence: (4.87 + 0.08) J cm™2). b AFM line scans of several spots
generated by irradiation at various absorbed fluences [58]

Height (nm)

sample showed noticeable changes from the surface to bulk. These measurements
were supplemented by X-ray computer micro-tomography volume reconstruction.
In tomography images, low-density regions, most probably containing voids with a
total volume of 3—4% were observed. The void formation is also visible as a swelling
of the material. The w-Raman spectra were dominated by features characteristic of
crystalline silicon, amorphous carbon, and graphite.

2.3.2 Metals

Although first described almost three decades ago [34], the understanding of incu-
bation on metals is at best rudimentary. It is mostly based on computer simulations
[55] and non-optical phenomena such as stress-strain measurements [34, 56, 57].
Very little work has been done qualitatively, e.g. by cross-sectional scanning elec-
tron microscopy (SEM) [58] and transmission electron microscopy (TEM) [59]. Only
few quantitative studies are available, and those do not reveal the microscopic nature
of incubation, as the measurements are restricted to macroscopic observations such
as transient photothermal deflection [60].

A notable example is the study of single crystalline silver surfaces after femtosec-
ond irradiation with fluences below the ablation threshold by atomic force microscopy
(AFM) [58]. These surfaces exhibit an increase in height up to some micrometers
above the initial surface (Fig. 2.10).

Classical atomistic molecular dynamics (MD) and continuum-level two-
temperature model (TTM) approaches were combined and applied to simulate the
swelling. They revealed a complex interplay of fast laser melting, rapid resolidifi-
cation, and dynamic relaxation of laser-induced stresses that lead to the formation
of a subsurface porous region (Fig. 2.11) covered by a nanocrystalline surface layer.
The generation of the porous region is responsible for the experimentally observed
swelling of the surface.
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Fig. 2.11 Snapshot of the atomic configuration after 800 ps generated in a TTM-MD simulation
of an Ag (001) target irradiated by a 100 fs laser pulse at an absorbed fluence of 85 mJ cm~2. The
atoms are colored by their potential energies, with the scale from-2.84 eV (blue) to —2.65 eV (red).
This scale ensures that most atoms in the crystalline part of the target are blue, the atoms in the
molten part are green, and the atoms on free surfaces are red [58]

Surface swelling and subsurface voids were experimentally observed on
monocrystalline aluminum. Laser-treated samples (Fig. 2.12a, b) were cross-cut by
focused ion beam (FIB) milling and then inspected by SEM (Fig. 2.12¢c, d) [61].
The observed features are similar to those predicted by the TTM-MD simulation for
silver discussed above.

Also single pulse picosecond experiments below the threshold performed on cop-
per reveal a complicated sub-surface morphology [59]. After laser irradiation, the
sample was embedded and TEM lamellae were cut with a FIB mill (Fig. 2.13). These
non-uniform, altered structures may influence the optical, thermal, and mechanical
properties and thus modify and incubate the material [58]. A quantitative analysis
confirming the contribution of the subsurface morphology to the macroscopically
observed incubation is, however, still pending.

Titanium nitride (TiN) is an extremely hard ceramic material with metallic prop-
erties (good electrical conductivity, high thermal conductivity, etc.). X-ray photo-
electron spectroscopy (XPS) and Auger electron spectroscopy (AES) [62, 63] was
performed on TiN films irradiated with femtosecond laser pulses below the ablation
threshold. Figure 2.14 shows an optical micrograph next to an oxygen-map obtained
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Fig. 2.12 SEM (a) and AFM (b) images of swelling due to ultrafast irradiation at 0.79 J cm™2,
¢ SEM images of the same spot after FIB milling. d The bottom dark-gray area is the aluminum
sample, while the top lighter gray stems from a protective tungsten layer. Same as (c) after additional
50 nm milling [61]

Fig. 2.13 TEM image of the
platinum-coated copper
interface. There are two
sub-surface defects at a
depth of approximately

50 nm. The high resolution
TEM inset shows the details
of the material twinning. The
bright right-hand side object
is a sub-surface void filled
with coating deposit [59]

by scanning Auger electron microscopy of a sub-threshold irradiated spot on TiN.
The rim of the irradiated zone exhibits a significantly increased content of oxygen
and appears dark in optical microscopy.

A strong decrease of the N 1 s XPS signal was observed in the processed area
(A5%) compared to the unaffected surface (~27%). The O 1 s signal on the other
hand increased from ~30% in the unaffected surface to 42% in the irradiated region.
Depth profiling in the laser-processed area evidenced that the modified region of
substoichiometric TiO, 4 exhibited a depth of more than 270 nm. This is in agreement
with AES depth profiles. At a depth of 24 nm, the laser modified region exhibits a
reduced titanium content in regions where the laser-induced oxidation was observed.
The Ti concentration rises again for depths larger than 72 nm. Due to the short time
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Fig. 2.14 Oxygen map recorded by scanning Auger electron microscopy (left) and AFM topogra-
phy (right) for femtosecond laser irradiated titanium nitride. The oxygen-rich rim appears black in
optical microscopy [62]

for heating of the irradiated surface, the formation of localized point-defects such
as oxygen vacancies is more probable compared to the formation of more extended
crystallographic shear planes.

2.3.3 Semiconductors

Semiconductors have electrical and optical properties in between of dielectrics and
metals. Their laser interaction behavior hence shows features known from metals
and dielectrics. Semiconductors may exhibit color center formation as demonstrated
by time resolved photoelectron spectroscopy on silicon, zinc telluride, and cadmium
telluride [64]. Also amorphization and photothermal oxidation play an important
role as revealed by cross-sectional transmission electron microscopy [65].
Significantly altered Raman [66] and Auger electron [37, 67] spectra were
obtained for indium phosphide (InP) within the laser-irradiated zone as compared
to the pristine material. The Raman spectrum taken at the rim appeared smooth
with two broad features around 300 and 440 cm™! typical for amorphous InP. The
broad features were induced by the loss of long-range order reducing the coherence
length of the phonons. The band around 440 cm™! is attributed to the phosphorous-
phosphorous bond vibration. The Raman spectra from the center of the laser spot
showed LO- and TO-phonon modes indicative of crystalline material. The initially
molten InP resolidified in a polycrystalline state. This increased disorder was sup-
ported by the fact that the width of both peaks increased by a factor of 3—5 compared
to that of the single-crystalline LO peak width. The peak at 174 cm™! was attributed to
defects introduced during recrystallization. The high density of defects after recrys-
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tallization was consistent with the disappearance of the LO-phonon-plasmon cou-
pled modes (LOPCM). One plausible origin lies in a partial segregation of the atomic
species during the molten transition state. Alternatively, the peak at 174 cm™' could
arise from the oxidation process observed in this surface area. The oxygen-related
signal in Auger electron spectra increased and the indium-related lines shifted by
some 3 eV toward lower energies. This was also supported by the observed charac-
teristic changes in the peak ratios and shapes of the indium and phosphorus lines,
indicating an increased indium oxide and phosphorus oxide content. Investigations
of the thermal oxidation of InP showed that at temperatures above 340 °C significant
oxidation rates were achieved. In the range between 350 and 550 °C, red phosphorus,
P,0s, InPO4 and In, O3 have been observed in the oxide films. Exceeding 550 °C,
InPO,4 was found as major constituent of the oxidized surface layers. All of these
compounds may be formed in the conditions after laser excitation. However, Raman
spectra taken on oxidized InP wafers are known to exhibit a variety of Raman peaks
which, depending on oxidation parameters, are associated with different oxide com-
pounds. A single peak at 174 cm™! is not consistent with any of these spectra.

2.4 Conclusion

Laser nano- and micromachining has attracted vivid attention since decades [68] and
enabled multiple technological applications [69-71]. However, a key characteristic
of laser processing, the ablation threshold, was commonly related to the fundamental
parameters such as fluence, pulse number, and irradiated area by empirical adaptation
and optimization. The description of the pulse number dependence (incubation, laser-
induced defects) [34] and the irradiation area dependence (intrinsic defects) [30, 32,
72, 73] of the threshold fluence still resorts to phenomenological models.

Based on the assumption of sharp threshold fluences and statistical considerations
(Sect. 2.4,2.13), the experimentally observed threshold fluence in dependence of the
beam radius Fy,(w) is given by DeShazer e al. [32]

27'!0'

’ 2w
Fa(w) = Fy+(F; - Fd)<5> @.17)
Fy

where Fj is the threshold fluence of an intrinsic (defect-free) region of material and
F is the threshold fluence in the presence of a defect. While this model describes
the reduction of threshold fluence with beam radius for a given number of pulses, an
understanding of the interplay between threshold fluence and pulse number cannot
be extracted.

On the other hand, incubation models, such as 2.14 or 2.15 allow a quantification
of the incubation phenomenon by the empirical incubation parameter £, however, do
not consider beam size effects.
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Fig. 2.15 Ablation threshold fluence F, in dependence of beam radius w for various pulse numbers
N of a high-impact polystyrene (HIPS), b silicon <111>, and ¢ SAE 304 stainless steel under sub-
100 fs laser irradiation [74, 75]

The combined description of pulse number and beam radius is based on the defect
model, whereas the incubation model given in 2.14 is applied to F; and Fy in 2.17,
yielding

Fn(w, N) = F4(N) + [Fi(N) — Fd(N)][w];wz” (2.18)
Fa(N)
with
F(N)=F() N (2.19)
and
Fy(N) = F;(1) N ™%, (2.20)

This allows the description of the interplay between beam radius and pulse num-
ber on threshold fluences. Additionally, the spot size dependence of the incubation
parameter could be modeled as

FO) 1,0 Fi(1)
R~ 2% PO\ EM T 1)
Ew) =& +(& — &) — . (2.21)

D, (FO)2YTT
Fa T (Fda)) 1

Thus, the incubation parameter is, much like the threshold fluence at a given pulse
number, dependent on the beam radius.

This extended defect model [74] could describe single and multiple pulse ablation
experiments on high-impact polystyrene (HIPS) [74], monocrystalline silicon <111>
[75, 76], and SAE 304 stainless steel [75, 76] with nano- [76] and femtosecond
[74-76] laser pulses (Fig. 2.15).

While this model allows a quantification of the laser-induced threshold fluence
in dependence of pulse number (incubation) and irradiated area (beam radius), the
physical mechanisms involved in the interaction between light and defects, be it
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intrinsic or laser-generated, are still marginally understood. Further experimental
and theoretical effort in this direction is necessary. A fundamental insight into the
underlying chemistry and physics of defect-related processes is required to refine
and improve current laser-processing techniques and expand their applicability.
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Chapter 3 )
Surface Functionalization oo
by Laser-Induced Structuring

Juergen Reif

Abstract This chapter reviews the possibilities of functionalizing solid surfaces
by laser irradiation—i.e. modifying the surfaces with respect to, e.g., wettability,
optical properties, friction/wear-control, corrosion resistance, electrical properties.
The functionalization occurs via the modification of surface morphology by the
laser-induced formation of (regular) nano- to micro-textures. We present the different
approaches to generate these patterns as well as their implication for specific functions
obtained by this structuring and, finally, show some examples of applications.

3.1 Introduction

Materials surfaces play a paramount role in many aspects such as the optical appear-
ance, mechanical properties like friction and wear, the interaction with the environ-
ment like wettability, corrosion, or adhesion. Also, chemical activity, e.g. in catalysis,
is strongly dependent on the surface. The modification of solid surfaces to obtain
new, functional properties is of considerable impact on the quality of modern engi-
neering products and innovation [1, 2]. Such modification may be achieved, on the
one hand, by coating the surface with a thin film providing the desired performance
[3-5]. On the other hand, there is the possibility of modifying the actual surface
morphology by the formation of new surface textures with feature size ranging from
several hundred nanometers to the several ten microns, sometimes combining to
form complex multi-scale hierarchical structures [6]. The patterns and their function
often have their paradigm in nature and biology, with the most popular examples
of the lotus leaf and its dirt-repelling hydrophobicity or of the colorful appearance
of butterfly wings [7]. There are several techniques to achieve such surface pattern-
ing, including a combination of successive grinding, etching and chemical coating
[8], or lithography [9], sometimes based on a template directly taken from a real
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biological antetype [10]. A particular method is the replication from a mold formed
by, e.g., diamond-machining [11]. Whereas most of these procedures employ mul-
tiple processing steps, surface nano-/micro-texturing can also be achieved by either
self-organized pattern formation during thin film epitaxial growth [12] or by direct
exposure to energetic irradiation, namely by ion, electron, or laser beams.

For charged particles beams, there are two typical ways of structuring: (a) direct-
write lithography [13-16], and (b) relaxation from thermodynamic instability after
ion-beam sputtering, where a large variety of regular to complex nano-patterns are
attributed to a self-organized structure formation [17-19]. Surface morphology mod-
ification by intense laser pulses can be, similarly, differentiated into two main lines:
(a) ablative lithography of multi-beam induced interference patterns [20], and (b) sin-
gle beam formation of Laser-Induced Periodic Surface Structures (LIPSS) [21-28].
The latter two will be discussed in detail in the present chapter. We will start by
showing some typical relations between surface textures—including laser-generated
ones—and functionality. Then, we explicitly consider laser patterning and present
several experimental approaches for their realization, together with current models
explaining the interaction.

3.2 Functionality of Textured Surfaces

More or less regular surface patterns on the sub- to several micrometer scale result
in numerous surface functionalities ranging from specific coloring over modified
wettability [29], such as hydro- and oleo-phobicity or -philicity, special tribologic
properties, wear-resistance, catalysis, modified adhesion. They can serve as templates
for biological cell growth [30] and can stimulate surface enhanced Raman scattering
[31, 32]. In the following, we present some typical surface functionalities and the
patterns at their basis.

3.2.1 Wettability

One of the most important surface-morphology induced functionalities is, certainly,
the modification of wettability, i.e. the controlled adjustment of liquid-repellent resp.
liquid-attracting properties [1, 7]. The correlation is bio-inspired by the surface of
the lotus leaf [7, 24, 33] (Fig. 3.1) or the rose petal [10].

Wettability, i.e. the capability of a solid to attract and spread or to repel a liquid
on its surface, is of great importance both in daily life and, particularly, in technol-
ogy. High wettability—for water called “hydrophilicity”—is required if a surface
is to be covered by a thin liquid film, e.g. a lubricant or wet paint, to obtain an
all-over coverage. Also the uniform spread of oil or water on a warm Teflon pan is
due to this quality [34], despite its “cleaning effect” (the resulting wetting film pro-
vides a smooth, separating interface between the pan and the contents). The opposite
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Fig. 3.1 Super-hydrophobic lotus leaf (from [33]). Left: photograph; right: SEM image of the lotus
leaf surface

behavior of liquid repelling—for water called “hydrophobicity”—is important for
effects like self-cleaning, e.g. of windshields, anti-icing of airplane wings, reduced
corrosion, bacterial resistance.

The phenomenon of wettability is determined by the mutual interaction of the three
phases: solid, liquid, and gaseous. It is, mainly, determined by attractive forces inside
the liquid (cohesion) compared to interface forces between solid-liquid (adhesion)
and liquid-gas. Typically, the latter are significantly weaker than the liquid internal
binding, resulting in the confinement of a free liquid droplet because work against
the internal binding is needed to increase the droplet surface. This effect is called
surface tension; it controls the shape and size of a free liquid droplet, as described
already in 1805 by Young [35]. At the droplet-surface interface, the competition of
adhesive forces between the surface and the liquid, one the one hand, with cohesive
forces within the liquid, on the other hand, is responsible for a minimization of the
contact area. The shape of the droplet at the triple boundary (solid, liquid, gas) is then
determined by a minimization of the total interface energy, y [36], combining surface
tension (liquid—gas, LG), droplet-surface adhesion (SL) and gas-surface adhesion
(SQG). It is characterized by the contact angle, 6, which is >90° for liquid repulsion
(hydrophobicity) and <90° for attraction (hydrophilicity). At an ideal surface the
contact angle is determined by Young’s Equation:

YsG — VsL
YLG

cosf =

D

This is, schematically, shown on the left panel in Fig. 3.2. For a real surface,
however, we have to account for surface roughness, modifying the surface-liquid
contactby, e.g., either increasing or reducing the efficient contact area, thus modifying
the contact angle. These two possibilities are depicted on the center and right panels
in Fig. 3.2.

It becomes immediately evident that the specific wettability is strongly influenced
by the morphological structure of the surface roughness. Another important influence
is due to the surface active area together with the surface charge distribution.
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Wenzel Cassie-Baxter

Fig. 3.2 Wetting states: Classical (Young) model for ideal surface (left); rough surface: Wenzel
model, Cassie-Baxter model (super-hydrophobic). The wetting state is characterized by the contact
angle 0

Fig. 3.4 Principle of sessile drop method for measuring contact angles: the liquid droplet sitting on
the solid surface is homogenously illuminated from the back; the resulting shadowgraph is recorded
by a camera

Experimentally, super-hydrophobicity, similar to the lotus leaf, can be achieved
by hierarchical (multi-scale) laser-modification of stainless steel [37] (cf. Fig. 3.3).

The contact angle can be, usually, measured optically by the sessile drop method
[38] as shown in Fig. 3.4.

A particularly sensitive variation of the method consists in measuring the dynamic
contact angle by changing the droplet volume. Then, a hysteresis of two different
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contact angles is obtained: advancing by increasing the droplet volume and receding
by reducing the droplet volume [39]. Generally, the receding contact angle is smaller
and the advancing contact angle is larger than or equal to the static one.

3.2.2 Color

Similar to the feature of wettability, also the connection between surface micro-
/manostructure and color is bio-inspired. The most familiar examples are the multi-
colored wings of butterflies [7, 40] (Fig. 3.5).

The phenomenon is based on the dispersion of white light transmitted (cf. Fig. 3.6)
or reflected by optical gratings: due to interference, light incident on a grating of
periodicity (line spacing) d is wavelength-dispersed and the fraction of wavelength
A continues to propagate under diffraction angle « for the first diffraction order (2):

sina = A/d 2)

For given angles of illumination and observation, thus, different values of d result
in different colors observed. The effective values of d do not only depend on the
physical spacing but also on the orientation of the grating with respect to the plane of
incidence (Fig. 3.7a) which is clearly obvious by the multi-color directional reflection
from a compact disk with its circular grating pattern (Fig. 3.7b).

Fig. 3.5 Butterfly [Robert Clark, National Geographic] and SEM pictures of microstructures on a
butterfly wing [40]
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(b)

Fig. 3.6 Dispersion of white light by an optical grating. a Schematic (transmission); b Principle:
incident white light (wave fronts and direction of propagation are indicated) is split and different
wavelengths are diffracted into different directions; ¢ Detail: for a line spacing d, light of wavelength
A is diffracted under angle «

(a)

(b)
d'=d/cosa
Fig. 3.7 Diffraction from identical but differently oriented—with respect to the plane of inci-

dence—gratings. a Schematic; b Dependence of the effective grating spacing d’ on grating orien-
tation; ¢ Diffraction from a compact disk (CD) with annular gratings

Indeed, such multi-color diffraction effect has been produced also by Laser-
induced periodic structures (LIPSS) by Dusser et al. [41] (Fig. 3.8), where they
could show, in addition, that the effect can be used for hidden marking.

A particular type of structure-induced “coloring” is the formation of deep black
surfaces, such as carbon black [42, 43], or highly absorbing surfaces for applications
in solar cells [44, 45]. The micro-/nano-structures responsible for that high absorption
act two-fold: one the one hand, they simply increase the active surface considerably.
But more important, on the other hand, is the multiple reflection and final trapping
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Fig. 3.8 Multi-color diffraction from a laser-structured surface with different LIPSS directions
(from [41])

(b)

(@)

0.1um

Fig. 3.9 Light-trapping by complex structures. a Wood’s Horn; b “Black Chrome” (from [44])

inside the micro-/nano-structures like in a Wood’s Horn (Fig. 3.9a). Typical structures
consist of multiple pores [45] or multi-scale arrays of deep grooves or notches.

The creation of structural colors, notably black surfaces, by LIPSS has also been
successfully reported [32]. As a particular application-related variant, “Black Sili-
con” has been produced, amongst others, by Eric Mazur’s group [46].

3.2.3 Field Enhancement

Whereas, so far, surface functionality mostly because of depth modulation (depres-
sion) was considered, also sharp protrusions can have an important effect. In the
presence of electric fields (static or electromagnetic) such tips or tip-arrays cause
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Fig. 3.10 Nanopillar arrays. a Ag-pillars on top of porous anodic alumina; b detail of the pillars
in (a) (from [51]); ¢ spikes on Si (100), produced by femtosecond LIPSS (from [53])

a considerable local field enhancement [47, 48]. This can be exploited as a very
efficient, brilliant source of fast electron bunches [48, 49], e.g. for applications in
ultrafast electron diffraction, crystallography, and microscopy [50]. The strong field
enhancement in a tip-array can also increase the efficiency of surface enhanced
Raman scattering (SERS) considerably [31, 51, 52]. Again, such tip-arrays can be
easily fabricated also by LIPSS [53] (Fig. 3.10).

3.2.4 Templates for Biological and Technological Films

The main biological functionality of nanostructured surfaces is related to the forma-
tion of biologically active films [30, 54, 55] (Fig. 3.11)—or, contrarily, the suppres-
sion of their growth to avoid fouling [56]; the nanostructures can even serve to make
titanium implants antibiotic [57].

An example for the formation of active films is the exploitation of ZnO nanostruc-
tures on silicon substrate as templates for the development of topography-mediated
neuronal cultures [58]. It was demonstrated that the ZnO-templates can support
neuronal cell growth and proliferation. Another effect is the stabilization and immo-
bilization of enzymes on nano-structured surfaces [59, 60]. Natural nanostructures,
such as diatoms with their outer shell of micro- and nano-porous silica, have been
proposed as templates for bio/chemical sensors and biomimetic membranes [61].
Again, surface structures as templates for biofilms have also been produced by laser
induced periodic surface structuring [62].

Not only for bio-films, also in Materials Science, can surface textures be used
as templates to increase the functionality of films grown on these surfaces. As an
example, epitaxially grown self-organized semiconductor nanostructures can serve
as templates for very regular nanomagnet arrays [12].
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Fig. 3.11 Comparison of P. aeruginosa adhesion on structured and unstructured regions. a Fluo-
rescence microscopy shows the different localized adhesion on flat region (upper) and structured
region (lower), with an abrupt transition. b and ¢ are corresponding cross-sectional SEM images,
showing the strong difference in attachment morphology. The aligned cells in (¢) are false-colored
to highlight their orientation. Scale bars are 10 wm in (a) and 1 pm in (b) and (¢). (From [30])

3.3 Laser Patterning

In the following, we present the main methods to use laser techniques for regular
surface texturing. In one way or the other, they are all closely related to the field
of laser ablation: the light of, usually, strong laser pulses is absorbed by the target
material and the resulting material response ranges from (surface) melting to massive
material removal. In general, one can conceive two scenarios of responsible processes
for pattern formation:

(1) Local ablation after a patterned irradiation, very similar to lithography, using
electron or ion beams [13-16], or local direct writing; one typical example
is mask projection of excimer laser irradiation [63] (a; cf. Fig. 3.12), another
approach is generating the pattern by multi-beam interference (b; Sect. 3.1).

(2) Surface structuring by irradiation with a single beam (laser-induced periodic
surface structures; LIPSS) [21-27].

3.3.1 Multi-beam Interference and Ablation

The most obvious way to generate mask-less patterned irradiation, as required for
scenario (1b), is the illumination by interference of two or more beams, hitting the
sample from different directions [20, 64—-66] (Fig. 3.13).



72 J. Reif

(b)

Fig. 3.12 Patterned 90 nm thick SiOx film; laser parameters: 248 nm, 1 pulse; structure period:
4.7 wm (from [63]). Fluence: a 180 mJ/cm?, b 190 mJ/cm?, ¢ 200 mJ/cm?, d 220 mJ/cm?

Fig. 3.13 Incident fluence
modulation by interference
pattern (from [64])

A typical example of such multi-beam-interference patterning is shown in
Fig. 3.14 [66, 67]: an array of several parallel coherent beams is derived from a
single laser in a diffractive optical element (DOE) and, then, focused to interfering
overlap at the sample.
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LB

DOE
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Fig. 3.14 Multi-beam-interference patterning. The left panel presents the principal set-up with the
incident laser beam split into, here, six parallel beams by a combination of DOE and imaging
lens. After spatial filtering, the beams are refocused to overlap on the sample. The right panels
show micrographs of three typical patterns, obtained by interference of two, three, and six beams,
respectively (from [67])

3.3.2 Single-Beam Laser Induced Periodic Surface
Structures (LIPSS)

The phenomenon of surface morphology modification by incidence of a single laser
beam was first observed already in 1965, shortly after the realization of the first laser,
by Birnbaum [68]. In the beginning, this “surface damage” was mostly considered as
an unwanted, though inevitable, trouble in materials processing as well as for optical
components used with high power lasers [69, 70]. It was not before two decades later,
that the phenomenon was studied in its own right [21, 71-77]. The next progress was
the formation of sub-wavelength structures induced by ultrafast lasers [27, 78], again
almost two decades later, initiating still ongoing research. This time, the emphasis is
no longer on the damage aspect but, instead, growing interest is focused on possible,
positive applications of the generated surface patterns, as indicated above in Sect. 3.2.

Nevertheless, the first experiments of femtosecond-LIPSS were concentrated on
the effect as such. The first experiments investigated the surface morphology pro-
duced on a single interaction spot with diameters ranging from a few to more than
100 pm (cf. Fig. 3.15).

The effect is observed on a wide range of solid state materials [22], such as
dielectric insulators [27], semiconductors [79], metals [80], and polymers [77, 81].
The irradiation is always close to the macroscopic ablation threshold, and the surface-
morphology modification appeared as well after very few pulses [82, 83] (or even a
single pulse [84—86]) as only after many thousand pulses [27].
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Fig. 3.15 Typical LIPSS pattern at the bottom of a 100-p.m spot on a BaF, crystal surface, irradiated
by 43,000 pulses from an amplified Ti:Sapphire Laser (800 nm wavelength; 100 fs pulse duration;
1 J/em? fluence {90% of ablation threshold} ; polarization vertical). Note that two periodic structures
of different periodicity A (one of the order of the laser wavelength A, the other one of about A/10) are
superimposed perpendicularly. The horizontal and vertical AFM traces, recorded in the indicated
stripes, show the periodicities A; ~ 690 nm, A ~ 280 nm. (From [27])

All experiments show that the LIPSS orientation is strongly determined by the
polarization of the laser beam (Fig. 3.16a—e), with a few exceptions where sur-
face scratches or similar irregularities can override the polarization dependence
(Fig. 3.16f, g).

The laser-generated morphology can exhibit a variety of different appearances:

(1) Very narrow, regular lines (for linear polarization) or spherical dots for circular
polarization; cf. Fig. 3.16) with a feature size in the 100-nm range, well below
the diffraction limit;

(2) Wider periodic, parallel lines with a spacing close to the laser wavelength;

(3) An array of larger irregular slabs of several-pum size, separated by deep trenches
(similar to a dried-out river bed);

(4) A regular array of conical tips, with spacing and size in the um-range.

For convenience, the different features have been termed [22, 79] “HSFL” (high
spatial frequency LIPSS) resp. “LSFL” (low spatial frequency LIPSS) for types 1
resp. 2 (cf. Fig. 3.15); “groves” (type 3), and “spikes” (type 4) (cf. Fig. 3.17). In
general, HSFL and LSFL are oriented perpendicular to each other, a typical example
is shown in Fig. 3.15.

An crucial parameter, affecting feature type and size appears to be the total dose
of absorbed energy, i.e. the laser fluence and the number of superimposed laser shots
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Fig. 3.16 Polarization dependence of LIPSS orientation. The respective polarization, circular in
a [87] and linear in b—d [26] is indicated by the white arrows. e shows the effect of elliptical
polarization [88]. In f, g, the influence of macroscopic scratches on the surface is shown, overriding
the polarization dependence [89]
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Fig. 3.17 LIPSS on silicon. The three areas on the left [90], showing LSFL and grooves, are from
one single spot with Gaussian profile from the edge (left) to the center; the right panel shows spikes
[91]. The scale is the same on all panels

[91-93]. This can be seen in Fig. 3.17 where the increasing intensity within the
Gaussian spot profile results in a transition from LSFL to grooves

An important step towards an application of LIPSS structures was achieved by
the discovery that it is possible to coherently modify larger areas by scanning the
laser across the sample surface [94-97] (Fig. 3.18).

In general, there are two scanning methods as shown in Fig. 3.19: (a) Keeping the
target fixed in position and scanning the laser spot by means of a pair of orthogonally
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Fig. 3.18 Coherently continued ripples by scanning parallel to the polarization on fused silica.
Left: single track: right: coherently continued ripples in 2D by scanning several tracks with an
offset of 400 nm (one spot diameter) (from [96])
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Fig. 3.19 Schematic of two methods for large area scanning. a Galvo scanning head and fixed
sample, b fixed spot and mechanically scanning sample

moving mirrors (“scanning head”); the moving beam is, then, focused onto the target
by an F-theta (telecentric) lens. (b) Keeping the laser spot fixed and moving the
target, mounted on a set of precision translation stages.

Both techniques bear their individual advantages: procedure (a) allows a very
high scanning speed, usually controlling the mirror motion by a galvanometric drive
(galvoscanners); further, it allows a very compact and rigid set-up when using a
commercial scanning head. Method (b) allows very large target areas to be covered,
depending only on the translation stage size and precision; however, it is, generally,
much slower and may be less compact; therefore, it is, mostly, used for laboratory
application.
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Typically, the full surface is covered by first writing lines along one direction
(e.g. “X”) followed by adjacent tracks, displaced in the other direction (e.g. “Y”).
Then, there are two further options: writing the lines either along or perpendicular
to the laser polarization. Generally, it turns out that scanning normal to the ripples
direction, i.e., usually, along the polarization, yields more regular patterns than the
other sense. Another important parameter for the pattern quality is the scanning speed,
or more precisely its ratio to the repetition rate, yielding longitudinal pulse overlap
and, thus, the effective number of pulses acting on one spot area. A similar role is
played by the scanning pitch, i.e. the separation of adjacent tracks (or lateral pulse
overlap). The importance of these parameters becomes evident when considering the
dose-dependence of the generated patterns (cf. Figs. 3.15 and 3.17).

3.3.2.1 LIPSS and Functionality

As was already addressed in Sect. 3.2, most of the functional nano-structuring can
be, easily, achieved by LIPSS formation. Here, we just want to compile, again, the
relevant features. It should be noted that, since LIPSS functionality only involves
the surface of the modified material, usually very short laser pulses in the femto-
or picosecond range are used to avoid thermal effects in the target volume [98]. A
comprehensive review on LIPSS-functionalized surfaces can be found in [22-24,
32].

A Wettability

The modification of surface wettability by LIPSS was first reported in 2006 by
the FORTH group on silicon [99] and by Groenendijk and Meijer [100], who pat-
terned a stainless steel surface to become super-hydrophobic (cf. Fig. 3.20). Such
surface could, subsequently, be used as a mould for plastic replicas exhibiting similar
hydrophobicity.

There have been many approaches since then, showing, e.g., an improvement
of hydrophobicity by chemical alkysilane post-treatment [102] or the formation of
hierarchical multiscale patterns [103]. Again, it appears that the irradiation dose
plays an important role for controlling the functionality [37, 99]. In fact, is not only
possible to make the surface (super-) hydrophobic but also hydrophilicity (super-
wetting) can be achieved [23, 32, 37], even obtaining a surface where a water film
creeps upwards against gravity [104, 105] (Fig. 3.21).

A peculiar effect, so far not fully understood, is the “aging” of processed metal
surface [93]: even a multiscale-structured steel surface is not immediately super-
hydrophobic but only develops this property after longer dwelling (from hours to
days) in ambient atmosphere [37, 93, 103]. The most probable cause is some uncon-
trolled chemical modification, e.g. oxidation.
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B Tribology

Closely related to the topic of modified wettability is the influence of LIPSS on the
tribological properties of the treated surface. The underlying idea is two-fold: on the
one hand, the depressions and grooves may serve to provide a reservoir for a possible
lubricant; on the other hand, the reduced surface area, consistent of smooth, narrow
ridges or tips, may reduce the resulting interaction between the surface and another
body, rolling or sliding on that surface. A control of friction can have important
implications: for a friction clutch in power transmission between a driving and a
driven shaft it should be maximized; on the other hand, for wear reduction between
moving surfaces, it should be reduced.

Consequently, the first proposal for an application of LIPSS intended to reduce
friction and wear in a system of rapidly rotating hard disk and sliding head [106].
Following experiments on diamond like carbon (DLC) [107, 108], using femtosecond
LIPSS, showed a reduction of both adhesive and lateral force (Fig. 3.22).

Chen et al. succeeded in reducing the friction coefficient of a SiC seal in water
lubricant by about 20% [109] (Fig. 3.23).

Significant wear reduction on silicon [110] and on PEEK surface, a biocompatible
thermoplastic for implanted joints, have been reported [111, 112]. Recently, Bonse
etal. [113, 114] demonstrated that not only the LIPSS texture but also the contacting
materials as well as possible lubricants play an important role.

Fig. 3.20 Super-
hydrophobicity: falling
droplet bounces back from a
LIPSS surface [101]
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Fig. 3.21 Hydrophilicity: water droplet spreading up-hill (from [105])
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Fig. 3.22 Tribology: influence of LIPSS roughness on contact area (from [107])
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Fig. 3.23 LIPSS-reduction of friction coefficient of SiC in water lubricant (right). For comparison,
the coefficient of the non-textured surface (left) is indicated by the dotted line (from [109])

C Color

Already in Sect. 3.2.2, examples are given for selective surface coloring by LIPSS
formation (cf. Fig. 3.8; [41]). An impressive overview is presented in [32]. Particular
interest appertains to the formation of black silicon, notably in order to optimize
spectral absorption for photovoltaic applications. However, this has to be considered
with care, since the structural surface modification is associated with the formation
of electronic defects, significantly reducing the carrier lifetime [115]. Eric Mazur’s
group succeeded in overcoming this problem by conducting the laser processing
under SFg atmosphere [53] and subsequent annealing at 1200 K to remove hierar-
chical secondary structures [46] (Fig. 3.24).



80 J. Reif

Fig. 3.24 “Black silicon”, formed by laser processing (from [46])
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D Field Enhancement/Surface Enhanced RAMAN Scattering

As indicated before, at sufficiently high irradiation dose the regular line-shaped
LIPSS convert into an array of regular, sharp tips, capable to a considerable local
electrical field enhancement. This can be exploited by using the array as a template
for surface enhanced RAMAN scattering (SERS) [116-118] (Fig. 3.25).
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E Templates for Biological and Technological Films

As generally holds for nanostructured surfaces (cf. Sect. 3.2.4), an interesting appli-
cation of LIPSS patterned surface is the possibility of growing on top biological
[119] or technological films [120] with peculiar features.

In the fields of medical and biological functionality, the main application concerns
cell adhesion [121, 122]. There can be either a positive or, as well, a negative effect
[62], depending on substrate and on biomaterial. A typical application concerns the
optimization of titanium implants [82].

Another aspect applies to the LIPSS-template induced self-organized growth of
ordered structures, both for biomaterials, e.g. directional cell spreading on titanium
[123], and for technological materials, e.g. vertically aligned carbon nanofiber growth
[120].

3.3.2.2 Lithographic Model: Laser-Plasmon Interference

The first approach to understand LIPSS formation was triggered by the apparent
grating-like structures with a feature size close to the laser wavelength [21, 68-76]:
the pattern was assumed to result from modulated ablation [68] following an illumi-
nation interference pattern between the incident wave and a surface-scattered wave
[69, 72-74]. Keeping the basic idea of modulated ablation due to inhomogeneous
energy deposition, the model was refined by ascribing the illumination pattern to
interference between the incident wave and surface plasmon-polaritons, excited by
the laser field. In order to apply this model also to non-conducting targets, a laser-
induced transient high conduction-electron density was considered in a Drude-model
for quasi-free electrons [124]. For more details see [22]. Though this model is very
successful to predict all details of periodic surface structures of the LSFL type, its
validity for other structures like HSFL, grooves, spikes is only very limited. The
model is practically purely based on an assumption of particular electromagnetic
field distributions occurring in the interaction, an active role of the material in struc-
ture formation is neglected, so far.

3.3.2.3 Surface Dynamic Model: Self-organization and Hydrodynamics

An alternative picture of the basic LIPSS formation mechanisms, developed by our
group [26] has been triggered by the apparent similarity of LIPSS with patterns
produced by self-organized epitaxy [12] or ion beam sputtering [19]. Our model
is closely related to the concepts developed for the latter [17, 18] and assumes a
much more active role of the material than the lithographic model (Sect. 3.3.2.2).
The basic idea of the model postulates that the fast energy input to the target surface
generates a state of transient thermodynamic instability (a state of disorder, similar
but not equal to a melt) which, then, has to rapidly relax. This could be considered
as a competition between surface roughening by erosion and surface smoothing
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Fig. 3.26 Irradiation dose dependence of LIPSS: Comparison between simulated structures (sur-
face dynamic model [126]; panels (a)—(d)) and experimental structures (panels (e)—(h)). The dose
is gradually increased from (a) to (d) respectively from (e) to (h). Unfortunately, this is only a
qualitative comparison, a quantitative comparison is not possible because of unknown material
parameters, such as absorptivity, energy dissipation, etc

because of diffusion and surface tension, resulting in self-organization of the surface
morphology. The process is described in the framework of nonlinear dynamics and
can cover, by introducing several steps of nonlinearity as a function of feedback and
degree of instability (as a function of absorbed energy dose), all types of structures
observed (HSFL, LSFL, grooves, spikes), as is shown in Fig. 3.26. For more details,
see [125].
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4.1 Introduction

Catalysts in form of nanocluster-assembled coating are under intense investigation
in the catalysis community due to their exceptional activity and selective nature
in catalytic processes as compared to the corresponding bulk counterpart. Large
surface-to-volume atomic ratio, size- and shape-dependent properties, and high con-
centration of low-coordinated active surface sites are responsible for such remarkable
performance. Here we report on how pulsed laser deposition (PLD) technique is able
to synthesize nanoparticles (NPs) in a single step with the required relevant features
for catalysis application. First of all we discuss a modeling of the phase explosion
mechanism induced by the nanosecond laser irradiation of pure metals. Our work is
based on a continuum description of the target material, following a thermodynamic
study of the metastable liquid metals at temperature close to the thermodynamic
critical point, 7. Finally, an example, recently obtained in our lab, is presented that
consists of a PLD produced nanosized Fe(IIl)-based water oxidation catalyst (WOC)
for photoanodes functionalization.

4.2 Mechanisms Involved in PLD to Synthesize NPs

The mechanisms involved in PLD, provided electron-lattice thermalization has
occurred in the target, have been widely investigated and clarified along the years as
summarized in many published papers and books [1-8]. In previous studies, it was
established that the following thermal processes may lead to material loss from a
laser-irradiated surface: vaporization, normal boiling, explosive boiling, and spalla-
tion. The relevance of these processes depends on the laser pulse duration as well
as on the temperature attained in the irradiated zone. However, vaporization is not
important for the shortest time-scales (<1 ns), normal boiling is subject to a major
kinetic obstacle in the process of gas bubble diffusion, such motion being sufficiently
slow that it will simply not occur for ¢ < 100 ns. Phase explosion, notwithstanding the
unfavorable time-scale (1-100 ns) advocated by Martynyuk [2], was found to be the
most efficient mechanism in the ablation process when looking at thermal processes.

An important aspect related to PLD, is the synthesis of NPs. With PLD, NPs
synthesis occurs via direct cluster ejection [9, 10] from the target (phase explosion)
or collisional sticking and aggregation in the ablated plume flow, favored by inert
gas intentionally introduced into the deposition chamber. To deposit NPs in vacuum
(to avoid contamination with ambient gas), we have to look at the phase explosion
process. In the pressure—temperature (p—7) phase diagram, the boiling temperature
is established by the binode line (calculated from the Clausius-Clapeyron equation)
where the liquid and vapor phases are in equilibrium. Under rapid heating it is possible
to superheat the liquid above the boiling point: however there is a well defined upper
limit for the superheating of a liquid, the spinode. Using the Berthelot equation, the
spinode function is determined by posing two conditions: (1) the pressure derivative
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as function of volume at constant 7 is zero, and (2) the temperature derivative as
function of entropy at fixed pressure is zero. This means that the second derivatives of
the Gibbs thermodynamic potential are zero. When T" approaches T, the fluctuations
Av (volume) and A’ (enthalpy) increase sharply. The decrease of density is mainly
due to the intensified fluctuation of the specific volume and the increase of the specific
heat is mainly due to the increasing fluctuation of AA. The normal boiling involves
heterogeneous nucleation at a temperature only minimally higher than the boiling
temperature. On the contrary, in the superheating process, when the temperature lies
sufficiently near T, (T/T. >0.80), the rate of homogeneous nucleation increases
dramatically and phase explosion occurs by homogeneous nucleation: the hot region
breaks down into vapor plus liquid droplets that are violently expelled out.

4.3 Thermodynamic Modeling of Phase Explosion
in the Nanosecond Laser Ablation of Metals

Here we try to connect the theory of homogeneous nucleation to the size distribution
of the liquid nanodroplets formed in the phase explosion process [11] and implement
the approach by considering a 20 ns full width half maximum (FWHM) laser pulse
irradiating an aluminum bulk target [12]. We numerically solved the heat diffusion
problem in the target external layers through a finite difference method. Laser ablation
was modeled by the progressive removal of discrete layers, considering both normal
vaporization and phase explosion. Our simulations describe the formation of liquid
nanodroplets through the phase explosion mechanism, with temporal and spatial
resolution. The composition of the sputtered material is studied as a function of time
and the size distribution of the produced aluminum nanodroplets is reported.

4.3.1 Thermodynamics of Metastable Liquid Metals

In order to develop quantitative simulations of the nanosecond laser ablation of
metals, we needed to consider semi-empirical scaling laws available in literature to
describe the temperature dependence of the main thermodynamic quantities of liquid
metals in the deep metastable regime.

Indeed, under rapid laser heating, the target external layers are melted and they can
reach a temperature well above the normal boiling point 7, for short time intervals,
without undergoing a phase transition. These states lie in the portion of phase diagram
enclosed by the binodal and the spinodal curves [13], which merge at the thermody-
namic critical point 7. The metastable regime corresponds, for metals commonly
employed in laser ablation experiments, to a temperature higher than 3000 K (see
Table 4.1).
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Table 4.1 Phase transition temperatures and critical parameters for a set of metals [11]

Metal Ty (K) ), (K) T. (K) pe (kg/m?) P, (10® Pa)
Al 933 2792 6319 634 32
Fe 1811 3134 8059 1467 5.4
Co 1768 3200 7710 1350 5.4
Ni 1728 3186 7241 2159 6.5
Cu 1358 2835 5741 2363 4.6
Ag 1235 2435 5851 2718 33
Au 1337 3129 7003 5066 3.9

The thermodynamic quantities, in the vicinity of 7, are usually modeled according
to the theory of critical exponents as functions of the expansion parameter AT =
(T. =)/ T.

The density of the liquid and vapor phase p; and p, in the laser-irradiated target
was assumed to follow the coexistence curve as discussed in our recent study [11].

A key quantity that regulates the energetics of the liquid—vapor phase transition
is the enthalpy of vaporization A#,, which was approximated by the Watson scaling
law [14].

The binodal curve, which represents the equilibrium phase change, was deter-
mined by integrating numerically the Clausius—Clapeyron equation. In this way, the
temperature dependence of the saturated vapor pressure p; is obtained.

As a semi-empirical model for the surface tension o , we adopted the Guggenheim
formula [15], by using the experimental data collected in a comprehensive review
by Keene [16].

Moreover, in order to treat the dynamics of the thermal processes, we needed to
estimate the thermal conductivity K of the metastable liquid metals. To this aim, we
assumed the thermal conductivity of liquid metals to be entirely due to the electronic
contribution. Then we considered the Wiedemann—Franz law, which expresses the
electronic contribution to the thermal conductivity as a function of the electrical
conductivity and which was proven to be valid for Fermi liquids up to the metal—in-
sulator transition [17]. In turn, we adopted a model for the electrical conductivity of
metastable liquid metals proposed by Korobenko et al. [18], based on the Drude—
Sommerfeld free electron model.

Finally, the isobaric specific heat capacity of the liquid phase ¢, ; was expressed
as a function of the temperature through a semi-empirical scaling law [19].

The thermophysical quantities discussed here are reported in Fig. 4.1 as function
of the expansion parameter AT for aluminum.
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Fig. 4.1 Thermophysical quantities calculated for aluminum as functions of the expansion param-
eter AT . a Coexistence curve: p; in green, p, in blue and pg; = (p; + py)/2 in red, normalized to
the critical density, p.. b Saturated vapor pressure normalized to the critical pressure, p.. Surface
tension, enthalpy of vaporization, thermal conductivity and isobaric specific heat capacity are plot-
ted in panels (c), (d), (e) and (f), respectively. In particular, the curves in (a), (¢), (d) and (f) clearly
show the peculiar features of the near-critical region

4.3.2 Heat Diffusion Problem

The results reported here were obtained by considering pure aluminum as the irra-
diated material.
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We numerically solved a 1D heat diffusion problem, by assuming the in depth
thickness involved in the heat diffusion much small as compared to the laser spot
size, so that the temperature only depends on the distance from the outer surface.

The 1D Fourier equation was expressed as:

o7 9 o1 +S(z, 1) 4.1
— = \amoo 1), .
or — az\"r )T

where oy, = K/pjcp; is the thermal diffusivity. We assumed a Gaussian time-

dependence of the source term, S(z, t), with a pulse duration of 20 ns FWHM. As
a simplifying assumption, we neglected the shielding effect due to the absorption of
the laser beam by the ablated material. Thus, the energy fluence reported in this work
is the effective fluence absorbed by the target. The spatial dependence of the source
term was obtained by applying the Beer—Lambert law with a fixed absorption depth
of 20 nm [20].

Equation (4.1) is a nonlinear partial differential equation, since the thermal diffu-
sivity depends on the temperature. For the numerical solution, we chose a Forward
Time Centered Space (FTCS) [21] algorithm using a non-uniform 1D grid with 140
spatial elements with size increasing with the cubic power, while moving inwards.
The time increments (df) were determined step-by-step in order to satisfy the con-
vergence requirement of the FTCS algorithm:

_d2?
dt < min; —, “4.2)
20 j
where j is the spatial index. The space—time evolution of the target temperature under

a single laser pulse is presented in Fig. 4.2 in the case of irradiation of aluminum
with an energy fluence of 3 J/cm?.

4.3.3 Vaporization

Our simulations take into account two of the main laser ablation mechanisms: vapor-
ization and phase explosion. In particular, to calculate the vaporization yield, we
adopted the model developed by Kelly [22] which considers the gas dynamics of the
vaporized material from the Knudsen layer (KL), where the vapor atoms thermalize
to the unsteady adiabatic expansion that leads the sputtered material away from the
target. That method assumes the flow velocity at the boundary of the KL to be equal
to the speed of sound:

1 1
kpTx \ 2 SkgTk \?
s (m) _ (ﬂ) , 43)

m 3m
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Fig. 4.2 Time dependence of the incoming power density and contourplot of the temperature of
liquid Al as a function of time and depth obtained in the case of energy fluence of 3 J/cm?

where the subscript K refers to the outer boundary of the KL and the heat capacity
ratio was taken as y = 5/3 as in the case of the ideal gas. As originally obtained
by Anisimov [23], the temperature and density ratio across the KL are given by
Tx = 0.669T; and px = 0.308p,, where Tj is the temperature of the liquid surface,
while p, indicates the saturated vapor density at temperature 7.

The pressure of the liquid surface under the laser ablation process (usually indi-
cated as recoil pressure) was obtained through the scaling law p; = 0.55p,(T}) that
was proven in [23, 24] to be valid in the case of intense vaporization.

Finally, by applying the conservation relation p;u; = pxug, we obtained an esti-
mate of the surface recession velocity u;, which directly depends on the vaporization
rate.

The vaporization yield and rate obtained for a single 20 ns shot on aluminum are
reported in Fig. 4.3 as a function of both energy fluence and time.

4.3.4 Phase Explosion

A metallic surface, irradiated by a high power nanosecond laser pulse, undergoes an
extremely rapid temperature increase with the nanosecond timescale allowing the
lattice thermalization. The heating rate of the target external layers, at an energy
fluence of some J/cm?, commonly employed in the nanosecond laser ablation of
metals, is usually of about 10'! = 10'? K/s. At such high heating rates, it has been
proven that the normal boiling process due to the heterogeneous nucleation of vapor
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Fig. 4.3 a Ablation yield calculated for a single shot (20 ns FWHM) on aluminum as a function
of energy fluence. Red and blue line indicate the contribution of vaporization and phase explosion,
respectively. b Ablation yield (black plot, left axis) and ablation rate (red plot, right axis) as a
function of time obtained at 3.5 J/cm?. The contribution of vaporization and phase explosion is
reported with solid lines and dashed lines, respectively

bubbles has a negligible kinetics [25]. Thus, the liquid phase becomes metastable,
overcoming the boiling temperature, and it undergoes homogeneous vapor bubble
nucleation when the temperature approaches the spinodal line, at approximately
0.97T..

In our phase explosion model, the vapor pressure in the nucleated vapor bubbles p,
was calculated through the expression reported by Debenedetti [26] in the framework
of the classical theory of homogeneous nucleation:

m
v = Ps€X ( - s)—] (44)
p p p|: pr—p oikpT

We also assumed that the vapor bubbles have a spherical shape, and that they are
nucleated in labile equilibrium with the metastable liquid. At a given temperature,
the initial size of the vapor bubbles is given by the critical radius:

20
o= ——
Pv — DI

In the simulations discussed here, we assumed the homogeneous nucleation pro-
cess to be regulated by the steady-state nucleation rate. This corresponds to neglect
the time lag of attainment of the steady nucleation process, Tj,s: this simplification,
in the case of nanosecond laser heating, is consistent with the results of our recent
study [27]. In this context, we can calculate the nucleation rate of near-critical vapor
nuclei per unit volume through the expression reported by Skripov [28]:

o1 60 Ak We
Js = — [————— e  RT e kT
m\ 3 —b)mtm
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where b =1— p;/p, and W, = ;—‘nrfo is the free energy of formation of a critical
nucleus.

In the simulations discussed below, we adopted the same model reported in [27] to
study the single vapor expansion dynamics in the metastable liquid, derived from the
original method proposed by Lee et al. [29]. In brief, since the critical radius of vapor
bubbles monotonically decreases with the temperature, during the heating process a
nucleated vapor bubble spontaneously becomes unstable and starts growing.

As in our previous works, here we assumed that the phase explosion occurs when
the volume fraction occupied by vapor bubbles is nmax = V,/ Viet = 0.30, which
provides a closely packed random distribution of bubbles. Finally, phase explosion
results in the ejection from the target surface of a mixture of vapor and liquid nan-
odroplets, which are directly formed in the target.

4.3.5 Computational Framework

Our laser ablation simulations consisted in the solution of the 1D heat diffusion
problem (1) through the finite difference method described above, coupled with the
estimation of the vaporization rate and a 3D simulation of phase explosion, in a
system having square section of 100 nm side and a depth of 10 pwm along the z axis,
normal to the target surface.

The temperature and the thermodynamic quantities were considered uniform
within each discrete layer. The solution of the heat equation proceeded together
with the calculation of the vaporization rate from the surface, given by the surface
recession velocity as discussed in Sect. 4.3.3. The number of nucleated vapor bubbles
was computed in each layer at any time through the steady nucleation model and,
when it was not zero in the considered layer volume, the bubbles were randomly
generated, initially with the critical size.

When the full depth of a layer was vaporized or when the volume fraction occupied
by the vapor bubbles reached the maximum value, 7., the layer was removed and
the relative amount of vapor and liquid was computed as atomic percentage. As a
result, we can estimate the relative ablation rate of vapor and liquid nanodroplets as
a function of time, during a laser pulse.

The heat diffusion equation is solved in one dimension even if the appearance
of gas bubbles would imply a symmetry breaking. For computational simplicity, we
neglect the impact of the vapor bubbles on heat conduction and light absorption.

At the end of the simulations, the distribution of the nucleated vapor bubbles
over all the target depth was taken as a whole and the residual liquid inter-volumes
were identified through the MC algorithm developed in our previous works [11]. In
particular, this method proceeds through the identification of randomly generated
spherical volumes in the remaining liquid, followed by the evaluation of the clusters
of spheres that permeate each other. These sets of permeated spheres are finally
identified as distinct liquid clusters, i.e. nanodroplets.
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4.3.6 Results and Discussion

The laser ablation simulations described above were performed by considering 20 ns
FWHM irradiation of a pure aluminum target at different energy fluences, ranging
from 1.0 to 6.0 J/cm?.

Homogeneous nucleation was found to be significant at temperature just above
0.90T, as it is widely accepted in literature. We can have an idea of the space—time
evolution of the nucleation process by looking at the temperature color map reported
in Fig. 4.2.

The nucleation—vaporization simulation described above provided us the ablation
yield, that was reported in Fig. 4.3a as a function of the energy density absorbed by
the target.

From Fig. 4.3b, we can observe how the vapor—nanoparticle mixture is generated
as a function of time in our simulation. Homogeneous nucleation occurs promptly
during the laser pulse and, in this way, the liquid NPs are emitted through the phase
explosion process.

Our approach, even with some simplifying assumptions, is able to catch some
features of the physics of nanosecond laser ablation. The ablation yield starts to
become significant at an absorbed energy density of 1.0 J/cm?, followed by a fluence
range in which only vaporization is effective. At 2.5 J/cm? we observed the phase
explosion threshold, above which liquid nanodroplets are expected in the ablated
material. Finally, phase explosion becomes the dominant mechanism at 4.5 J/cm?.

In the case shown in Fig. 4.3b (3.5 J/cm?), the nanodroplet formation process
continues for several nanoseconds, during flattop surface heating, and in this way
some surface layers are sequentially removed. On the other hand, the vaporization
process occurs in a significantly broader temperature range, and correspondingly in
a larger time interval.

As in our previous works, the size distribution of the liquid nanodroplets formed
in the phase explosion process was obtained. Only the liquid layers with fully estab-
lished nucleation (n & nmax) were taken into account in this plot. Here we can see
the droplet size histogram in a log—log plot (Fig. 4.4), which shows a power scaling
law for particles containing 103 <+ 10* atoms. The power law distribution in this case
can be expressed as f(N) o« N~!9, where N is the number of atoms per cluster.
Interestingly, the exponent seems to be quite independent on the laser fluence, since
its value remains almost constant in the range between 3.0 and 6.0 J/cm?.

This rule is consistent with our recent results obtained in the absence of spa-
tial gradients [11] and also with the results of a molecular dynamics approach that
described femtosecond laser ablation of aluminum [30].

To our knowledge, there have been some attempts to find an analogous scal-
ing law for the size distribution of the metal NPs deposited through femtosec-
ond laser ablation, although with poor statistics. The results of Nogl et al. [31]
are reported in Fig. 4.5: the experimental size distributions were obtained from
Cu nanoparticles deposited on mica substrates through PLD. In that work, a
Ti:Sapphire laser was used, operating at A =800 nm with pulse duration of 100 fs a
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t a repetition rate of 1 kHz. Different values for the exponent of the power function
were found, depending on the energy fluence, although with significant experimental
uncertainties. On the other hand, these studies are missing in the case of nanosecond
lasers.

In the size distribution of aluminum NPs, at an energy fluence between 3.0 and
4.0 J/cm?, the average number of atoms per cluster was of about N = 450 atoms,
while the average particle size, calculated as the diameter of a spherical equivalent
particle at room temperature was of about d = 3.2 nm.

This average size of the liquid nanodroplets directly ejected from the target is
consistent with the experimental observations of pure metal NPs synthesized by
PLD in high vacuum using nanosecond laser pulses [32, 33].

In order to graphically show the spatial 3D distribution of the identified liquid nan-
odroplets, we report a scatter plot in Fig. 4.6, representing the liquid nanodroplets
found in the simulation at 3.5 J/cm?. In our MC method for liquid inter-volume iden-
tification, the nanodroplets are reconstructed as clusters of spherical liquid volumes
trapped between the nucleated vapor bubbles. Here the spheres belonging to the same
cluster are plotted in the same color, which depends on the cluster size, calculated
as the diameter of an equivalent spherical nanoparticle.

In the frame reported in Fig. 4.6, the z axis points outwards from the target surface,
which was moved in the negative direction during the simulation due to vaporization
and phase explosion. In this way the droplets observed at larger z were formed before
that at smaller z.

We can see that the larger clusters are formed as non-spherical agglomerates that
will eventually evolve to spherical nanodroplets, to minimize the Gibbs free energy,
during their flight away from the target or on the substrate.
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4.4 Pulsed Laser Deposition of Nanostructured Catalysts:
An Application for PEC (Photo-Electrochemical Cell)
Technology

PEC devices are considered as prime technology for the production of solar fuels,
defined as the conversion and storage of solar energy into the chemical bonds of high
energy-density molecular species, such as H, from water splitting or CO, reduction
products (CO, CHy4, CH30H, CH,0,, CH,;0) [34]. In its most basic implementa-
tion, a device of this kind consists of an electrochemical cell where one or both the
electrodes are photoactive. The absorption of UV-visible photons at these photoelec-
trodes leads to the separation of electron-hole pairs which are then employed for
driving catalytic fuel-forming redox reactions [35]. Recently, much effort has been
dedicated towards designs where the absorption/charge-separation and the catalysis
functions are optimized on different materials and then integrated by functionaliza-
tion of absorbers with redox catalysts. For instance, inorganic semiconductors or
molecular chromophores have been employed as absorbers and functionalized by
coupling with molecular catalysts or nanostructured metals or metal-oxides [36].
This design allows to take advantage of materials with already optimized optical
properties, in particular from photovoltaic applications, but also presents new prob-
lems. Of critical importance are the nature of the absorber/catalyst junction and the
parasitic light blocking effect [37] by surface-deposited catalysts. Both of these are
strongly affected by the catalyst morphology: for the former, dense ion-impermeable
structures yield buried junctions with poor PEC performance, while porous ion-
permeable architectures can lead to adaptive junctions which are known to enhance
charge-separation and photovoltage generation [38]. In the latter case, compact thin
films with smooth surfaces generally exhibit strong bulk-like absorption, leading to
significant optical losses [39] while nanosized 3D structures can feature lower refrac-
tive indexes and/or quantum confinement effects yielding a substantially transparent
material [40]. In this context, PLD offers a versatility unparalleled by other fabrica-
tion techniques, with the possibility of precisely controlling quantity, morphology
and crystal phase of a nanostructured material by tuning the deposition parame-
ters, thus enabling a systematic investigation of how these properties correlate with
PEC performance. In the following section, an example recently studied in our lab
is presented [41], consisting of a nanosized Fe(Ill)-based WOC for photoanodes
functionalization.

4.4.1 Porous Versus Compact Catalyst Morphology
Jor Photoanodes Functionalization

We present here a comparative investigation of an amorphous-Fe,O3 WOC fabri-
cated with a morphology consisting of either a porous nanoparticle-assembled coat-
ing or a dense compact thin layer. Both were employed as functional coatings on
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nanocrystalline hematite thin layers (HTL) light absorbers that are easily fabricated
as host substrates with acceptable baseline performances in photoelectrochemical
water oxidation and good reproducibility [42], marking them as good model systems.
Furthermore, the choice of iron oxide as both the absorber material and WOC is moti-
vated by the need to find earth-abundant, cheap and scalable materials to enable the
large-scale application of solar water-splitting. Besides satisfying all these requisites
[43]. Tron oxide is also non-toxic and environmentally safe.

Both WOC morphologies were fabricated by the PLD technique using a KrF
excimer laser (Lambda Physik LP 220i) with an operating wavelength of 248 nm,
pulse duration of 25 ns, repetition rate of 20 Hz, and laser fluence of 2.0 Jem?. A
metallic iron disk was used as target, and substrates were set at 5.5 cm distance. A
reactive atmosphere consisting of 45 Pa O, was maintained in the deposition chamber
during the experiment. The number of pulses was fixed at 2000, to ensure that all
samples are realized with the same quantity of material. Substrate temperatures were
maintained either at room temperature (RT) or at 300 °C (DEP 300 °C).

Cross-sectional SEM analysis of RT samples on silicon shows a complex mor-
phology with scattered large particles (diameter about 30—300 nm) covered by a
porous structure made of smaller particles (average diameter 5 + 2 nm as a conserva-
tive estimate) assembled in irregular wires (Fig. 4.7a). Surface coverage appears to
be complete (Fig. 4.7b). Annealing of RT samples at 300 °C leads to aggregation of
the smaller particles (AN300, Fig. 4.7¢) and partial collapse of the porous structure.
Deposition with the substrate at 300 °C (DEP300) yields a dense NPs-assembled
layer (Fig. 4.7d, cross-section and Fig. 4.7e, top-view) similar to the structures typ-
ically obtained at lower deposition pressures [44]. The effect is ascribed to higher
particles mobility when they hit the heated substrate, promoting aggregation to bigger
(diameter >10 nm) and partially-fused particles.

The relatively high oxygen pressure employed here, by reducing the kinetic energy
of the ablated material, limiting the plume expansion, and promoting collisions
between ablated particles, induces the formation of nanoclusters in the plume. These
nanoclusters are cooled by the background gas before reaching the substrate, where
they are deposited as a porous structure. In the case of lower pressure instead, the
plume is less confined, the ablated material has a higher kinetic energy and the
higher mobility results in aggregation of the particles after deposition, yielding a
more compact microstructure composed of partially fused NPs [45].

UV-Vis absorption spectra on quartz substrates (Fig. 4.8) show that DEP300 has
a much higher absorbance than RT or AN300 in all the range.

Given that the quantity of deposited material at a given pressure is essentially
set by the number of pulses, which is kept constant for all depositions, the differ-
ence between RT and DEP300 is quite remarkable and likely linked to the different
morphology. DEP300 can be considered a bidimensional thin-film, although with a
nanostructured surface, while a substantial fraction of the RT layer is composed of
very small particles (5% 2 nm). In this conditions, quantum confinement can domi-
nate the optical properties, as reported for other materials [46] and for other nanosized
hematites [47]. A small change in the refractive index of the film could also lead to
enhanced transparency. However, the observation of a well defined emission band
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Fig. 4.7 SEM analysis of a, b RT, ¢ AN300, d, e DEP300. Substrate is silicon

at ca. 450 nm for RT and AN300, consistent with the band gap, is suggestive of
the presence and possibly of the co-existence of quantum-optical phenomena. The
photoresponse of the integrated absorber-catalyst system, recorded by scanning the
photoelectrodes under AM 1.5G illumination (at 100 mW cm~2 simulated sunlight)
in 0.1 M NaOH (pH 13.3), was found to be deeply affected by the catalyst coating
morphology (Fig. 4.9).

With AN300 the photocurrent improves along the whole potential region of inter-
est, reaching 0.4 mA cm~2 at 1.23 V versus RHE with respect to ca. 0.08 mA cm™2
for the unmodified HTL at the same potential, a five-fold increase. The curve of
HTL-AN300 also shows a cathodic shift of the photocurrent onset to 0.9 V versus
RHE for HTL-AN300 with respect to 1.1 V versus RHE observed for the bare HTL
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film, representing one of the most prominent WOC induced decreases in photoan-
odic overpotential [48]. Differently, for HTL-DEP300 the photocurrent generated
at applied bias lower than the dark electrocatalysis onset is largely inferior to that
observed with the unmodified HTL, suggesting a significant degree of recombination
or the blocking of the hole transfer from the underlying HTL, where photocharge is
generated, to the electrolyte.

In conclusion, PLD proves to be an effective method to control morphology at the
nanometric scale, thus enabling comparative studies over its effects on the properties
of functional materials. The same WOC material, amorphous Fe, O3, exhibits here
completely different optical and electronic properties depending on morphology:
while compact layers lead to bulk-like absorption and inefficient buried junctions, a
porous structure results in a transparent material with much improved PEC perfor-
mance, likely due to the formation of an adaptive junction.
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4.5 Conclusions

A thermodynamic study of the metastable liquid metals at temperature close to the
thermodynamic critical point was reported. Thereafter, the phase explosion process
induced by the nanosecond laser irradiation of pure metals was described, based on
a continuum description of the thermal evolution of the target material. Vaporization
from the target (aluminum) surface was evaluated in the framework of the unsteady
adiabatic expansion model, while the homogeneous nucleation of vapor bubbles in
the metastable liquid was simulated in the framework of the classical nucleation
theory. The size distribution of the liquid NPs formed in the phase explosion process
was found to obey a power law in the range between 10° and 10* atoms per NP,
in agreement with the few available experimental data when it is assumed that NPs
formation comes from solidification of liquid nanodroplets. It is proved that PLD
technique is able to synthesize NPs in a single step with the required relevant features
for catalysis application: favorable surface-to-volume atomic ratio, size- and shape-
dependent properties, and high concentration of low-coordinated active surface sites.
An example, recently studied in our lab, is finally presented consisting of a PLD
produced nanosized Fe(III)-based WOC for photoanodes functionalization.
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Through Modeling on Atomic

and Macroscopic Scales
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Thibault J.-Y. Derrien, Vladimir P. Zhukov, Nadezhda M. Bulgakova
and Leonid V. Zhigilei

Abstract Computer simulations and theoretical analysis of laser-materials interac-
tions are playing an increasingly important role in the advancement of modern laser
technologies and broadening the range of laser applications. In this chapter, we first
provide an overview of the current understanding of the laser coupling and transient
variation of optical properties in metals, semiconductors and dielectrics, with the
focus on the practical implications on the energy deposition and distribution in the
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irradiated targets. The continuum-level modeling of the dynamic evolution of laser-
induced stresses, nonequilibrium phase transformations, and material redistribution
within the laser spot are then discussed, and the need for the physical insights into
the mechanisms and kinetics of highly nonequilibrium processes triggered by the
laser excitation is highlighted. The physical insights can be provided by atomistic
modeling, and several examples are discussed where large-scale molecular dynamics
simulations are used for investigation of the mechanisms of the generation of crystal
defects (vacancies, interstitials, dislocations, and twin boundaries) and the material
redistribution responsible for the formation of laser-induced periodic surface struc-
tures in the single-pulse ablative regime. The need for the integrated computational
approach fully accounting for the strong coupling between processes occurring at
different time- and length-scales is highlighted.

5.1 Introduction

The continuous progress in the advancement of laser applications is increasingly
relying on thorough theoretical understanding of laser-induced processes that con-
trol the structural and phase transformations responsible for material modification,
selective removal and/or transfer. Experimental diagnostics capable of resolving the
laser-induced processes on femto-/picosecond time-scales and simultaneously on
sub-micrometer length-scales, however, are currently limited to specific systems and
irradiation conditions [1-3]. Even with the advancement of existing and the devel-
opment of new time-resolved diagnostic methods, the experimental probing alone
is unlikely to completely uncover the relationships between numerous processes
involved in laser-matter interactions, which take place simultaneously or sequen-
tially with overlap in time and space. Hence, numerical simulation of processes
occurring in laser-irradiated materials is an invaluable tool for understanding the
complex phenomena of laser-materials interactions, especially when materials are
driven far out of electronic, thermal, and mechanical equilibrium [4]. A combination
of numerical simulation and experimental probing of laser-induced processes per-
formed for the same experimental conditions is likely to be the most efficient way of
gaining deep insights into the rapid structural and phase transformations triggered
by the laser excitation.

In this chapter, we provide an overview of theoretical treatment and numerical
modeling of different stages of laser-materials interactions, from the laser excitation
of the electronic sub-system in the material to the thermal and mechanical response to
the laser energy deposition leading to material modification, redistribution, or ejec-
tion from the irradiated target. The overview is focused on computational predictions
that can be directly mapped to experimental observations and used for optimization
of laser processing conditions in practical applications. We start with analysis of
the transient modification of optical properties due to the laser-induced electronic
excitation, as it defines the fraction of the incident laser energy that is absorbed by
the irradiated material and its initial distribution in the target. The solid knowledge
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of the laser energy deposition and redistribution enables a reliable analysis of the
material response to the rapid laser heating, which may involve plastic deformation,
melting and resolidification, hydrodynamic flow of molten material, photomechani-
cal damage/spallation, explosive boiling of material superheated up to the limit of its
thermodynamic stability, and the ejection of material from the target driven by the
relaxation of laser-induced stresses, the explosive release of vapor, and/or material
ionization and charge separation. Many of the processes involved in laser-materials
interactions have been addressed in atomistic or continuum-level simulations, and
have been reviewed in chapters published as follow ups on two earlier editions of
the School on Lasers in Materials Science [5—8]. In this chapter, we focus our atten-
tion on methods capable of addressing the processes occurring on the scale of the
whole laser spot as well as on multiscale computational approaches where atomistic
simulations inform the larger-scale continuum models on the kinetics and mech-
anisms of laser-induced structural and phase transformations, and help to design
advanced continuum-level models fully accounting for the complexity of short pulse
laser-materials interactions.

The variation of optical properties of metals, semiconductors and dielectrics
excited by the laser irradiation are discussed next in Sect. 5.2, the continuum-level
modeling of thermal and mechanical processes occurring on the scale of the laser
spot is reviewed in Sect. 5.3, and several examples of the use of atomistic molecular
dynamics method for revealing the processes responsible for material modification
by short laser pulses are provided in Sect. 5.4. Finally, in Sect. 5.5, we briefly outline
the prospects for the advancement of the computational treatment of the complex
phenomena of laser-materials interactions.

5.2 Transient Response of Materials to Ultrafast Laser
Excitation: Optical Properties

In this section, we provide a brief overview of several analytical models developed to
describe the optical response of laser-irradiated materials, which is swiftly changing
already during the laser pulse action and continue to evolve after pulse termination.
We focus on simplified analytical models, which can be integrated into large-scale
continuum or atomistic simulations of ultrashort laser-matter interaction. While for
the bandgap materials the existing optical models usually account for the dynamic
variation of surface reflectivity due to generation of charge carriers in the conduction
band, in the case of metals the majority of simulations reported in literature are based
on an assumption of constant reflectivity equal to that of a cold metal at a specific
wavelength. This can lead to misinterpretation of experimental data, as the optical
properties (both reflectivity and absorption coefficient) of the free electron popula-
tion in metals may change considerably when the energy density of up to several eV
per electron is deposited by the laser pulse. When the surface reflectivity strongly
varies upon ultrafast laser excitation of a sample, the actual absorbed energy can be,
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depending on the electronic structure of the material, either under- or overestimated.
While many details of the transient optical response of materials undergoing strong
electronic excitation and rapid equilibration are still not fully understood, the simpli-
fied models discussed in this section may provide general guidance for interpretation
of experimental observations.

5.2.1 Metals: Transient Optical Properties

Theoretical description of the optical response of metals as well as bandgap materials
upon their ionization with generation of a dense free-electron plasma is usually based
on the theory proposed by Paul Karl Ludwig Drude in 1900 [9]. The Drude theory
was developed for explaining the electrical conduction in metals under the classical
assumption that free electrons can be represented as particles scattered in collisions
with immobile ions. It was refined by Hendrik Antoon Lorentz who proposed that
the mean free path of electrons was limited by collisions. This simple theory gives
a physical justification for Ohm’s law and can predict the electron current in metals
under the action of electromagnetic waves. As the frequency-dependent dielectric
function of a material is directly related to the oscillating current of free electrons,
the Drude theory is widely used for describing the free-carrier contribution to the
optical response of solids to laser light (known as the Drude model or sometimes the
Drude-Lorentz model) [10, 11].

5.2.1.1 The Drude Model

The Drude model (or free electron model) provides the basic formulation of the free
carrier contribution in the material response to electromagnetic waves of a specific
angular frequency w via the expression for the complex dielectric function, which
reads in the general form as [11, 12]:

. neezrc
£ = Eeore H i (5.1)
weomi(l —iwt,)
Equation (5.1) can be rewritten as
& =& +i& with
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Here n, and e are the free electron density and elementary charge, 1/t is the colli-
sion frequency of electrons. The collisions between electrons and between electrons
and lattice atoms/ions provide damping of the optical response of material to laser
radiation. When free electrons are moving in a periodic potential of the lattice in a
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solid medium, they respond to external forces differently than in vacuum. To simplify
the description of this effect, the effective mass m is introduced, which is usually
considered to be constant independent of the excitation conditions. &.o is a core
dielectric function, which is introduced to approximate the interband contributions
(absorption of electromagnetic radiation by an electron in an occupied state below
the Fermi level with transition to an unoccupied state in a higher band) [11]. This
part of the dielectric function is usually considered as independent of frequency.
In vacuum ¢&..e = 1 and often the same is considered for metals [10, 11]. Note
that, according to the Drude model, the dielectric permittivity is connected with the
electric conductivity o(w) in metals as ¢ = 1 +io(w)/gow.

It is seen from (5.2) that ¢; becomes negative starting from some frequency
w, = ,/neez/soscoremj, taking into account that (1/7.) < w),. At this character-
istic frequency w,, called plasma frequency, the response of the material changes
from a metallic to a dielectric one. The electromagnetic field with angular frequency
below the plasma frequency cannot penetrate the material. This corresponds to the
collisionless plasma regime, when the light is totally reflected. In metals, electro-
magnetic waves can penetrate a very thin surface layer whose size is determined
by the electron collision frequency (1/7.) and can be calculated from the dielectric
function, see below.

The optical properties of cold metals are reasonably well described by the Drude
model in infrared and, partially, visible spectral ranges via adjusting the plasma and
collision frequencies, while at higher frequencies the model fails [10]. The reasons
for the failure include an increasing contribution of intraband transitions and an
enhanced sensitivity of the electromagnetic wave to surface roughness at shorter
laser wavelengths. To extend the description for a wider spectral range, several mod-
ifications of the Drude model have been proposed.

5.2.1.2 The Combined Drude-Lorentz Model

The Lorentz model was developed for insulating materials, assuming that the elec-
trons are bound to the nuclei in a similar way as small light balls can be bound to large
heavy balls by springs [13]. Under the action of an external periodically-varied force
(electromagnetic wave), such system has resonant frequencies (harmonic oscillators).
Then, the complex dielectric function of a material can be described by accounting
for both free and core (bound) electrons through a combination of the Drude and
Lorentz models [14, 15]:

e=¢ep+eg, (5.3)

where ¢p is given by (5.1), and ¢, is the Lorentzian term written in the general form
as [13, 14, 16]
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Here 21 ;is aresonant frequency [ (I =1, ..., N) with a weighting factor f; defining
the fraction of electrons that are bound to this frequency (Z;\Izl fi=D,and I’y is
the damping constant. Adding one or several Lorentzian terms to the Drude model
enables expansion of the accessible spectral range toward shorter wavelengths, where
the optical properties can be satisfactorily described at a fixed temperature via fitting
the model parameters (ecore, @p, Tes 211, i, f1) [14, 16-18].

It is clear that the above approach gives a rather schematic description of dif-
ferent contributions and parameters affecting the optical response of metals, and its
application to simulations of laser-matter interactions must involve a fitting proce-
dure. However, the Drude model and the combined Drude-Lorentz model represent a
valuable tool that enables an effective description of the swift changes in the optical
properties of solids irradiated by ultrashort powerful laser pulses within the frame-
work of large-scale continuum or atomistic models.

5.2.1.3 High Free-Electron Temperatures: Plasma-like Behavior

When the electron temperature in metals (7,) approaches the Fermi temperature
(T'F), the electron gas starts to behave as a hot dense plasma with associated change
in optical response ([19] and references therein) that has to also be accounted for
in simulations. The dielectric permittivity at the limit of the hot electron plasma
(T, > TF), &5, with the Maxwellian distribution function can be expressed in the
following form [19-22]:

4o /°° g ECewCE T

1 e B
3w(kpT,) 2T —iw+ 3 2(kp T,/ E.)**v] G
0

g, =1+ (5.5

where E, and T, are the electron energy and temperature, respectively; kg is the
Boltzmann constant; veTi = 427 Zn;e* In A / (Mkz/ ZTS / 2) is the electron-ion
collision frequency with the Coulomb logarithm, In A, which can be approximately
taken to be equal to 2 at the electron temperatures of the order of 10 eV [23]; the
factor G = (veTl./ya +(1— 2i)a))/(veTl. +(1— 2i)a)) with y, = (0.87+2)/(2.2+ Z)
accounts for the electron-electron collisions [22]; Z is the number of free electrons
per ion in the metal, and n; = n./Z is the number density of ions. Note that generally
Z can vary upon irradiation of transition metals by ultrashort laser pulses due to
excitation of d-electrons [24].

By convention, the description of the optical properties of metals can be divided
into three regimes depending on the electron temperature: (1) low electron temper-
atures, much smaller than Tf; (2) large electron temperatures, above T, and (3)
intermediate electron temperatures, when both metallic and plasma behavior of the
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conduction electrons can be manifested. In the examples shown in Fig. 5.1, the fol-
lowing matching between the metallic and plasma ranges of the dielectric function
was used:

Ems Te < 0.3TF
&= Em +8p7 03TF < Te < TF (56)
€ps T, > Tr

Here ¢, is calculated according to (5.1) or (5.3). Note that different methods
were proposed for bridging the metallic and nondegenerate plasma behaviors via
power [19] or linear [25] functions. However, we did not find much difference in
the simulation results after applying the different functions. Expression (5.6) gives
a sufficiently smooth transition between the two types of metal optical response.

5.2.1.4 Reflection and Absorption Coefficients
As soon as the dielectric function is determined by one of the methods described
above, the reflection and absorption coefficients of a material exposed to a short

pulse laser heating can be calculated using the Fresnel equations. The refractive
index n and the extinction coefficient k are expressed as

n:\/%<81+,/8,2+8§>, (5.7)
k:\/%<—81+,/812+8%). (5.8)

Then the absorption « and reflection R coefficients are calculated as follows:

4k
a=—, (5.9)
(=17 +k? 510
R 10

Here X is the laser wavelength and the expression for R is given for the normal
incidence of the laser beam. The absorption length /,, = 1/« characterizes the depth
of electromagnetic wave penetration into metallic sample. For an arbitrary angle
of incidence, the Fresnel relation for R includes the angular dependence, which is
a function of the light polarization direction relative to the beam incidence [26].
Additionally, when the surface layer of an irradiated material is strongly inhomo-
geneous (either in terms of composition or due to strong gradients of the electron
and/or lattice temperatures and the electron density), application of the multilayer
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Fig. 5.1 Comparison of the reflectivity of gold and zinc as a function of the average fluence, F,
obtained in TTM modeling combined with different models of the optical response. The target
is irradiated by 66-fs Gaussian laser pulses at 800 nm wavelength. The experimental data were
obtained using the hemiellipsoidal metallic reflector technique [34, 36]. Results obtained with the
Drude model, (5.1), and the combined Drude-Lorentz model, (5.3), are marked as “Drude” and
“Drude-Lorenz” respectively. The simulated reflectivity with integration over the irradiation spot
is marked as 2D. 1D corresponds to the simulated reflectivity at the center of the irradiation spot,
where F' = 2F(. To match the experimental data [36] at low fluences, surface roughness o was
set to 36 and 17 nm for zinc and gold, respectively, unless otherwise is specified. a Results for
gold. The plasma response model was included in the simulations, but it does not give a noticeable
effect in the studied fluence range and is therefore not shown here. b Results for zinc without and
with plasma contribution, (5.6). ¢ The Drude model with &¢ore = 1 for gold: comparison of 2D
simulations with and without accounting for surface roughness and under assumption that only
~30% of free electrons contribute to the optical response. d Simulations for zinc (2D-TTM with
the Drude model at e, = 1) with the heat capacity calculated as the linear dependence C, =
AT, over the whole fluence range and with saturation at the values given in the legend. The data
obtained under assumption that only ~30% of free electrons contribute to the optical response are
shown by star symbols

approach for reflectivity calculations can be useful for achieving a better agreement
with experimental data [12, 27, 28].
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5.2.1.5 Surface Roughness Effect on Reflectance

The optical properties of material surfaces are dependent on their quality (primarily
the surface roughness, oxidation, contamination, etc.) [29]. The handbooks of optical
properties provide the data for thoroughly polished metals up to a mirror quality [30].
In many experiments on laser-matter interaction, the reflection coefficients of virgin
surfaces can differ (usually are smaller) compared to the handbook data. For rough
surfaces with the reflectivity close to the mirror quality (¢ < A, where o stands for
the mean-square roughness size), the following expressions can be used to account
for the surface roughness in specular and diffuse reflectances, Ry ough and Rgrough
respectively [31, 32]:

2 2
dro dro
Rs,mugh = ReXP - T ’ Rd.mugh =R T (5.11)

where R is the reflection coefficient for the ideally polished surface.

5.2.1.6 Two-Dimensional Two-Temperature Modeling (2D-TTM)
of Metal Reflectivity Under Conditions of Ultrafast Laser
Irradiation

The measurements of the dynamic reflectivity of material samples irradiated with
ultrashort laser pulses are usually based on the two major techniques: pump-
probe temporally-resolved reflectivity studies [33] and integral measurements of
the reflected light using, for example, a hemiellipsoidal metallic reflector technique
[34]. Both techniques assume that the light is reflected from a non-uniformly heated
laser-irradiation spot that implies a necessity of 2D modeling. Even for the pump-
probe technique, the probe pulse focused on a central area of the Gaussian irradiation
spot can exhibit averaging over the non-uniformly excited area of the spot. Here, to
evaluate the validity of different optical response models, we present the results of
simulations based on the two-temperature model (TTM). The TTM is based on the
assumption that, during the laser pulse, the laser energy is absorbed by the conduction
electrons, which are heated to a high temperature, while the lattice remains cold. As
aresult, the heat transfer in such nonequilibrium system can be described by two heat
flow equations, for electrons and lattice, with the heat exchange between them [35].
We use a “quasi-2D” approach, at which the heat flow simulations were performed
only in the direction toward the sample depth, while the reflectivity was integrated
over the irradiated spot. Such approach is justified by a small laser-affected depth
compared to a typical laser spot size. An implicit numerical scheme was used to
solve the TTM equations with integration using the Thomas algorithm. The time
and spatial steps were thoroughly checked with respect to the numerical scheme
convergence for both the temperature evolution and the integral reflectivity.
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Figure 5.1 presents the results of numerical simulations for gold and zinc samples
irradiated by single femtosecond laser pulses (66 fs FWHM) of Ti:sapphire laser
(800 nm wavelength) with direct comparison to the reflectivity measurements using
the hemiellipsoidal metallic reflector technique [36] . The simulations were based on
the TTM, similar to that described in [37] but extended to two dimensions to simulate
the integral reflected light. All of the optical models discussed above were used in
an attempt to find the best agreement between the modeling and experiments.

The laser pulse was assumed to be temporally and spatially Gaussian. Since no
results of ab initio calculations of thermophysical parameters of the electronic sub-
system based on the electron density of states (DOS) [24, 38] are available for zinc, a
simplified dependence of the heat capacity C, = A.T. and a constant electron-lattice
coupling factor g [36, 39] were used in the calculations for Zn. The electron ther-
mal conductivity was taken similarly to [24] as K.(T,, T;) = U%Ce(Te)‘L'c(Te, 1)/3,
where v is the Fermi velocity. The collision frequency of free electrons was approx-
imated via the sum of electron-electron and electron-phonon scattering rates as
Vte =1/Te—e+1/Tepp = ATe2 + BT [24]. The coefficients A and B were assumed
to be constant and were estimated as described in [40], which yielded A = 1.805 x
109 K2 57! and B = 1.82 x 10'2 K~! s~! with the plasma frequency w, =2.05 x
1016 71,

In the most simulations, the same t, values were used in the thermal conductivity
expression and in the Drude model, (5.1) . It was found that the estimated B value
did not give a reasonable agreement with the measured optical properties of well-
polished zinc samples [16]. To fit the room temperature reflectivity, the scaling factor
ks = 3 was introduced similarly to [19], which yielded the final B = 5.46 x 10'?
K~ ! s7!. As noted in [41, 42], not all electron-electron collisions can contribute to
the material optical response. To account for this effect, in a number of simulations
the A value was changed in the dielectric function to Aoy = nA with introducing a
scaling factor n < 1.

For the simulations with the combined Drude-Lorentz model, the single
Lorentzian term was used with parameters that correspond to Fit #1 from [16]. In
order to reduce the surface reflectivity reported in literature for highly polished zinc
samples [16] to the experimental values of work [36] at low fluences, the surface
roughness parameter o = 36 nm was chosen, assuming the specular reflection, i.e.,
the first expression in (5.11).

The same 2D-TTM simulations were performed for gold with parametrization
from [43]. The n and k values were taken from [30]. To fit the experimental reflectivity
at low fluences reported in [36], the mean-square surface roughness of 17 nm was
introduced. In the case of the combined Drude-Lorentz model, five Lorentzian terms
were taken into account for gold with the parameters from [17]. The simulations were
performed in the wide range of the laser fluence from 0.01 up to 20 J/cm? (average
fluence over the irradiation spot).

Figure 5.1a, b show the results of the application of models described above to gold
and zinc, respectively, and the results are compared with experimental measurements
performed with the hemiellipsoidal metallic reflector technique [36] (black squares).
For gold, Fig. 5.1a, the simulation data are presented for the Drude model, (5.1)



5 Insights into Laser-Materials Interaction Through Modeling ... 117

with two values of g.o.e = 1 (blue dots) and 5 (blue half-filled diamonds), and the
combined Drude-Lorentz model, (5.3) with e.oe = 1 (green squares). As can be
seen, all models give essentially the same results and are not in a good agreement
with the experimental data in the fluence range of ~0.2—1.5 J/cm?, while at higher
and lower fluences the simulation results are satisfactory. It should be noted that
variation of &.4. makes it possible to shift the reflectivity to a higher level at large
laser fluences. In a number of studies it is argued that not all free electrons contribute
to the optical response of metals and, hence, the effective electron-electron collision
frequency in the dielectric function must be reduced compared to that responsible
for the electron thermal conductivity [41, 42]. The simulations for gold have shown
that, when accounting for this effect, it is possible to achieve a better agreement with
the experimental data at laser fluences up to ~1 J/cm?, while at higher fluences a
considerable deviation between the experimental and theoretical data arises (blue-
edged stars in Fig. 5.1c, Aoy = A/3).

The plasma response model was included to the simulations for gold, but it does not
give a noticeable effect in the studied fluence range (therefore not shown in Fig. 5.1).
It should be noted that the temperature maximum achieved in simulations was only
slightly higher than the Fermi temperature of gold, which explains the small plasma
contribution. For zinc, where the maximum temperature at the highest simulated
fluence was around 27, the plasma effect on reflectivity is substantial, as shown in
Fig. 5.1b (asterisks). The addition of the hot-plasma behavior to the optical response
makes it possible to keep the reflectivity at a constant level up to Fy & 1 J/cm?, as
observed experimentally. However, at higher fluences the plasma-like optical model
yields a much slower decrease of the reflectivity as compared to the experimental
measurements. Red dots in Fig. 5.1a, b show the results of 1D simulations for gold
and zinc, respectively, performed at laser fluences that correspond to the center of the
laser spot. The results demonstrate that 1D modeling can considerably overestimate
the total absorbed laser energy, as clearly exemplified by the results shown for gold.

The simulation data obtained for gold with the Drude model and o = 0O (ideally
smooth surface, red triangles in Fig. 5.1c) overestimate the reflectivity at low fluences
and underestimates at high fluences. As seen from Fig. 5.1b, the simulation results
for zinc are not satisfactory almost in the whole range of laser fluences. The possible
reasons of the discrepancy between the computational predictions and experimental
data are discussed below.

5.2.1.7 Importance of the Thermophysical Properties of the ‘“Free
Electron Gas” for Description of Optical Response of Metals

As mentioned above, for the free electron population in zinc we used the simple
linear dependence of the heat capacity on the electron temperature, C, = AT, [37,
39], in view of absence of other data. At high free-electron temperatures, close to or
above T, the heat capacity is expected to saturate at a value of the order of that of
non-degenerate gas, 1.5kpn,, though plasma non-ideality at high densities as well as
incomplete equilibrium [44] can influence this saturation value. According to DOS
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simulations [24, 38], the majority of metals exhibit a tendency of the heat capacity
saturation at high electron temperatures (note that the temperature of free electrons is
considered here as a measure of their average energy even when the electrons are not
fully thermalized immediately after ultrashort laser excitation). Figure 5.1d presents
the 2D-TTM simulation data for zinc with the Drude model used to account for the
optical response. Blue dots are predicted by assuming the linear electron temperature
dependence of the heat capacity (C, = A, T, with A, = 81.9 J/(m>K)) in the whole
range of laser fluences. The other half-filled dots show the results of calculations
where the linear dependence was used up to a certain electron temperature, above
which the value of C, was fixed (kept constant upon further heating of the electrons).
The results are shown for the following three levels of saturation of C.: CJ** =
4.1 x 10° J/(m*K), 1.25 x 10% J/(m3K), and 2.9 x 10° J/(m*K). We note that C™*
= 2.9 x 10° J/(m3K), which corresponds to 7', & 35,000 K, is close to the values of
the electron heat capacity of a number of metals at temperatures where the saturation
becomes pronounced [24], and this value gives the best fit to the experimental data
for zinc at fluences >1 J/cm?. Accounting for the limited contribution of the electron-
electron collision frequency in the dielectric function leads to even better agreement
between simulations and experiment (red-edged stars in Fig. 5.1d, Aqp = A/3). To
further improve the simulation accuracy at higher fluences, €. > 1 can be introduced
to account for interband transitions. However, the fluence range where the reflectivity
exhibits a sudden drop for both metals is not still properly described that calls for
further studies.

The following reasons can be hypothesized to be responsible for the observed
sudden drop of the reflectivity and the discrepancy between the experimental and
modeling data:

(i) At the first turn, it can be the effect of unsatisfactory description of thermo-
physical properties of the electron subsystem of the material (note that the
electron thermal conductivity of free electrons is also affected by the tempera-
ture dependence of the electron heat capacity, see above). As demonstrated in
Fig. 5.1d, the choice of the temperature dependence of the heat capacity has a
strong effect on the calculated reflectivity. The electron-lattice coupling factor
g, which is considered here to be constant for zinc, can also have an impact
on the transient optical response of metals, and its temperature dependence
[24] should be accounted for in interpretation of the results of pump-probe
experiments. However, during irradiation by femtosecond laser pulses, when
the electron-lattice coupling is insignificant, the influence of g on the incident
pulse reflection should not be pronounced.

(i) We assume here that the surface roughness behaves in the same manner irre-
spectively to the electron temperature. However, at high laser fluences, the inci-
dent laser wave can be scattered differently than at low fluences. As a result,
the light absorption can be significantly altered by the interference between the
scattered surface wave and the incident laser wave. For instance, for linearly
polarized laser light, the interference effect results in the transient periodic
absorption pattern leading to the formation of laser-induced periodic surface
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structures (LIPSS) at relatively low fluences, near the melting threshold [45,
46], as well as in the regimes of the developed ablation [47] . However, in the
ablative regimes the LIPSS can exhibit very high regularity [47], indicating a
change in laser-surface coupling.

(iii) The collision frequency of the electrons does not satisfy the simple relation
1/t. = AT? + BT, at high heating rates/values, and the A and B coefficients
can be variable, thus affecting the temperature dependence of the electron
thermal conductivity (see above). Additionally, the fraction of free electrons
actively participating in the material optical response can also be changing with
the electron temperature, thus leading to the variation of Ay [42].

(iv) For the adequate comparison of simulation results with experimental data, the
multilayer model must be used for metals at high heating rates to account for a
highly inhomogeneous temperature profile that can be formed even within the
absorption depth.

(v) The effects of nonequilibrium within the electron subsystem at high-power
laser heating are still poorly understood but can have important consequences
on the reflectivity of metals.

The simple optical models considered above are needed for large-scale multi-
physics simulations of laser interactions with metals, where ab initio models cannot
be applied. However, it must be noted that even the existing ab initio models, which
require large computational resources, cannot provide an adequate description of the
experimental data [48]. Two examples of computational analysis of ultrashort laser
interaction with metals, where the dynamic optical response plays a key role, are
presented below.

5.2.1.8 Dynamic Optical Response of Metals to Ultrashort Laser Pulses

Surface plasmon-polariton decay length. The origin of LIPSS produced on material
surfaces by ultrashort laser pulse irradiation is mainly attributed to the interference of
the incident and surface scattered electromagnetic waves [45]. However, the factors
affecting the quality of the surface pattern are still debated. Recently, two opposite
views on the problem of periodic laser-induced pattern quality were published. Oktem
et al. [49] state that, for inscription of a highly regular structure on a metallic surface,
the distant points of the irradiation spot must interact via a mutual electric field.
Hence, the surface scattered wave has to propagate a distance covering the whole
irradiation spot. Limiting the laser-irradiation spot diameter to several wavelengths
(12 pm in [49]) can facilitate a better interaction between the surface electromag-
netic waves excited in different parts of the irradiation spot, thus enabling better
quality of LIPSS. On the contrary, Gnilitskyi et al. [47] have demonstrated experi-
mentally and computationally that metals with a short decay length of the scattered
waves enable imprinting of highly regular LIPSS on their surfaces. Although a small
irradiation spot size was used in [47] (10.4 jum), it was proven that limiting the inter-
action between the scattered surface waves (surface plasmon polaritons, or SPP as
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Fig. 5.2 a LIPSS imprinted by ultrashort (213 fs) laser pulses at the wavelength of 1030 nm on
surfaces of molybdenum (top) with Lgpp ~ 4.3 pm and aluminum (bottom) with Lgpp ~ 65 pm
under similar irradiation conditions. On the right, 2D Fourier transforms of the images are presented,
demonstrating the dispersion of the LIPSS orientation angle (5.3° for Mo and 26.7° for Al). b The
temporal evolution of the real and imaginary parts of the dielectric function and the SPP decay length,
Lgpp, for molybdenum under the conditions of (a), predicted in TTM simulations supplemented
by the Drude model. Colored lines correspond to decreasing fluence from left to right: 1.5, 1, 0.69,
0.4,0.2, and 0.1 J/cm?. The results are adapted from [47]

a particular case) allows preserving their coherence with the incident laser light and
creation of a regular periodic pattern of light absorption, free of bifurcation points.
Figure 5.2a shows LIPSS imprinted on two metals, Mo with the decay length of
SPP Lgpp ~ 4.3 pm (top) and Al with Lgpp & 65 wm (bottom), that clearly demon-
strates this concept. On the right from LIPSS images, the estimated dispersion of the
LIPSS orientation angle is presented, showing only 5.3° for Mo and 26.7° for Al
This finding is supported by the work of Ruiz de la Cruz et al. [50], where the highly
regular periodic surface structures were formed on Cr surfaces with the irradiation
spot diameter of 80 wm, much larger than Lgpp (4.1 wm [47]). Note that all LIPSS
discussed above were produced at near-IR laser wavelength. The plasmon polariton
theory proposed in [47] predicts the tendency of Lgpp decreasing with wavelength
so that the highly regular LIPSS can be imprinted on surfaces of a wider number of
metals at visible and near UV spectral range of laser radiation.

The above-cited Lgpp values were estimated based on the metal properties under
normal conditions. An important question arises on how the SPP decay length evolves
upon excitation of metal surfaces by an ultrashort laser pulse. This question was
addressed in a series of TTM simulations supplemented by the Drude model, (5.1),
(5.7)-(5.10), to account for the transient variation of the optical properties. The
simulations have revealed that Lgpp decreases upon excitation by ultrashort laser
pulses [47] (Fig. 5.2b, the case of molybdenum), thus enhancing the feasibility of
obtaining highly regular periodic structures. An important conclusion was made that
the tendency of decreasing Lspp upon ultrashort laser irradiation is inherent to all
metals. Furthermore, the transient Lgpp value is smaller for higher laser fluences,
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Fig. 5.2b, thus supporting the mechanism of the efficient LIPSS formation in the
ablation regimes.

Evolution of modulated absorption pattern under the conditions of LIPSS for-
mation. Another TTM simulation example, where modeling of the optical response
has proven to be of high importance for understanding of the physical processes, is
related to the temporal evolution of the modulated temperature profile generated by
the interference of the incident and surface scattered electromagnetic waves upon
ultrashort laser irradiation [40, 51]. As mentioned above, the formation of periodic
surface patterns is believed to be triggered by the periodic absorption of the linearly
polarized laser light [45]. The questions on how strong can be the modulation of the
lattice temperature produced by the wave interference and how long the temperature
modulation can survive on material surface are of high importance for understand-
ing of the post-irradiation evolution of material toward the periodic surface relief.
These questions were addressed in [40, 51], where the results of 2D-TTM simula-
tions performed for different materials (titanium, gold, silicon, fused silica) under the
assumption that the incident laser intensity is spatially modulated across the beam
diameter, as shown in Fig. 5.3a, are reported. It was demonstrated that once free
electrons absorbing the laser light experience a spatial modulation of their tempera-
ture with the periodicity close to the laser wavelength, they transfer this modulation
to the lattice. The periodic lattice temperature profile can survive on the surface up
to hundreds of picoseconds even in metals, where high heat conduction effectively
smooths the heating inhomogeneity.

Figure 5.3b underlines the importance of taking into account the dynamical change
of the optical properties of irradiated materials on the example of gold (800 nm wave-
length, 100 fs pulse duration, laser fluence of 1.1 J/cm?) [51]. It shows the temporal
evolution of the surface temperature modulation determined by the parameter a; =
Timax — Timin (the difference between the maximum and minimum of the lattice
temperature in the periodic modulation) called the modulation amplitude. The sim-
ulations performed with constant reflection and absorption coefficients taken at their
room temperature values (dashed line) yielded only slight modulation of the order of
40 K. The g, value is first increasing due to lattice heating during the electron-lattice
thermalization stage (approximately 10 ps) and then starts to gradually decrease as
the result of smoothing the inhomogeneous temperature distribution by heat conduc-
tivity. When the dynamic change of the optical properties has been implemented into
simulations in the form of the Drude model, the maximum modulation amplitude
achieved during material evolution increases by approximately 10 times (solid line).
The break in the line corresponds to the stage of the surface melting in both modula-
tion minima and maxima, after which the surface layer experiences further heating.
Interestingly, in modeling with the constant optical parameters (dashed line) the
melting threshold was not reached (maximum surface temperature ~800 K), which
contradicts the experimental observations (the ablation threshold of gold under the
studied irradiation conditions is ~0.4 J/cm? [52]).

As mentioned above, the simulations with the constant optical parameters do not
agree with the experimental value of the damage threshold fluence. The explanation
is presented in Fig. 5.3c showing the dynamics of the laser light absorption [51]. As
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Fig. 5.3 a Schematics of the modeled problem on the temporal evolution of the modulated temper-
ature profile generated by the periodically modulated laser intensity across the laser beam (adapted
from [40]). It was assumed that the electromagnetic wave at the surface experiences 10% mod-
ulation as a result of the interference of the incident laser pulse and the surface scattered wave.
b The modulation amplitude a; as a function of time for laser-irradiated gold surface. The laser
pulse parameters are: 800 nm wavelength, 100 fs pulse duration, laser fluence of 1.1 J/cm?. The
laser pulse profile is shown by grey line. The results of modeling with the constant and electron
temperature dependent optical properties are presented by dashed and solid lines, respectively. ¢
The simulated laser energy absorption by gold for the case given in (b). The temporal profile of
the laser pulse is depicted by a grey solid line. The dashed green line corresponds to a simulation
performed with the constant optical properties. Green solid lines are obtained for the temperature
modulation maxima and minima with using the Drude model to describe the transient variation of
optical properties of gold during and after the laser irradiation (highlighted by dots and triangles,
respectively). All lines are normalized by the intensity maximum of the incident laser pulse. Panels
(b) and (c) are adapted from [51]

the reflectivity of gold is very high at 800 nm wavelength (~97.5%), only a very small
fraction of the beam energy is absorbed. When the dynamic change of the reflectivity
is accounted for in the simulations, a considerably higher fraction of the laser energy
is absorbed (green solid lines for the modulation maxima and minima highlighted
by dots and triangles, respectively), thus leading to a reasonable agreement with the
experimental observations [52]. An interesting feature of absorption can be noticed
in Fig. 5.3c: the absorption maximum in gold is shifted toward the tail of the laser
pulse, contrary to the case of dielectrics discussed in the next section.

5.2.2 Bandgap Materials

The wide bandgap dielectrics are transparent for light in visible and IR spectral
ranges. The ultrashort pulse ablation in these wavelength ranges is achieved via non-
linear effects involving multiphoton or tunnelling ionization, which can be followed
by collisional multiplication of free electrons effectively absorbing laser light (the
so-called avalanche process). The details of numerical models for description of the
processes excited in wide bandgap dielectrics can be found in [6, 53, 54] (see also
Supplementary Materials for [54]). Here we only briefly focus on the variation of the
optical properties of transparent materials under irradiation by powerful ultrashort
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laser pulses. It is stressed, however, that in order to account for a correct descrip-
tion of ultrashort laser pulse interaction with bandgap materials via continuum-level
modeling, these optical properties must be coupled to the description of the local
beam intensity in the material. The latter can involve different levels of numerical
description from the basic depletion of the laser intensity along its pathway by the
different ionization and heating processes [54] to a full Maxwell model [55].

Spatiotemporal dynamics of the optical parameters in transparent dielectrics are
well described within the Drude formalism via the complex dielectric function e(n,)
that accounts for the contributions from unexcited matter and generated dense plasma
of free electrons [12]:

2
s:1+(ag—1)(1— ")—L (5.12)

4
Nyal weomi(l —iwt,)

(compare with (5.1)), where ny, is the total number of the valence electrons in
the unexcited material and ¢, is its dielectric function. From this equation, we can
introduce the critical electron density for bandgap materials n., = som:Re(sg)wz/ez,
at which the oscillation frequency of free electrons (or plasma frequency w),, see
above) is in resonance with the electromagnetic wave frequency w. The critical
density n., is one of the fundamental parameters characterizing the interaction of
electromagnetic waves with ionisable materials. Note that this value can differ from
the critical plasma density in gas plasmas, which is equal to egm,w?/e*. As soon as the
condition n, > n,, is reached for a particular light wavelength, free electron plasma
strongly reflects such light. Equation (5.12) together with the Fresnel formulas are
usually introduced to the models of laser excitation of bandgap materials based on
the rate equations for the generation of free electrons. As noted above, the coefficient
of light reflection from an inhomogeneous dense plasma at the sample surface layer
should be calculated within a multilayer reflection model.

Figure 5.4 presents the simulation data for fused silica irradiated by 130 fs laser
pulses at 800 nm wavelength [54]. It must be underlined that the damage threshold
fluence predicted in the simulations (2.27 J/cm?) is in excellent agreement with
experimental measurements. It is observed that, as soon as the critical plasma density
is exceeded in the surface layer of fused silica (Fig. 5.4a), the laser light start to be
reflected from the metalized material surface (Fig. 5.4b). In this case the reflection
is more efficient in the beam tail when the material becomes considerably ionized,
contrary to laser excited metals, where light reflection is reducing in the second part
of the laser beam (Fig. 5.3c). Interestingly, the mirror-like behavior of the ionized
surface layer leads to an effective reduction of the duration of the laser pulse that
penetrates into the sample. At the largest simulated fluence, as much as half of the
laser beam energy is reflected from the surface. It must be also underlined that a
noticeable part of the beam is transmitted through the transparent material even at
the highest laser fluences studied in the simulations, mainly in the first half of the
pulse duration. The same formalism can also be applied to semiconductor materials
as discussed below.
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Fig. 5.4 a The spatial profiles of the free-electron density at a time of 100 fs after the maximum
of the laser pulse with 130 fs duration and 800 nm wavelength. b Dynamic changes in the laser
intensity of the beam entering the sample after its partial reflection from the laser-excited surface
layer, (1 — R(t)) x Io(t) where Io(¢) and R(¢) are the incident laser intensity (black solid line) and
the time-dependent reflection coefficient, respectively. Adapted from [54]

5.2.3 Semiconductors: Non-thermal Melting
and Pump-Probe Experiments

In this section, we address the problem of theoretical description of time-resolved
reflectivity measurements for silicon irradiated by ultrafast laser pulses. Although
silicon is, for historical reasons, one of the most studied materials, the modeling of its
nonequilibrium behavior upon intense laser irradiation remains challenging, particu-
larly in the regime of material modification. For picosecond laser pulses of moderate
intensity, when the free electron density remains considerably below the critical
plasma density, the approach developed by van Driel based on the rate and energy
balance equations [56] represents an excellent example of a successful numerical
model. As soon as the free electron density produced by laser irradiation approaches
the n., value, the transient optical properties of laser-excited silicon were found to
be well described by an analogue of the Drude model, similar to (5.12) [57].

A sensitive method to study the thermodynamic pathways of matter out of equi-
librium is to compute and compare the transient reflectivity dynamics obtained for
a material in the pump-probe experiments. A pump laser pulse excites the material
while a low-energy probe pulse is applied with a short variable delay to measure
how the reflectivity evolves. The reflected probe beam contains information on the
instantaneous state of the material through its optical properties. For silicon, an ade-
quate computational description of the transient optical properties matching well the
experimental data was achieved up to the melting threshold [12].

Well above the melting threshold fluence, close to 0.6 J/cm?, the quantum-level
effects triggered by the high level of excitation of the electron-hole pairs become
dominant and substantially complicate the mathematical description of the laser-
induced processes at large scale, particularly in 2D and 3D cases. As was found
experimentally for semiconductors using time-resolved X-ray diffraction, excitation
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of ~10% of the total density of the valence electrons to the conduction band is suf-
ficient to induce a bond softening followed by the lattice structural change already
at femtosecond time scale, usually with a delay of ~300-400 fs after the maximum
of the laser pulse [58—60]. At the atomistic level, the excitation of a large number of
electron-hole pairs leads to considerable change of the interatomic potential resulting
in lattice disordering, called non-thermal melting. Such ultrafast process is observed
primarily in solids with anomalous thermodynamic properties, which exhibit com-
paction upon melting [61, 62]. It happens in a thin electronically overexcited region
at the material surface, up to several dozens of nanometers [60], which, however, is
sufficient to strongly affect the transient reflectivity of the irradiated sample. Non-
thermally molten material is brought in a highly stretched state (negative pressure)
followed by material compaction, which results in the transition from non-thermal to
thermal liquid state called liquid-liquid phase transition (LLPT) [62—64]. During this
transition stage, which lasts few picoseconds, the free electron subsystem transfers
the energy necessary to achieve the thermally molten state to the lattice.

The effects of non-thermal melting in laser-excited materials have extensively
been studied for silicon by molecular dynamic simulations [65—70]. The theoretical
description of non-thermal melting and associated change in the material reflectiv-
ity, suitable for incorporation into continuum-level models describing pump-probe
experiments (e.g., [71]), remains a challenging task. So far, only a few simplified ana-
Iytical models of the non-thermal melting have been proposed, and the description
of this process remains rather phenomenological [72, 73]. Moreover, the change of
reflectivity of a highly and swiftly excited semiconductor experiencing non-thermal
melting includes not only the contributions from free-carrier density variation and
state filling [74] but also bandgap shrinking and collapse [60, 75].

During the construction of the model of ultrashort laser excitation of silicon [76],
two additional effects have been found to strongly affect the sample reflectivity. (i)
When calculating the ambipolar diffusion of the electron-hole pairs, the use of the
density-dependent electron-phonon coupling time [77] was found to provoke a tran-
sient melting in a sub-surface region that affects the phase detected by the probe
pulse and leads to reflectivity oscillations on the picosecond timescale. As this effect
was not observed experimentally, the coupling time in the over-dense region was
limited to 2 ps, in accordance with time-dependent x-ray scattering experiments
[78]. (i) At relatively low fluences, but above the melting threshold, the transient
melting can happen heterogeneously in a rather thick surface layer of silicon. For
such a layer, the material refractive index can be described as a simple interpola-
tion between the dielectric permittivity of the excited solid and the molten material
permittivity. At high fluences, the transient melting is rather happening via forma-
tion of homogeneously distributed melting centers below the surface, as shown by
molecular dynamics simulations [79]. The homogeneous melting can be accounted
for in the description of the macroscopic optical properties in the framework of the
Lorenz-Lorentz model of the effective medium [28], where a fraction of the material
is a locally excited solid and another fraction is molten.

By applying the irradiation parameters described in [71] to the model, a good
agreement was obtained with the experimental data on the transient pump-probe
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reflectivity at 1 wm wavelength for the regimes below the melting threshold. For such
irradiation parameters, when the reflectivity dynamics is governed by the response
of the excited free electrons, the probe signal is reasonably well described by the
Drude model in the form given by (5.12). Upon reaching conditions for thermal
melting, the molten silicon starts to contribute to the reflectivity signal, and the
model predictions deviate from the measurements. Evidently, an adequate model of
homogeneous nucleation of the molten phase is required. However, the main feature
of this regime, a swift increase of the reflectivity during the laser pulse due the free
electron excitation followed by the reflectivity decrease attributed to the electron
recombination and a new raise of reflection conditioned by thermal melting of the
lattice, is qualitatively reproduced in the modeling. In the regimes of the non-thermal
phase transition (at fluences 3—4 times exceeding the thermal melting threshold), the
measurements do not reveal the stage of reflectivity decrease due to the electron
recombination [71]. The reflectivity increase as a result of the bandgap collapse
at the femtosecond time scale [60] has not yet been described in the large-scale
numerical simulations. An adequate description of this effect calls for further model
developments.

5.3 Continuum-Level Modeling of Thermal
and Mechanical Response to Laser Excitation
at the Scale of the Laser Spot

The laser excitation of the optically active states in the irradiated target followed
by the initial ultrafast non-thermal material response to the electronic excitation and
thermalization of the deposited laser energy, discussed in the previous section, set the
stage for slower thermal and mechanical processes leading to material modification,
redistribution, and removal/ablation. The understanding of these processes is critical
for the advancement of laser applications based on material modification, selective
removal and/or deposition. A set of computational techniques capable of revealing
the information on the heat transfer, elastic and plastic deformation, phase trans-
formations (melting, resolidification, vaporization and volume ablation processes),
hydrodynamic flow of transiently melted material, and generation of unusual con-
figurations of crystal defects are briefly reviewed in this section, with the focus on
methods capable of addressing the processes occurring on the scale of the whole
laser spot.
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5.3.1 Thermal Modeling of Laser Melting
and Resolidification

At the most basic level, computational description of thermal processes in laser-
material interactions should account for the thermal energy redistribution and phase
transformations in a region affected by the laser energy deposition. A continuum
model based on the numerical solution of the heat diffusion equation comple-
mented by source terms describing the laser energy deposition and the heat of melt-
ing/solidification can often serve as the first step in the analysis of the laser-induced
processes. The simple thermal model can be expressed in this case by the following
equation:

locpaa_]lj =V. (KthVT) + Staser — Sm — Se, (5.13)
where p, C,, and Ky, are the density, heat capacity, and thermal conductivity of the
target material, respectively, and the three source terms on the right side of the equa-
tion represent the thermal energy sources/sinks due to the laser energy deposition,
Staser, the release/absorption of heat at melting/solidification front, S,,,, and the energy
loss through vaporization from the surface of the irradiated target, S.. As discussed
in Sect. 5.2, the spatial distribution of the laser energy deposition is defined by the
optical properties of the material and the energy redistribution during the equilibra-
tion of the optically excited states, while the action of the other two source terms is
spatially localized in the vicinity of the liquid-crystal interface and the surface of the
target.

In the description of melting and resolidification, a simple phase-change model
based on an assumption of local equilibrium at the solid-liquid interface (heat-flow
limited interface kinetics formulated within the framework of the Stephan problem
[80, 81]) is not suitable for the conditions of short pulse laser irradiation, when
strong temperature gradients are created and fast thermal energy flow to/from the
solid-liquid interface can lead to significant superheating/undercooling of the inter-
face [82—86]. Therefore, a nonequilibrium kinetic description [86—88], in which the
instantaneous velocity of the solid-liquid interface is defined by local temperature of
the interface predicted by (5.13), is needed for a realistic representation of the move-
ment of the solid-liquid interface. The temperature dependence of the velocity of the
melting or solidification front can be described by a kinetic equation formulated as

follows [86—88]:
VA(T) = vo(n)[l - exp(— AG(T”)], (5.14)
kpT;

where T; is the temperature at the solid-liquid interface, V((7;) is a prefactor, and
AG(T;) is the difference in the Gibbs free energy between the liquid and crystalline
phases. At small deviations from the equilibrium melting temperature 7,,, the free
energy difference can be approximated as AG(T;) ~ AH,(T;)- (1 — T;/ T,,), where
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A H,,(T;) is the latent heat of solid-liquid phase transformation. The prefactor V,(T;)
can be fitted to the results of a series of solid-liquid coexistence atomistic simula-
tions providing the temperature dependence of the interface velocity, as described
in Sect. 5.4.1. Note that the decrease of the solidification velocity with increasing
undercooling, predicted by (5.14) Vy(7;) decreasing with increasing undercooling
[88], may permit the transformation of the undercooled liquid into a stable amor-
phous phase, which would stop the advancement of the crystallization front and
result in the formation of amorphous regions in the resolidified target. The possi-
bility of phase transformations occurring through the homogeneous nucleation of a
new phase should also be included to account for the nucleation of liquid regions
inside a crystal superheated up to the limit of its stability against melting [89-92] or
homogeneous nucleation of new crystallites in a strongly undercooled molten part
of the target [83-85, 93].

As an example of the application of the thermal model described above, we con-
sider the results of a simulation of a silicon target irradiated by 30 ps laser pulse at an
incident fluence of 0.3 J/cm? and a laser wavelength of 532 nm. The temperature and
phase state evolution in the irradiated target is evaluated by solving (5.13 and 5.14)
in cylindrical coordinates (r, z) and illustrated by a series of contour plots in Fig. 5.5.
Short pulse laser irradiation results in a fast heating and melting of a surface region
of the target, with the depth of melting reaching ~60 nm in the center of the laser
spot. The laser heating and melting are followed by a rapid cooling and solidification,
as can be seen from the upwards movement of the liquid-crystal interface shown in
Fig. 5.5 by black lines. The solidification process proceeds through the epitaxial crys-
tal regrowth, and the crystallization kinetics is described by (5.14) with parameters
evaluated based the results of atomistic simulations discussed below, in Sect. 5.4.1.
At the periphery of the laser spot, a lower energy density deposited by the laser pulse
results in a rapid undercooling of the molten region down to temperatures below 0.71
T,,, where the atomic rearrangements become too sluggish for the advancement of
the crystallization front (see Sect. 5.4.1). As a result, the advancement of the front
at the periphery of the laser spot stops at ~1.5 ns, leading to the formation of stable
amorphous phase. At the center of the laser spot, however, the temperature of the
solidification front remains above the level required for the transition to the amor-
phous phase until the front reaches the surface of the target. As a result, a ring-shaped
amorphous region surrounding the fully recrystallized central part of the laser spot
is formed, as illustrated by Fig. 5.5f. The observation of the ring-shaped amorphous
region is consistent with experimental observations for silicon targets irradiated by
a single 30 ps laser pulse [94] or by several 100 fs laser pulses [95].

The rapid solidification proceeding under conditions of strong undercooling may
produce a high density of crystal defects, such as vacancies, interstitials, dislocations,
twin and grain boundaries. In particular, as suggested by the results of atomistic sim-
ulations discussed in Sect. 5.4.1, a high concentration of point defects (vacancies
and interstitials) can be generated in short pulse laser-induced melting and resolid-
ification of metals and semiconductors. In order to investigate the distribution of
point defects on the scale of the laser spot, the predictions of the atomistic simu-
lations can be utilized to design and parametrize a continuum-level description of
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Fig. 5.5 Computational predictions of temperature evolution a—e, and formation of a ring-shaped
amorphous region f in the surface region of a Si target irradiated by a 30 ps laser pulse at an incident
fluence of 0.3 J/cm? and a laser wavelength of 532 nm. Figures a—e show the contour plots of
temperature distribution at different time after the laser irradiation. The simulation is performed for
5.4 ns, until the end of the resolidification process. The black lines show the location of the interface
between the crystalline and molten/amorphous parts of the target. Figure f demonstrates the spatial
distribution of a volume fraction of the amorphous phase, formed by 5.4 ns due to fast cooling of
the molten region. Note that in (f) the scale in z direction is different from (a)—(e)

the generation of point defects within the general framework of the thermal model
discussed above. Equations (5.13 and 5.14) can be complemented with the following
equations accounting for the generation, diffusion, and recombination of vacancies
and interstitials in the irradiated target [96-99]:

aC

= = V- (D;VC)) + Ky (CCY = CiCy) + 8, (5.15)
aC
a—tV =V - (DyVCy)+ Ky (C{Cy — C1Cy) + Sy, (5.16)

where D; and Dy are the diffusion coefficients of interstitials and vacancies, respec-
tively, Ky is the interstitial-vacancy recombination rate, C;, Cy, C;%, and Cy are
the current and equilibrium concentrations of interstitials and vacancies, S; and Sy
are the source terms describing the generation of interstitials and vacancies at the
propagating solidification front. The parameters of the model can be obtained from
atomistic simulations, such as the ones discussed in Sect. 5.4.1.

The ability of the model implementing (5.13-5.16) to predict the distribution of
point defects in a laser-processed target is exemplified in Fig. 5.6, which shows con-
centrations of interstitials and vacancies produced in the silicon target irradiated by a
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Fig. 5.6 The regions with high concentration of point defects produced in a single crystal Si target
irradiated with a single 1 ns laser pulse at an incident fluence of 0.6 J/cm? and a laser wavelength
of 532 nm. Spatial distributions of interstitials (a) and vacancies (b) are plotted at a time of 20 ns,
after complete recrystallization of the target, and the scale is shown in units of atomic percent.
The generation of point defects at the solidification front is parameterized based on the results of
atomistic simulations, as discussed in Sect. 5.4.1

nanosecond laser pulse. In contrast to the simulation of picosecond laser irradiation
discussed above and illustrated by Fig. 5.5, the irradiation by a longer, 1 ns, laser
pulse decreases the temperature gradients and cooling rate, and does not result in
the formation of amorphous phase. The substantial undercooling in the vicinity of
the solidification front, however, leads to the formation of distinct regions of strong
supersaturation of both vacancies and interstitials in the parts of the transiently molten
region where the maximum undercooling was achieved. At later stage of the solid-
ification process, the interfacial temperature increases due to release of the latent
heat, and, as suggested in Sect. 5.4.1, the temperature increase from 0.91 to 0.95 7',
results in decreasing levels of vacancy and interstitial concentrations.

5.3.2 Thermoelastic Modeling of the Dynamic Evolution
of Laser-Induced Stresses

The fast rate of energy deposition in short pulse laser processing applications may
result not only in the rapid melting and resolidification of a surface region of an irra-
diated target but also lead to the generation of strong stresses within the absorption
region. The laser-induced stresses are particularly high in the regime of stress con-
finement [100-103], when the time of the laser heating (defined by the laser pulse
duration, t,, or the time of the electron—phonon equilibration, 7..,,, whichever is
longer) is shorter than the time required for the mechanical relaxation (expansion) of
the heated volume, 7, ~ L,/C,, where Cj is the speed of sound in the target material
and L, is the effective depth of the laser energy deposition. The relaxation of the
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initial compressive stresses generated by the laser energy deposition can result in the
emergence of an unloading tensile component of the stress wave that is sufficiently
intense to cause the formation subsurface voids [83, 104-107] or separation of a
surface layer from the target in a process commonly called photomechanical spal-
lation [100-103]. At lower laser fluences, the relaxation of laser-induced stresses
in the vicinity of a free surface of the target can result in the co-emission of lon-
gitudinal, shear, and surface acoustic waves that can be utilized in many practical
applications, including nondestructive evaluation of mechanical properties and sur-
face defects [108—110], acoustic desorption [111-115] , and acoustic activation of
surface diffusion [116-118].

The computational description of the dynamic evolution of thermoelastic stresses
and the emission of stress waves can be described in the framework of the ther-
moelasticity model [43, 119-122], which complements the thermal model described
above with the thermoelastic wave equation:

82 i do;; 82 m oT
- = % = Lijmn —u — OmnQL —— | 5.17)
o2 ax; 9x;0x, ax;
ou,
Oij = Cijmn 9x — Smnar (T — Tp) |, (5.18)

where T, u;, 0, ar, and Cj,, are temperature, displacement, stress tensor, linear
thermal expansion coefficient, and stiffness tensor, respectively. The transient heat-
ing/cooling induced by adiabatic compression/expansion of the material during the
wave propagation can be accounted for by including an additional source term in
the form of —o; T C, un 1 the heat diffusion equation, (5.13). In literature, the

iimn 319,
stress tensor is commonly formulated for the case of isotropic material [120, 123]:
ouy ou; Ou;
=06 | —)+pu-| —+—=—=) —36;Bar(T —Tp), 5.19
0ij j (E)xk ) M <8xj ox; > jBar( 0) (5.19)

where A = B — 2G/3 and u = G are Lamé constants, B and G are bulk and shear
moduli of the material. This formulation of the thermoelasticity model is suitable for
the description of an irradiation process not only in Cartesian but also in cylindrical
coordinates [123]. Equation (5.19), however, is not valid for description of highly
anisotropic materials, e.g., single crystal silicon, where the description provided by
(5.17 and 5.18) has to be applied.

The capabilities of the thermoelasticity model are illustrated in Fig. 5.7, which
provides a snapshot of laser-generated elastic waves in a silica glass plate. The sim-
ulation is performed for an absorbed fluence of 10 J/cm?, a laser spot size of 21 pm,
and the characteristic absorption depth assumed to be 10 pwm based on the depth
of grooves observed in experiments. This simulation is motivated by an intriguing
experimental observation of the spatial distribution of laser-induced damage in a
silica glass plate undergoing laser cutting [124]. This study demonstrates the gener-
ation of damage lines on the rear surface of the plate, which are located not directly
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Fig. 5.7 Generation of elastic waves in a silica substrate irradiated by a laser pulse at 10 J/cm?. The
energy density (a), hydrostatic stress (b), and Von-Misses stress (c) are plotted for a time of 25 ns
after the laser pulse. In a, the longitudinal and shear waves are schematically outlined by black and
blue lines, respectively. Rayleigh waves, longitudinal compressive, longitudinal tensile, and shear
waves generated by rapid laser heating are marked as RW, L1, L2, S, respectively. Shear waves
emitted due to interaction of L1 and L2 waves with top and bottom free surfaces are marked as S1, S2,
S1’,S2’. By the time of 25 ns, L1 and L2 waves are already reflected from the bottom free surface and
propagate upwards. The thermal stresses generated by laser heating cannot be completely relaxed
by the material expansion towards the free surface and, therefore, are still present in the vicinity of
the irradiated area

underneath the laser spot but at ~37° angle. The rear surface damage is attributed
in [124] to the interaction of a shear wave emitted from the irradiated spot and a
surface Rayleigh wave generated due to reflection of a longitudinal wave from the
rear surface. To verify this hypothesis, thermoelasticity modeling of the generation
of stress waves in a silica glass substrate is performed in Cartesian coordinates for
a two-dimensional geometry. Laser-induced heating of the target triggers genera-
tion of a variety of acoustic waves that interact with the free surfaces of the silica
glass plate and create a complex dynamic pattern of transient stresses within the
plate, as depicted in Fig. 5.7. The calculations, however, do not support the original
explanation of the rear surface damage suggested in [124], as the reflection of the
longitudinal waves from the bottom surface of the plate does not produce Rayleigh
waves of any significant magnitude. Therefore, an alternative explanation of the
experimental observations is needed.
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5.3.3 Material Redistribution Through Elastoplasticity
and Hydrodynamic Flow

The generation of strong thermoelastic stresses can not only lead to the emission of
elastic waves and photomechanical damage but can also result in material redistribu-
tion within the laser spot or removal from the target. In particular, the relaxation of
laser-induced stresses plays a major role in the laser-induced forward transfer (LIFT)
[125-128] and thin film patterning/scribing [93, 129-131], where the initial motion
of the film driven by the laser-induced stresses defines to a large extent the final
outcome of the target modification and/or parameters of the ejected material. The
computational analysis of laser interactions with thin films has been performed with
both atomistic [93, 131, 132] and continuum [122, 123, 133] models, and has pro-
vided important insights into the complex interplay between the dynamic relaxation
of laser-induced stresses, phase transformations, and material redistribution/removal.

As an example of continuum simulation of LIFT, the results of a simulation of
the forward transfer of a SnO; film deposited on a silica or a polymer substrate and
irradiated by a nanosecond laser pulse are illustrated by Fig. 5.8. Two dimensional
finite element formulation of the elasticity equation in cylindrical coordinates is
applied to study the initial stage of LIFT process involving delamination of the film
from the donor substrate and formation of a microbump [122]. The simulation is
performed in the irradiation regime where the vaporization of the film material is
negligible, and the film dynamics is governed mainly by mechanical processes. The
temperature increase predicted by the thermal model is used to calculate the initial
distribution of elastic stresses, and the following evolution of the film is described
by solving the elasticity equation.

The effect of the substrate elastic properties on the initial stage of LIFT process
is assessed by performing simulations for silica and polymer substrates, as shown
in Fig. 5.8. Heating the film leads to initiation of a bending wave near the edges of
the irradiated spot that propagates in the film and collapses at the center of the spot.
According to Fig. 5.8c, three stages of the film detachment can be distinguished in
the case of silica substrate: increase of the wave amplitude (1), wave propagation
(2), and the final swift uplifting of the central part of the film (3). The simulations
reveal a remarkable fact that both the wave amplitude and the velocity component of
the film motion at the wave peak are increasing with propagation of the wave toward
the center. In the case of the polymer substrate, however, the film has a possibility
to expand not only in the direction of the free boundary but also partially toward the
donor substrate, compressing the latter. This lowers the stress value at the edges of
the spot and, thus, prevents the formation of large velocity gradients normal to the
substrate. Therefore, the film is separated uniformly and gently transferred to the
acceptor, mitigating damage to the receiver substrate.

For longer laser pulses, outside the regime of stress confinement, the relaxation
of thermoelastic stresses takes place during the laser energy deposition, and the pro-
cesses that control the material response to the laser irradiation are largely of thermal
nature and include melting, evaporation from the surface, and, at high laser intensi-
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Fig. 5.8 Stages of a 250 nm SnO; film deformation demonstrating the initiation of a bending wave
at the edge of the irradiation spot followed by detachment of the film from a silica (a) and a polymer
(b) substrates. The maximum distance between the film and the substrate as a function of time (c)
is shown by squares for the silica and triangles for the polymer substrates. The following stages of
the film detachment are identified: increase of the wave amplitude (1), wave propagation (2), and
the final swift uplifting of the central part of the film (3). The images are adapted from [122]

ties, a volumetric ablation through phase explosion, or explosive boiling [134—136].
The melt dynamics induced by pressure gradients, however, can still play an impor-
tant role in laser processing even for continuous wave (CW) laser irradiation. In
particular, the melt expulsion from the center of the laser spot is one of the primary
mechanisms of CW laser damage and material removal [137-140]. The two main
driving forces responsible for melt expulsion are the recoil pressure created by the
evaporation process and the Marangoni effect. The melt expulsion by the recoil pres-
sure is caused by the spatial variation of the vapor pressure within the laser spot
[141-143], whereas the Marangoni effect is related to the variation of the surface
tension along the non-uniformly heated surface of the molten pool [144, 145].
Computationally, the melting, evaporation, and melt flow in the course of mate-
rial processing by long laser pulses can be described in hydrodynamic simulations
based on the solution of Navier-Stokes equations [146]. In particular, the relative
contributions of the recoil pressure and Marangoni effects to the CW laser melt-
ing and damage of aluminum films have been studied for a broad range of process
parameters realized in both laser damage and material processing applications [146].
The simulations, performed with a two-phase hydrodynamic model, reveal only a
marginal effect of the Marangoni stresses on the overall picture of melt flow and the
melt-through time. The recoil pressure effect, on the contrary, is found to be capable
of strongly decreasing the melt-through time in a certain range of laser intensity.
Moreover, at high laser intensities, the surface of the molten pool can become unsta-
ble with respect to the appearance of waves propagating towards the edge of the
molten pool, as illustrated in Fig. 5.9. The formation of waves on the surface of the
molten pool and their interaction with the edge of the pool can produce an irregular
complex shape of the rim of resolidified material commonly observed around the
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Fig. 5.9 The evolution of the shape of the molten pool (red region) in laser melting of a 1-mm-thick
aluminum film irradiated by a CW laser with intensity of 3 x 10° W cm~2 and FWHM laser spot
radius of 1 cm. The snapshots from the simulation are taken at times ¢ after the start of the laser
irradiation shown on the frames. The gradient of the recoil pressure within the laser spot induces
fluid flow in the radial direction and leads in the appearance of a wave propagating towards the
edge of the molten pool. The melt expulsion has a strong effect on the melt-through time of the
free-standing film. The image is adapted from [146]

“crater” generated in the central part of the laser spot by the melt expulsion and
active evaporation [138-140].

5.4 Molecular Dynamics Modeling of Laser-Materials
Interactions

The brief overview provided in Sect. 5.3 demonstrates the ability of the continuum-
level models to provide a computationally-efficient description of a broad range of
laser-induced thermal and mechanical processes at experimental time- and length-
scales. The predictive power of the continuum methods, however, is limited by the
need for a priori knowledge of all processes that take place under given irradiation
conditions and the availability of reliable mathematical description of these pro-
cesses. The complexity and highly nonequilibrium nature of laser-induced processes,
particularly in the short-pulse laser irradiation regime, can challenge some of the key
assumptions of the continuum models and calls for complementary approaches that
may help to design and verify the continuum models.

The atomistic modeling based on the molecular dynamics (MD) simulation tech-
nique is capable of providing atomic-level insights into the laser-induced processes
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and is well suited for the exploration of complex nonequilibrium processes and for
revealing new physical phenomena [4, 5, 7, 147]. The main advantage of the MD
technique is that the only input into the model is the description of interatomic
interactions, and no assumptions are made on the processes or mechanisms under
study. This advantage, however, comes at a price of a high computational cost, which
imposes severe limitations on the time- and length-scales accessible for MD simu-
lations. It is not common to perform simulations for systems with sizes exceeding a
few hundreds of nanometers (108—10° atoms) and to follow the evolution of a model
system for times longer than several tens of nanoseconds. The direct MD simulation
of processes occurring on the scale of an entire laser spot with a typical diameter of
tens to hundreds of micrometers is clearly out of reach even with the most powerful
modern supercomputers. Nevertheless, the processes occurring at the scale of the
whole laser spot can still be investigated by combining results of MD simulations
performed at different local laser fluences and mapping them to different locations
within the laser spot [79]. More importantly, the new physical insights into the fast
nonequilibrium processes, provided by MD simulations, can serve as the basis for
the design of advanced continuum-level models fully accounting for the complexity
of short pulse laser-materials interactions. Several examples illustrating the ability
of MD simulations to reveal the processes contributing to material modification by
short laser pulses are provided below.

5.4.1 Molecular Dynamics: Generation of Crystal Defects

The ability of short pulse laser irradiation to produce high densities of crystal defects
and unusual defect configurations has been demonstrated in a number of large-scale
MD simulations [83-86, 148, 149]. In particular, the simulations reveal the mecha-
nisms responsible for surface nanocrystallization [83, 93, 147], generation of unusual
metastable phases [149], high densities of dislocations, twin boundaries, and vacan-
cies [83, 84, 86, 148]. Two examples discussed in this section are chosen to illustrate
the application of MD simulations for parametrization of continuum-level models
and for revealing new mechanisms of microstructure modification activated by short
pulse laser irradiation.

As discussed in Sect. 5.3.1, the continuum-level simulations of laser melting
and resolidification of silicon substrate can predict the morphology of amorphous
phase and the distribution of point defects in the region of a target modified by laser
irradiation. These predictions, however, rely on the availability of a kinetic model
for the temperature dependence of the solidification front propagation, conditions
for the formation of a stable amorphous phase, and the generation of crystal defects
in the solidification process. Under conditions when direct experimental probing of
the rapid nonequilibrium phase transformations and generation of crystal defects in
short pulse laser processing remains challenging, the MD simulations can provide
the information needed for the design of continuum models.
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Fig. 5.10 Velocity of the crystal-liquid interface as a function of temperature (a), and concentra-
tion of point defects generated during solidification (b) predicted in MD simulations of a two-phase
crystal-liquid Si system with a (100) orientation of the crystal-liquid interface under constant tem-
perature and zero pressure. In a, the black squares show the velocity of the solidification front
predicted in MD simulations, and the red line depicts fitting of (5.14) to the MD results. In b, the
red and blue bars represent the concentration of single interstitials and vacancies, respectively, aver-
aged over four simulations performed under the same conditions. The black bars show the standard
deviation of the mean calculated based on the four simulations

This application of MD model is illustrated in Fig. 5.10 that shows the temperature
dependence of the velocity of the solid-liquid interface and the concentration of point
defects generated in silicon undergoing rapid solidification at different levels of
undercooling below the equilibrium melting temperature. The simulations start from
a solid-liquid coexistence system and are performed under constant undercooling and
zero external pressure. The velocity of the epitaxial growth of a (100) crystal-liquid
interface is evaluated at different temperatures, and the results are used to define the
parameters of the analytical dependence given by (5.14), as shown in Fig. 5.10a. The
analysis of the resolidified parts of the system reveals that a substantial number of
individual point defects and their clusters are generated in the rapid solidification
process. The concentrations of single interstitials and single vacancies are averaged
over four simulations performed under the same undercooling conditions, and the
results are shown in Fig. 5.10b as a function of temperature. The generation of
clusters of point defects is not observed in simulations performed at temperatures
higher than 0.9 T',,,. The computational predictions on the concentrations of vacancies
and interstitials left behind the rapidly advancing solidification front are used for
parametrization of the corresponding source terms in (5.15) and (5.16) used in the
continuum-level modeling of the laser-induced generation of crystal defects in silicon
targets (see Sect. 5.3.1).

The MD method has also been successfully applied to explain recent electron
backscatter diffraction measurements [150], which demonstrated strong effect of the
crystallographic orientation of grains in polycrystalline metal targets on the gen-
eration and accumulation of crystal defects in the surface region of the irradiated
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Fig. 5.11 The defect configurations predicted in TTM-MD simulations of (100), (011), and (111)
Ni targets irradiated by a 50 fs laser pulse at an absorbed laser fluence of 60 mJ/cm?. The top
row depicts atomic configurations where only the atoms that belong to crystal defects are shown
and are colored based on the local structure environment. The bottom row shows the dislocation
configurations, with dislocations colored based on their type. The configurations are shown after
complete resolidification of the targets

material. In order to adapt the classical MD method for simulation of laser inter-
action with metals, the description of the laser excitation of the conduction band
electrons, electron-phonon coupling, and electronic heat conduction is incorporated
into the model by combining MD with TTM discussed above, in Sect. 5.2.1. The
results of large-scale atomistic simulations performed with the combined TTM-MD
model [151] for Ni targets with (001), (011), and (111) surface orientations confirm
the significant influence of the crystal orientation on the formation of sub-surface
defects and provide detailed information on the defect configurations generated in
each target, as shown in Fig. 5.11.

The results of the simulations also reveal the mechanisms responsible for the
generation of dislocation in the three targets. The fast laser heating and the corre-
sponding stresses generated in the surface region of the irradiated targets result in
the emission of numerous Shockley partial dislocations in targets with (011) and
(111) surface orientations, with the latter exhibiting the highest density of disloca-
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tions activated in 3 different {111} slip planes and interacting with each other to
produce complex dislocation reactions. In the case of (100) target, however, even
though the thermal stresses have approximately the same magnitude as for (011) and
(111) surface orientations, the shear stress resolved on existing slip systems does not
reach the critical value required for the onset of dislocation emission. In addition
to the prompt dislocation emission during the dynamic relaxation of laser-induced
stresses, the generation of dislocation loops and other crystal defects takes place dur-
ing the resolidification of the transiently melted top regions of the irradiated targets.
In particular, even though no dislocation emission is observed in the simulation with
(100) surface orientation during the initial dynamic relaxation of the laser-induced
stresses, a number of dislocations are generated in this system during the following
propagation of the solidification front. In all simulations, the rapid advancement of
the solidification front results in the generation of a high concentration of vacancies
in the resolidified region, which can reach the level of 1073 of the lattice sites, as can
be seen from the upper row of snapshots shown in Fig. 5.11.

One notable effect that is only observed in a course of the epitaxial resolidifica-
tion of the target with (111) surface orientation is the formation of a high density of
coherent twin boundaries, X3 {111}, at the final stage of the solidification process
[86], as shown in Figs. 5.11 and 5.12. The initial stage of the resolidification process
proceeds by the epitaxial regrowth of the crystal. The defect structure of the reso-
lidified region, however, changes abruptly when the temperature at the solidification
front drops down to about 0.86 T, and a large number of coherent twin boundaries
appear in the planes parallel to the advancing (111) crystal-liquid interface. The
depth of the region affected by the growth twinning as well the thickness of twined
domains predicted in atomistic simulation are in a good quantitative agreement with
the results of experimental study, as can be seen from the comparison of images
shown in Fig. 5.12b, c.

To predict the dependence of the thickness of the surface layer affected by the
growth twinning on laser fluence, a series of continuum-level simulations are per-
formed with the TTM enhanced with a description of nonequilibrium melting and
solidification [86]. The dependence of the velocity of solidification front calculated in
MD simulations and the threshold temperature corresponding to the onset of growth
twining are used to parametrize the continuum-level model. The predicted evolution
of temperature, melting depth, and depth affected by growth twinning is shown in
Fig. 5.12d. This example demonstrates the utility of a multiscale approach that elim-
inates the need to perform a series of computationally-expensive MD simulations
for each set of conditions.
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Fig. 5.12 Atomic configuration generated in a TTM-MD simulation of Ni (111) target irradiated
by a 50 fs laser pulse at an absorbed laser fluence of 60 mJ/cm? (a), a representative vertical cross-
section of the surface layer of the resolidified target and (111) pole figure calculated for 20 nm
top region of the target (b), experimental results confirming the presence of twinned domains in
the surface region of laser-processed Ni (111) target (c), and the evolution of the melting depth
and temperature predicted in a series of continuum-level simulations parametrized based on MD
results (d). In a, only a top 30 nm surface region is shown, and atoms are colored according to the
local crystal structure environment. In b, the dashed white line shows the altering orientation of
atomic planes in the twinned domains in the left panel, and the original and new/twinned (111) axes
are marked by circles and triangles, respectively, in the pole figure shown in the right panel. In c,
transmission electron microscopy (TEM) dark field images of the central part of the irradiated laser
spot are superimposed to produce a false color image highlighting the spatial distribution of the
epilayers (green) and twinned domains (red) in the left panel, while electron backscatter diffraction
(EBSD) indexed crystal orientations are plotted in the (111) pole figure shown in the right panel.
In d, the gray region corresponds to the conditions of strong undercooling (T < 0.87 T,), when
the growth twinning is predicted in the theoretical analysis and atomistic TTM-MD simulations;
different curves correspond to the different values of absorbed laser fluence marked in the plot in
units of J/cm?. The images are adapted from [86]
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5.4.2 Molecular Dynamics: Ablative Generation
of Laser-Induced Periodic Surface Structures

As already discussed above, the direct modeling of processes occurring on the scale of
an entire laser spot is not feasible with MD method, and the results of the atomistic
modeling can either be used for parametrization of a continuum model (e.g., see
Sect. 5.3.1) or mapped to different locations within the laser spot, thus producing a
“mosaic” view of processes occurring at different local fluences deposited within the
spot by the (typically Gaussian) laser beam [79]. The latter approach, however, cannot
account for the long-range lateral (parallel to the surface) redistribution of the molten
material within the laser spot and the formation of large-scale surface topography
frozen in during resolidification. Thus, in general, the analysis of the lateral flow
in the molten pool remains squarely in the domain of continuum-level models, as
illustrated in Fig. 5.9 and discussed in Sect. 5.3.3. Only in special cases of strong
localization of the laser energy deposition down to submicron dimensions produced,
e.g., through tight focusing of the laser beam [152—155], local field enhancement in
the vicinity of a tip of a scanning probe microscope [156—159], or interference of
multiple laser beams [160, 161], large-scale MD simulations can be directly used for
investigation of the formation of frozen surface features in the course of the laser-
induced lateral material redistribution [93, 131, 160—162]. One example illustrating
the ability of MD simulations to provide a complete picture of the complex dynamic
processes leading to the submicron surface patterning is discussed below for the
single-pulse generation of LIPSS in the regimes of strong ablation [163] .

Asdiscussed above, in Sect. 5.2.1, the formation of LIPSS is related to the dynamic
optical response of the irradiated material to the ultrashort laser excitation, when the
interference of the incident laser wave and surface electromagnetic wave produces
spatial modulation of the laser energy deposition [45, 164]. Typically, LIPSS are
produced by repetitive irradiation of the same area by multiple laser pulses with
relatively low laser fluence, in the regime of surface melting and resolidification
[164-168]. It is generally believed that an increase of the laser fluence well above
the ablation threshold would result in disordering or even complete erasure of the
periodic structures by the recoil pressure of the ablation plume. A number of recent
studies, however, have demonstrated that the formation of high-quality LIPSS is
possible in the single pulse irradiation regime at laser fluences well above the ablation
threshold [47, 169-171].

In order to establish the mechanisms of the single pulse ablative LIPSS formation,
a large-scale TTM-MD simulation has been performed for a Cr target irradiated
by a 200 fs laser pulse [163]. The irradiation is assumed to produce a spatially
modulated energy deposition arising from the interference of the incident laser wave
and surface electromagnetic wave. The period of the sinusoidal modulation is taken
to be 260 nm, and the maximum and minimum of absorbed fluences are 2000 and
3000 J/m? respectively, which corresponds to 20% modulation of the laser energy
deposition with respect to the average level of 2500 J/m?. The latter is approximately
70% above the phase explosion threshold for Cr target. The initial dimensions of the
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TTM-MD domain are 260 nm x 43 nm x 87 nm, which corresponds to 81 million
atoms, and the longest dimension matches the period of the laser energy deposition
profile.

The response of the Cr target to the modulated laser energy deposition is illustrated
in Fig. 5.13, where a series of snapshots of atomic configurations obtained in the
simulation is shown up to 2100 ps after the laser pulse, when the surface of the target
completely solidifies. The simulation reveals that the fast heating of Cr target by
the laser pulse leads to an explosive decomposition of about 30-40 nm deep surface
layer into a mixture of vapor and liquid droplets. Lateral pressure gradients in the
plume generated by the spatially modulated laser ablation drive the vapor and liquid
droplets to the region located above the minima of the laser energy deposition at the
target surface. The material redistribution leads to formation of a high-density region
evolving into an elongated liquid wall extending up to ~600 nm above the surface of
the target. The upper part of the liquid wall disintegrates into droplets while the base
of the wall solidifies on the timescale of ~2 ns, producing a ~100-nm-long frozen
surface feature. Interestingly, while the amount of material removed from the trough
area of the modified surface corresponds to the ablation depth of ~40 nm, the frozen
surface protrusion extends above the level of the original surface of the target marked
by dashed rectangles in Fig. 5.13. This computational prediction is consistent with
the results of experimental study of the single-pulse LIPSS formation on Au surface
[170, 172], where frozen wall-like structures, similar to those shown in Fig. 5.13, are
observed. The computational insights into the LIPSS formation mechanisms may
help in designing approaches for increasing the processing speed and improving the
quality of the laser-patterned periodic surface structures.

5.5 Concluding Remarks

The overview of the diverse range of theoretical and computational approaches to
the description of laser-materials interactions provided in this Chapter illustrates the
ability of the advanced computational methods to provide a reliable description of
different facets of these complex phenomena. In particular, while further advances in
the theoretical treatment of the optical response of electronically-excited materials
are certainly desired, the current models reviewed in Sect. 5.2 do provide a descrip-
tion of the transient variation of the optical properties of metals, semiconductors,
and dielectrics excited by the laser irradiation that is sufficiently accurate for reli-
able evaluation of the fraction of the incident laser energy absorbed by the target, as
well as spatial distribution of the deposited energy within the target. Similarly, the
continuum-level models are capable of predicting the temperature evolution, elastic
and plastic deformation, generation of stress waves, phase transformations (melt-
ing, resolidification, amorphization, vaporization, and volume ablation processes),
hydrodynamic flow of transiently melted material, and generation of crystal defects
on the macroscopic scale of the whole laser spot, as illustrated by several examples
discussed in Sect. 5.3. Finally, the large-scale atomistic modeling has been demon-
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Fig. 5.13 A sequence of atomistic snapshots generated in a TTM-MD simulation of single pulse
ablative LIPSS formation on a Cr surface. The snapshots show a part of the system with z coordinate
ranging from —80 to 600 nm with respect to the location of the original surface of the target marked
by the dashed rectangles. The atoms in the snapshots are colored by their potential energy, with
color scale ranging from —3.8 eV (blue) to —1.4 eV (red). With this coloring scheme, dark-blue
regions correspond to the solid phase, light-blue and green represent liquid phase and free surfaces,
and red atoms belong to the vapor phase. The images are adapted from [163]

strated to yield important insights into the mechanisms and kinetics of complex,
highly nonequilibrium processes involved in the laser-materials interactions. The
examples provided in Sect. 5.4 illustrate the ability of large-scale MD simulations to
reveal the critical information on the kinetics of laser-induced melting and resolidi-
fication, generation of crystal defects (vacancies, interstitials, dislocations, and twin
boundaries), as well as the rapid material ejection and redistribution leading to the
formation of LIPSS.

The remaining challenges include the incorporation of the detailed material-
specific information on the electronic structure into the theoretical treatment of the
transient optical and transport properties under conditions of strong electronic exci-
tation, design of a reliable description of the metastable states, nonequilibrium phase
transformations, and generation of crystal defects in the continuum-level models, as
well as the extension of atomistic modeling to complex multi-component materi-
als and multi-phase targets. Even more importantly, the development of integrated
computational tools synergistically combining and enhancing the capabilities of dif-
ferent models is clearly needed in the field of modeling of laser-materials inter-
actions. The factors that hamper the emergence of integrated models include the
complexity of the task of combining dissimilar physical concepts and computational
approaches, as well as the natural tendency of the research groups to focus on the
areas of their expertise. Close and long-term interdisciplinary collaborations are



144 M. V. Shugaev et al.

highly desired for making a disruptive progress in the theoretical and computational
description of laser-materials interactions. The establishment of such collaborations,
however, is often incompatible with current models of research funding, especially
when international collaborations are involved. An additional challenge is presented
by the computational complexity of models operating on different time and length
scales and incorporating advanced mathematical algorithms. Optimization of com-
putational codes for heterogeneous architectures of modern supercomputers is a task
that requires continuous involvement of experts in the high-performance computing
in the development of advanced multiscale models for laser-materials interactions.
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Chapter 6 ®)
Ultrafast Laser Micro and Nano oo
Processing of Transparent

Materials—From Fundamentals

to Applications

Manoj Kumar Bhuyan and Koji Sugioka

Abstract The distinctive features of ultrafast lasers, such as the extremely high
peak intensity associated with their ultrashort pulse duration, enable the machining
of materials whose band gaps are larger than the photon energies of the laser due
to the nonlinear nature of photon absorption by matter. As a result, processing of
transparent materials at micro and nanoscale levels can be achieved using ultrafast
lasers, which is a matter of particular relevance in the fields of electronics, health-
care, photonics, and energy harvesting. By using ultrafast laser beams that possess
a standard Gaussian spatial profile, and by exploiting nonlinear light-matter interac-
tion confinement schemes, fabrication resolutions have declined to just a few tens
of nanometers on the surface, and a few hundreds of nanometers inside most trans-
parent materials. However, it is difficult to maintain such fabrication resolutions,
especially at nanoscale levels, when forming high aspect ratio (length over diame-
ter) structures inside transparent materials. This issue can be addressed using novel
focusing strategies and spatiotemporal beam shaping techniques. In this chapter,
we will begin by reviewing the basic concepts of, and experimental methodologies
related to, laser machining techniques. Then, machining strategies that have been
adopted to facilitate high fabrication resolutions and long fabrication lengths using
standard Gaussian laser beams are discussed, along with other competent techniques,
thereby highlighting the underlying fundamental mechanisms and their applicabil-
ity for material processing such as for drilling and cutting. Furthermore, the impact
of spatiotemporal beam shaping on material processing is discussed, with a special
focus on applications of non-diffractive optical beams for fast and flexible material
processing. Finally, we provide a futuristic viewpoint on the potential for achieving
super-resolution, yet high-aspect-ratio, material fabrication.
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6.1 Introduction

Ultrafast lasers, defined as lasers with pulse durations shorter than a few picosec-
onds (ps), are excellent tools for transparent material processing. The ability of
such lasers to generate a high peak intensity squeezed into an ultrashort time win-
dow makes it possible for them to trigger nonlinear photon absorption processes
(described in detail in the following section), leading to optical breakdown of ideally
any material which is the basis of ultrafast laser machining technique [1—4]. Further-
more, as will be discussed below, when a laser pulse is focused with an adequate
amount of energy, nonlinear photon absorption can occur not only on the surface of
most transparent materials, but also inside them, at a very confined region near the
focal volume. This absorbed photon energy can induce a range of photo-chemical
and photo-physical processes such as cross-linking (polymerization), bond breaking
(refractive index alteration), and ablation (material removal in gas, liquid and solid
phase), over timescales ranging from femtoseconds to milliseconds. Likewise, mate-
rial processing down to the nanoscale, and (most importantly) in three-dimensional
(3D) space, can be realized using lasers, which has a great deal of relevance in
multiple fields including electronics, photonics, healthcare, and energy harvesting.
Since there have been numerous research efforts made to accelerate the field of laser-
assisted material processing in recent years, this chapter discusses some of the more
important approaches, while concentrating primarily on the processing of transparent
materials.

As mentioned above, the basic advantages of laser machining techniques lie with
their ability to produce localized material breakdown via optical means, thereby
causing modifications to material’s physical properties. From a fundamental view-
point, there are three generic aspects associated with ultrafast laser induced optical
breakdown of matter.

(i) The near-instantaneous transfer of energy from a laser pulse to the electronic
(sometimes referred to as electron-hole plasma) sub-systems of the material
via non-linear ionization mechanisms. Depending on the laser intensity level,
the nature of ionization mechanisms can be multi-photon (several photons
becoming absorbed simultaneously, thus promoting electrons from the valence
to the conduction band of the material), single-photon (conduction band elec-
trons becoming energized by directly absorbing single photons) and scattering
(conduction band electrons with energy levels exceeding the material bandgap
that can knock additional electrons from the valence band, thereby resulting
in an avalanche process). Although, the individual contributions of each ion-
ization mechanism are difficult to calculate (and are still a subject of debate),
multi-photon ionization is assumed to play an important role in cases involv-
ing dielectric materials possessing wide band gaps, with (ideally) no available
free electrons. Note that metals have vast amounts of free electrons and can be
energized on a single-photon basis. Additionally, narrow bandgap materials,
such as semiconductors, can undergo single photon absorption.
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(i1) Energy transfer from electronic sub-systems to the lattice via electron-phonon
scattering processes occurring on femtosecond to picosecond timescales,

(iii) Lattice re-organization and stabilization on timescales ranging from femtosec-
onds to microseconds. Quantitatively, in the case of dielectrics, when the laser
intensity exceeds the 10'> W/cm? level, a laser induced free electron density
can be achieved in the range of 10'8/cm? to the critical density (i.e., nearly
10!/cm?), which has a strong potential to trigger lattice re-organization during
the relaxation cycle of excited matter. The material relaxation can take several
pathways [5-8], and can result in various types of material modifications [5,
9-11]. For example, the manifestation can be in the form of a surface crater via
ablation, an increased refractive index structure via molecular rearrangement,
or a decreased refractive index structure, such as a void formed via localized
explosion and stress relaxation inside most transparent materials. More sce-
narios that consider the experimental findings related to laser structuring are
discussed in later sections. In brief, the resultant material modifications depend
primarily on the laser assisted energy deposition dynamics. Specifically, the
amount of (and the rate at which) optical energy is deposited into or onto the
material.

From an experimental viewpoint, the energy deposition dynamics for a given mate-
rial are controlled via laser beam parameters such as the beam profile, pulse energy
and temporal duration, wavelength, polarization state, and focusing geometry. For
example, ultrashort laser pulses (those in the femtosecond (fs) to picosecond range)
that suppress thermal effects during ablation process, are useful for high-quality
material fabrication. In contrast, nanosecond laser pulses are suitable for material
processing based on melting and annealing. Laser wavelength is also critical for the
machining of biological materials. From an application viewpoint, single-laser-pulse
based material processing provides the best option in terms of throughput and fabri-
cation quality. However, since multiple laser pulses can also be employed, especially
when the single pulse energy is insufficient to trigger a material phase change, this
methodology can provide high-speed and economical material processing using cur-
rently available very high repetition rate (up to few hundred MHz) ultrafast lasers with
nanojoule energy levels. In multiple-pulse-exposure cases involving pulse energies
of just a few microjoules, the resultant material modifications are strongly dependent
on the laser polarization state. A spatially homogeneous laser beam profile (which
otherwise has a Gaussian profile in the radial direction), such as a flat-topped pro-
file, is also required for uniform energy deposition, especially for large area material
processing applications such as sintering, lithography, and pulsed laser deposition
[12].

6.2 Direct Fabrication Using Gaussian Laser Beams

This section first introduces Gaussian laser beam-based material processing tech-
niques aimed at the direct fabrication of micro and nanostructures, and then high-
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lights their underlying mechanisms and technical capabilities. Along with surface
and bulk processing facilitated by localized (point-like) energy deposition, elongated
structuring facilitated by aberration effects and nonlinear beam propagation dynam-
ics are also discussed. Nanoscale structuring techniques based on near-field optical
phenomena are then considered, after which a non-laser based (ion beam) machining
technique is reviewed to provide a useful comparison.

6.2.1 Standard Fabrication Approach

The methodology of standard laser machining techniques involves focusing a laser
beam through a lens (often a microscope objective lens) onto or into a material in
order to produce a local change in the physical properties of the treated material. An
altered material feature (such as a crater or index change) is mostly referred to as
a “structure” throughout this chapter. Figure 6.1a shows a schematic diagram of a
laser based surface structuring technique. Although the beam (ideal Gaussian pro-
file and wavelength 1) spot size (diameter) S¢ at the focal point of an objective lens
with a numerical aperture (NA) is S = 1.22 N/(2 NA), the lateral dimension of the
machined structure often becomes smaller than the beam spot size due to the thresh-
old effect over the spatial distribution of the laser intensity. Additionally, various
researchers [13—15] have reported that machined structure sizes can be reduced to a
few tens of nanometers (which is much smaller than the irradiation wavelength and
diffraction spot size), clearly indicating non-linear energy deposition into the mate-
rial. For instance, Joglekar et al. [ 13] demonstrated nanoscale structuring of Corning
0211 glass using 600 fs laser pulses at wavelengths of both 527 and 1053 nm, which
were focused using an objective lens with an NA of 1.3. Figure 6.1b shows scanning
electron microscopy (SEM) images of nanostructures (size down to 30 nm) machined
on glass using a single 7.5 nJ energy laser pulse at a 527 nm wavelength. The lateral
size of the machined structure was also observed to be in the range from a few tens
of nanometers to a micron, as shown in Fig. 6.1c, where 1053 nm wavelength laser
pulses are employed. Here, the sub-wavelength scale structuring is attributed to the
nonlinear energy confinement mechanisms that lead to ablation events. Note that
ablation is a threshold-defined process. This implies that only the material region
within which the laser intensity exceeds the threshold value, i.e., 102-10" W/cm?,
gets ablated. Hence, the lateral size of the ablated zone that defines the surface
machining or fabrication resolution can be smaller than the diffraction limit. The
deterministic nature of the above-mentioned nanoscale structuring raised concerns
over widely accepted nonlinear ionization mechanisms such as multiphoton, tun-
neling, and avalanche ionization. Joglekar et al. [14] argued for a novel ionization
mechanism. Specifically, that Zener ionization could play a role at near-ablation
threshold intensity regime.

Although single-pulse structuring techniques involving ultrashort Gaussian beams
have been very successful in producing high-quality nanoscale structures (i.e., with
almost no heat affected zone around the structure), the techniques suffer from poor
machining throughput. Additionally, scaling of structure dimensions (mainly lat-
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Fig. 6.1 Laser-based surface structuring technique: a Typical machining scheme showing a laser
pulse focused onto a material through an objective lens. b SEM images of single laser pulse (600
fs pulse duration, 527 nm wavelength, energy 7.5 nJ) induced structures on Corning 0211 glass
surface. ¢ Variation of structure size as a function of laser energy in case of single pulse (600 fs
pulse duration, 1053 nm wavelength) excitation of glass [13]. Reproduced with permission from
the American Institute of Physics (AIP)

eral) is another issue in such machining schemes. A number of early experiments
exploited multiple pulse structuring in order to address the above-mentioned issues.
For example, multiple laser pulses (typically less than 10%) at a repetition rate in
the kHz range were used to produce large structures on metals, semiconductors, and
dielectrics by invoking incubation effects [16, 17] assisted by laser induced defect
formation. By invoking heat accumulation effects [18-21], large numbers of laser
pulses (typically in the range of 10°~107) at repetition rates in the kHz to MHz range
were also used to produce large (a few microns in diameter) structures, but primarily
inside transparent materials. Nevertheless, the machined structure in these cases is
always associated with an undesired surrounding heat affected zone.

Very recently, Kerse et al. [22] demonstrated a novel high-throughput ablation
concept using a multiple pulse structuring technique. The basis of this idea is to
eliminate the heat of the material generated by a laser pulse by removing any ablated
materials (debris) with the next pulse, before heat diffusion occurs. This implies that
machining with moderate energy pulses, which will eventually excite large volumes
of material per pulse (effectively, high ablation rate per pulse), can still be used to
process material without creating a heat affected zone, provided suitable pulse trains
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(i.e., at very high repetition rate in few hundred MHz range) are employed. This
technique is thus very useful for high-speed processing, especially for thermally
sensitive materials. Indeed, the authors have demonstrated virtually damage-free
ablation of brain tissue at a rate of 2 mm?® per minute using a 432 MHz intra-burst
repetition rate, 27 kHz burst repetition rate, and 16 wJ pulse energy.

In contrast to the laser based surface structuring technique, when laser beams are
focused inside any transparent material, as shown in Fig. 6.2a, a very localized mate-
rial phase change may be triggered depending on the excitation conditions defined
by the laser parameters and the focusing arrangement. The basic material excitation
mechanisms are essentially the same as those used in the case of a surface structuring
technique. However, the material relaxation scenarios are different. Nevertheless, the
resultant phase transformation can be in the form of either an increase or decrease
in the density or refractive index, with respect to the native values of the material.
This is the basis of a laser based bulk structuring technique. Since the light-matter
interaction zone can be flexibly placed anywhere within the material, the above
technique is applicable to numerous applications requiring structuring in 3D space.
For instance, Glezer et al. [23] demonstrated data storage applications by suitably
machining (using single 100 fs laser pulses focused through a 0.6 NA lens) void-
like structures as small as 0.008 wm? inside several transparent materials including
glass, LiNbOj3, and polymer, as shown in Fig. 6.2b. Based on the laser induced local-
ized material modification, especially the increased refractive index structure, direct
writing of waveguide structures has been demonstrated for emerging technologies
including quantum photonics [10, 24]. An illustrative image of waveguide writing is
shown in Fig. 6.2c, where either the sample or the focused laser beam can be contin-
uously translated along the desired direction within the material in order to realize
waveguides in 3D. A propagation loss down to 0.1 dB/cm has been achieved using
laser written waveguides in glass [25-28]. Similarly, localized increased refractive
index structures have also been exploited in the fabrication of optical components
including couplers and splitters [29, 30], volume Bragg gratings [31], diffractive
lenses [32], and waveguide lasers [33]. Note here that above-mentioned demonstra-
tions were based on point-like structures, and were facilitated primarily by either a
tight focusing geometry, or by using a low pulse energy close to the corresponding
material modification threshold value. Although the dimensions of bulk structures
can be down to sub-diffraction sizes, as in the above examples, the scalability of
such structures is questionable. For instance, if the laser pulse energy is increased,
an axially elongated structure with an almost non-uniform shape may be obtained
inside most transparent materials [34]. Such phenomena may be even more pro-
nounced when loose focusing geometries are involved. Figure 6.2d shows a typical
elongated microstructure with non-uniform index modification (negative and pos-
itive changes in the refractive index at the beginning and the end of the structure,
respectively) produced in glass using femtosecond laser pulses with loose focusing
(0.5 NA objective lens) geometry. This structure elongation is mainly attributed to the
involvement of non-linear propagation dynamics of Gaussian beams along with the
optical breakdown processes [35]. For instance, when operating at levels significantly
above the material breakdown (laser intensity dependent process) threshold regime,



6 Ultrafast Laser Micro and Nano Processing of Transparent ... 155

(a)
Laser
pulse

Objective
lens

Material

(d) —=An +An
-

Fig. 6.2 Laser-based bulk structuring technique: a Typical machining scheme, showing laser pulse
focusing inside a transparent material through an objective lens. b Optical micrograph of single
pulse induced voids acting as data bits inside fused silica glass for data storage applications [23]. ¢
Ilustration of laser writing of waveguide structures produced by traversing the sample continuously
during irradiation [25]. d Optical micrograph of a typical elongated structure inside glass produced
using high energy femtosecond laser pulses. The regions with positive and negative changes in
the refractive index of the structure are indicated as +An and —An, respectively [34]. Reproduced
with permission from The Optical Society of America (OSA), Laser Focus World, and American
Physical Society (APS)

the self-focusing phenomenon (laser power dependent process) may come into the
picture, but can be suppressed to some extent by using a tight focusing geometry
(such as by using an objective lens with an NA close to one). From a fundamental
viewpoint, such self-focusing concentrates light (like a positive lens) due to Kerr
effect, that results in plasmas (act like negative lens) that can defocus the beam. This
focusing-defocusing cycle continues over some beam propagation distance, produc-
ing a self-guided elongated plasma channel in a process referred to as filamentation.
Note that the spatio-temporal dynamics associated with the filamentation process is
very complex (difficult to control) and hence scalable material processing involving
such nonlinear laser beams is limited. Nevertheless, filamentation-based elongated
structuring of transparent materials can still be used for potential applications such
as deep drilling and cutting [35-40].

By exploiting the filamentation process in loose focusing geometries (using an
objective lens of 0.5 NA), and also in multiple pulse illumination schemes, Sudrie
etal. [31, 34] first successfully produced extended, but non-uniform, structures (up to
80 pm long and a few pwm in diameter) in fused silica glass using femtosecond laser
pulses (160 fs pulse duration, 800 nm wavelength, and 7.8 MW power at 200 kHz
repetition rate). Ultraviolet (UV) filaments were also exploited to facilitate elon-
gated structuring of LiNbOj3 [41] and fused silica [42]. Shah et al. [43] successfully
drilled straight hollow channels (>1 mm long with aspect ratios up to10) in glass
in ambient air, and Varel et al. [44] drilled long microchannels in quartz in vacuum
conditions. Even in tight focusing conditions where a substantial reduction of non-
linear beam propagation effects is expected, femtosecond laser beams can undergo
filamentation process and can induce elongated, yet very narrow structures inside
transparent materials. For example, Kydryashov et al. [45] first reported fabricating
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Fig. 6.3 Gaussian laser beam based nanochannel formation in Corning 0211 glass using a single
femtosecond laser pulse (600 fs pulse duration, 1053 nm wavelength, and a fluence of 67 J/cm?).
Cross-sectional SEM images of structures machined on a reverse surface, and b front surface [15].
Reproduced with permission from OSA

1 pm long and 100 nm diameter hollow channel-like structures connecting to the
front surface of a sapphire specimen using a single femtosecond laser pulse (600 fs
pulse duration, 1053 nm wavelength, and nearly 2 W power). They also reported
similar observations inside glass. White et al. [46] produced nanochannels less than
500 nm in diameter and with lengths up to 12 wm connecting to the front surface
of fused silica glass materials using a single femtosecond laser pulse (200 fs pulse
duration, 800 nm wavelength, and nearly 1-3 pJ pulse energy), whereas Herbstman
et al. [15] demonstrated nanochannels between 150 and 240 nm in diameter with
lengths up to 8 wm on both the front and reverse surfaces of Corning 0211 glass
using a single femtosecond laser pulse (600 fs pulse duration, 1053 nm wavelength,
and fluence of 67 J/cm?), as shown in Fig. 6.3. It was also observed that the structure
quality depends on the focusing geometry. For instance, channels with parallel walls
were obtained in the case of reverse surface machining (see Fig. 6.3a), and tapered
channels were observed for front surface machining (see Fig. 6.3b).

From a fundamental viewpoint, several mechanisms were proposed behind the
formation of extended nanochannels in transparent materials using a single fem-
tosecond laser pulse. The first mechanism, proposed by Kudryashov et al. [45], refers
to short wavelength Bremsstrahlung radiation from hot dense electron-ion plasma,
which can propagate and excite longitudinally beyond the skin depth (typically a few
tens of nanometers) inside the material. This can cause melting over a longitudinally
extended zone. During the relaxation phase, matter might have ruptured, thus leaving
behind an empty zone referred to as a channel, within the material. More realistic
mechanisms are based on filamentary propagation of Gaussian beams that cause
longitudinal extension of focal zones, and hence extended scale ablation resulting in
nanochannels, in the considered transparent materials. Spherical aberration (a linear
phenomenon) can also act towards extending the focal zone longitudinally. This is
because, compared to the central part of the normally considered Gaussian beams,
marginal rays with large incidence angles deviate more at the air-glass interface in
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the case of a tight focusing geometry. For example, Kanehira et al. [47] produced
structures that were nearly 200 pm long embedded with quasi-periodic nanovoids
380 nm in size, and with a pitch of 1.7 m, in a 900 pm thick Borosilicate glass spec-
imen using 250 laser pulses of 10 pwJ energy, whereas Sun et al. [48] and Song et al.
[49] reported having observed similar effects. Although the underlying physics are
yet to be discovered, Kanehira et al. attributed the mechanism of forming extended
structures to both self-focusing and spherical aberration. In addition, those authors
also presented some arguments in favor of standing electron plasma wave causing
periodic nanovoids. In short, the leading edge of a high intensity laser pulse can,
by itself, produce carrier plasmas inside glass that can interact with the trailing part
of the pulse, thereby forming an electron plasma wave. When this plasma wave
propagates into a region with a large plasma density gradient, it will be reflected
and interfere with the forward travelling wave, thereby creating a standing wave
pattern. As a result, the free carrier density distribution might be modulated, trigger-
ing periodic microexplosions and thus resulted into a periodic nanovoid structure.
To summarize, ultrafast Gaussian laser beams have been shown to be capable of
machining not only near-spherical (increased refractive index structures and voids),
but also elongated sub-micron diameter channel-like structures inside several trans-
parent materials including glass and sapphire on single-pulse and multiple-pulse
irradiation basis.

6.2.2 Near-Field Approach

It has been demonstrated that ultrafast lasers associated with far-field focusing
arrangements are capable of machining very fine structures down to few tens of
nanometers on or inside most technologically relevant materials, as discussed in the
previous section. In these cases, the spatial resolution of the machining is primarily
dictated by the beam focusing strategy (linear) in conjunction with the applicable
nonlinear light confinement processes. Meanwhile, several novel approaches based
on near-field optical phenomena have been demonstrated for nanoscale material pro-
cessing, but (so far) have been strictly limited to the surface of any samples. For
instance, tip-based machining approaches [50] combined with either atomic force
microscopy (AFM) [51] or near-field scanning optical microscopy (NSOM) [52],
have produced spatial machining resolutions down to 30 nm. Here, the strong light
localization near the tip causes a change in the thermo-mechanical properties of the
material, or even ablation at a very confined spatial scale under the tip. Since these
techniques rely on the near-field concept, the working distance is extremely short
(a few tens of nanometers). Therefore, an active feedback control system is often
employed to maintain the fixed distance between the sample and the tip, and hence
to obtain uniform material processing.

Micron size spherical particles (instead of tips) are also exploited for sub-
wavelength light localization, and show strong potential for use in fundamental and
technological applications including optical nano-sensing [53], nano-surgery [54,
55], and nanoscale material processing [55-60]. Light transmitting through a dielec-
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tric microsphere tends to emerge with a high intensity photon flux directly behind
the sphere. The birth of the high intensity jet-like beam lies with the fact that a
microsphere can be treated as a mesoscopic scattering particle for visible radiation,
which means it can scatter light strongly in the forward direction. This scattered
light then interferes with the transmitted light refracted through the sphere and pro-
duces a highly localized light wave known as “photonic jet”. The primary features of
photonic jets are as follows: (a) Strong transverse light localization maintained over
several wavelengths along the longitudinal direction. For instance, the jet diameter
can be as small as just a few hundred nanometers, and the jet length can be extended
up to a few micrometers. It has also been shown that the length scale of the photonic
jet can be improved further by using a multilayer dielectric microsphere [61, 62], a
micro-ellipsoid [63], a liquid filled hollow micro-cylinder [64], a hemispherical cell
[65], and a micro-axicon [66]. (b) The spatial distribution and intensity of a photonic
jetdepend primarily on the sphere diameter and the refractive index contrast between
the sphere and its surrounding medium. Most importantly, the peak intensity of the
photonic jet can exceed the ablation threshold level for most technologically relevant
materials.
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Fig. 6.4 Simulation results: photonic nanojets with a wavelength of 400 nm, produced by micro-
spheres with a refractive index of 1.59 at diameters of a 1,b 2, ¢ 3.5, and d 8 pm [53]. Reproduced
with permission from OSA
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Figure 6.4 shows simulation results for a typical photonic jet, demonstrating its
spatial characteristics as a function of sphere diameter [53]. A linearly polarized light
wave (polarization direction is perpendicular to the sheet) with a 400 nm wavelength
is incident (along the z-direction) on spherical particles that have a refractive index
of 1.59 in the ambient environment. The smallest lateral size photonic jet (which
eventually dictates the machining spatial resolution), which has a full width at half
maximum (FWHM) of 130 nm, was obtained for a 1 wm diameter sphere, as seen
in Fig. 6.4a. The jet size increases with increasing sphere diameter. Nevertheless,
the possibilities of confining light below the diffraction limit and tuning the beam
profile as a function of sphere dimensions, have generated some research interest in
the field of nanoscale material processing.

For example, Lu et al. [56] initially reported Si nanostructuring using laser
(pulse durations ranging from 150 fs to 23 ns and wavelengths ranging from
248 nm to 800 nm) irradiation through microspheres. Huang et al. [59] demon-
strated nanocraters on Ni film using the same technique, whereas Zhou et al. [60]
reported nanoscale crater formation on a glass surface. In this last case, a monolayer
of 1 wm diameter silica spheres was first deposited on a glass surface, after which a
laser pulse (800 nm, 100 fs) was focused (spot size of 5.4 \um) on the microspheres.
This resulted in nanocraters just below the spheres.

SEM image of craters and an AFM line profile of a typical crater are shown in
Fig. 6.5a, b, respectively. The lateral size (200—400 nm) of the craters were also
observed to be linearly scaled with the laser fluence, as illustrated in Fig. 6.5¢c. These
results clearly present novel opportunities for rapid, large-area, and nanoscale mate-
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Fig. 6.5 a SEM images of photonic nanojet assisted nanocraters on glass surfaces. The laser pulses
(wavelength of 800 nm, pulse duration of 100 fs, and fluence of 35 J/cm?) pass through a monolayer
of 1 pm-diameter silica spheres to form surface craters. b AFM cross-sectional line profile of a
typical crater shown above. ¢ Evolution of average crater diameter with respect to the laser fluence
[60]. Reproduced with permission from AIP
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rial processing. However, the above technique provides little freedom for designing
and emplacing the nanostructures, as these elements are primarily dictated by the
methods used to deposit the spheres on the relevant materials. To overcome this
drawback, McLeod et al. [67] proposed a technique based on an optical trap [68,
69] that holds the microsphere in an aqueous environment. More specifically, zero-
order Bessel beams [70, 71] were employed to trap a polystyrene microsphere near
the substrate (to be machined), by suitably balancing the scattering force imposed
on the sphere by the beam with the counter forces, such as electrostatic repulsion
between the sphere and the substrate. The microsphere was therefore self-positioned
(without any help of feedback system) at a distance of about 50 nm from the sub-
strate. In this way, the authors demonstrated direct writing of individual as well as
continuous structures with lateral sizes down to 100 nm on polyamide films. The
self-positioning mechanism also facilitates machining of non-uniform surfaces, and
the technique also has the potential to be used for parallel writing using adaptive
optics [71-74] such as by trapping several spheres at the same time, followed by
laser illumination for nanoprocessing.

6.2.3 Alternative Technology to Laser Machining: Focused
Ion Beam (FIB) Machining

With its state of the art fabrication capability down to 10 nm, the focused ion beam
based nanofabrication technique [74—77] is mostly utilized for the fabrication (pri-
marily on surface) of plasmonic components, X-ray optics, photonic crystal fabri-
cation, and other such applications where high fabrication resolution and accuracy
are important. However, laser machining has the potential to beat the FIB tech-
nique in two areas. First, in terms of fabrication resolution, Joglekar et al. [13] have
already demonstrated surface craters with sizes down to 30 nm. Since this precision
comes from the strength of nonlinear light-matter interactions, it can be predicted
that with recently discovered ultrashort laser pulses (such as few cycle laser pulses)
and spatiotemporal engineering concepts [78], the fabrication resolution can be fur-
ther reduced to just a few nanometers in the future. Second, in terms of fabrication
depth, the laser (normally considered Gaussian spatial profile) machining technique
is already on a par with the FIB technique. For instance, FIB can only machine a
few microns deep inside some technologically relevant materials, such as TiO;, as
shown in Fig. 6.6 [75].

The figure shows an SEM cross-sectional image of a typical photonic crystal,
which consists of an array of 50 nm diameter nanochannels with an aspect ratio
of 10, machined using FIB fabrication, for visible light manipulation. In contrast,
machining of channels that are just a few tens of nanometers wide and up to 10 pm
long has been demonstrated in glass using Gaussian laser beams. Furthermore, there
is a significant increase in fabrication depth [up to a millimeter (mm)] when using
zero-order Bessel laser beams, which will be discussed in the final section of this
chapter. Note that even though the recent machining demonstration using the FIB



6 Ultrafast Laser Micro and Nano Processing of Transparent ... 161

- - .
‘m‘m\ .,‘x‘

- A¥

1200nm

Fig. 6.6 FIB fabrication results: SEM cross-sectional image of a 3D photonic crystal in TiO;
produced using FIB. The photonic crystal consists of an array of nanochannels (FIB fabricated) of
diameter of 50 nm, and an aspect ratio of 10 [75]. Reproduced with permission from OSA

technique represents the current state of the art, the fabricated structures still cannot be
integrated completely in the volume. In contrast, it can be foreseen that a fabrication
technique involving a laser beam in ambient air (instead of the vacuum environment
required for FIB) will emerge in the future, and the final section of this chapter
on laser machining using non-diffractive beams provides a potential pathway to the
realization of this goal.

6.3 Hybrid Approach

Direct fabrication techniques involving ultrafast Gaussian laser beams can achieve
super-resolution structures, but the scalability of the structure diameter is question-
able, as discussed in the previous section. In particular, since the direct fabrication
of large diameter (more than few microns) structures (especially hollow-like) is
extremely difficult, hybrid material processing approaches, such as those discussed
below, have been developed. The first hybrid approach relates to single-step process-
ing i.e. laser ablation of materials that are essentially transparent to incident light, in
the presence of an aqueous environment in order to facilitate removal of ablated parti-
cles. The second approach relates to two- and three-step processing i.e. laser induced
material modification followed by chemical etching and as-needed heat treatment.
The underlying mechanisms and technical capabilities of such techniques are also
discussed below.
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6.3.1 Single-Step Processing: Laser Machining in Suitable
Environment

Laser machining of transparent materials in the presence of a suitable environment
using the multiple laser pulse irradiation scheme has been shown to be very effective
for fabricating hollow channels, without any need of post-fabrication processes. Long
straight microchannels were machined in transparent materials such as quartz in a
vacuum environment, which facilitated the removal of ablated materials [44]. The use
of a liquid environment (which is in contact with the machining surface) offers more
flexible microchannel fabrication in terms of length and shapes. Different liquids
such as water, methanol, ethanol, and isopropanol were evaluated for this process,
eventually leading to the conclusion that low viscosity fluids are better candidates
for hybrid machining techniques [79]. Water assisted machining techniques have
been shown to have great potential for producing arbitrarily shaped hollow channels
in transparent materials. The methodology of the machining technique shown in
Fig. 6.7a, can be understood as follows: a femtosecond laser pulse is first focused
(through the material) at the reverse surface of a transparent material placed in contact
with water, after which the laser focal point can be translated inside the material along
the chosen trajectory in order to obtain arbitrarily shaped 3D hollow channels.

For example, Li et al. [80], the inventors of the water-assisted machining tech-
nique, successfully fabricated 4 pm diameter microchannels with aspect ratios of
up to 50 in silica glass at an effective sample translation speed of 0.3 pm/s using
an objective lens of 0.55 NA. Figure 6.7b shows an optical micrograph of a typical
continuous square-shaped hollow microstructure machined in this way. Using a sim-
ilar technique and focusing geometry, Iga et al. [81] drilled straight 2-pm-diameter
microchannels with aspect ratios of up to 325. Later, Hwang et al. [79] enhanced this
method by adding ultrasonic wave agitation in order to machine straight and curved
3D channels with diameters on the order of tens of microns (see Fig. 6.7¢c, d), and
aspect ratios of around 40 in glass at a translation speed of up to 30 pm/s using an
objective lens of 0.42 NA. In addition, Ke et al. [82] successfully fabricated very
long channels (>200 pwm) of very small diameter (<700 nm) and aspect ratios of up
to 1000.

Although technical exploitation of the liquid assisted machining technique has
been very successful, the underlying physical mechanisms involving laser induced
plasma generation, bubble generation and expansion, and the generation and expan-
sion of shock/pressure waves are very complex, and not yet fully understood. How-
ever, the essential physics of this technique can be elucidated as follows: the laser
pulse focused on the reverse surface of the sample in contact with a liquid can trigger
an optical breakdown of the sample, thereby causing matter ablation. Simultaneously,
part of the laser pulse energy can also be absorbed by the liquid such as water. This
causes rapid heating (typically at the rate of 10'” K/s [82]) and water vaporization,
thereby creating bubbles inside the water. Such bubbles create a liquid flow, assisted
by the thermal convection processes, that carries away the debris. This process is
followed by the immediate inflow of the surrounding water into the ablation site. As
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Fig. 6.7 Water-assisted micromachining results in glass: a Scheme of laser machining in liquid
environment [82], b optical micrograph of a continuous, square-shaped hollow microstructure fabri-
cated in glass using this machining technique [80]. Optical micrographs of microchannels machined
without (¢) and with (d) the assistance of ultrasonic waves [79]. Reproduced with permission from
The American Chemical Society (ACS), OSA, and Springer

the laser focal point moves inside the sample to illuminate the fresh ablation site,
the “sample ablation-bubble generation—bubble and debris evacuation” processes
continue. Gradually, a hollow channel shaped structure appears.

In a broader sense, the large number of bubbles generated and their fast entrain-
ment through the channels leads to rapid debris evacuation inside the channels. This
necessitates the proper selection of laser parameters and liquids for the machining
of high quality channels. The rate of bubble expansion and collapse needs to be bal-
anced with the laser repetition rate, which has been normally limited to a range of just
a few kHz, while remembering that the bubble lifetime in such ablation conditions
is in the order of a millisecond. Thus, any minor fluctuation in laser energy would
lead to different bubble dynamics that would interrupt the channel evolution process.
In addition, laser focal point scanning has to be maintained precisely at the ablation
site (which moves with each pulse) in order to avoid channel clogging. Note here
that the water flow inside micron and sub-micron size channels, which is essential
for realizing long channels, is assisted by capillary forces that impose no obvious
limitations on long hollow structure machining.



164 M. K. Bhuyan and K. Sugioka

6.3.2 Multi-step Processing: Laser Irradiation, Followed
by Chemical Etching and Heat Treatment

As discussed in the previous section, processing of transparent materials in a single-
step, such as by using water-assisted machining technique, is useful for obtaining
long, arbitrary shapes and hollow structures with lateral sizes down to few hundred
nanometers. However, since the structure/channel wall quality is observed to be poor,
reservations exist regarding their usage in technological applications. Multi-step pro-
cessing techniques based on photo-physical or photo-chemical reactions and selec-
tive chemical etching are often considered as ways to tackle the above-mentioned
issue [83, 84]. The methodology of such multi-step processing technique can be
understood as follows: femtosecond laser pulses (tens of nanojoules to a few micro-
joules of pulse energy at high repetition rates, typically in the kHz to MHz range)
are first focused at a certain position inside the material, after which the focal point
is scanned along a pre-designed path in order to induce soft material modifications.
Note that the laser irradiation path must connect at least one of the sample surfaces.
After laser irradiation, the sample is placed inside a chemical compound mixture
consisting of hydrofluoric and sulfuric acids in order to etch out the laser modified
material. Depending on the molar concentration of the acids used, the etching time
may vary from a few minutes to a few hours. One of the advantage associated with
this technique lies with the use of very low (by at least one order of magnitude) energy
pulses compared to the single-step, ablation-based machining methods. Marcinke-
vicius et al. [85] fabricated an H-shaped 3D structure of interconnected 12 pm wide
hollow channels with arbitrary angles of interconnection inside silica glass using
this technique. Combining focal spot engineering with a two-step machining tech-
nique, Cheng et al. [86] varied the beam focal depth to machine hollow channels
with arbitrary cross-sections in glass.

With an aim towards enhancing the potential of such two-step processing tech-
niques, special photosensitive materials, such as Foturan glass, are being considered
for technological applications. For such glasses, the etching rate of the laser-exposed
region is significantly enhanced compared to the unirradiated region. However, the
processing technique requires multiple steps. After laser irradiation along the desired
path, the photosensitive material is annealed (up to few hundred centigrade), after
which the sample can be treated with chemicals to etch out the laser-modified region.
Following this approach, Masuda et al. [87] and Sugioka et al. [88] fabricated a
microfluidic device based on Foturan glass that contains a movable plate inside the
channels for controlling the flow direction of certain reagents, as shown in Fig. 6.8.

However, there are several undesired effects that are associated with above-
mentioned multi-step processing techniques. These include (i) Channel tapering:
since the exit point of a laser modified zone is more exposed to chemical etching
than the interior parts, tapering (longitudinally) occurs in the resultant channels. The
tapering effect is stronger as the laser modified zone decreases in lateral size (below
a few tens of microns). Nevertheless, this effect can be neglected when fabricat-
ing channels that are just a few hundred microns in diameter, as are often used for
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Movable plate embedded in the photosensitive glass

Fig. 6.8 Microstructures fabricated inside photosensitive glass using multi-step processing tech-
niques. A microfluidic device prototype with a freely movable microplate that can switch the flow
direction of reagents is shown. The movable plate inside the glass was realized by laser structuring
followed by heat treatment and chemical etching. a By infusing compressed air from the left open-
ing of the top part, the microplate moves to the right side. b As compressed air is infused from the
right opening of the top part, the microplate moves to the left side [88]. Reproduced with permission
from Springer

lab-on-a-chip or bio-chemical applications [86, 88]. A novel possibility for over-
coming the tapering effect was explored by Chaitanya et al. [89]. In this technique,
the laser modification pattern was designed like double cones facing each other so
that after the chemical etching treatment, the resultant channel becomes cylindri-
cally shaped. (ii) Complex integration: chemical etching processes that rely on the
chemical selectivity of the laser modified material do not differentiate well between
soft material modification (basis of waveguide structure) and strong material modifi-
cation. Therefore, simultaneously writing both waveguides and hollow channels for
opto-fluidic applications is very challenging. In fact, when integrating microfluidics
with optical waveguides, the waveguides are always written after the fabrication of
the microfluidic components.

6.4 Non-diffractive Approach for Flexible Fabrication

The contemporary approach to material processing involves fabrication using optical
beams that do not diffract while propagating from one point to the other, and which
can attain both super-resolution (lateral sizes down to 100 nm) as well as longitu-
dinally extended length scales (up to 1 mm). Being propagation invariant solutions
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of Helmholtz equation, non-diffractive optical beams such as Bessel beams [70, 71]
and Airy beams [89-92] have been advocated as potential candidates for advanced
material processing. Such beams can ideally overcome diffraction and hence require
an infinite amount of energy, which obviously means these beams cannot be realized
in practice. However, quasi-diffraction free beams have been experimentally gen-
erated that retain their inherent beam characteristics (i.e., non-diffractive and self-
reconstruction behavior [93, 94]) over limited propagation distance. Such beams are
now being used in numerous applications in fields such as nonlinear optics [94-100],
plasma physics [101, 102], material processing [103, 104], optical trapping [69, 105,
106], microscopy [107, 108], and atom guiding [109, 110]. From an application
viewpoint, physical parameters such as the central lobe size and the corresponding
intensity (specifically, the highest among all the surrounded lobes) of non-diffractive
beams, are of the utmost importance. In this section, we focus primarily on the
application of quasi-non-diffractive beams for fast and flexible material processing.

6.4.1 Zero-Order Bessel Beams

Durnin et al. [70] first studied solutions of Helmholtz equation and found Bessel type
solutions that have electric field structures independent of the propagation distance.
In a cylindrical coordinate system, the electric field structure of such a wave can be
described as

E(r,®,2) = EO.]n(krr)eikZze:tin¢’

where Ej is a constant, r, ¢ and z are the radial, azimuthal, and longitudinal axes,
respectively, k is the wave vector relating its radial component, k, = k sin 6, and
the longitudinal component, k, = k cos 0, J,, is the nth order Bessel function of the
first kind, and 6 is the half-angle of the cone containing all the wave vectors (more
explanation of this parameter is given in the following paragraph) that superimpose
to form Bessel beams. When n =0, the above equation is reduced to

E(r, z) = EoJo(k.r) exp(i k;2),

which defines the field structure of zero-order Bessel beams. Therefore, its cor-
responding intensity is proportional to J§(k,r), clearly indicating concentric ring
patterns with a central bright spot. Importantly, the central spot of this Bessel beam,
which is equivalent to the focal spot of a Gaussian beam, does not diffract over the
beam propagation distance. This unique property has made the beam of particular
interest for high-aspect-ratio micro and nanostructuring applications.

For the generation of zero-order Bessel beams, several methods have been pro-
posed using passive components such as annular disk [70], axicon lens [110-113],
static hologram [114] and dynamically reconfigurable hologram generated via spa-
tial light modulator (SLM) [114-119]. Among these methods, a generation approach
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based on an axicon lens (a cone-shaped optical element) has attracted significant
amounts of attention due to its ability to produce high throughput (nearly 100%)
beam transformation (from Gaussian to Bessel beams) in an economical manner.
In contrast, diffraction-based optical elements, such as SLM, suffer from typically
below 50% beam transformation efficiency. When collimated monochromatic Gaus-
sian laser beams with flat phase front are incident normally on an axicon with n,,
refractive index and o wedge angle (sometimes referred to as base angle), the beams
deviate towards the main axis (along the beam propagation direction) with an angle
6’ and overlap. This produces an interference effect that can be characterized as
zero-order Bessel beams (sometimes referred to as Bessel-Gauss (BG) beams) of
conical half-angle 6’. With pure geometrical optics considerations, Snell’s law at the
inclined face of an axicon gives rise to the following expression:

0’ = arcsin(ng, sin o) — a.

A quantitative comparison of the on-axis (central axis) intensities of Gaussian and
BG beams with identical 1.8 wm spot sizes is shown in Fig. 6.9a. As evident from
the figure, the longitudinal distance (non-diffracting length) for BG beams is nearly
one order of magnitude longer than that for Gaussian beams. The mathematical
description of BG beams generated by an axicon lens is usually based on Fresnel
diffraction integral evaluated under stationary phase approximations [120]. The on-
axis intensity /(z) of BG beams thus produced at a distance z from the beam onset
point (the axicon tip) can be expressed as follows [121]:

1(z) = 87 Pyz sin® 0’ [ howy - exp[—2(z sin 6’/ wo)z],
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where Py is the peak power of the laser beam incident on the axicon, Ay and wy are the
wavelength and waist of the incident laser beam, respectively, and 6’ is the conical
half-angle of the experimentally generated BG beams. Note here that, compared to
the BG beams in air, the conical half-angle 6" of BG beams in glass is reduced by
a factor of n, the refractive index of glass, whereas the non-diffracting length Zp
gets lengthened by a factor of n. Interestingly, the size of the central core of BG
beams does not change while propagating linearly in glass. However, according to
Polesana et al. [122], the core size becomes reduced in cases involving the nonlinear
propagation of Bessel beams in Kerr media.

From a technical viewpoint, although the use of an axicon has been observed to
be very efficient for generating BG beams, the alignment of the illuminating beam
over the axicon is very critical. Any off-axis and oblique-axis axicon illumination
can easily aberrate the generated BG beams, thereby resulting in a checkerboard
type pattern instead of a central spot with concentric rings. Additionally, typical axi-
con manufacturing defects, such as oblate tips, often modulate the on-axis intensity
profile of BG beams. Of course, a methodology based on Fourier filtering can be
adopted to obtain near-ideal BG beams. Another important issue, especially within
the framework of Bessel beam-based material processing (which typically requires
high-angle BG beams [121, 123]) concerns the direct applicability of an axicon lens
alone. In fact, large base angle axicon lens are not suitable (and often commercially
unavailable) for high cone angle BG beam generation due to large scale aberrations
and pulse broadening effects that result from the large thickness of the axicon lens
itself. Therefore, telescopic systems are normally employed in association with an
axicon lens to produce BG beams of micron and sub-micron central core sizes, which
eventually determines the fabrication resolution. A typical axicon lens based Bessel
beam generation scheme is depicted in Fig. 6.9b, where a telescope consisting of
lens L1 (of focal length f) and lens L2 (of focal length f,) with a de-magnification
factor of f,/f is employed. For example, when o =0.5°, n,, =1.45, f; =1 m, and
f2 =20 mm, a BG beam of conical half-angle § =12° can be obtained in air, with
its onset position lying at the focal plane of the objective lens, L2. A spatial filtering
arrangement [124] at the focal plane of lens L1 followed by the axicon lens was also
employed to produce near-ideal BG beams. The spatial filter is mainly composed of
a stopper that blocks undesired wave vectors lying inside the ring and an aperture
that blocks undesired wave vectors lying outside the ring. This arrangement only
allows passage of the wave vectors passing through the stopper-aperture based annu-
lus region, and thereby ensures near-ideal BG beams at the focal plane of lens L2.
Interestingly, recently, Dudutis et al. [125] discovered an application of modulated
BG beams (i.e., with no spatial filtering) generated by an imperfect axicon lens, for
initiating preferential cracks, leading to cutting of transparent materials.

Surface processing:

Exploiting their inherent properties, zero-order BG beams are shown to be useful for
large-area, nanoscale surface processing. For the sake of comparison, a smaller spot
(sub-micron size is needed for better fabrication resolution) can be obtained using a
tight focusing geometry in the case of Gaussian beams. However, tight focusing of
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Gaussian beams also results in shrinking the corresponding longitudinal depth to a
few microns. Now, when laser processing over a large area (~cm?) is required, main-
taining a fixed distance between the sample and the laser focal point is a tedious job
that would normally require an adaptive positioning control system, thereby adding
complexity and expense to the manufacturing process. However, BG beams offer
potential solutions to this problem. In ablation-threshold regime, the light-matter
interaction zone involving primarily the BG central core can be defined and posi-
tioned with respect to the material to be processed in a more efficient way compared
to comparable Gaussian beams. Note that the central core size of a BG beam is a
function of its cone angle (a high cone angle corresponds to a small core size), while
the longitudinal depth (non-diffracting length) of a BG beam is a function of the
beam apodization (a large input beam size corresponds to a large depth of focus).
Most importantly, since both the central core and the longitudinal depth of focus are
essentially decoupled from each other, they can be independently controlled, which
is an unusual characteristic when compared to Gaussian beams. These unique char-
acteristics remove the stringent criteria of sample-beam positioning that is normally
required for large-area processing.

Courvoisier et al. [126] demonstrated that the size and morphology of the struc-
tures machined on a glass surface using high cone angle Bessel beams (6 ~24°) do
not vary much over long distances (up to a few tens of microns), and Sahin et al.
[127] successfully machined slits (see Fig. 6.10a) with widths down to 125 nm on
a 25 nm thick gold film over glass using femtosecond BG beams (6 ~20°). They
also reported a prominent plasmonic resonance effect at wavelengths around 900 nm
when using nanoslit arrays with 860 nm periodicity, as shown in Fig. 6.10b.

To summarize, large-area surface processing, especially of opaque materials in
the ablation threshold regime, can be very productive when using high cone angle BG
beams. While this has opened a potential route to machining plasmonic, metasurface
structures, such a technique would face scaling restraints in terms of the machined
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Fig. 6.10 a SEM image of nanoslits machined on 25 nm thick gold coated over glass using zero-
order BG beam. The darker regions of the image are ablated stripes. The corresponding plasmonic
response is shown in (b), depicting the transverse magnetic transmission spectra corresponding to
four nanoslit arrays with periodicities of 550, 640, 860 and 980 nm cases [127]. Reproduced with
permission from AIP
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Fig. 6.11 SEM surface profile images of a hole drilled into a 20 wm thick stainless steel sheet
using a BG beam (100 pulses of 20 J/cm? fluence). a Front surface profile, and b rear surface profile
[128]. Reproduced with permission from Springer

structure size. For instance, when high energy Bessel pulses are employed in order
to obtain large structures, a signature mark of concentric ring-shaped structures is
obtained, as shown in Fig. 6.11. In fact, these results (as depicted in Fig. 6.11)
represent one of the earliest studies by Matsuoka et al. [128] on BG beam machining.
SEM surface profile images of a hole drilled into a 20 pm thick stainless steel sheet
using a BG beam (100 pulses of 20 J/cm? fluence) clearly show that ring patterns
are only visible on the front surface of the material. This is because material ablation
occurs over the whole region exposed by several outer rings of BG beams, exceeding
the ablation threshold fluence. Nevertheless, this ring (instead of point) structure is,
in general, an undesired effect that can degrade the quality of high-density structures.

He et al. [129] proposed a technique based on tailored BG beams to address
the issue of supplementary, yet unwanted, ring-type surface structuring. The beam
tailoring technique followed by the authors was primarily based on the Bessel beam
generation method of Durnin [70] using an annulus ring coupled with a lens. In the
present case, a binary phase (0 — ) plate consisting of numerous concentric annular
zones was used to replicate the function of annulus rings. Each annular zone creates
a BG beam of a certain cone angle that causes all the generated BG beams (by several
annular zones) to lie together and interfere at the same point, which is defined by
the axicon lens. The key to this technique lies with the phase tuning of individual
annular zones that achieves constructive interference only at the Bessel central core
positions and destructive interference in the region of outer lobes of all the generated
BG beams. This permits a BG beam with a super-intense central core and highly
suppressed outer lobes to be generated. When employed for material processing,
such a beam can be expected to produce high-quality structures.

He et al. [129] produced such tailored BG beams using a custom designed phase
plate for processing of Si using 65 fs laser pulses at a wavelength of 1.5 pm (to which
Si is transparent) at a 1 kHz repetition rate. Longitudinal cross-sectional images of
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Fig. 6.12 Spatial characteristics of conventional and tailored BG beams. Longitudinal cross-
sectional profiles for conventional (a) and tailored (b) BG beams are shown. The radial inten-
sity profiles corresponding to conventional (c) and tailored (d) BG beams are also shown [129].
Reproduced with permission from Nature Publishing Group (NPG)

both conventional and tailored BG beams are shown in Fig. 6.12a, b. The radial peak
intensity profile for the beams, as shown in Fig. 6.12c, d, clearly indicate that the side-
lobe intensity for the tailored BG beam is suppressed to merely 0.6% compared to
15.6% for the conventional BG beam. Note that in both cases, the central core size was
6 wm. The potential use of beam tailoring for the machining of near-parallel channels
in 50-100 pm thick Si, with no unwanted features around the channel opening, was
demonstrated using a multiple pulse irradiation scheme (limited to a few hundred
laser pulses per channel), as shown in Fig. 6.13a—f. From a quantitative view point,
the Gaussian beams produced tapered vias/channels with front surface diameters of
20 wm and aspect ratios of less than 3, as can be seen from the SEM cross-sectional
image of the channel shown in Fig. 6.13a. The conventional BG beams produced
5 wm diameter near taper-free vias with aspect ratios around 10 (see Fig. 6.13b).
However, the applications of such vias are limited due to undesired surface damage
caused by the characteristic concentric lobes of BG beams. In contrast, tailored BG
beams produced a clean structure (with no additional damage) with characteristics
similar to that of a conventional BG beam (see Fig. 6.13c). Figure 6.13d—f show
the SEM cross-sectional, front, and rear surface 2D array images of through holes
produced in 100 wm thick Si substrates by tailored BG beams.

Volume processing:

The potential application of zero-order BG beams to the machining of sub-micron
scale surface features is clearly evident from the earlier paragraphs. Here, we discuss
how BG beams are useful for controlled volume fabrication. In the context of BG
beam volume interactions with transparent materials such as glass, it is important to
note here that (analogous to Gaussian beams), BG beams also suffer from nonlinear



172 M. K. Bhuyan and K. Sugioka

20 um T T 20um 20um
— —

Fig. 6.13 Experimental results for through Si hole fabrication using laser beams with several spatial
profiles. SEM cross-sectional profiles of through holes drilled in a 50 pwm thick Si substrate using a
Gaussian, b conventional BG, and c¢ tailored BG beams are shown. d—f SEM cross-sectional, front,
and rear surface images of two-dimensional (2D) array of through holes produced in 100 pm thick
Si substrates by the tailored BG beam, respectively. The scale bars in the insets of e and f are 5 um
[129]. Reproduced with permission from NPG

effects, including the Kerr effect and the plasma defocusing effect, while they are
propagating in the medium. Yet, it has been observed that BG beams are more robust
to nonlinear distortion than Gaussian beams over a broad range of experimental con-
ditions [97, 123]. Nevertheless, three different Bessel beam propagation regimes in
Kerr media have been observed: weakly nonlinear Bessel filamentation, unsteady
Bessel filamentation, and steady Bessel filamentation [97]. The most important case
in the context of material processing refers to steady Bessel filamentation, where
an extended plasma column of near-uniform density can be achieved, and where a
significant level of energy absorption may occur inside the medium, especially when
the plasma number density is above 10'8/cm3. Experimentally, such a regime can be
achieved in a certain parametric window of laser energy, pulse duration, and Bessel
cone angle. In a broader sense, high cone angle BG beams normally produce high
electron densities (close to the corresponding critical density) and therefore cause a
higher level of energy deposition inside the medium, when compared to low cone
angle BG beams. In a medium such as glass, even with low-level excitation (employ-
ing a low cone angle BG beam), soft material modification (in terms of positive
changes in the refractive index) can be obtained, as reported by Marcinkevicius et al.
[130], who were the first to demonstrate wave-guiding with low loss and birefrin-
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gence effects in BG beam induced structures in glass. However, structure size and
uniformity could not be maintained when the laser energy increased. In fact, one
such (multiple pulse irradiation regime) case led to periodic damage structures, as
observed by Gaizauskas et al. [98], who attributed BG beam induced structures to
an unsteady Bessel filamentation process. Bhuyan et al. [131] also observed similar
behavior when machining glass using femtosecond BG beams (60 =7°).

In brief, low cone angle BG beams normally induce a soft positive refractive index
change (~107*-107%), even though the structure size is not scalable solely on the
basis of laser pulse energy. A typical example of femtosecond (60 fs) laser-driven
positive index structures in fused silica glass using single pulse and multiple pulse
(100 pulses at 1 kHz repetition rate) irradiation schemes is shown in Fig. 6.14a, b.
A novel approach to single pulse machining involving low cone angle BG beams
and exploiting the temporal engineering concept [78] demonstrated by Bhuyan et al.
[132] provides additional control over the structural characteristics of material mod-
ification. Figure 6.14c shows a phase contrast microscopy (PCM) image of a single
picosecond (4.7 ps) pulse induced negative index structure, such as a void inside fused
silica glass. The impact of pulse duration (from 60 fs to 5.7 ps) on material process-
ing was therefore studied and a gradual change in refractive index from positive to
negative is clearly evident from the PCM images of single pulse induced structures
in glass using BG beams (6 =8.3°, pulse energy of 4.1 wJ), as shown in Fig. 6.15a.
A longitudinal cross-sectional profile of the BG beam is also shown in the top of this
figure. A parametric window in the energy-pulse duration framework is shown in
Fig. 6.15b. Here, the highlighted regions correspond to structures that show unique
morphology. For instance, Regimes 1, 2, 3 and 4 represents positive index modified
structures, uniform negative index modified structures (such as voids), fragmented
negative (soft) index modified structures, and fragmented negative (strong) index
modified structures, respectively.

A few important points should be made when BG beams interact with a condensed
transparent medium such as glass, thereby resulting in a permanent material modifi-
cation. First, BG beams are more robust to Kerr nonlinearities than Gaussian beams.
For instance, it has been shown that the “self-focusing effects” that play a decisive
role (obstructive) in energy deposition inside the medium (which dictates the type
of material modification) can be substantially suppressed using high cone angle BG
beams, and over a wide variety of energetic conditions, primarily due to the conical
nature of the energy flow. In contrast, control of high-energy Gaussian beams is very
challenging. Second, when femtosecond and picosecond BG beam are compared,
the latter is more stable in the presence of nonlinearity of the medium. This is mainly
because the plasma defocusing effect is substantially suppressed due to delayed ion-
ization mechanisms triggered by the picosecond laser beam. The leading part of the
femtosecond laser pulse can swiftly generate free carriers in the medium, which have
the potential to scatter the remainder of the pulse. However, generally speaking, a
picosecond laser pulse of the same energy produces a smaller number of carriers
at the leading edge of the pulse due to its low peak intensity (in comparison to a
femtosecond pulse), so a low carrier scattering effect can be observed. Additionally,
the avalanche effect is more pronounced in the case of picosecond BG beams, which
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(a) Type-l, N=1

Fig. 6.14 Phase contrast microscopy (PCM) images of BG beam (6 =8.3°) induced high aspect
ratio structures at two different pulse durations. a Single pulse based Type-I positive refractive
index structure machined using 1.7 wJ pulse energy and 60 fs. b Multiple pulse (pulse number, N
=100) based smooth Type-I refractive index structure machined using 1 pJ, 60 fs. ¢ Single pulse
based Type-II uniform void structure machined using 7 wJ, 4.7 ps. Typical SEM cross-sectional
profiles for the fabricated structures at picosecond pulse durations demonstrating submicron lateral
confinement are also shown (inset) [133]. Reproduced with permission from Wiley
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Fig. 6.15 BG beam based bulk structuring results: a Pulse duration dependent morphological
characteristics of single pulse induced long structures in fused silica glass, showing the gradual
evolution from positive to negative refractive index changed structures, b energetic conditions in
the framework of pulse energy and temporal duration for the machining of structures with different
morphologies [132]. Reproduced with permission from AIP

ultimately boosts the carrier number density. This is the reason why, compared with
their femtosecond counterparts, picosecond laser pulses are generally more efficient
in terms of energy deposition inside a medium.

Indeed, through numerical simulation studies, Bhuyan et al. [132] demonstrated
that energy deposition approximately an order of magnitude higher can be obtained
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inside glass when it is excited by a picosecond (such as 4.7 ps) BG beam with a
conical half-angle of 8.3° and a pulse energy of 4.1 uJ, instead of a femtosecond
(such as 60 fs) BG beam. Nevertheless, these results pertaining to the nonlinear Bessel
beam propagation dynamics in glass indicate the achievement of a high deposited
energy density (a few kJ/cm?, sufficient to trigger a phase change of material) only
in the picosecond case. As an extreme case, the temporal engineering concept was
applied to a loose focusing geometry, and remarkably long voids with lengths of up
to 1 mm and diameters of down to 100 nm were obtained on single-pulse basis, using
zero-order BG beams with a conical half-angle of 4.2° (in glass), 1 ps pulse duration,
and an energy of just a few microjoules [133].

In brief, void-like structures with potential applications in the field of photonics
and fluidics can be realized using BG beams of low and moderate conical half-angles
(6 <nearly 10°) only when a temporal engineering concept (that produces ps pulses)
is employed. However, Bhuyan et al. [121] were the first to demonstrate that a single
femtosecond BG laser pulse in a tight focusing geometry can drastically alter the
material properties, and thus produce voids inside transparent materials. This tech-
nique has been explored for different transparent materials such as borosilicate glass
[121, 134], fused silica glass [132], sapphire [135], polymers [135—-138] and others.
Figure 6.16a shows an SEM cross-sectional image of a21 pwm long and 300 nm diam-
eter nanochannel in borosilicate glass that was machined using a single femtosecond
BG pulse (¢ =17° in glass) of 0.85 wJ energy. The channel characteristics have also
been observed to be scalable [121]. For instance, the region of the material over which
the BG central core intensity exceeds approximately 10'>~13 W/cm? [2] primarily
dictates the channel length. This implies that higher is the pulse energy, longer is the
channel length, until reaching a saturation value. In contrast, the channel diameter
estimation is difficult as the underlying mechanism (which is still being debated) is
not yet fully understood. Nevertheless, Bhuyan et al. [121] experimentally obtained
a near-linear scaling of channel diameter with respect to the laser pulse energy. One
of the important features of single-pulse BG beam machining is that by keeping
the pulse energy fixed, the channel length can be varied straightforwardly, without
affecting the channel diameter, simply by suitably placing the BG beam within the
medium. Note that this unique feature of de-coupling channel length-diameter is not
possible with Gaussian beam machining due to its complex and unpredictable beam
propagation dynamics.

From a technological viewpoint, BG beam induced extended nanochannels are
suitable for numerous applications. For instance, the deep drilling (up to a millimeter)
capability of BG beams is unique and far exceeds other state-of-the-art techniques
[74—77]. Bhuyan et al. [132] demonstrated water flow through BG beam induced
nanochannels in fused silica glass, thereby opening novel possibilities for design-
ing nanoscale devices, such as by injecting suitable nanoparticles inside channels.
With an aim towards replicating the design of a photonic crystal, Bhuyan et al. [121]
demonstrated a 2D nanochannel array comprised of machined channels (230 nm in
diameter and a few tens of microns long), as shown in Fig. 6.16b. The other applica-
tion that BG beam machining technology aims at is high throughput slicing and/or
cutting of thick transparent materials. The methodology of such cutting technique is
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Fig. 6.16 BG beam (9 =17°) based nanostructuring results. a SEM cross-sectional image of a
typical nanochannel produced in Corning 0211 glass using a single Bessel pulse of 0.85 J energy,
and b SEM cross-sectional image of a nanochannel array obtained using almost the same machining
conditions [121]. Reproduced with permission from AIP

as follows: (a) Choose the laser energy needed to machine a uniform channel-like
structure (although strong non-uniform material modification can be used if com-
promised with the cut surface quality) inside the material using a single laser pulse.
Although the length of the channel is not especially critical, the best cutting results are
obtained in cases where the channels extend over the sample thickness (especially for
inhomogeneous materials such as tempered glass [139]). (b) Optimize the distance
between consecutive channels (pitch), which depends on the channel morphology
and the lateral dimensions. The pitch values used for cutting experiments thus far
are reported to lie between 0.5 and 10 pm. (c) Select the effective number of laser
pulses per spot. Ideally, the best case would be achieved using a single laser pulse
per spot. However, if single pulse induced material modification is not sufficiently
strong, multiple laser pulses per spot will be required. (d) Apply mechanical pressure
on either side of the plane containing channel-like structures to achieve cutting of
the material.

Several research efforts [138—141] have been made in this direction. For instance,
Tsai et al. [140] first exploited femtosecond (120 fs) zero-order BG beams (2 pm
core diameter) to realize cutting of 100 wm thick fused silica glass (homogeneous
along the sample thickness) at a speed of 1 wm/s (laser repetition rate of 1 kHz, and
a pitch of 1 um), whereas Bhuyan et al. [139] demonstrated cutting of homogenous
glass and inhomogeneous tempered glass with thicknesses of up to 1 mm, at a speed
up to 270 mm/s (laser repetition rate of 60 kHz), using picosecond BG beams with
2.5 pm core diameter. Those authors also reported that pitch is an important factor
for high-quality cutting, as shown in Fig. 6.17a. For instance, an optimum pitch of
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Fig. 6.17 Experimental results of BG beam-based cutting of transparent materials. a Sample crack
evaluation with respect to the pitch, i.e., distance between consecutive BG beam induced material
modifications inside a 700 pm thick tempered glass, b typical cut surface of a tempered glass [139].
¢ SEM cross-sectional image of a cut surface of sapphire sample machined with a pitch of 25 pm
[141]. Reproduced with permission from Springer and OSA

240.5 wm was observed for sample cleaving with minimum surface damage. Rapp
et al. [141] also demonstrated sapphire plate cutting using a zero-order BG beam
with an exceptionally high pitch (25 pm), as illustrated in Fig. 6.17c. The possibility
of cutting with a large pitch was facilitated by preferential crack propagation along
the crystal orientation axis. In short, the deep drilling capability of BG beams can
be highly beneficial for high-speed cutting of thick materials, irrespective of sample
homogeneity along the sample thickness direction.

To better understand and control material processing using BG beams, it is neces-
sary to study the dynamics of material modification. First, since it was clarified that
nanoscale yet extended material modifications could be obtained either completely
inside the material or with a structure opening on the sample surfaces, the question
of whether the dynamics of material modification in each separate case are the same
requires consideration. Second, since various structural modification types, such as
positive and negative refractive index changes, can be obtained using BG beams with
the same focusing geometry and the same pulse energy, but different pulse durations,
this again opens up the question of whether the dynamics of both structure types are
the same, or if they follow the same route. Although the exact mechanism is yet to
be clarified, a number of mechanisms have been proposed based on the experimental
findings obtained thus far. The ultrafast dynamics of extended structures machined
in glass using zero-order BG beams were first revealed by Velpula et al. [133, 142]
using time-resolved optical microscopy techniques. In these experiments, the optical
transmission mode was employed to study the behavior of laser induced plasmas,
i.e., free carriers inside glass through their scattering and/or absorption natures. PCM
mode was employed to track the relative phase change of the excited matrix. The
carrier density was then estimated from the absorption characteristics of the excited
regions at a fixed time delay with respect to the laser excitation, based on the Drude
model [6, 133, 142]. Ideally, laser-excited matter dynamics would be independent of
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Fig. 6.18 Ultrafast dynamics of fused silica glass excited by BG beams: a variation of peak carrier
density with respect to the delay time in cases of material modification with both increased (Type-I)
and decreased (Type-II) refractive indices [133], b schematic illustration of exciton and intrinsic
defect energy levels in SiO; [6]. Reproduced with permission from Wiley and Springer

the spatial profiles (such as Gaussian, Bessel) of the incident laser beam. However,
given the advantage of extended scale matter excitation, which makes the visualiza-
tion of transient features clearer, the study of matter excited with BG beams is more
appealing.

The carrier dynamics corresponding to increased (Type-I) and decreased (Type-
II) refractive index structures machined using 8.3° BG beams in fused silica glass,
as shown in Fig. 6.18a, are observed to be different from each other. For the Type-I
structure, which can be obtained primarily using a single femtosecond BG pulse, the
carrier number density swiftly increases, reaching a maximum value that is about
an order of magnitude less than the critical value in vacuum (N, = 1.74 x 10*!/cm?
for 800 nm light), and decreases to almost zero within a few picoseconds after laser
excitation. This behavior is often associated with carrier trapping (lifetime of 150 fs
in SiO, matrix [6]).

The carriers trapped in their own deformed matrix then result in self-trapped
exciton formation. Such excitons are very transient (see Fig. 6.18b), and upon relax-
ation decay into electronic defects known as E’ centers and non-bridging oxygen-
hole center (NBOHC). Earlier reports on Gaussian beam excited glass dynamics
have revealed that NBOHC defects form smaller Si-O rings, and hence create a
compact matrix. Therefore, increased refractive index structures are believed to be
formed via electronic defects. In contrast, for the Type-II structure, which can be
obtained primarily using a single picosecond BG pulse, the carrier number density
increased to a near-critical value and remained almost constant until 17.5 ns, without
showing any observable carrier trapping signature. Earlier reports [132, 133] have
clarified, through numerical simulations, that the temperature rise in this case can
indeed be close to (or above) the fused silica matrix softening point, which is about
1000 °C. Therefore, at such high temperatures, carrier trapping is not expected. For
these machining conditions, the pressure waves [133, 143] can be visualized fol-
lowing 1 ns of laser excitation, thereby indicating the existence of high-level matter
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excitation, which can lead to a high temperature and pressure state. As a result, a
micro-explosion may occur over the excited zone, compressing the material along
the outward direction and leaving behind a rarified zone at the excitation epicen-
ter. The existence of a high temperature and pressure state was also argued based
on the fact that molten material can be obtained at the exit opening of such Type
II structures (channels/voids) when they are machined in an appropriate way (see
inset to Fig. 6.14c). It was then argued that the hot excited matter must have been
ejected from the bulk and deposited around the channel. Therefore, the decreased
refractive index structures are believed to be formed due to the high temperature and
pressure driven thermo-mechanical expansion of glass. Very recently, Bhuyan et al.
[144] reported that the timescale of emergence of such void-like structures (resulting
from stress relaxation) can be up to a few hundred nanoseconds, which is other-
wise believed to be on the ultrafast timescale [7]. However, more advanced imaging
and microscopy tools will be required in order to examine the unique light-matter
interaction processes involving non-diffracting zero-order BG beams.

6.4.2 Vortex Beams

Optical vortex beams with zero intensity at the center, and concentric high inten-
sity lobes, have attracted significant attention in fields such as nonlinear optics and
plasma physics [102, 144—151], optical tweezers [105, 152], and material processing
[151, 152-157]. Femtosecond optical vortices have been generated using spiral phase
plates [157-161], holograms [151, 155], and uniaxial birefringent crystals [153,
162]. Interestingly, however, when such high-intensity femtosecond vortex beams
are employed for surface processing, an unusual light-matter interaction geometry
is facilitated, resulting in the creation of a dense plasma zone in a toroidal region
of the material. As a result, ablation within the ring (down to micrometer size) may
occur even when using a single laser pulse. Hnatovsky et al. [153] first exploited such
a concept and machined highly reproducible microstructures on glass, as shown in
Fig. 6.19a, b. One of the more striking observations from that figure is that, upon
increasing the laser pulse energy, deep cavities started to form at the center of the
annulus ring-type structure. This was attributed to shock wave (moving towards the
ring center) driven material compression and ejection. This technique can be poten-
tially useful for the direct fabrication of isolated nanoparticles of different materials.

Non-diffractive higher-order Bessel beams (J,,), consisting of concentric cylin-
drical regions with gradual diminishing intensity from the inner to outer regions, and
Laguerre-Gaussian beams, are also representative of the vortex beam class, and have
been exploited for material processing. Like zero-order Bessel beams, ideal higher-
order Bessel beams also require infinite levels of energy. However, finite-energy
versions of such higher-order Bessel beams can be realized using Gaussian beams
passing through a spiral phase plate followed by an axicon lens, or a spatial light
modulator masked with a suitable phase. In any case, the vortex charge or helicity
(integer values) determines the size of the intense inner ring of the corresponding
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Fig. 6.19 Vortex beam-based surface structuring results: a, b single pulse ablation of soda-lime
glass with double-charge femtosecond vortex pulses using a focusing lens of 0.9 NA [153], ¢,
d micro- and nano-disks machined on graphene using higher-order Bessel beams in multi-pulse
exposure scheme [154], e, f nano-disks machined on gold film using femtosecond laser first-order
Bessel beams [156]. Reproduced with permission of OSA and AIP

Bessel beam. This opens up the novel possibility of designing a light-matter interac-
tion geometry in the form of a cylinder with an arbitrary radius. For instance, using
femtosecond laser vortex beams, Wetzel et al. [154] fabricated micro- and nano-
disks with sizes as small as 650 nm on some of the most technologically demanding
materials available, such as graphene, with clear boundaries confirmed via Raman
spectroscopy (see Fig. 6.19¢, d). Similarly, Sahin et al. [156] fabricated nano-disks
as small as 200 nm on a gold thin film using a femtosecond first-order Bessel beam,
as shown in Fig. 6.19e. They also pointed out that concentric rings formed around
the central intense ring may produce unwanted structures for higher laser fluences
(see Fig. 6.19f).

Vortex beams such as higher-order Bessel beams with an extended depth of focus
have also been demonstrated for volume fabrication (i.e., internal material modi-
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fication) [151, 157]. The underlying process in such cases is almost the same as
that for a zero-order Bessel beam. For instance, the nonlinear propagation stability
(in the presence of nonlinearity of the medium and multiphoton loss) of first-order
Bessel beams [147-150] in a Kerr medium such as glass, is obviously an impor-
tant factor for uniform energy deposition inside the medium. This is mainly because
the multiphoton absorption loss in the high-intensity regions (innermost cylinder)
is readily compensated for by the inward energy flow associated with the conical
nature of first-order Bessel beams. Similar to the case for zero-order Bessel beams,
several researchers [149, 150] have discovered parametric windows that provide sta-
bility criteria for nonlinear first-order Bessel beams. Apart from parameters such
as the laser pulse energy and the pulse duration, the stability of Bessel beams is
extremely sensitive to the cone angle. In other words, higher is the cone angle, better
is the nonlinear stability of Bessel beams. For instance, since self-phase modulation
and four-wave mixing effects modify the spatial spectrum, modulations to the axial
intensity distribution (primarily on the inner cylinder of first-order Bessel beams) are
very dominant in the case of low cone angle Bessel beams. Generally speaking, axial
intensity modulation results in non-uniformity of the processed structure. In addition,
the maximum intensity, and hence the plasma density in the cylindrical (innermost)
region of higher order Bessel beams, can be obtained with a lower vortex charge
value (smaller inner cylinder diameter).

Therefore, for material processing applications, an optimum balance between the
vortex charge and the cone angle for higher-order Bessel beams is highly important,
depending on the material to be processed and the type of structure to be obtained.
For instance, Bessel beams that have cone angles (in glass) larger than 5° can trigger
peak electron densities of more than 10'° cm™3, thus facilitating sufficient energy
deposition to induce a permanent material modification, as shown in Fig. 6.20a [151].
Xie et al. [151] first exploited vortex Bessel beams (higher order) for volume fabrica-
tion of Corning glass and obtained a tube-like refractive index modified structure for
potential waveguide applications, as illustrated in Fig. 6.20b. A single pulse (35 pJ
energy and 1 ps temporal duration) was shown to be capable of machining a 150 pm
long cylindrical positive index modified zone with a 5 wm diameter using J3 vor-
tex beams. The refractive index change was estimated to be around 10~* from the
light (633 nm) guiding experiments (see Fig. 6.20d for the guided mode profile).
Figure 6.20e schematically shows the directions of inwardly and outwardly propa-
gating cylindrical matter waves generated by the tubular plasma. These are shock,
pressure, and heat waves. Jedrkiewcz et al. [157] demonstrated cylindrical refrac-
tive index modifications (wall thickness and diameter of approximately 1 and 8 pm,
respectively) in 100 pwm thick BK7 glass using a Jg vortex beam (37 wJ pulse energy,
1 ps temporal duration) with a conical half-angle of 11° (in the medium). Note that
a hollow structure fabricated by a single vortex pulse can also be fabricated using a
hollow Gaussian beam in a multi-pulse illumination regime with continuous sample
translation. However, vortex beams clearly show superiority in terms of fabrication
speed and structural uniformity.
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Fig. 6.20 Vortex beam (/3 beam, 6§ =6.8°) based micro-structuring results. a Electron density
distribution inside 150 wm thick glass excited with 5 pJ pulse energy, obtained by numerical
simulations. b Optical micrograph (longitudinal view) of a typical tubular structure machined (35 nJ
pulse energy, 1 ps pulse duration) in glass on single-shot basis. ¢ Transverse section of the damage
observed under identical machining conditions, but using 20 J pulse energy. d Image of near-field
output guided light in the structure shown in (¢), at an input wavelength of 632 nm. e Schematic
view of the propagation direction of mechanical and thermal waves expanding outward and inward
(arrows) from the excited tubular sheet volume (circle) [151]. Reproduced with permission from
NPG

6.4.3 Curved Beams

An ideal Airy beam, discovered by Berry et al. [90], is basically a solution of the
paraxial wave propagation equation, which is non-diffractive in nature. Similar to
zero-order Bessel beams, such beams also possess a central intense spot, and prop-
agate over an infinite distance with no diffraction, and uniquely along a parabolic
(i.e., curved) trajectory. Like other non-diffractive beams, Airy beams also exhibit
self-reconstruction characteristics [94]. Notably, Airy beams require an infinite level
of energy in order to manifest their diffraction-free propagation characteristics in
free space. Siviloglou et al. [91] first derived a finite energy Airy beam solution by
modulating an ideal Airy beam with an exponential decay function. In this case, the
field in the ¢ =0 plane is assumed to have form of Vs (s, ¢ =0) = Ai(s) exp(as), where
Ai denotes the Airy function, and a is a real positive constant. s = x/xo and { = z/kx3
are the dimensionless transverse and longitudinal coordinates respectively, xq is the
spatial spot size and k = 2m/A¢ is the wavenumber of the optical wave. Upon
substituting this initial field (¢ =0 plane) profile in the 2D paraxial envelope equa-
tion (id¢y + 1/23%sy = 0), one can obtain the generalized Airy-Exponential field
solution as follows:
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Fig. 6.21 Airy beam-based cutting results: Longitudinal (a) and transverse (b) cross-sectional
images of a typical airy beam generated using a spatial light modulator. Cross-sectional SEM
images of cut surfaces of (¢) diamond and (d) Si [170]. Reproduced with permission from AIP
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From an experimental viewpoint, finite energy (usually by beam apodization) Airy
beams can be generated using a phase mask [100, 163, 164], SLM [164—-167], or an
optically induced refractive index gradient [168]. Airy beams with central lobe sizes
down to the sub-micron scale, which are useful in many important applications, have
been generated [99, 100, 106, 108, 169]. These applications include flexible material
processing [165, 170, 171], where the existence of stable nonlinear Airy beams is
beneficial [172, 173]. Note here that the size (d,, FWHM) of the central lobe of the
Airy beams can be related to the curvature radius over which the beam bends, as d,,
=1.63 [R/2k*]'3, where R is the trajectory curvature radius [166]. This implies that
the higher the curvature radius, the lower the Airy central lobe size. Figure 6.21a,
b show typical longitudinal and transverse cross-sectional images of experimentally
generated (via SLM) Airy beams with an arc-shaped (curvature radius of 120 pm)
central lobe size of 2 wm extended longitudinally over several tens of microns, as
reported by Mathis et al. [170].

When such a beam is used for bulk structuring of materials, the intense curved
central lobe is expected to ablate and/or modify the material in a way similar to Bessel
beams, but along a curved line if operating in the above-ablation threshold regime.
This unique curved machining feature of Airy beams has been exploited for cutting
or dicing of technologically important materials such as diamond and Si by following
the same methodology used for Bessel beams and filamentation based cutting [36,
139, 140]. For instance, using a pulsed laser source with 800 nm wavelength, 100 fs
pulse duration, and 11 pJ pulse energy, Mathis et al. [170] demonstrated cutting
(laser material modification followed by cleaving) of 50 wm thick diamond slides
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with cut surface circular profile radius of 70 pwm by suitably machining individual
curved structures (pitch of 0.3 wm) along a certain direction, as shown in Fig. 6.21c.
Using parameters similar to those described above, except with a pitch of 0.5 pwm,
the same authors also demonstrated cutting 100 pm thick Si (see Fig. 6.21d for
a cross-sectional SEM image of the cut surface) with cut surface circular profile
radius of 120 wm. Note that the above cutting demonstrations were realized using
a two-pass configuration (effectively, two laser pulses at each spot). Airy beams
thus provide an additional degree of control along with mechanical sample rotation
or beam steering that can be used to obtain round-cornered, thick materials with
curved surface profiles. Besides cutting, curved trench machining using Airy beams
was also demonstrated by the same authors [171]. One of the striking observations
that they made was the asymmetric debris distribution (present only one side of
trench) around the trench, which can be of technological importance in situations
where sample cleaning is critical after processing. This unique debris distribution
was attributed to the asymmetric intensity profile, as shown in Fig. 6.21a, b.

6.5 Conclusions

In the 30 years since the first ultrafast laser processing experiments were demon-
strated by Srinivasan et al. [174] and Kiiperetal. [175] in 1987, research into this field
has become increasingly more active. This is because, due to distinct features such as
ultrashort pulse width and extremely high peak intensity, ultrafast lasers offer novel
schemes for processing materials that are not accessible using other types of lasers.
In particular, the clean ablation ability of ultrafast lasers and their associated multi-
photon absorption processes surprised numerous researchers, and opened a new door
for high-quality processing of transparent materials [176]. Breakthroughs in terms
of internal modification or volume fabrication of transparent materials, such as glass,
further accelerated the growth of this field [10, 11, 23]. It was also demonstrated that
the multiphoton absorption processes in the near-threshold ablation regime can even
lead to fabrication resolution down to a few tens of nanometers, which is far beyond
the diffraction limit [13, 14]. Therefore, material fabrication at micro and nanoscale
levels is currently one of the major activities in the field of ultrafast laser processing,
and has numerous potential applications in the fields of electronics, healthcare, pho-
tonics, and energy harvesting. One of the most successful commercial applications
of the ultrafast laser processing of transparent materials is scribing and dicing very
thin and hard glass in order to produce high-quality edges, flexible geometry, and
crack-free components for use in the mass production of displays for cell phones and
tablet computers. Meanwhile, from the viewpoint of recent fundamental research,
attention is being focused on nanoprocessing based on the nonlinear light confine-
ment processes in order to produce structures of lateral sizes down to few nanometers.
Near-field optical phenomena can also be used to improve the fabrication resolution.
Further challenges lie in facilitating the deep machining of transparent materials
while maintaining micro and nanoscale lateral sizes (high aspect ratio machining).
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Non-diffractive optical beams represented by zero-order Bessel beams possessing
a long (along the longitudinal direction), narrow and intense region, have become
promising tools for high aspect ratio material processing. For example, voids with
lengths up to a millimeter and diameters down to 100 nm have been fabricated inside
fused silica glass on a single-pulse basis using temporally engineered zero-order
Bessel beams [133]. Other non-diffractive optical beams, such as vortex and Airy
beams, enable us to imprint new types of structures that cannot be achieved by other
techniques. For example, the former can produce tube-like structures, while the latter
can produce longitudinally curved structures.

Ultrafast laser processing is already used for commercial and industrial applica-
tions, and this trend is expected to be further accelerated because of the distinct advan-
tages ultrafast laser processing has over conventional laser processing or other exist-
ing competing techniques. To this end, current research activities are not only focus-
ing on developing advanced processing techniques, but are also aimed at elucidating
the detailed mechanisms of ultrafast laser-matter interactions. It is now believed
that spatiotemporal beam shaping, including the generation of non-diffractive opti-
cal beams, will be one of the key technologies driving future improvements to the
fabrication resolution, quality, and efficiency of ultrafast laser based manufacturing.
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Chapter 7 ®)
Molecular Orbital Tomography Based oo
on High-Order Harmonic Generation:
Principles and Perspectives

Anna Gabriella Ciriolo, Michele Devetta, Davide Facciala,
Prabhash Prasannan Geetha, Aditya Pusala,
Caterina Vozzi and Salvatore Stagira

Abstract High-order harmonic generation is a nonlinear effect appearing when
atoms or molecules are exposed to intense laser pulses. It consists in the emission of
ultrashort bursts of extreme ultraviolet and soft X radiation, giving rise to harmonics
in the spectral domain. This emission encodes a wealth of information about the
intimate structure of the targeted species, allowing the reconstruction of the outermost
distribution of electrons. We will review here the most important aspects of high-
order harmonic generation and we will show how this process can be applied to
the reconstruction of molecular orbitals. A critical analysis will illustrate benefits,
weaknesses and perspectives of this technique.
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7.1 Introduction

When high intensity (/ ~ 10'® — 10'® W/cm?) ultrashort laser pulses interact with a
collection of atoms or molecules, a highly non-linear optical process occurs, namely
the High-order Harmonic Generation (HHG) process. HHG is associated to the
emission of coherent radiation extending up to the extreme ultraviolet (XUV) and the
X-ray spectral range [1]. This radiation has unprecedented temporal characteristics:
the XUV bursts are emitted with duration in the sub-femtosecond domain. Harmonic
emission was observed for the first time in 1987 by McPherson et al. [2] in a gas
jet of Neon atoms excited with intense ultraviolet pulses and in 1988 by Ferray et
al. in noble atom gases excited with a Nd:YAG laser radiation [3]. Since then a lot
of effort has been devoted to the study of harmonic generation process and to the
development of attosecond pump-probe experiments based on HHG [4]. In particular,
the mechanism of HHG in atoms is quite well understood and the possibility to exploit
it for the reconstruction of the properties of the generation media, which is the target
of HHG spectroscopy, has lead to impressive results. HHG processes in molecules are
different from their counterpart in atomic gases, as was demonstrated at the beginning
of the millennium by theoretical calculations on harmonic generation as a function
of the molecular orientation [5] and by experimental studies on HHG driven by
elliptically polarized laser pulses in molecules [6]. The availability of techniques for
field-free molecular alignment [7] allowed the study of photoionization and harmonic
generation in molecules undergoing impulsive excitation of rotational wavepackets
[8—10]; among the numerous applications of this approach, the pioneering work from
Itatani and coworkers [11] demonstrated the idea of molecular orbital tomography
enabled by HHG in aligned molecules (HHG-MOT). The tomographic reconstruction
of molecular orbitals based on HHG resembles somehow the computed tomography
of a human body (TC): the tridimensional structure of the body can be retrieved by
a suitable elaboration of a large number of X-ray images of the body acquired at
different angles. Differently from the usual TC, the orbital tomography is based on
the acquisition of several high-harmonic spectra of the target molecules for several
polarization directions of the laser pulse in the molecular frame, as sketched in
Fig.7.1; a suitable elaboration of this collection of HHG spectra allows to retrieve
the shape of the highest occupied molecular orbital (HOMO).

HHG-MOT belongs to a larger family of molecular investigation techniques based
on the self-probing of the target species by the outermost electron [12], that is ionized
and driven back towards the parent ion by an intense laser field. Among them we
may cite the Laser Induced Electron Diffraction (LIED) approach [13, 14] based
on the detection of the electrons scattered by the molecules, and the manipulation
of the ionization-recollision process by two-color laser fields [15, 16] driving HHG.
Tomographic imaging not based on the recollision approach can be also accomplished
by photoemission [17] or STM imaging [18] of molecules deposited on substrates,
by measuring the molecular-frame photoelectron angular distribution driven by a
laser pulse [19] as well as by X-ray or photoelectron diffraction [20] driven by a Free
Electron Laser [21].
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Fig. 7.1 Pictorial view of HHG-based molecular orbital tomography. Left: several HHG spectra
are acquired for different directions of the laser polarization in the molecular frame; right: a suitable
elaboration of the measurements allows to retrieve the outermost molecular orbital

The seminal paper by Itatani et al., demonstrating HHG-MOT in nitrogen with
multicycle near-IR laser pulses, drove several subsequent works about the extension
of HHG spectroscopy to polyatomic molecules [22-25], the characterization of the
polarization state of harmonics generated in molecules [26, 27], the application of
HHG-MOT to multielectronic systems [28] as well as the extension of harmonic
spectroscopy [29] and tomography [30] to mid-IR driving pulses. The availability of
molecular orientation techniques, able to control the head-tail direction and the 3D
molecular alignment [31-34], opened the way to the study of asymmetric molecules
[35-38] paving the way to tomographic imaging of asymmetric orbitals [39].

In this chapter we first describe the basic concepts of HHG process (Sect.7.2)
and the recollision spectroscopy in general (Sect.7.3). Then we give a detailed de-
scription of HHG-MOT (Sect. 7.4), presenting also the open problems and possible
perspectives.

7.2 High-Order Harmonic Generation

A first semi-classical interpretation of the HHG process was proposed independently
in 1993 by Corkum et al. [40] and Kulander et al. [41]. The model they provided
describes the HHG process as a temporal sequence of three steps (hence it is referred
to as Three Step Model) and is described in the left panel of Fig.7.2.

In the first step (yellow arrow), the generic oscillating electric field E(r) =
Ey cos (wpt) has a probability to ionize the atom. Under the extreme intensity regime
here considered, the Coulomb potential of atoms is strongly distorted by the intense
quasi-static electromagnetic field. So ionization occurs mainly via tunnel ionization.
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Fig. 7.2 Left: sketch of the three step model. (1—yellow arrow) The electron is tunnel ionized
from the ground state. (2—green arrow) It is accelerated by the laser field and driven back to the
initial position. (3—blue arrow) It recombines emitting a photon of energy hw. Right: the three step
process (blue arrow) repeats every half-cycle of the laser field (red line), leading to the emission of
a burst of photons (blue line) every half-cycle

The probability to tunnel ionize the target at a given time ¢;, depends on the strength
of the laser field at that time, and it will reach its maximum when E (t;) = Ej. In this
model we assume that the ionized electron has an initial kinetic energy equal to zero.
In the second step (green arrow in Fig.7.2), the freed electron is accelerated by the
laser field. By neglecting the Coulomb field of the ionized atom, the motion of the
electron can be directly calculated from the Newton dynamics of a negative charge
e of mass m inside the oscillating sinusoidal field E(#). Under the effect of the laser
oscillating field, the electron can be driven back to the parent ion, and recombination
can occur at a certain time ¢, > t;. Recombination is associated to the emission of
high energy photon hw. The energy of the photon emitted at ¢, is given by the sum
of the atom ionization potential /, plus the kinetic energy K gained by the travel-
ing electron under exposure to the laser field, hw(t,) = I, + K(t,). Recombination
provides the third step of interaction.

These three steps take place every half cycle of the fundamental laser field (right
panel in Fig.7.2). During each occurrence, emission is temporally confined within
a sub-cycle of the laser frequency, so ultrashort bursts of high energy photons are
generated. In centrosymmetric targets, a constructive interference occurs for the odd
harmonic components of the fundamental laser frequency, leading to the emission
of the typical comb-shaped spectrum. It is possible to find a collection of (w, #;, t,)
values, each associated to a different solution of the classical equation of motion
of an electron into an electromagnetic field. Those different solutions provides the
whole spectrum of HHG frequencies. For each value of w, two possible couple of
(t;, t,) values can be found. Among the two, the solution with the highest excursion
time T = 1, — ¢; is referred to as long trajectory, while the shorter one is referred to
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as short trajectory. The (t,, t;) solution that maximizes the photon energy w(¢,) cor-
responds to the cutoff of the HHG spectrum. The resulting cutoff energy is given by:

hocuott = I, +3.170,, (7.1)

where U, is the ponderomotive energy of the electron, defined as U, = ezEg J4ma?.

Gray lines in Fig. 7.3 show some of the results obtained by using this model. For
each photon energy fw, the classical ionization times (panel a) and recombination
times (panel b) are reported. Long and short trajectory solutions are represented
respectively by solid and dashed lines. It can be seen that, at the cutoff, the two
trajectories collapse into a single trajectory, called cutoff trajectory.

The HHG spectra as predicted by the classical model exhibit a good qualitative
agreement with the HHG experimental spectra. In particular, the main success of the
classical model is the capability to predict the extension of the generated spectrum.
However, this model does not provide quantitative predictions on the intensity of the
harmonics generated. In order to do so, we need to move to a quantum model.
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Fig. 7.3 a, b—Gray lines: Emitted photon energy hw as a function of (a) the semi-classical
ionization phase wpt; and (b) the recombination phase wyt,. a, b—Black lines: Emitted photon
energy as a function of (a) the saddle point ionization phase woM{r} and (b) the recombination
phase woM{ts} (see Sect.7.2.2 for details). Solid and dashed lines represent the results obtained
for the long and short trajectories respectively. ¢ Laser field evolution. d Component ay of the
wavepacket spectrum, as defined in (7.13) and (7.14), for long (solid line), short (dashed line), and
cutoff (dashed-dotted line) trajectories. Parameters: ionization potential /, = 15.759¢eV (argon),
fundamental wavelength A9 = 1400 nm, intensity I = 1.3662 x 10'* W/cm?
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7.2.1 Lewenstein Model

In 1994 Lewenstein [42] derived an approximated quantum method for describing
the HHG process. Within this model, the basic assumptions made in the classical
three-step model were opportunely adapted to a quantum description of the process.

In this framework we first consider the interaction of the laser field with an isolated
atom in the single active electron approximation (SAE). The electron, under the action
of the Coulomb field V (r) and the external electric field E(¢), can be described by
the wave-function that solves the Schrodinger equation in the length gauge:

oW (r, 1)

ih
at

2
[—f—mvf + V(@) +er- E(r)] (r,1). (7.2)
Direct numerical solution of equation (7.2) is time consuming and can be performed
only for very simple systems. However, by neglecting the atomic potential V (r) with
respect to the external field potential energy er - E(#) during the electron propagation
an integral form for the temporal evolution of the electric dipole D(¢) can be derived.
The HHG spectrum can then be directly retrieved from the electric dipole. The
above mentioned approximation is called Strong Field Approximation (SFA). We
will provide a brief overview on the Lewenstein model; a three step scheme inspired
to the classical one discussed in the previous paragraph will be used for explaining
this quantum approach.

First of all, before the interaction with the laser pulse, the electron stays in its
ground state, ¥ (r, ) = ¢o(r)e’»"/", that solves equation (7.2) for E(f) = 0. After
ionization the electron propagates in the continuum states under the effect of the
electric field. During the electron propagation SFA is applied. In this case, solutions
of equation (7.2) are continuum plane-wave states |k) = ¢’** of wave-vector k. A
general solution can be represented by the superposition of the ground state solution
and a collection of plane waves. By assuming that the ground state depletion due to
tunnel ionization is negligible, this solutions reads:

1

V(@2n)?

At ', ionization occurs. The probability of ionizing an electron from the ground state
of energy —I, to the continuum state |k') = ¢ depends on the scalar product of
the dipole matrix element d’ with the field:

V1) = et [%(r) + b(k, t)e"k'rdk} ) (7.3)

E@)-d'K) =E) - (K'rl¢o(r)) k' =Kk(t) (1.4)

During the propagation SFA holds, and, under the external vector potential A(z),
the canonical momentum p = k() — eA(¢) is conserved. We introduce the semi-
classical action S (p, ¢, t') that represents the relative phase (in units of A=) accumu-
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lated by the electron with respect to the corresponding hole, from the initial time ¢’
to the generic time ¢, which is defined as:

‘Tp+eA)]
S(p, 1, 1) :f [pz—()]+l,, dr’. (7.5)
¢ m

Propagation and acceleration bring the electron from the initial state |k’) = |k(¢'))
to the final state |k) = |k(#)). Eventually the electron recombines from the contin-
uum state |k) to the ground state. The probability of recombination depends on the
associated dipole matrix element:

d(k) = (o(r)[rik)  k=k(@). (7.6)

The complex valued electric dipole D() at time 7 can thus be calculated as an integral
over all the possible initial times #' < ¢ and canonical momenta p € R3 of three terms
related to the ionization, propagation and recombination processes:

t .
D(t) o / / dion[P + eA()]d[p + eA(r)]e” #5®dpdr’, (7.7)
—00 JR3

where dio,[p + eA(t')] = E(¢') - d'[p + eA(?')]. The HHG field can be directly com-
puted, except for a constant factor, from the Fourier transform of the electron accel-
eration, which is the second derivative of D:

Ey(w) f D)™ dt x w? / D(t)e'™ dt
R R

t L~
x / / / dion[p + eA(t)1ds[p + eA(t)]e #5@ P dpdr dt, (7.8)
R J—c0 JR3?

where S (o, p,t,t)=S(p,t,t)— howand df = w?d. The integral in (7.8) is called
Lewenstein integral, and it basically comes from an extension to the HHG process
of the SFA procedure used by Keldysh for modeling the photo-ionization of atoms
in a strong laser field [43]. Since the dipole in (7.6) has been expressed in the length
form, (7.8) represents the associated Lewenstein integral in the length form. It is also
possible to directly compute the momentum matrix element of the electron from:

v(k) = (¢o(r)|=iV]k) Kk =Kk(). (7.9)

In this case, the Lewenstein integral in the velocity form is obtained by substituting
in (7.8) the term df = wv. An approximated solution of the Lewenstein integral can
be found by applying the method of steepest descent, or saddle point approximation
(SPA), which allows one to find the complex quantum electron trajectories that give
the highest contribution to the integral.
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7.2.2 Saddle Point Approximation

In (7.8), the exponential term e~ #5®) is rapidly oscillating with respect to the other
terms. As a consequence, the points of the (p, ¢, #) domain that give the highest
contribution to the Lewenstein integral are those in correspondence of which the
gradient of § is nearly zero, namely those points in the surrounding of a saddle point
Q; = (ps. t5, ;). The SPA method consists in expanding Sin Taylor series around Q

up to the second order: S’(Q) ~SQ,)+Q—-Q, [HWQ, - (Q-0Qy] /2, where
H is the Hessian matrix of S. The Lewenstein integral (7.8) can thus be written as:

Ejy () ~ Y C()dionlPs + eA) 1A [P + eA(r,)]e75@ ) (7.10)

where the sum runs over all the relevant saddle points, and the coefficient C(s) reads:

L (Q-QuH (Qy)-(Q— (=i2mh)®
C(s) = K/ e (Q-Q)1HQ)-Q QJ)]dQ — K| (7.11)
RS det [H (Qy)]

A physical interpretation can be attributed to C(s), which accounts for the spread-
ing of the electron wavepacket during the propagation in the continuum. Each sad-
dle point Qy is associated to a specific trajectory, representing an electron ionized
at 7, recombining at #; and having a canonical momentum p;. Thus, in the SPA
framework, a description based on three steps is recovered. Within this description,
ki, = [ps + eA(t‘g)] /I is the wave-vector of the electron at the ionization time f;

and k! = [P.v + eA(tx)] /h the one at the recombination time #,. In order to find

Trec

the saddle points, the equation VQS Q) o = 0 must be solved. A system of three

coupled equations is thus obtained:

aS(p,t,1) K 2
2 =0= g 7.12
ot 2m th ( a)
o it " k()
VoS, t,f)| =0= | —Zd1, (7.12b)
Qq 1 m
aS(p, 1, 1) ks 2
2D —0= 2 4 [ — ho, 7.12
Py o Tl e (7.12¢)

s

From (7.12a), the kinetic energy at the ionization time #, can be derived. It is equal to
—I,,. Thus, the electron tunnels out from the ion with an initial imaginary velocity. For
I, = 0 the initial velocity is zero and the assumption made in the classical three-step
model is recovered. Equation (7.12b) states that the integral of the velocity of the
electron from the initial time #; to the recombination time f, is zero. This means that
the total spatial displacement between 7, and 7 is zero. According to this equation,
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only those electrons that come back to the parent ion give a major contribution to the
HHG process. Finally, (7.12c) provides the energy conservation condition. It states
that the emitted photon energy fw is equal to the sum of the kinetic energy of the
recombining electron and of the ionization potential /,.

It can be observed that, in contrast to the semi-classical model, the solutions
obtained are in general complex-valued solutions. In Figs.7.3a, b the real parts of
the quantum solutions (7, ¢/) as a function of the photon energy iiw are compared
with the corresponding classical values (¢,, #;). While the real parts are associated to
respectively ionization times and recombination times, the imaginary parts contribute
to introduce an imaginary term in the phase S.This imaginary phase is strictly related
to the quantum nature of the process and leads to a modulation of the amplitude of
the emitted HHG radiation [44].

With these tools in hands, it is possible to predict how the propagation from the
initial state k(z]) affects the amplitude of the electronic wavepacket recombining
with the ion. From (7.10), the wave-packet spectrum associated to a single trajectory
is here defined by: .

wy(w) = di(w)as(w) (7.13)

where o

di(@) = dion(K},) ag(@) = C(s)e” 5@, (7.14)
It should be observed that a,(w) takes into account not only the propagation of
the electron in the continuum states but also the exponential nature of the tunnel
ionization phenomenon, which is field driven. However, it is insensitive to how the
Coulomb field affects this probability, which is partially taken into account by the
d!(w) dipole term. Dashed and solid line of Fig. 7.3d show a,(w) respectively for the
short and long trajectories generated from one half-cycle of the driving field. In the
cutoff energy region only one of the two solutions survives, which gives the result
shown. With the factorization provided, the total field is given by:

Ey () ~ ) dp (K, )d! (@)a (). (7.15)

The interference between the two contributions increases the complexity of the phe-
nomenon. We will see later that there exist favourable conditions where one of the two
contributions is suppressed, which allows for an easier interpretation of the results.

7.2.3 Macroscopic Effects

HHG experiments are usually performed in a gas jet, where a number of atoms or
molecules are simultaneously excited. The harmonic emission is thus the result of a
coherent superposition of all the single-atom contributions coming from the macro-
scopic sample. As a consequence, the propagation of the harmonic radiation in the
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atomic gas has to be taken into account in order to extract the actual single atom
response. For maximizing the gth harmonic generation efficiency, phase-matching
between the gth order non-linear polarization of the medium and the harmonic radi-
ation must be achieved.

Being q),ﬁq’ (r) and @,(r) respectively the gth order polarization phase and the gth

harmonic phase evaluated at the spatial coordinate r, two wave-vectors, k,(,q) and k,

can be introduced, defined as k,(,q) = Vr¢,§q) (r) and k, = V. ®,(r). The conversion
efficiency of the gth harmonic is increased when the phase mis-match vector

Ak, (r) =k — K, (7.16)

is reduced [45]. Several contributions must be taken into account in order to model
the two wave-vectors k,(ﬁ) and k. The polarization phase is ¢ times the driving
field phase @ (r) plus an additional contribution q);,hp (r) which represents the phase
accumulated by the electron in the continuum. This so called dipole phase depends
on both the harmonic order and the actual trajectory followed by the electron in the
continuum. Moreover, in a focusing geometry, V@ (r) includes also a geometrical
phase factor, named Gouy phase, that strongly changes through the focus of the beam.
Due to all these contributions, perfect on-axis phase matching can be achieved,
in principle, only at a given position ry that satisfies Ak, (rqp) = 0 with k,, par-
allel to the propagation axis. Practically, good phase-matching is achieved even for
AK,(rop) # 0 when the target is confined within a region Az much smaller than the
coherence length L, = 7 /|AKk,|. As it has been shown by Salieres et al. [46], it’s
possible to find experimental conditions in which phase-matching is ruled mainly
by the Gouy and dipole phase. In particular, on axis phase matching of short trajec-
tories is achieved when the laser is focused behind the atomic gas-jet, while long
trajectories are suppressed. In this case, the HHG field in (7.10) becomes:

Ey (@) ~ dy (Keeo)d' (0)a (o), (7.17)

where the s subscript is omitted, since we have only one contribution.

7.3 HHG for Atomic and Molecular Spectroscopy

The physics underlying the HHG process is extremely complicated, since it aims
at describing the highly nonlinear response of matter to a high-intensity laser exci-
tation. As described in the previous sections, the saddle point procedure leads to a
significant simplification in the process description, providing an easy framework
for the interpretation based on the disentanglement of three electronic contributions:
ionization, laser acceleration and recombination.

The availability of a reliable and simple physical model makes it easier to access
the connection between the experimentally measurable quantities and the processes
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going on into the target system. As discussed in the previous section, the main result
of the semi-classical HHG theory is that, within the SFA, a factorization of the HHG
amplitude is possible. Indeed, the complex-valued harmonic field can be expressed
as a product of two factors:

Ex (0) o« w(@)ds (Kree), (7.18)

where w(w) is an amplitude factor accounting for the propagation of the laser-driven
electron wave packet and for the tunnel ionization probability, while d; (K. ) is related
to the dipole recombination matrix element from the continuum wave function to the
ground state orbital. By studying the properties of the high-order harmonic spectral
emission, information on the radiating process can be directly retrieved concerning
the ionization yield, the electron wave packet interaction with the driving external
fields and the recombination dipole moment.

Among the three contributions, the tunnel ionization contribution and the prop-
agation contribution exhibit a strong dependence on the driving laser waveform.
The recombination dipole element d; (Ky.) is instead strictly related to the elec-
tronic structure of the target system. Thus, the main information on the processes
going on into the system is contained in the recombination factor. The recombination
dipole can in principle be extracted from an HHG measurement, provided that the
wavepacket factor w(w) is known. A practical way for achieving dipole reconstruc-
tion consists in calibrating the harmonic spectrum on that of a well-known reference
system [11], which is typically provided by a noble gas with similar 7, as that of the
system under investigation. For the same driving field, species with the same ioniza-
tion energy are ionized through potential barriers of the same width, which means
at the same instant during the laser cycle. Then, the ionization probability of target
system can be assumed to be equal to that of the reference. Moreover, the electron
wavepacket propagation is essentially the same as the one observed in the reference
system exposed to identical external field conditions. A reference amplitude can be
used wref (w), which can be experimentally determined or numerically computed.

The calibration procedure is reliable only when a number of assumptions are
satisfied: (i) electron wave packet acceleration takes place in purely laser-driven
continuum regime, (ii) a single orbital with a well-defined 1, is involved in the
ionization-recombination process (single active electron approximation—SAE), (iii)
the macroscopic response of the system perfectly reproduces the single atom re-
sponse. Deviations from these assumptions mean respectively that the SFA and SAE
approximations are no longer valid and that phase matching is playing a remarkable
role in shaping the harmonic spectrum upon propagation within the sample.

By going beyond the above mentioned ideal conditions, a significant complication
in the process modeling and in the data interpretation is introduced. HHG measure-
ments have indeed the potentials for exploring multiple aspects of the laser-system
interaction which are not included in the semiclassical model. Consequently, refine-
ments and integrations of theory are required to explain the whole informational
content of a full spectrum of XUV frequencies. As an example, the influence of
the ionic core can induce a perturbation in the laser-driven continuum propagation.
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The portion of the HHG spectrum which is mainly affected by the ionic potential
is the low-frequency one. The low-order harmonics are indeed produced by those
low-energy electrons which travels along trajectories very close to the parent ion
before undergoing recombination. In this case, the scattering wave packet may no
longer be approximated by plane waves but a treatment based on Coulomb waves
has to be used [47].

An additional complication arises in molecules, due to the fact that the outer-
most electrons are separated by a relatively low energy gap with respect to the case
of atoms. Indeed, while in atoms the energy difference among the external shells
ranges typically from tens to hundreds of eV, in molecules valence orbitals are only
a few eV apart. Since the probability of tunnel ionization decreases exponentially
with the binding energy, in atoms only the outermost shell is likely to be ionized; in
molecules, instead, several orbitals can be simultaneously involved in the emission
process. The possibility to disentangle the contributions from multiple channels in an
HHG spectrum has been studied [48]. As an outcome, the disentanglement is practi-
cable only if the different channels are decoupled and electron-electron correlation
dynamics among the electron levels involved do not take place. Electron correlation
effects can be observed in HHG experiments due to the fact that the driving laser
field may induce a perturbation in the electronic configuration of the ionized atoms or
molecules, resulting in the activation of multi-electron processes and in the appear-
ance of multiple recombination channels. Multi-electron processes are dynamical
processes usually evolving on an ultrafast time scale [49].

The possibility to resolve electron dynamics lies on the ultrafast nature of the XUV
emission process. In fact, electron wave packet generated by ionization undergoes
continuum propagation and recombination within one optical cycle of the laser field.
The recombination alone is thus confined within a temporal window which has a sub-
optical cycle duration. Laser systems typically used for HHG applications deliver
pulses with an optical cycle of the order of 1-10fs, which means that processes
occurring on the femtosecond time scale can be probed with a resolution down to
the attosecond time scale. In this sense, electron correlation dynamics can be studied
using the HHG self-probing scheme with an unprecedented temporal resolution.

7.4 Molecular Orbital Tomography Based on HHG

In this section we will introduce and review the principles behind molecular orbital
tomography based on high-order harmonic generation and we will then present some
recent experimental results obtained with this technique. We will then discuss the
limits of molecular tomography and provide some hints about possible solutions to
those problems. Eventually the perspectives of this technique will be discussed.
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7.4.1 Impulsive Molecular Alignment

Since the tomographic reconstruction of molecular orbitals requires to fix the orien-
tation of the molecular frame (i.e. of the molecular axes) in the laboratory frame, we
will first discuss how this is usually achieved.

An intense femtosecond laser pulse is able to induce an impulsive rotational
response in a molecular gas, leading to field-free alignment echoes in the excited
molecules at suitable delays from the laser pulse arrival. During these echoes, known
as rotational revivals, a large fraction of the molecules are aligned within a small solid
angle. Hence the acquisition of HHG spectra required by tomographic imaging will
be performed in correspondence of one of these revivals, by focusing in the aligned
molecular gas a second laser pulse which drives HHG.

The impulsive rotational excitation requires a quantum description according to
the Schrodinger equation:

BIW)

(FI+U) W) = ik (7.19)
In the general case and assuming the molecule as a rigid body, the rotational Hamil-
tonian operator is given by [50]:

h2 A2 f2 f2
H= S ST I S 7.20
2 () o2

where &, 7, ¢ is a system of coordinates in the molecular frame directed along
the three principal axes of inertia of the molecule, Jg, Jn, J; are the operators
corresponding to the projection of the molecular angular momentum along such
axes and I, Ip, Ic are the principal moments of inertia of the molecule.

The operator U describes the interaction between the molecule and the laser field.
This is mainly governed by the interplay between the electric field component of the
laser pulse and the molecular dipole induced by the field itself. In the general case
the operator can be expanded in a series of terms like [51]:

U=- ZP,E + = Z%EE + - Z,B,,kEEEk +- ], (7.21)
ijk

where all the indexes in the summations run over the three values &, 5, ¢; E is the
electric field component of the laser pulse; p is the molecular permanent dipole;
@ is the molecular polarizability tensor; f is the first molecular hyperpolarizability
tensor and so on. It is worth noting that all the molecular quantities are referred to the
molecular frame, whereas the laser electric field is defined in the laboratory one; the
projection of E on the molecular axes is thus obtained by a suitable rotation matrix
that links the two frames [50].
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We will limit here the discussion to linear molecules for the sake of simplicity;
a general treatment on rotational phenomena in molecules can be found in [50,
51], whereas an overview on impulsive molecular alignment is presented in [7].
Let’s assume that the molecular axis is directed along ¢ and that the molecular
gas interacts with a laser pulse linearly polarized along the laboratory axis z given
by E(t) = a(¢) cos(wpt)u,, with a(t) a slowly-varying envelope and w the optical
carrier frequency that is assumed far from any resonance. For linear molecules the
non-vanishing terms of the polarizability are a;; = o and gz = a,);, = a1, Whereas
the relevant moment of inertia will be indicated as /. In such a case the eigenfunctions
of the Hamiltonian in (7.20) are the spherical harmonic functions |®,,) = ij(é, V),
where 6 is the angle between the ¢ and z axes and i describes the precession of
¢ around z; note that the eigenfunctions do not depend on the third Euler angle ¢
describing the rotation of the molecule around its axis. The rotational eigenenergies
are given by & = R%j(j + 1)/(2I) where j is an integer number and —j < m < j [50];
hence for every j there are 2j + 1 degenerate states with the same energy but different
m. By taking into account the frame transformation, the interaction operator in (7.21)
reduces to:
a’()

4

U=- [(O‘H —aL) cos? +aj_], (7.22)
where we have neglected the contribution of the hyperpolarizability and we averaged
the interaction energy over an optical cycle of the laser pulse since the molecular
response is much slower than the optical period. One can see that the permanent dipole
of the molecule, if present, is anyway not contributing to the rotational response in
this approximation.

Equation (7.19) can then be solved numerically by projecting the rotational wave-
function |¥ (¢)) on the Hamiltonian eigenfunctions. One will end up with a system
of differential equations in the coefficients of this projection, i.e.:

cim 1 i .
ajt == Z Cim(1) €xp [—ﬁ (& —&) t] (@ |U | ®jn) (7.23)
jm
where )
1
W) =Y cim(t) exp [—E@@jt] D). (7.24)
jm

If we could assume that before the interaction with the aligning laser pulse all the
molecules in the gas target were in the same rotational quantum state |®,,), the
evolution of the system would be readily obtained by solving (7.23)—(7.24) with
a suitable initial condition at t = 0, i.e. ¢j,(0) = 8;;8,,» where § is the Kronecker
delta. However this is not the case, since a molecular gas cannot be described by a
pure quantum state [7]; indeed the rotational evolution must be determined in the
framework of the density matrix formalism [7, 50]. In practice, the gas is described
att = 0 by a “collection” of pure initial quantum states |, ) that are populated with



7 Molecular Orbital Tomography Based on High-Order Harmonic ... 205

a statistical weight W(J) = g(J) exp (— kf—fT) which depends on the gas temperature

T according to the Boltzmann statistics through the rotational energy of the pure
state |@ys). The factor g(J) takes into account a normalization term including the
energy degeneracy and additional terms that depend on the specific properties of the
molecule:

J)

() = ;
S f Rk + Dexp (—£5)

(7.25)

where f (J) is related to selection rules dictated by the molecular symmetry and by
the nuclear spin of the atoms included in the molecule [7, 50, 51]. Hence for each
initial quantum state |®;),) one will determine the corresponding evolution of the
wavefunction |¥ M) (t)). The expectation value of any operator X related to the
gas will then be calculated as a weighted sum of the quantum expectation values
determined for each initial pure quantum state, i.e.:

X)) =Y WP X e (1)), (7.26)
JM

whereas the probability dP of finding a molecule at a given angular position (6, V)
within (d6, dy) will be calculated according to:

FO,¥,1) = % = Z W™ @, v, 1)) sin(8). (7.27)
JM

A concise description of the gas evolution is obtained by replacing X = cos?6
in (7.26); in this case the resulting expectation value A(t) = (cos?8)(¢) is known
as the alignment factor. A complete alignment of the molecules along the z axis
corresponds to A = 1, whereas a complete antialignment (with all the molecules
perpendicular to the z axis) leads to A = 0. A random distribution of molecules
corresponds to A = 1/3. Figure 7.4 reports the evolution of the alignment factor
calculated for several gases of linear molecules excited at room temperature with
a 100-fs laser pulse; the temporal scale is different for each molecule in order to
show the complete rotational response in each case. In all the cases one finds that the
alignment factor shows a periodic behavior with a rotational period T = 271 /h. A
full revival of the alignment occurs at integer multiples of Tx; a half revival occurs
between two full revivals; in some molecules quarter revivals might be observed
according to the specific molecular properties. Table 7.1 reports the rotational periods
of a few linear molecules with some additional properties; note that o (F - m?) =
a (A3) - 4mey x 1073,
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Fig. 7.4 Calculated evolution of the alignment factor A(#) for several molecular gases at 300K
excited by a linearly polarized laser pulse with 100-fs duration and a peak intensity of 2.5 x
10'3 W/cm?. Note that the temporal scale is different for each molecule; the envelope of the laser
pulse, that peaks at t = 0, is reported in each trace as dashed line for comparison. The alignment
echoes are labeled as prompt alignment (P), first quarter (Q1), half revival (H), third quarter (Q3)
and full revival (F)

Table 7.1 Properties of some linear molecules [52]

Molecule I, (eV) Companion Tr (ps) Q) (A3) o) (A3)
atom
H, 15.43 Ar 0.27 0.963 0.087
D, 15.47 Ar 0.55 0.963 0.087
No 15.58 Ar 8.34 2.092 1.289
(0)) 12.07 Xe 11.60 1.582 0.883
CrH, 11.40 Xe 14.16 4.334 2.017
N>,O 12.89 Xe 39.80 4.772 1.647
CO, 13.78 Kr 42.73 3.927 1.674

7.4.2 Theory of HHG-based Molecular Orbital Tomography

As already discussed in Sect. 7.2, in the framework of the Single Active Electron and
of the Strong Field Approximations the HHG field emitted by a single molecule is
given by (7.18), which is reported here again for the sake of clarity:
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Ep (@) & oV[Kiec (@) Iw(w), (7.28)

where

V(Kree) = (V] — iV[Kpee) = krecgkm(lp) (7.29)
with |¥) the highest occupied molecular orbital (HOMO) of the molecule, |k) =
Qm)~3? explik - r] the free-particle wavefunction with electron momentum 7k =
P + €A, p the canonical momentum which is assumed constant during the electron
motion in the continuum, K. the electron wavevector at recollision, A (¢) and E(¢) the
vector potential and the electric field of the laser pulse which drives HHG respectively,
w(w) the electron wavepacket described by (7.13-7.14) and % (-) is the spatial
Fourier transform operator. In (7.28) we considered the dipole velocity term v instead
of the usual dipole term d since the former provides a better agreement with the
experimental data [30, 53], although it is not suited for describing the non-linear
polarization state of harmonic radiation coming from molecules [26]. It is worth
noting that the structural information about the target molecule is encoded in the
v(Kk;ec) term, which is proportional to the spatial Fourier transform of the HOMO
(assumed to be a real function).

For multicycle laser pulses with carrier frequency w, the phase of the wavepacket
term w(w) in (7.28) gives rise to two features: (a) a frequency-dependent spectral
phase known as attochirp [54], not contributing to the retrieval of the structural in-
formation because orbital tomography is usually based on the acquisition of HHG
intensity spectra; (b) the spectral interference giving rise to the harmonic comb struc-
ture at odd frequencies (2n + 1)@ that modulates the single-recollision spectrum
and that can be removed by extracting the spectral envelope. Hence these phase terms
will not be considered hereafter. The amplitude of w(w), depending on the ionization
yield and the electron wavepacket spreading, contributes to the modulation of the
HHG spectrum and cannot be neglected in the tomographic applications [24, 55].

The experimental HHG spectrum emerging from a molecular gas is however the
coherent superposition of the emissions from all the molecules, hence it is also af-
fected by macroscopic phase matching effects and depends on the molecular angular
distribution. The former effect can be controlled by a suitable interaction geometry,
for instance by focusing the laser beam before the gas jet position [45] whereas the
angular distribution of molecules can be calculated as shown in Sect.7.4.1. In the
end, the macroscopic harmonic intensity spectrum is reduced to:

2

T (@) o ‘ f Eu(w, 0. ¥, 0)F (0, ¥, 9)d0dydy)| .
(7.30)

Ey(@,0, 9, ¢) = 0 w(®) Kee Fi, [¥ (€, 1,01,

where we emphasized that the molecular angular distribution F' may depend on all
the angular coordinates of the molecules.
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In the majority of cases the HHG spectrum is driven by a laser pulse linearly polar-
ized along the laboratory z axis; according to the saddle-point approximation and in
the plateau region of the harmonic spectrum, one can then assume that the recollision
electron momentum is real and given by Kree = kiec (@, I)u; ~ u,/2m(how — I,) /h.

If the angular distribution F' is known, one can retrieve the single-molecule emitted
field E; from the measured Ig,s(w) by suitable techniques applied to (7.30); then the
HOMO wavefunction ¥ will be obtained by inverse Fourier transform.

We conclude this section with some test cases by approximating the HOMO of
simple linear molecules using the Linear Combination of Atomic Orbitals (LCAO).
Real-world tomographic applications will instead be shown in Sect.7.4.3. We will
use atomic units hereafter.

For a molecule directed along ¢ we will consider three typical types of molecular
orbital: (1) a o, orbital, similar to the HOMO in N, that will be modeled as the
overlap between two p, atomic orbitals; (2) a 7, orbital, similar to the HOMO in O,
and CO,, that will be modeled as the overlap between two p, atomic orbitals with
opposite signs; (3) a T, orbital, similar to the HOMO in C,Hj, that will be modeled as
the overlap between two p, atomic orbitals with the same sign. The p orbitals will be
expressed as p, = ¢ exp(—p) and p, = nexp(—p), with p = /2 + n? + ¢2. The
two “atomic centers” simulating the molecule are placed along the ¢ axis in the
positions ¢ = +d. Table7.2 shows these three model cases with the corresponding
Fourier transform in the molecular frame, where k; = kcosf, k,;, = ksin6, k = k.
and 0 is the angle formed by the molecular axis with the z laboratory axis; irrelevant
constants are omitted in the reported expressions. Note that the Fourier transform of
o, and 7, orbitals are real, whereas the 7, one is imaginary.

Figure 7.5 shows the quantity |Ey (w, 0)|/[w |w(w)|] calculated in the three model
orbitals as a function of 6 and of the kinetic energy of the recolliding electron, which
is given by k2./2 = w — I, where w is the frequency of the emitted harmonic field
and /, the molecular ionization potential. In all the cases we assumed a distance d = 1
atomic unit between the two centers. One can see that each orbital shows peculiar
structures; in particular there are minima of harmonic emission that appear at well
defined photon energies and molecular orientations. These minima correspond to a

Table 7.2 Simple molecular orbitals and their spatial Fourier transform

Orbital | LCAO ‘Wavefunction Fourier transform
or | pc@—d)—pe(C +d) ke sin(ked)
(14 k2)3
Te | pg@ —d) —py(C +d) ky sin(ked)
(14 k2)3
Ty Py —d)+py(C +d) ik" cos(kyd)
(1+k2)3
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Fig. 7.5 |Ey(w, 6)|/[w |[w(w)|] calculated for o (left), m, (center) and 7, (right) orbitals as a
function of 6 and @ — I, assuming d = 1. The white dashed lines show the minima of harmonic
emission calculated according to the two-center interference model (see text)

7 phase jump in the emitted field and have been also explained in the framework of a
molecular two-center model [8, 9] that predicts destructive interference of harmonic
emission in o, and 7, orbitals when R cos & = nAp, where R is the distance between
the two centers, n is an integer and Ag = 27 /k;. the electron de Broglie wavelength.
In 7, orbitals this condition becomes Rcos 6 = (2n + 1)1g/2. White dashed lines
in Fig. 7.5 show where these conditions are met; the model indeed predicts very well
the position of the minimum harmonic emission.

7.4.3 Experimental Molecular Tomography

We will now discuss an experimental case in order to show how molecular orbital
tomography can be achieved in practice. Figure 7.6 shows a sequence of harmonic
spectra acquired in a pulsed gas jet of aligned carbon dioxide molecules [30]. The
harmonic emission was driven by 1.45-pwm, 18-fs laser pulses with a peak intensity of
1.7 x 10" W /cm? produced by a mid-IR optical parametric amplifier. The molecules

Fig. 7.6 HHG spectra Ico,
acquired in aligned CO,
molecules as a function of
the delay t between the -

aligning and the driving laser ’ 28— = --——‘
pulses. The upper panel .

shows the evolution of the
calculated alignment factor
during the delay scan

intensity (arb. un.)
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were impulsively aligned by 800-nm, 100-fs pulses with a peak intensity of about
4 x 10" W /cm?, collinearly combined with the driving pulses and having the same
polarization direction; the delay between aligning and driving pulses was scanned
along the half rotational revival of CO;, as can be seen by the upper panel in the
figure. The supersonic expansion in vacuum of the gas exiting the nozzle (absolute
backing pressure 4 bar, nozzle diameter 500 wm) led to a strong rotational cooling,
with an estimated temperature of about 75 K, that improved effectively the molecular
alignment.

Since the angular distribution of molecules changes with the delay, a noticeable
delay-dependent modulation of the harmonic spectrum is observed. This modulation
is the result of the coherent sum of emissions from molecules having different orien-
tations in the macroscopic molecular ensemble. Figure 7.7 shows how the calculated
normalized angular distribution of the molecules evolves in time; one can see that
in correspondence of the maximum alignment almost all the molecules are concen-
trated in a small angular region between 15° and 30°, whereas at antialignment they
are almost at 90°.

It is worth noting that the HOMO of carbon dioxide is doubly degenerate, but
only the orbital lying in the (z, ¢) plane, i.e. the plane formed by the alignment
axis and the molecular axis, contributes to the generation of harmonics [30]. Hence
the only significant coordinate in this process is the angle 6 between the two axes.
From this it comes out that the components of the wavevector k of the recolliding
electron projected on the axes (&, ¢) of the molecular frame are the only ones needed
for a reconstruction of the molecular orbital, whereas the coordinate 7, assumed
perpendicular to the (z, ¢) plane, will not contribute to the tomographic imaging. In
this sense HHG-MOT is in practice a bidimensional imaging technique.

From (7.30), one can model the measurements shown in Fig. 7.6 according to:

2

(7.31)

Ico, (@, T) '/EH(Q), 0)YF (0, T)dO

Fig. 7.7 Normalized
angular distribution of COy
molecules F (0, T) as a
function of the angle 6 and 22.0
of the delay t from the
arrival of the aligning pulse
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Fig. 7.8 Retrieved amplitude (left) and phase (right) of the harmonic field Ey (w, 6) emitted by
CO; molecules as a function of photon energy and angle 6 formed by the molecules with the HHG
driving laser field

Ey(w, 0), required for the tomographic reconstruction of the molecular orbital,
is a complex-valued function; for this reason a suitable retrieval procedure for both
amplitude and phase of E; from the measured Ico, (w, 7) is needed. The details of this
procedure can be found elsewhere [30]; here we directly show the retrieved results
in Fig.7.8. One can see that the retrieved amplitude (left panel) shows a minimum
that resembles the behavior predicted by the two-center interference model for 7,
orbitals (see central panel in Fig.7.5). The minimum corresponds to a phase jump,
clearly visible in the retrieved phase (right panel in Fig. 7.8). However this jump does
not amount to 7 as expected by the LCAO approximation, but only to about 2.2 rad
[30]. This discrepancy is related to the limitations of the Strong Field approximation
with respect to the real cases; such limitations will be analyzed in Sect.7.4.4.

Once the Ey (w, ) quantity is retrieved, one can exploit it for the molecular orbital
retrieval. By taking into account the influence of the molecular Coulomb potential
at a first approximation level, one finds that [30]:

Re [Ex(w, 0)]
2 9
v (5 ) (24 0)

where w = k%/2 + I, (in atomic units). The wavepacket amplitude w(k) was in this
case evaluated theoretically by an SFA model considering an hydrogenoid atom with
the same ionization potential of the investigated molecule [30]. The Fourier trans-
form of the orbital was then calculated according to (7.32) and is shown in the left
panel of Fig. 7.9 in the (k¢, k) plane. It is worth noting that the harmonic field Ep is
retrieved only in the region of positive wavevector components, hence it is analyti-
cally extended to the whole k plane by taking into account the known symmetry of
the CO, molecular orbital, which must satisfy the relations .#_y (¥) = % (¥) and
Frer—ky W) = —F k., (W) [30]. Furthermore the limited spectral region in which
the harmonics were detected corresponds to “empty” circular regions in the spatial
Fourier transform of the spectrum, as can be easily seen in the figure.

F (P) = (7.32)
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Fig. 7.9 Left: normalized Fourier transform of the CO, molecular orbital in the (kg, k) plane, as
obtained by (7.32). The wavevectors are expressed in atomic units; the empty central and external
circular regions correspond to portions of the HHG spectrum not acquired in the experiment. Right:
HOMO of carbon dioxide retrieved by HHG-MOT. The lobes surrounding the orbital are related to
the incomplete determination of the Fourier transform; extending the detected harmonic spectrum
would improve the reconstruction

Anti-transforming % (¥) back to the spatial domain gave rise to the retrieved
orbital, which is reported in the right panel of Fig. 7.9. One can recognize the typical
7, shape of the CO, HOMO, although surrounded by additional lobes that are related
to the incomplete determination of the Fourier transform described above. Extending
the detection of high harmonics to low photon energies would improve substantially
the reconstruction [30, 56].

7.4.4 Open Issues and Possible Solutions

Several studies on HHG in molecules revealed that the Strong Field and the Single
Active Electron Approximations, on which the original tomographic approach is
based, fail at least when near-IR driving lasers are exploited [57]. Indeed multiple
orbital contributions [47, 48, 58] are known to appear in HHG from some molecules,
thus obscuring the retrieval of the pure outermost molecular orbital and giving rise to
multielectron effects in harmonic generation. However recent experimental evidences
[30, 56, 59] demonstrated that this issue is strongly alleviated when mid-IR laser
sources are used. Moreover these sources are beneficial to HHG-MOT owing to the
favorable scaling of the spectral cutoff with fundamental frequency [60], allowing
to extend the harmonic emission towards high photon energies without exposing the
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target molecules to unsustainable laser intensities [23, 30]. The distinction between
contributions from different orbitals can be also achieved by HHG from bichromatic
and orthogonally polarized pulses [61].

Several issues come from the nature of the electron recollision process and how this
process influences HHG-MOT. The first issue appears when multicycle laser pulses
are exploited for HHG; in this case the electron wavepacket collides with the parent
ion from opposite directions, hindering the possibility of a complete reconstruction
of generic-shape orbitals [62] since suitable assumptions on the orbital symmetry
are required in order to replace the missing information [30, 53]. In this case the
exploitation of single-cycle driving pulses with controlled Carrier-Envelope Phase,
combined to a full control of the molecular orientation, would overcome the problem
[62] since single recollision on only one side of the molecule would occur.

A second issue in HHG-MOT comes from the assumption that the electron
wavepacket can be modeled as a plane wave, thus allowing to express the recombi-
nation matrix element in terms of a spatial Fourier transform. However, the Coulomb
interaction between the incoming electron and the parent ion leads to a distortion
of the wavepacket [63, 64] which hinders a simple orbital retrieval since it leads
to a non trivial harmonic spectral phase as a function of the photon energy and of
the molecular orientation [30, 65]. Furthermore the dispersion relation between the
harmonic photon energy and the colliding electron momentum, which is essential
for the calibration of the spatial frequencies in the HHG-MOT procedure, is not
straightforward any more [66]. This problem cannot be easily solved; it can be faced
by extending the tomographic approach to Coulomb waves [67] although this would
require knowing in advance the shape of the potential well in which the wavepacket
propagates [30].

A third issue is related to the calibration of the electron wavepacket amplitude,
required for a correct tomographic retrieval. In practice, one often calibrates the
wavepacket amplitude only by measuring the HHG spectra in a companion gas, i.e.
in a noble gas having an ionization potential similar to the molecular one [11] (the
companion atoms of a few linear molecules are listed in Table7.1). However in a
correct procedure one should calibrate the wavepacket amplitude by measuring the
ionization yield in the molecular frame [68], since it depends on both the ionization
potential and the orientation of the molecule with respect to the laser field direction.

A general problem in HHG-MOT is related to the detection of the spectral phase
of the emitted harmonics. A standard HHG setup is only able to detect the spectral
intensity of the harmonic emission; hence the spectral phase, which is required for a
tomographic reconstruction, must be included on the basis of a reasonable assumption
[11] or on the basis of a reconstruction from an experimental set of measurements
[30] supported by a theoretical model. Recent efforts led to the LAPIN approach that
combines interferometric HHG and the exploitation of mixtures of the investigated
species with a reference gas; this technique demonstrated a complete determination
of the emitted harmonic field in amplitude and phase [69].
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7.4.5 Conclusions and Perspectives

The well-developed HHG field has led to a number of important advances both from
the fundamental as well as the technological point of view. These advances have
resulted in imaging of molecular orbitals [11, 30], mapping the evolution of chemical
reactions [70], studying multi-electron dynamics in molecules [48] and harnessing
light at the timescales of attosecond. Indeed the understanding and control of the
mechanism underlying HHG has opened up the possibility of studying dynamics
with attosecond temporal resolution in gases, solids and biomolecules [71].

Another important development in the field was made in 2011, when Ghimire and
co-workers successfully generated HHG from the bulk of a ZnO crystal, a semicon-
ductor with a direct band gap of 3.2 eV [72]. This was a great breakthrough since
it answered the question if these process can be extended to the solids. Since then
different groups have reported the generation of HHG from dielectrics and smaller
band-gap semiconductors. This latest development along with the continuous im-
provement in ultrafast laser technologies pave the way to the intriguing extension of
HHG-based tomographic techniques to the investigation of a wide range of solid-state
materials with extreme temporal resolution.
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Chapter 8 ®)
Laser Ablation Propulsion and Its oo
Applications in Space

Claude R. Phipps

Abstract Where lasers shine is in propelling a remote object using a space-based
mother ship with an onboard laser. In some cases, there is no other reasonable choice.
These cases include small low Earth orbit (LEO) debris reentry, large LEO debris
nudging to avoid collisions, direct launch to LEO of small payloads at low cost and
raising large geosynchronous (GEO) objects to graveyard orbits. We introduce the
new, exciting idea of the laser rocket, in which a “burst mode” laser accelerates
a 25-kg spherical probe surrounded by a discardable ablator layer to 3.6 km/s in
minutes.

8.1 What Is Laser Ablation Propulsion and What Use Is It?

People often ask me what I’m working on and their eyes glaze over when I say “laser
ablation.” Ablation is easy to understand. If a sufficiently intense pulsed beam hits
a surface, it makes a high-temperature jet. Momentum is mass times velocity, and if
the jet velocity is high, only 8 nm of material are removed each laser shot. But that
small mass times the tremendous jet velocity (60 km/s) gives a lot of momentum
to the surface. If a 100 ps-pulse laser beam illuminates a spot 10 cm in diameter at
1 kHz, the applied force is about 10 N on aluminum, enough to lift 1 kg.

The “Why?” for this technology is that it offers propulsion of remote objects
thousands of km distant, at the speed of light. Nothing else can do that. Also, we
have the option of instantly varying exhaust velocity during flight, only a matter
of changing laser beam intensity. Other advantages are (a) physical separation of
the energy source from the fuel, avoiding engine erosion, (b) very small minimum
impulse (1nN-s), (c¢) instant on-off operation and (d) jet velocity which can be high
compared to chemical rockets because of the higher temperatures possible in intense
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pulsed laser absorption in surface atoms. Applications include launching small probes
into Low Earth Orbit (LEO) or on interstellar journeys from LEO, and space debris
re-entry or repositioning.

8.2 Photon Beam Propulsion

The laser impulse coupling coefficient Cy, is the ratio of momentum delivered to
a target to the incident beam fluence (energy per unit area) for a laser pulse, or of
surface pressure to incident intensity,

Ch=mpSvr /W =8ugvg/® = p/l. (8.1)

with dimensions N-s/J or N/W. C,, for pure-photon pressure is minute: the “momen-
tum coupling coefficient” for photons reflecting off a polished surface is

Cm =2/c = 6.7 nN/W. (8.2)

A 10-kW laser reflecting perfectly would produce a thrust of only 67 wN.

The other important parameter for any type of photon propulsion is propellant
exit velocity, vg, simply ¢ for light, but ,/2kT /m; < c for laser ablation propulsion.

Conservation of energy requires that the efficiency of the whole process is

n=1v Cyvg/2. (8.3)

The parameter ¥r= 1 for photons and may be larger for ablation propulsion, as we
will discuss later.

The history of photon propulsion begins 70 years ago with Tsander [1], Tsi-
olkovsky [2] and Oberth [3], leading to today’s “solar sails.” In 1953, Saenger pub-
lished his concept for photon rockets [4] well before the invention of lasers.

For very long trips, where time is available, solar sails represent a practical use of
pure photon propulsion. At 1 kW/m? at our distance from the Sun, a 10-km diameter
reflective sail will generate 540 N thrust. Using this thrust, a 3 pm, 250 ton Al
reflective film with this diameter could accelerate to 3 km/s in 17 days. The main
problem is how to deploy such a film. Despite decades of work, the largest sail yet
deployed (JAXA IKAROS [5], 2010) is 14 x 14 m.

8.3 Laser Ablation Propulsion

For usefully large forces, for example, enough to counteract gravity or accelerate a
several-kg object to orbital speeds in a reasonable time, photon propulsion alone is
too weak. In 1972, Kantrowitz realized [6] that the phenomenon of laser ablation
could generate coupling coefficients of order 100 N/MW to 10 kN/MW, four to six
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orders of magnitude larger than that for photons alone. Bunkin and Prokhorov [7]
gave theory for the process in 1976.

Variable vg is achieved by adjusting laser intensity on target—by changing focal
spot area, laser pulse duration and energy—which causes exhaust velocity to vary
across the range from chemical reactions (approximately 5 km/s) to much higher
values easily reaching 50 km/s. This is because vg = (2kT;/m;)*> and 10,000 K ion
temperatures T; are readily created by a laser pulse. In short, vg is only a matter of
intensity [8]. Thrust can be varied independently of vg by changing the laser pulse
repetition rate.

After a new initiative of the Air Force Office of Scientific Research (AFOSR) and
NASA, the first free flight of a 1997 laser rocket design by Myrabo [9] resulted in a
flight altitude of 72 m in 2000 [10]. Delrin® (POM, a polymer) was utilized as the
ablating propellant and still remains a most promising monopropellant, as we will
see later. Similar investigations were reported from other countries (Russia in 1998
[11], Germany in 1999 [12], and Japan in 2001 [13].

8.4 Pulsed Laser Ablation Propulsion Details

Laser ablation propulsion operates, ideally in vacuum, by inducing a jet of vapor and
plasma from a target using a high intensity laser pulse. Terminology is defined in our
review of the field [14].

Ablation efficiency is defined as in (8.3), where

v = <v)%>/<vx>2 (8.4)

It can be shown [15] that high intensity ablation plumes correspond to {r < 1.15,
so we will assume { =1 for simplicity in discussing efficiency.

In (8.1), my is target mass, 3vr is the change in target velocity, W is pulse energy
(J), p is surface pressure at the target, / is intensity (W/m?), @ = It is fluence on target
(J/m?), vg is exhaust velocity of the laser ablation jet and g is areal mass density
(kg/m?) in the ablation jet column created by one pulse. The change in velocity of
the propelled target from a single pulse is (Fig. 8.1)

Svr=C,, ®/ur (8.5)

and
Svn=n.Cn®/pr (8.6)
In (8.5-8.6), wur is the target’s areal mass density, 7. is an average geometrical
efficiency factor taking account of the shape of the target and the fact that the ablation

jet will be normal to each facet of its surface, not necessarily antiparallel to the
laser beam. The quantity dvy is the change in target velocity in the beam direction.
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Fig. 8.1 Laser ablation
impulse generation
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Equation (8.6) is anumerically convenient formulation for space applications because
we can deliver a fluence @ to a region with diameter d and be sure that any object
within that circle having mass density wr and the same 7. will gain the same velocity
increment from that pulse. This is valid because space debris tend to exist in families
with similar wr. For direct comparison to electric propulsion engines, the thrust to
electrical power ratio is

Cne = neocm (87)

Laser electrical-to-optical efficiency 7, can range from 25 to 80%, depending

on the laser type. Exhaust velocity can be determined from the product of the easily
measured quantities Cy, and Q (J/kg ablated) as follows. Where

Q=W/dmr=®/3 pur (8.8)

and because 8.t = dug by mass conservation, it can be seen dimensionally that the
product C,,Q must be exhaust velocity:

g = Cn Q. (8.9)
Equation (8.3) can be extended to show that ablation efficiency is given by

Nag = CmVp/2 = 8ppvy /(2 @) = Cnlipgo/2, (8.10)
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Fig. 8.2 The jet plume is always perpendicular to the surface facet. This figure gives typical param-
eters for the laser beam and its interaction with the target material

where g, is the acceleration of gravity and /I, is the so-called specific impulse. C,
and /p, are a constant product in which I, varies inversely with Cy, for engines with
the same efficiency. The units of I, are seconds. The I, for light is 3.06E7 s. Another
constant product is

CrQ/2=nap (8.11)

Because §iur = prd x, the thickness of the target layer ablated in one pulse is
(Fig. 8.2)

§x =Cy ®/2prnas) (8.12)

For example, with an aluminum target (density pr =2700 kg/m?), if C\, =
70 N/MW, @ =35 kJ/m? and nap =1, dx=32 nm. At laser repetition frequency
f=50 Hz, even in one minute operation, total ablation depth is just 95 pwm. Here
we assume a perfectly uniform beam on target, such as is achievable with modern
methods of apodization.

In order to determine Cy,, we need laser energy W on target and impulse J (N-s)
delivered to it. J can be measured using deflection of a pendulum (Fig. 8.3),
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Fig. 8.3 Impulse pendulum

J = mes{2goL[(1—cos(B/2)1}"/* (8.13)

In (8.13), L is the distance from the pendulum fulcrum to the point where laser
impulse is generated. 8 is the deflection angle of a probe beam reflected from a mirror
attached to the pendulum, twice the deflection angle 8. The period of a pendulum
depends only on g, and L, not on the mass, so that cannot be used to get impulse J.

Alternatively, one can use powerful laser interferometric techniques to get velocity
directly. In either case the effective mass meg of the target-plus-pendulum must be
known,

Meg =y miLi/L. (8.14)
Finally, fuel usage rate is
i = PC,/(20ap)- (8.15)

The parameter Q(J/kg) is equally critical to determining the ablation efficiency
Nnas, which governs the effectiveness of a particular laser and laser ablation fuel.
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(a) (b) (c)

Fig. 8.4 Shadowgraph data from the Lippert group at Paul Scherer Institute shows splashing being
inhibited as target viscosity increases from (a) to (c)

In principle, one may measure vg with streak photography or Faraday probes to
determine Q =vg/Cy,, but it is easy to miss a large mass fraction moving at very
low velocity (splashing, Fig. 8.4) [16] with such techniques. Because it is difficult
to measure ablated material mass with microgram accuracy from before-and-after
target mass measurements, an alternative is to determine Q is from

Q= ®/(prdx) =2nap/Ci, (8.16)

by measuring the average depth dx of the ablation crater with profilometry or a similar
technique. This doesn’t work if the underlying material swells due to the laser pulse,
a good reason to measure mass loss directly with a sensitive microbalance or by
using repetitive pulses.

8.5 Optima

A first optimum is that fluence which gives maximum Cy,. Figure 8.5 shows [17, 18]
experimental and notional plots of Cy, values versus incident fluence & to illustrate
this optimum. In previous work, we called this maximum C,, value and the fluence
at which it occurs Cpop; and @ gp.

For each mission, there is another kind of optimum which gives minimum energy
cost to complete the mission. For example, for an Earth to LEO mission, this optimum
is 100-300 N/MW [19] (Fig. 8.6). From the figure, it is clear that C,, = 1000 N/MW
has an infinite cost for a 200 s flight (black dot at the top). In other words, the craft
never reaches orbit!

In other cases, optimum performance means using an absolute minimum of abla-
tion fuel mass, where high laser power is not a problem. This is illustrated in Fig. 8.7,
from [19]. When mission duration is at a premium and laser energy is not, we have
shown [20] that C,, as low as 70 N/MW is best for getting from LEO to Mars.

Our work in ablation propulsion is to find lasers and materials which achieve a
desired optimum. Figure 8.6 from [19] shows how well this simple theory tracks
simulations.
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Fig. 8.6 Each mission has an optimum-cost impulse coupling coefficient. In the case studied, laser
launch from 35 km to LEO, Ciyopt is 300-500 N/MW for a 200 s flight. Lines are theory, dots are
simulations for a real atmosphere. Flight time depends on laser time-average power

8.6 Why not CW?

For high efficiency in laser ablation propulsion, the laser must consist of repetitive,
high intensity pulses [e.g., 20 kJ, 10 ps, 50 Hz] rather then being continuous (CW).
There are several reasons for this recommendation [14]. First, high I, has not been
demonstrated for CW lasers in vacuum. Second, our calculations show that intensities
needed to achieve even /5, = 130 s with CW ablation (about | GW/m?) require a very
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Fig. 8.7 Results of many simulations confirm the analysis, clearly showing that mass, mass ratio
and cost optimize at different values of the coupling coefficient Cy,. In particular, the mass ratio
m/M of delivered mass m to launch mass M maximizes at C, =0 [vg =o00], mass delivered to
LEO maximizes at C, =200 N/MW [vg =1 km/s] in the case studied, and cost minimizes at C,
=300—-400 N/MW. Here we assume nap = 1, so the exit velocity can be obtained as vg =2/Cp,

small focal spot, e.g., 3.5 cm for a 1 MW laser, difficult at 200 km range or through
atmospheric scintillations. In any case, CW ablation has a “welding torch” quality,
generating lots of low-velocity splash [Fig. 8.5] which kills /¢, quickly compared to
a 10 ps pulse stream, and CW laser thermal coupling will be disastrous. We will talk
about this parameter later. Last, repetitive pulses give a chance for plasma clearing
between shots so that refraction in the plasma jet doesn’t interfere with propagation
to the target. We do not emphasize CW beams for ablation propulsion in this chapter.
When energy is cheap, it could play an important role.

However, nothing prevents using CW lasers to propel objects with photon pressure
alone.

Because of fiber laser advances, CW lasers at 1060 nm are now readily available
with 10 s of kW output power and reasonable beam quality.

Mason, et al. have proposed [21] using a 10 kW laser together with existing high-
altitude telescopes (AMOS, PLATO, Mt. Stromlo) to produce displacements of a
few 100 m/day for objects with 1 & 10 kg/m?. It is worth noting, however, that the
intensity delivered to the target in their proposal was only a few times the solar flux.
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A higher power laser could be effective for nudging, and laser ablation nudging is
very effective.

8.7 Breakthrough Starshot

Most recently, the “Breakthrough Starshot” concept has received venture funding.
[22]. This particular proposal would require development of a 100 GW average
power laser with the ability to focus dynamically on a 1 m? reflective sail over
a distance of 4.8E6 km. This power is equivalent to that of one million 100 kW
lasers. The idea would be to accelerate a 10 g nanosatellite attached to the sail to
0.27c in two minutes using photon pressure, to reach a-Centauri in 9 years. Left
unanswered is how this device would communicate pictures or data back to Earth
from such adistance. Assuming a 1 um transmit wavelength, to exceed the microwave
background, calculations show this would require a 1 diameter transmit antenna and
a 1 km-diameter receive antenna [23] (Table 8.1).

8.8 Theory for Calculating Cyopt

Because of the Fig. 8.4 behavior, in which two completely different physical
regimes—vapor and plasma—meet at the optimum fluence where Cy, is maximum,
two distinct calculations are necessary. In the vapor regime, increasing fluence pro-
duces increasing coupling which increases without limit, while in the plasma regime,
the reverse is true. Then these are combined to give the value for Cy,op that we want.

8.9 Plasma Regime Theory for Ablation Propulsion

Earlier work [24] resulted in a first-principle theory for Cy,, in the plasma regime,
for laser pulses longer than 100 ps and common laser wavelengths.
AT7/16
29116 Z3/8(Z + 1)3/16(1 1./T)!/*
29/16z3/8(z + 1)3/16(1)\'\/_)1/4
2 .

Crp = p/1 = 1.84E — 4[ }N —s/J, and (8.17)

Lspp = 4 YVIiG (8.18)
Al/873/4 12
Tep = 2.56 ZTF (IxV7) (8.19)

In the limits of this theory, Cinplspp =0.08, and nag =0.40. Z is the average ion
charge state in the plasma plume,
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Table 8.1 Breakthrough Starshot parameters

227

C,, (reflection) =2/c =6.7E-9
Sail area A 1 m?

Power on sail 1E11 W

F on sail 670 N

Speed v=0.27c
Total mass 0.001 kg
Acceleration 68,000G
Accel. Interval 120 s
Distance at cutoff 4.8E6 km (0.032 AU)
Speed at cutoff 0.27¢c

Gamma 1.03

Laser location On Earth
Laser wavelength 1 pm
Required aperture 5.8 km
Assumed sail mass 0.0005 kg
Thickness if Al 185 nm (650 atoms)
Al tensile strength 3E8 N/m?
Assumed sail radius of curvature S5m

Sail stress under pressure 9.1E9 N/m?
Ratio of sail stress to Al tensile strength 30

Allowable heat absorption 1000 W/m?
Needed absorptivity 1.0E-8

Goal a Centauri
Arrival 9 years
Assumed receive aperture dr 1.0 km
Assumed data wavelength 1 pm
Assumed data BW 0.2 pm
Assumed transmit power 1w

Transmit dia. to match dg 1m

CMB noise into receiver

2.7 WW/m?/pm/sterrad

Signal

9.0E-17W

S/N (signal to noise ratio)

40f
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Electron density is determined by the Saha equation,
3/2
NN j 2u; (21w m kT,

= exp (—W; i_1/kT, 8.21

nj-1 Mj1< h? P(=Wij1/KTe) ®:2

Z is not the same as the ionization fraction n; = n;/(n, + n;) < 1, a function of
neutral density n, and ion density »;,

Data from 47 datasets from the plasma regime available at that time agreed well
with the plasma regime theory (Fig. 8.8).

The trick was to plot the data versus the strange parameter ./, based on the
functional aspects of the theory, a parameter “halfway” in its character between an
intensity and a fluence. Plotting versus other variables gives a scattered result. Bumps
in the figure are actually due to changing Z for simulations of each material.

8.10 Vapor Regime Theory

There are two approaches to modeling the vapor regime. The first uses tabulated
pairs of pressure and temperature (p, T) from SESAME tables for some elements
[25]. By equating laser intensity to energy sinks in the vapor regime, we obtain

T, —1
Ly (A | PR BN A A o, (8.22)
a \y—1 T C,T 2 a
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where

(8.23)

1 Co(T —T,
f@)z;{¢atm>+ﬁf——i———l}

In (8.22) and (8.23), a is total absorption fraction of the target (not a coefficient),
and ¢ is a flux limiter from inertial confinement fusion theory. We can relate the
quantity p in (8.16) to T by using the Riedel equation [26] in conjunction with
the SESAME equation-of-state database (e.g., for Al) maintained at Los Alamos
National Laboratory for 7 <7890 K, its triple point.

Equations (8.21) and (8.22) are wavelength-dependent only as A affects the sur-
face absorptivity a. For the infrared to ultraviolet range studied here, we have used
0.05 <a <0.24 for modeling aluminum [27]. Absorptivity is different from the room
temperature value.

We now have a numerical solution which relates p, and v to I over the range cor-
responding to our p(T) data, and then compute the vapor regime coupling coefficient
as Cry =py/l.

Another approach is used where ablation threshold @, is well-known but the
(p,T) pairs are not available [28]. In this case, where § = ®/®,, and « [absorption
coefficient (m™1)], is different from a in [21]. We obtained

Coe = \/ 2pCE-Ding (8.24)
a ®,E2

_ 20,6 - 1)
Loy = p2InE (8.25)

Cisafit parameter derived by matching ablated mass density data to the expression

w=(p/a)In(CE) kg/m? (8.26)

Itis interesting to note that the Cyy/py product from (8.19) and (8.20) give nag =
(80/2)Crnvl spy = (2C/g,)(1-1/£), a function which approaches 2C/g, as § — o0o. The
coupling coefficient in (8.24) maximizes at @ oy =4.2 D, 4.2 times the threshold.

It is important to note the two quite different temperatures used in this analysis.
T in, e.g., (8.22)—(8.23) is target temperature, of order 1000 K, while T, e.g., in
(8.19) and (8.21) is the plasma plume temperature and can be 100,000 K.

8.11 Combined Theory

As the caption to Fig. 8.4 points out, both vapor and plasma theory must somehow
be combined to find the maximum C,p and its associated fluence. This is because
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Fig. 8.9 Fitting coupling data with combined theory. Legend refers to data identified in [13]

the plasma regime Cy, prediction (8.17) is infinite for zero intensity. We chose to do
this with the (8.27) heuristic:

Cp = P/I = [(l_nl)pv + 1 pp]/I = (1_771) Coy + Ni Cmp- (8.27)

This combination yielded a smooth transition between the two models by attenu-
ating the vapor contribution and emphasizing the plasma contribution as ionization
becomes complete using the ionization fraction n; as a weighting function.

Combined theory specific impulse can be obtained in the same way. The com-
bination yielded reasonable fitting of actual coupling data [29], including the Cpop
peak (Fig. 8.9).

Itis tedious to use this method [30], because of the number of iterations required to
get Z foreach I A+/7. Z is a function of T through the Saha equation [31], which deter-
mines the relative population of atomic excited states. The procedure is explained in
detail [25] in our 2012 paper.

An alternate approach which has less accuracy but permits rapid system design is
given by Phipps and Bonnal [32]. Combining (8.17) with the trend 7./t = B which
applies for T > 100 ps gives a practical expression:

o L TAD) JAZ)  Cep(AZ)
mopt ™ — —
P I)\ﬁl/4 Bl/4)1/4 )‘,111/;1‘

N/W. (8.28)



8 Laser Ablation Propulsion and Its Applications in Space 231

N, 9,71,

z=1
1E+2 / penimental Dala: aser pulses
- . [A=248 nm, 1=22ns) on nylon
- Max - - _‘i - ]
= ‘. “u® Y & = - |
= m 119, ?2.‘-‘. L L]
] =1 Ny "R N, 300, /
§ - Sesnil, ¥ e a2
UE Ba | " T | an
O f | -
t I
2 |
G 1B+ T
S |
8 I
|
o -
E I, =25E12
=3
3 |
3 |
|
1
|
1E+0 : =
1E+11 1E+12 1E+13 1E+14 {Wim )
37 ar 92 aro 3700 Tyt (W-4s/m)

Fig. 8.10 The (8.23) approach gives the value of peak C,, accurately, for 22 ns pulses and its
I)./T coordinate within a few percent

dependent only on A, Z and A. Equation (8.28) gives a good first estimate of what
C,, will be. Using B=4.8E8 W-s"/m? at optimum fluence,

Dop = 4.8E8/7I/m’. (8.29)
and the function Ce, is given by
Cexp(A, Z) =27 A6 2738(Z +1)7/16 N/MW. (8.30)

Equation (8.29) results from the fact that optimum fluence lies just above the
optical breakdown threshold of the material, which varies with 793 in 1-D thermal
transfer problems [15]. Z (usually 1 or 2) can be estimated from experimental data and
ionization state temperatures for a target material. This approach can give surprisingly
good results (Fig. 8.10). In this case, for a 248 nm pulsed laser on nylon [33]. Because
nylon has the formula (C;,HN>O5),, the correct value for the average value of A
for the nylon example [in (8.30)] is 5.94.

8.12 Ultrashort Pulses

The theory on which the preceding sections are based is not valid for pulses shorter
than 100 ps. To a greater and greater extent, applications we are considering use
exactly that regime. Until recently, very little data existed for ultrashort pulses. For
pulses in the 130-500 fs at 800 nm wavelength on Al, simulations by Fournier [34]
for 530 nm and 20 ps gave Crope = 155 N/MW. On the other hand, other results [35,
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36] give Cmopt =35 N/MW at 800 nm, considerably less. Scharring’s simulations for
circularly-polarized 1064 nm light [37] agree with this value for Cyop. Figure 8.11
shows that optimum fluence for ultrashort pulses remains approximately constant
below 100 ps. A complete listing of references for the data labeled with letters
[14, 38, 39] would be confusing here. However, the data ranges from ms to sub-ns
duration, and from 100 nm to 10.6 pm wavelength, and still follows the 793 trend
of (8.24) within a rms deviation equivalent to a factor of 1.5. This is because @ oy
is usually equivalent to surface damage fluence, which is a thermal phenomenon
(Table 8.2)

New data points for Al, POM, Ta, W and Au are the blue triangles [40].

In the short pulse regime, Fig. 8.12 shows the scatter in Cy, values [17, 35, 36, 40].
The upward-slant of the trendline in the figure is due to inclusion of data at 400 fs
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Table 8.2 New values for C;;, and @, for short pulses
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Pulse duration (s) | 400 fs & (kJ/m?) 80 ps @ (kJ/m?)
POM 125+12 32+6 773+£70 40+8
Al 28+3 50£20 28+3 30+7
w 31+3 260+40 3617 34+6
Au - - 37+4 5341
Ta - - 2943 42438
Fig. 8.12 C,, comparison. 1000
800 nm data at 50 fs, 130 fs, POM [
400 fs and 80 ps data. The
trendline is only a guide, not
based on theory
3
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"‘z_"- 100 o
&
-
o Fe -
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-D:_ \r - e Au
- s Al atTa
Lie + <100ps Cm data
Tie & al = =power(<100ps Cm data)
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and 80 ps from the very atypical material POM, which has played a major role in
10-pm laser propulsion concepts, and is destined to do so at 1 and 0.5 pm.

The results we obtained allow making a mixture of Al powder and POM to obtain
300 N/MW, or any other value we want in the range from 30 to 770 at 80 ps. The

required fluence (~30 kJ/m?) is about the same for both materials.

8.13

Diffraction and Range as They Affect Space System
Design

The goal in laser space propulsion is to get the optimum fluence—whatever it is for
a particular problem—delivered to the target located at range z. The product of pulse
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energy and squared effective aperture diameter WD&ff transmitting aperture required
to deliver fluence @ at wavelength X to a target at range z is given by

T M4a§A2z2 [}

2
WD = 4T
€

(8.31)

Diffraction causes beam spread with distance that increases linearly with wave-
length and range and decreases with aperture diameter. In (8.31), a4 is a diffraction
parameter which is 2.44 for a hard aperture and 4/ for a Gaussian radial intensity
variation. M? is beam quality, which can be in the range 1.5-2.0 for well-designed
pulsed lasers.

For example, in a case where system transmission 7'e =0.8, in order to deliver
8 kJ/m? to a target at 1000 km range, the product WD%ff must be at least 140 kJ-m?,
laser pulse energy might be 15 kJ, and the necessary effective mirror diameter D
would then be 3 m, giving a “spot size” d on target

ds &~ agM*1z/ Degs. (8.32)

Of course we can always defocus to obtain a larger spot size than given by (8.32).
Equation (8.32) is an approximation because it is not accurate when dy ~D. In
that case, it is best to compute the so-called Rayleigh range zg

R = T Wi /(M?1) (8.33)
and then compute beam radius away from best focus as
w?(z) = we[1+ (z/2r)*] (8.34)

(see Fig. 8.13). When range z is such that 2w=D,,, you’re done with that part of
the optical system design.

8.14 Thermal Coupling with Repetitive Pulses

The thermal coupling coefficient Cy, = W,/W is the fraction of incident laser energy
that ends up as heat in the irradiated material, by whatever route. These include sur-
face plasma reradiation and absorption, ordinary thermal conduction and mechanical
stresses. It is perhaps the most important parameter that we do not know very well.

Thermal coupling data, at whatever wavelength, show a peak value of Cy, at
relatively low fluence, followed by a dramatic decrease as fluence rises toward large
values, because of plasma shielding.

Cy is a critical parameter, because many of our applications require hundreds of
thousands of pulses and even if Cy, = 1%, temperature in a | mm sheet of aluminum
can quickly reach the melting point.
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Fig. 8.13 Focusing a laser beam using an optic with aperture Dj, =2w

This suggests working with fs pulses, since observation of clean post-pulse fea-
tures indicate low thermal coupling. Literature is full of photos of clean holes, precise
ablation and no surrounding melt on targets with ultrashort pulses. However, precise
Cy, data is not available. Our instinct is to use fs pulses for minimum Cy,, but do we
really need fs pulses to be sure Cy, is small enough?

Fortunately, Scharring has completed simulations [37] showing how Cy, should
vary with pulse duration (Fig. 8.14). The figure shows a strong advantage for ultra-
short pulses as regards thermal coupling. It is clearly seen in the Figure that 10 ps
single pulses at a fluence of 30 kJ/m? (3 J/cm?>—near optimum from our point of
view) are expected to produce Cy, of about 4% [see the “practical case” below], but
longer pulses can produce Cy, values as large as 30%.

Weber [41] shows that the maximum tolerable incident laser power P, in an
infinite string of pulses is given by

A Tmaxcrom

P, = 8.35
L ST (8.35)
where
/ 3
CroM = M (8.36)

5.2

Taking aluminum as an example of target material and using 7'y = Tpeiy =966 K
and other parameters for aluminum, cpopm = 10.8 and absorptivity a = Cy, = 1.42%),
we find P;=73 kW for maximum power in a continuous pulse string. Because the
laser we desire for propulsion is transient rather than continuous, the laser rocket
example following is still realistic, even if the average power is higher than given by
(8.35).

Other materials would give different results.
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ization. Stefan Scharring, used by permission

8.15

Practical Case: Thermal Coupling for a Laser Rocket

In the laser rocket problem, treated in the next section, where the propelled object is a
25 kg sphere, 293 k pulses of 5 kJ are incident on the target, for a total 1.45 GJ [1.2 MW
average] during an 1100 s flight. Ignoring reradiation [about 2% of incident power
at T'ner With black body opacity], Cy, as large as 1.4% could melt the craft. We can

see that measurement of Cy, is critical. At this time,

for a continuous string of ultrashort pulses.

8.16 Applications

8.16.1 Interplanetary Laser Rocket

there are no such measurements

An exciting new application is accelerating the payload in a 25 kg spherical aluminum
probe from LEO to 3.6 km/s in 18 min, sufficient to achieve aphelion at Mars, with

27% mass loss (Figs. 8.15 and 8.16; Table 8.3).
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Table 8.3 Parameters for Laser Rocket
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Mission

Interplanetary

LEO orbit change

Parameter

Laser wavelength

355 nm (Nd 3rd harmonic)

355 nm (Nd 3rd harmonic)

Pulse duration 100 ps 100 ps
Pulse energy S5kJ 5007
Probe diameter d 89 cm 28 cm
Probe material Al Al

Probe shell thickness ablated | 2.7 mm 0.66 mm
Probe ablator shell mass 15 kg 15 kg
Probe mass after shell 10 kg 10 kg
discarded

Pulse fluence on probe 8 kJ/m? 8 kJ/m?
Pulse repetition frequency 400/100 Hz 200 Hz
Pulse interval 2.5/10 ms 5 ms
Average power 2 MW/500 kW 100 kW
Optical energy in burst 1.45GJ 355 MJ
Stored in batteries 3.9GJ 1.5GJ
Battery mass 4000 kg 1520 kg
Station total mass 50,000 kg 8000 kg
Time to recharge <1 day <1 day
Recharge power 100 kW 17 kW
Beam quality M? 2 2

Mirror diameter D 3m 3m
Rayleigh range 880 km 880 km
Used optical range 2570 km 68 km
Required aiming precision 35 nrad 4 prad
Thickness ablated/shot 38 nm 38 nm
Assumed ablation efficiency | 40% 40%
Specific impulse 816's 816s
Coupling coefficient C,, 70 N/MW 100 N'MW
Av/shot 3 cm/s typ. 1.3 mm/s
Acceleration 2.6-5.3 m/s? 0.27 m/s?
Final probe Av 3.6 km/s 190 m/s

Max allowable Cyy

1.35% (incl. reradiation)

5.5% (incl. reradiation)
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Fig. 8.15 Laser-propelled
interplanetary flyer
construction

Scientific Payload

Insulation

In this case we create an Al/POM mixture of 5% POM and 95% Al with Cp, =
70 N/MW for long propellant life. Density of the combination is 2640 kg/m?, only
slightly different from that of Al.

Maximum laser range is 1650 km. We keep the laser spot size fixed at the diffrac-
tion-limit value of 9 cm at maximum range throughout the flight, by defocusing the
beam as necessary at shorter range. We use a spherical probe because Av will always
be along the laser beam axis so long as the object is centered in the beam. The probe
consists of a 10 kg payload surrounded by a discardable ablator shell 2 mm thick with
an internal thermal insulating layer to protect instruments during acceleration. The
flyer is spinning about an axis perpendicular to the laser beam and slowly precessing
so as to expose the entire surface to the laser beam. Afterward, the shell is jettisoned.

Another application is direct launch of small spacecraft from Earth to LEO using
lasers. This needs MW of average power to achieve useful results. But such lasers
are just around the corner.

Best efficiency is obtained from “burst mode” operation of the laser in which the
laser operates at 2 MW average [5 kJ, 400 Hz] for 380 s and 500 kW for 380 s, for a
total of 12.7 min. Waste heat during the burst is stored onboard the mother ship and
reradiated later. We averaged oT* over the flight assuming a linear temperature rise to
determine reradiation, which was always <2% of the total during laser illumination.
Table 8.3 shows the details. The laser is more powerful than the L’ ADROIT laser [42]
but otherwise has similar parameters. It is powered from a battery which recharges
in a day from a 100 kW array [43].

Figure 8.17 shows distance s(t), velocity v(t) and acceleration a(t) during the
18-min flight.
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W

Fig. 8.16 A cis-Mars orbit starting from LEO requires Av =3.6 km/s

8.16.2 L’ADROIT

Remote action at the speed of light is the unique advantage of laser ablation propul-
sion. The L’ ADROIT concept (Fig. 8.18) can generate thrust on a target 2000 km
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Fig. 8.17 Parameters for the cis-Mars flight from LEO.<P>=1.25 MW [250 Hz, 5 kJ], C,, =
70 N/MW, achieving 3.6 km/s in about 18 min
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Fig. 8.18 Parameters for L’ADROIT. <P>=21 kW [50 Hz, 400 J], causing re-entry of small LEO
debris in 10 s

distant without having to be adjacent to it. This is a unique way to re-enter even tiny
space debris, nudge satellites already in orbit to avoid predicted collisions, and lift
derelict craft in geosynchronous orbit into higher, graveyard orbits.
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L’ADROIT [42] (Laser Ablative Space Debris Removal by Orbital Impulse
Transfer) was first presented at a Paris workshop in 2014 (Fig. 8.18). The laser
is also operated in burst mode from batteries storing solar energy.

The version that would lift derelict geosynchronous (GEO) satellites into grave-
yard orbits in a day [8 kW, 3 kJ, 2.5 Hz] could raise 10 GEO satellites by 300 km
in 3 months to a year, making valuable parking places in GEO available. It is a fact
that 70% of objects in GEO are uncontrolled junk [32, 44].

Both laser systems operate at 355 nm wavelength (3rd Nd harmonic) with 100 ps
pulses using monolithic diode-pumped Nd media. Laser electrical efficiency is about
25%.

8.16.3 Something Good for the Environment

We recently reported [45] that it is possible to directly launch small satellites to
LEO from the Earth with a large ratio m/M approaching 60% of mass m delivered
to orbit compared to the mass M on the ground. It requires very high time-average
laser powers of 5-15 MW from kHz pulse trains of 100 ps duration at very high
intensity on target (35 kJ/m?), and a design like that in Fig. 8.15. Further, it requires
a two-step launch process consisting of one power burst to get the satellite above the
atmosphere, followed by a burst of 2-3 times normal power during about 60 s at the
end of the flight in order to minimize excessive radial velocity, which can cause the
satellite to crash at perigee (Fig. 8.19).

This technology will allow us to launch a fleet of small Earth-observing satellites
in order to more carefully monitor global climate change and its consequences, in
order to spot trends at the earliest possible time and to develop very highly detailed
global models. Another application is to sending inspection craft to geosynchronous
(GEO) orbit.

8.16.4 Fiber Laser Arrays Versus Monolithic Solid State
Lasers

Giant arrays of pulsed fiber lasers are attractive alternative to monolithic laser media.
The geometry of fibers makes diode pumping and heat removal more efficient. Fibers
have about 100 times the energy output per kg of laser medium as monolithic solid
state lasers. Figure 8.20 shows the “ICAN” [International Coherent Amplifier Net-
work] idea [46].

However, for laser space propulsion applications, fibers have one major drawback.
Progress has been slow on phasing large numbers of pulsed optical fibers (64 to date),
and at least 25,000 phased fibers would be needed for ICAN to effectively deliver
momentum from 100 ps pulses to objects at a distance of 100 km [47]. This is because
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Fig. 8.19 Case 11B. Fascinating launch from ground (1 km altitude) with C,, =120 N/MW. A
300 s coast followed by a 15 MW burst during 60 s at the very end gets our craft into orbit. The coast
which begins at 150 s allows the craft to develop downward vertical velocity sufficient to counteract
unavoidable vertical components from a groundbased laser at the end of a 1000 km flight around a
curved Earth. This profile gives m/M delivered to orbit of 54% (13.5 kg). Initial zenith angle 45.5°,
final zenith angle 90°. Final radial velocity is 389 m/s, final velocity 10.4 km/s. Perigee 104 km,
apogee 41,700 km, 117% of geosynchronous altitude. Insertion slope is 2.12°. Minimal energy is
wasted in drag, even though we are starting from the ground

we need a pulse energy of 100 J at 100 ps for this operation [to see this, apply (8.31)
with ® =30kJ/m?, z= 100 km, » = 355 nm and reasonable mirror sizes]. However, a
single fiber can deliver only 4 mJ without catastrophic failure due to self-focusing and
other serious nonlinear optical effects under these conditions. These effects include
stimulated Brillouin scattering, stimulated Raman scattering, photo-darkening and
four-wave mixing.

Going from 4 phased fibers to 25,000 will be a difficult jump.

A first step to testing fibers for application to the debris problem will be forth-
coming tests of debris reéntry using the EUSO telescope on board the Space Station,
together with one of the ICAN fiber lasers [48].

We have learned never to say something is impossible!
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Fig. 8.20 ICAN concept

8.16.5 Repetitive Pulse Monolithic Diode Pumped Solid State
Lasers

The state of the art in the lasers we currently need to achieve all of these applications
is represented in the HILASE program [49], where the Rutherford Appleton Labo-
ratory’s “DiPOLE 100 laser achieved its full design performance of 1 kW average
power with 10 Hz, 100 J pulses at 10 ns pulse duration. Just a factor of 10 increase
in output power will enable many of our applications in space.

8.16.6 Perspective

In this brief review, we have discussed one of the most exciting future applications
of pulsed lasers. Laser ablation propulsion can re-enter space debris, nudge large
satellites out of harm’s way, and create a fleet of Earth-observing satellites and lift
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derelict GEO stations to parking orbits. We discussed the disadvantages of CW lasers
for this task. However, it is also possible that new ideas for | MW free-electron lasers
with a format consisting of 1 MHz 1 J pulses will change this idea for refractory targets
[50].

It can also get a 10 kg probe launched on its way to Mars in minutes.

We discussed the related laser-materials interaction physics in detail, and new
results at 400 fs and 80 ps which will make this propulsion mode possible. Developing
this capability depends on developing the associated lasers, beam directors and space
stations on which they will be based. It also depends on better understanding of
thermal coupling measurements under the proposed laser parameters.
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Chapter 9 )
Laser Structuring of Soft Materials: oo
Laser-Induced Forward Transfer

and Two-Photon Polymerization

Flavian Stokker-Cheregi, Alexandra Palla-Papavlu, Irina Alexandra Paun,
Thomas Lippert and Maria Dinescu

Abstract This chapter discusses recent progress in 2D and 3D printing technologies,
in particular laser-induced forward transfer and two-photon polymerization (TPP).
We explore their potential for applications in micro-electronics, protein microarrays,
sensors and biosensors, and tissue engineering. An overview of the factors that affect
patterning, miniaturization and functionality is presented. A special focus is placed
on laser direct writing via TPP for the fabrication of 3D vertical microtubes acting
as microreservoirs for an osteogenic drug.

9.1 Introduction

The efforts undertaken both in research and industry to apply novel direct writing
techniques to new materials with tailored properties have surged in recent years. There
is a strong interest towards integrating such materials in two and three-dimensional
patterns for applications in various fields, e.g. pharmacy, bioengineering, or micro-
electronics, to name a few.
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From a research perspective, the appeal of using lasers for small-scale material
applications has been fueled by their favorable properties which make significant
achievements in areas such as thin films and optoelectronics, possible. In industry,
however, lasers have been predominantly used for welding, drilling, cladding and
micromachining applications, due to their high precision and cost-efficiency.

The increasing interest towards miniaturization of devices has resulted in scien-
tists and engineers working on solutions for more compact and more efficient designs
through micro-manufacturing techniques. Examples of micro-fabrication processes
include lithography, chemical vapor deposition, dry and wet etching, and others.
Although each technique has its own advantages, most of them are multi-step pro-
cesses, which inherently gives rise to complications in the production chain. Due
to these limitations and because of the small range of materials that can be pro-
cessed, there has been an extensive search for alternative methods for manufacturing
microstructures and micro-devices.

Processing of “soft” materials, e.g. polymers and biological compounds, with high
accuracy and low cost is of particular interest, due to their potential applications in
various fields, e.g. from the fabrication of micro-optical components, to sensors or
novel bio-devices. However, such materials are highly sensitive, and therefore their
successful printing requires a special approach relying on key technological develop-
ments. In this respect, the use of laser based techniques is particularly appealing, as
they provide both flexibility and complexity in the design of soft-material structures,
which ultimately allows the creation of reproducible patterns with micro and nano
precision.

One of the direct write techniques which has shown great potential for the spatial
transfer of various materials, such as polymers, microbeads, liposomes, etc., and
also for the fabrication of devices, for example sensors and organic light emitting
diodes (OLEDs), is laser-induced forward transfer (LIFT). This technique, which
was initially named Laser Writing or Material Laser Recording, was first developed
for applications in the graphic industry, i.e. printing of different dried inks onto glass
substrates [1-3]. A few years later, LIFT (as named by the authors of the respective
study) was used to deposit copper metal pixels onto fused silica substrates under
vacuum, and, a couple of years later, the same procedure was demonstrated under
atmospheric conditions [4, 5].

The principle of LIFT consists in focusing or imaging a laser beam through a
transparent support onto a thin film material to be transferred (also named “donor”).
Every laser pulse initiates the transfer of the donor material onto a substrate (known
as “receiver”) that is usually placed parallel and facing the thin film at very short
distances, i.e. less than 100 wm. A pattern of the transferred material can be “written”
on the substrate by applying successive laser shots while adjusting the position of the
donor-receiver system with respect to the laser beam. Conventional LIFT has been
applied to transfer a wide range of materials, from simple ones, like metals [6-8] to
more complex materials, such as oxides [9, 10] and high-temperature superconduc-
tors [11]. However, conventional LIFT has some limitations. Biological compounds
for example may be damaged by direct exposure to the energetic laser pulses. There-
fore, different modifications to LIFT have been proposed, most of them focusing
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on the introduction of an additional layer between the donor substrate and the thin
film to be transferred, which has the role of protecting the sensitive transfer layer.
To this end, different intermediate layers have been used, from metals to polymers
and nanoparticles, which gave rise to variations of the LIFT technique, named, e.g.
dynamic release layer (DRL)—LIFT, blister actuated (BA)—LIFT, etc., but all of
them still relying on the same basic principle.

In the next section we will describe most of the intermediate type of layers used
for the transfer of solid and liquid phase materials and also for the fabrication of
different devices. Although LIFT is a well-established method for the realization of
2D patterns, its ability to develop 3D structures has only recently been investigated
[12-14].

Computer-controlled techniques are gaining popularity due to their ability to pro-
duce 3D structures replicating a computer-aided design [15]. For example, cell matri-
ces have been manufactured from Ti—-6Al-4V powders by selective electron beam
melting [16]. Ceramic or metallic structures were constructed by depositing molten
materials and multiphase solidification jets [17]. Robust ceramics based on trical-
cium phosphate were manufactured by micro-stereolithography [18]. Porous scaffold
networks were produced by lithography using bio-glasses, based on additive manu-
facturing techniques [19].

Another promising three-dimensional micro-fabrication method that has recently
attracted attention is based on two-photon polymerization by ultra-short laser pulses.
The method, called laser direct writing via two-photon polymerization (LDW via
TPP) , allows to produce well-defined 3D matrices with micro and nano-sized fea-
tures that mimic in vivo environments [20-25]. The cascade polymerization is ini-
tiated in the volume of a photosensitive material (also known as “photoresist”) by
the ultrashort laser pulses following two-photon absorption processes. After the 3D
pattern is executed, the unexposed photoresist is washed off to reveal the desired
structure. A major advantage of LDW via TPP is the ability to achieve complex
3D architectures, with spatial resolutions ranging from sub-micrometers to tens of
nanometers [26]. The first 3D structures for tissue engineering produced by LDW
via TPP were manufactured from a commercially available hybrid polymer, Ormo-
comp® (technology GmbH). Due to their growing impact in the field of biomedical
applications, materials suitable for LDW via TPP are now expanding to biocom-
patible materials (e.g. polyethylene (glycol) diacrylate), different triacrylate mix-
tures (e.g. tris(2-hydroxy ethyl) isocyanurate triacrylate), sol-gel hybrids, hydrolyti-
cally degradable polycaprolactone polymers, methacrylamide modified gelatin, and
water-soluble photoinitiators, such as 2-hydroxy-2-methylpropiophenone (commer-
cial name Irgacure) [21-25].

This chapter discusses the complexities arising from working with these classes
of materials by giving an overview on the current progress and future prospects of 2D
and 3D micro/nano-fabrication methods, with an emphasis on laser induced forward
transfer and two-photon polymerization.

An analysis of the characteristics and process parameters of LIFT for transferring
a wide range of materials in solid and liquid phase is presented, along with possible
applications of LIFT in biology (e.g. fabrication of microarrays) and microelec-
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tronics (e.g. fabrication of micro devices, such as sensors and organic light emitting
diodes).

In addition, a brief history and the basic physics behind the direct laser direct
writing via two photon polymerization techniques are also presented. We give a
detailed description of the 3D fabrication of vertical polymer microtubes by LDW
via TPP and we discuss their viability as micro-reservoirs for an osteogenic drug.
Furthermore, we show how the microstructures fabricated by LDW via TPP are able
to promote osteogenesis through electrical stimulation. The results demonstrate the
immense potential of LDW via the TPP method towards bio-applications through
the use of environment-friendly, precise and versatile laser-assisted processes, which
have the ability to produce complex 3D architectures that mimic in vivo media, with
a spatial resolution in the range of tens of nanometers.

9.2 Laser-Induced Forward Transfer (LIFT)

9.2.1 LIFT in Solid Versus Liquid Phase

As outlined in the Introduction, conventional LIFT relies on the laser beam to push a
small volume of material from a donor film onto a receiver substrate. The dimension
and shape of the transferred pattern is given by the size and shape of the beam spot
and/or the laser projection mask. In the case of LIFT of solids, the transfer mechanism
involves either melting or ablation of the solid donor film. Although this is acceptable
for materials which can be exposed to a high heat load, such as metals, degradation
and loss of functionality may occur in the case of polymers or biological compounds
upon their direct laser irradiation.

Therefore, numerous variations to original LIFT process have been proposed.
Most of the variations to LIFT include the addition of a layer, “sandwiched” between
the donor substrate and the donor thin film material, which is often named sacrificial
layer or dynamic release layer (DRL). Other approaches focus on embedding the
material to be transferred into an absorbing matrix; this process is known as matrix-
assisted pulsed laser evaporation-direct write (MAPLE-DW) [27-30]. MAPLE-DW
has been demonstrated for printing different materials and devices, i.e. biomolecules,
sensors and different electronic components [27-30]. However, the main issue related
to this technique is the use of specially designed donor films, for example in the case of
printed inks or pastes from a specially designed suspension containing the ink/paste
to be deposited.

The first studies available in literature, in which sacrificial layers were used,
are focused on metallic layers as DRLs [31-33]. Generally, the use of a metallic
layer, usually Au or Pt, as they are biocompatible, is particularly useful for the
transfer of biomolecules, because the metal nanoparticles generated as a result of the
ablation process do not influence the functionality of the transferred material. For
example, in [31-36] the authors use thin (50—100 nm) metal films to transfer different
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Fig. 9.1 Chemical structure of the triazene polymer which was used for most LIFT experiments

types of bio-compounds and cells, while in [37] the authors name the process AFA-
LIFT (absorbing film assisted-LIFT). In the works presented in [38, 39], the authors
use thick (several pm) absorbing polyimide layers and name the process BA-LIFT
(blister-actuated-LIFT) to transfer different materials, mostly in liquid phase (e.g.
embryonic stem cells, 9-anthracenemethanol and tris§8-hydroxyquinoline aluminum-
Algsz-organic luminophores).

Furthermore, another approach involves the use of a photo-decomposing polymer,
i.e. triazene polymer (TP) (see Fig. 9.1 for the chemical structure), which upon
laser irradiation decompose completely into small and gaseous fragments, and thus
only a minimum contamination of the transferred material may be expected. These
polymers, in most cases, were demonstrated to be particularly useful both for the
transfer of materials in solid, as well as in liquid phase [40—44]. A list of the most
representative materials transferred by LIFT, together with the intermediate layers
applied for the transfer are presented in Table 9.1.

LIFT (and its variations) has been proven as an additive manufacturing method
that exceeds the possibilities of conventional printing methods through its ability
to miniaturize and embed a wide range of materials (see Table 9.1), from solids to
liquids, to devices into different substrates. The rest of this section of the chapter
discusses the dynamic mechanism of LIFT, with particular applications for solids
(polymers), and liquids. In order to advance the technique to 3D printing and even
further to industrial applications, there is great interest to get an insight into the
underlying mechanisms of LIFT. Therefore, different time-resolved pump-probe
imaging techniques have been used to visualize material ejection from both solid and
liquid donors. The experimental setup for such investigations is shown in Fig. 9.2.

In the case of LIFT of solids, in particular polymers aiming at sensor applications
[57-60], the laser transfer is dominated by a “microexplosion” of the flyer, and thus
a shockwave is generated, as for example shown in Fig. 9.3, where the ejection of a
polymer layer (60 nm PECH on top of 150 nm TP layer) in ambient atmosphere is
visualized together with its shockwave. The sequence of images is taken at a laser
fluence of 300 mJ/cm? and increasing time intervals (step of 100 ns) after the pump
laser pulse.

After 100 ns the ejected flyer appears, as a dark, flat shape, which at 200 ns is
clearly visible together with the shockwave, which propagates with a higher speed
than the flyer. The shape of the flyer doesn’t change for 300 ns, as depicted in
Fig. 9.3. However, after 400 ns the flyer starts to lose cohesion, bends, and finally
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Table 9.1 List of the most representative materials transferred by LIFT, together with the inter-
mediate layers applied for the transfer

Material IntermediateLaser Substrate References
layer
Au and Al Poly ArF 193 nm | Si wafer [45]
(methacry-
lonitrile)
and Teflon
AF (1600)
(Du Pont)
Salmon sperm DNA Ti Nd:YAG poly-L-lysine coated glass [34]
355 nm
Conidia of the Trichoderma | Ag KrF 248 nm | Glass [37]
strain
HRP enzyme solution Au KrF 248 nm | Glass [46]
Embryonic stem cells polyimide | Nd:YVO, | Petri dish coated with a [38]
355 nm thick layer of Matrigel®
Self-assembled octapeptides | Au KrF 248 nm | Au coated glass [47]
Photobiotin Au KrF 500 fs | Glass slides, nitrocellulose | [48]
coated glass slides, agarose
and ORMOCER treated
glass slides
OLED (AI/MEH-PPV) TP XeCl ITO covered glass [49, 50]
308 nm
Mammalian cells TP ArF 193 nm | Glass [42]
Quantum dots TP ArF 193 nm | Glass wafers coated with [51]
ITO
Methylcellulose TP XeCl Glass [52]
308 nm
Poly(2-hydroxyethyl Cr Nd:YAG Low temperature oxide [33]
methacrylate); polyacrylic 266 nm (LTO)/Si, and capacitive
acid; poly (4-vinylpyridine) sensors
Mesotetraphenylporphyrin | Ti Nd:YAP Glass N/A [53]
(500 ps)
1078 nm
PEDOT:PSS Au and Ag | KrF 248 nm | Si or quartz suprasil [54]
(35 ns) and
Nd:YAG,
355 nm
(50 ps)
Gd3GasOj TP Ti:sapphire | Si wafer [41]
800 nm
Polymer light emitting TP XeCl Glass/ITO/PEDOT:PSS/PVK  [55, 56]
diodes (Al/PFEN) 308 nm

(continued)
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Table 9.1 (continued)
Material IntermediateLaser Substrate References
layer
Polyisobutylene (PIB), TP XeCl Glass, Al interdigital [57-60]
Polyethylenimine (PEI), 308 nm transducers
Polyepichlorhydrin (PECH) Nd:YAG
355 nm
Polystyrene microbeads TP XeCl Thermanox coverslips [61, 62]
308 nm
Liposomes TP ArF 193 nm | Glass [40]
Al TP XeCl Glass [43]
308 nm
Semiconducting oligomer TP KrF Si/Si0; [63]
248 nm, (ns
pulses)
Nd:YAG
355 nm
(pulses)
Ag paste TP 355 nm (ps | Glass [64]
pulses)
Single walled carbon TP XeCl Pt interdigitated transducers | [65]
nanotubes 308 nm
Ca3Co409 TP XeCl PDMS [66]
308 nm
SnCl;(acac); — SnO; TP XeCl Pt electrodes [67, 68]
308 nm
Ferrocene TP XeCl PDMS [69]
308 nm
(a) T— Rhodamine (b) Rhodamine or
M| Nd:YAG - v ] Nanolite flash lamp
532 nm /1N =
Delay D_o_n 0 | 5320m | D /1IN
I Lens I Generator

.| Excimer | |
laser |~

Attenuator
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Objective
Camera
]

Excimer [
laser
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Fig. 9.2 Setup for time resolved imaging experiments for LIFT of a solid donors and b liquid

disintegrates. This type of investigation is very important as it allows obtaining infor-
mation regarding the individual propagation speed of both shockwave and flyer, thus
shedding light onto the energy conversion. This information ultimately allows tun-
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Fig. 9.3 Sequence of photos taken for a back side ablation of a PECH thin film on top of a 150 nm
triazene polymer film at 300 mJ/cm? laser fluence. The scale bar is 500 wm

ing the process parameters, e.g. donor-receiver distance, pressure during processing,
etc., for successful LIFT printing of materials, e.g. polymers for functional device
applications.

Unlike solids, in the case of LIFT of (Newtonian) liquids, the transfer mechanism
is dominated by the formation of long liquid needle-like jets. The first papers on
time resolved imaging study of liquid LIFT were published by Young and cowork-
ers [70]. The authors of the study investigated a viscous ink (composed of barium
titanate powders solved in a-terpineol) which they irradiated with a 355 nm laser
and acquired time-resolved images of the transfer process. They found three dif-
ferent regimes depending on the laser fluences, i.e. plume (for high laser fluence,
where only splashed material is observed), jetting, and sub-threshold (low fluences,
no material removal). The jetting regime was characterized by the appearance of an
irregular jet which fragmented into multiple droplets after traveling a short distance
(~50 pm). Another step towards explaining the transfer dynamics in LIFT of lig-
uids was reported by Barron and coworkers [71]. In that work, time-resolved images
of the transfer process using a bovine serum albumin solution were acquired. The
authors also observed the formation of a jet which broke into free droplets when the
jet had a length of about 200 pm, which they correlated to the well-defined droplets
deposited onto the substrate [71, 72].

The results of Duocastella et al. [73] provided a more detailed explanation of
the transfer and deposition mechanism in the LIFT of liquids. They used in their
experiments a solution of water and glycerol (50:50 v/v) which was blade-coated
on a microscope slide previously coated with a 50 nm thick Ti layer (which acts
as DRL). As irradiation source they used a Nd:YAG laser operating at 355 nm.
They suggested that the ejection mechanism in the LIFT of aqueous solutions is
driven by the formation of a high-pressure vapor bubble which expands. The bubble
expansion process can result into three different situations, depending on the applied
laser fluence. At low fluences, a needle-like jet is developed. However, this jet is not
energetic enough to overcome the surface tension forces, and thus the jet does not
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(a) (b)

Fig. 9.4 a Optical microscopy image of a microarray printed by TP-LIFT (TP thickness is 60 nm)
on glass. The laser used for the transfer is XeCl and the laser fluence increases from bottom to top
of the image (from 20 to 38 mJ/cm?). Scale bar is 100 pm. b Time resolved images of TP-LIFT.
The laser used for irradiation is the XeCl (308 nm), the TP layer is 60 nm, and the laser fluence is
25 mJ/em?. Scale bar is 500 wm. Reproduced with permission [74]

contact the receptor and no material is transferred. At intermediate fluences, the same
jet is formed, but in this case it advances at constant velocity while progressively
thinning. At high fluences, the bubble expansion is so violent that it overcomes the
surface tension, resulting in bubble bursting, a situation which generates splashing
on the receiver substrate [73]. The results obtained by Duocastella et al. [73] and
Barron et al. [71] provide an explanation of the transfer mechanism in the liquid
phase LIFT when using a metallic DRL layer.

Other experiments using a polymer (TP) as sacrificial DRL layer are comple-
mentary to the existing results on the dynamics of liquid phase LIFT. In [74] the
material used in the study was also a model liquid solution consisting of a mixture
of water, glycerol and SDS blade coated onto TP layers with different thicknesses.
The first step in the time-resolved study of LIFT is the imaging of the transfer pro-
cess at the conditions in which well-defined droplets are obtained. This study was
carried out using two lasers, i.e. an ArF and a XeCl excimer laser, and employing
TP layers having different thicknesses. An optical microscopy image of the trans-
ferred microarrays (with the XeCl laser and 60 nm TP layer thickness) is presented
in Fig. 9.4a: circular droplets are obtained, with droplet diameter increasing with
increasing laser fluence. Immediately after deposition, the receiver substrate was
removed, and time-resolved images of the LIFT process were acquired using the
same liquid film as in the preparation of the previous microarray, and under identical
irradiation conditions. A series of time resolved images of liquid phase LIFT are
presented in Fig. 9.4b). In these images, the surface of the donor is located at the
top of the image. The flyer expands towards the bottom part of the images. These
shadowgraphy images correspond quite well to the fluence onset and fluence range
for the array fabrication for metallic DRLs [72].

The absorption of the laser beam takes place in the triazene layer, which is vapor-
ized, and a large amount of gas is released during the laser pulse [75]. The differences
between the processes, as revealed by the shadow graphic images for 193 and 308 nm
irradiations, are most probably due to the different photon energies of the two lasers
wavelengths. The higher energetic photons, at 193 nm, are not only decomposing the
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triazene group (as in the case of 308 nm), but also the aromatic system. Therefore,
more gaseous ablation products are created, which result in a higher pressure and a
faster, more violent ejection of the liquids.

9.2.2 LIFT for Device Fabrication: Towards Industrial
Applications

During the last years, there is growing interest in LIFT for complex material printing
and patterning, and furthermore there are many requirements for fabrication of micro-
devices at a reasonable speed and without post-processing methods. A wide range
of devices have been described in the literature, based on inorganic, organic, and
macromolecular materials, and even biological systems. A compilation of examples
of LIFT variations for printing different device systems, such as sensors, biosensors,
or organic light emitting diodes, is presented in the following section.

The first example is the use of LIFT with metal intermediate layers in bio-sensing
applications. In recent studies [ 77, 78] the capability to print odorant binding proteins
as sensitive membrane for the detection of food contaminants was demonstrated.
LIFT was used towards the development of a surface-acoustic wave (SAW) based
bio-electronic nose, by transferring odorant binding proteins (OBPs) on the active
area. This approach made it possible to take advantage of both the tunable selectivity
of the OBPs, as well as the fast response times and high selectivity characteristic
to most SAW-based sensors. OBPs are a type of small extracellular proteins, which
play an important role in odor detection.

The realization of the “bio-electronic nose” reported in [58] involved the use of
three SAW resonators, which were coated using LIFT, as well as an uncoated SAW
device which was used as reference. Three different OBPs were used as respective
coatings: the wild-type OBP from pig, a double mutant of the OBP from bovine,
and the wild-type OBP from bovine. Each of these proteins is characterized by dif-
ferent binding specificities. The functionality of the obtained bio-sensing arrays was
demonstrated through exposure of compounds commonly used in food processing,
i.e. to various concentrations of octanol and carvone.

As shown in Fig. 9.5a, the use of LIFT allowed the transfer of odorant binding
proteins with a very high lateral resolution and using very low amounts of detec-
tion agent, whereas the obtained SAW-based biosensor arrays exhibited excellent
functional properties. The sensitivity and detection limits achieved by the obtained
microstructures were found to be comparable to those of conventional detectors.
These results show the feasibility of LIFT towards the realization of biosensors that
can be used in applications ranging from the control of food quality (through detec-
tion of contaminants, such as molds), to evaluation of indoor air quality.

Due to the advancements in material fabrication and material processing tech-
niques, the field of sensors has seen increased interest in recent years, both in terms
of industrial development and scientific research. In this context, LIFT is proving
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Fig. 9.5 a Optical microscopy images of a SAW sensors printed by LIFT, by 50% overlap (ratio
of overlapped length between two neighboring droplets to the individual droplet diameter. Scale
bar is 100 wm; b SnO; rLIFTed pixel onto a commercial sensor structure; ¢ Optical microscopy
images of solidly mounted resonators (SMR) devices coated with PEI polymer deposited at 400
(left) and 300 (right) mJ/cm? laser fluence. Scale bar is 150 wm; d PECH pixels transferred by
TP-LIFT at different laser fluences (left 500 and right 400 mJ/cm?) onto the resonating cavity of
the SAW resonators. The scale bar is 200 wm; e Image of the successful operation of an AI/MEH-
PPV (poly[2-methoxy-5-(2'-ethylhexyloxy)-p-phenylene vinylene) transferred system onto an ITO
substrate; f Examples of polymer light emitting diodes transferred by LIFT, i.e. blue, red, and
green pixels with an AI/TBA cathode transferred at approximately 70 mJ/cm?. Reproduced with
permission a [77]; b [68]; ¢ [59]; d [44]; e [50]; f [76]

to be a promising method for the coating of commercial sensors. It can be applied
to transfer a large variety of materials, without the use of solvents, onto an equally
large number of substrate types, with high lateral resolution. LIFT is also being
considered as a replacement or alternative to ink-jet printing and photolithography
methods. Another of its notable advantages is the possibility to use large area donor
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substrates prepared by various well-established methods, such as evaporation, spin
coating, drop casting, or sputtering.

One recent advanced variation based on the LIFT technique allows the integra-
tion of metal oxide semiconductor materials (e.g. SnO,) in micro-sensors. This new
method, called reactive LIFT (rLIFT), relies on using metal complex precursor donors
(e.g. metal acetylacetonates) which absorb UV radiation. The absorption of laser light
results in their partial decomposition to SnO, [67, 68], thus making the transfer layer
also act as a dynamic release layer. Due to their low deposition (growth) tempera-
tures, solution based precursors are considered suitable for flexible substrates and
have favorable scalability potential. The unique advantages of the rLIFT technique
rely on the low decomposition temperatures of the acetylacetonates combined with
the high spatial resolution of the method. The fabrication processed is accelerated
due to the fact that the transformation of the metal precursor to its respective oxide
is partially achieved during the laser transfer phase as a result of thermal and pho-
tochemical processes. The rLIFT technique has been recently demonstrated for the
fabrication of gas sensors based on SnO; and Pd:SnO, (see Fig. 9.5b) [68].

Another interesting application of LIFT is the successful transfer of different
types of polymers for the fabrication of chemical sensors for the detection of volatile
organic compounds (VOCs) and chemical warfare agents (see Fig. 9.6c, d). Up until
now, different types of polymers, such as polyethylenimine (PEI), polyisobutylene
(PIB), and polyepichlorohydrin (PECH), were applied for the realization of sensors
using the LIFT technique, and their physico-chemical properties have been inves-
tigated. PEI, with the molecular formula (C¢H»Ns),, PECH [CH(CH,CI)CH,O],,
and PIB [CH,(CH3);1,, can be utilized for the detection of nerve agents (e.g. sarin),
nerve agent simulants (e.g. dimethyl methyl phosphonate—DMMP), as well as for
hydrocarbons (e.g. acetone) and esters (e.g. ethyl acetate).

As a final example, the validity of the photopolymer-based LIFT approach has
been shown, by fabricating working miniaturized model OLED devices in 2007 [50].
An example of the first reported device fabricated by LIFT is shown in Fig. 9.5¢).
The OLED devices were fabricated by printing either the cathode/electroluminescent
material (EL) system as a bilayer, i.e. Aluminum/MEH-PPV (poly[2-methoxy-5-
(2-ethylhexyloxy)-1,4-phenylenevinylene)]), onto the anode [transparent tin-doped
indium oxide (ITO)], or by printing the cathode/EL material in sequential steps.
Good functionality and pixel morphology were observed both for the single and
bilayer printed pixels. The first works on LIFT printing of sensitive materials, such
as MEH-PPV, for OLED fabrication without damaging their functional properties
opened a new field for device manufacturing by laser assisted methods.

Later works have shown that by optimizing the laser transfer process, i.e. by
adding a thin conductive film (of PEDOT:PSS) onto the ITO receiver substrate it
was possible to reduce the laser fluence required for the transfer, i.e. from 250 to
80 mJ/cm?, and optimized devices could be fabricated. Furthermore, the overall
performance of the LIFT-ed red and green OLED materials was slightly lower than
that of conventional devices, and for the blue OLEDs it was better than conventional
devices; however, these works represent a proof of concept that it is possible to apply
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LIFT to fabricate micro-devices for the field of electronics. Detailed information of
the fabrication of OLEDs by TP-LIFT is given in [79].

The viability of a processing technique in terms of its perspective applications in
the field of micro-electronics relies heavily on its ability to achieve the patterning
and printing of materials with high reproducibility and spatial resolution. In recent
years, laser-induced forward transfer has been seen more and more as an alternative
to established industrial techniques, such as inkjet or screen printing, and therefore
is classified as an emerging additive printing technique. The LIFT technique was
first reported 30 years ago, and has since branched out into several variations that
were adapted to suit a range of material phases, from liquid to solid, and integra-
tion approaches towards the achievement of functional devices. One of the most
significant breakthroughs in the development of this technique was the addition of
the dynamic release layer, which opened the way for a new range of applications
by facilitating the intact transfer of a wide range of materials that were previously
inaccessible.

The results presented in this section focus on the advantages provided by the inclu-
sion of an intermediate layer as a DRL in LIFT experiments, and it also discusses
some of the factors that limit the use of this approach towards the patterning and
printing of solid and liquid materials and devices (sensors and organic light emitting
diodes). We show how the TP-LIFT technique is an ideal candidate for the develop-
ment of novel manufacturing processes in which high resolution and printing speed
can be integrated alongside existing additive manufacturing techniques in order to
improve patterning and printing performance.

The benefits stemming from such integration would render additive printing pro-
cesses more cost-effective and environmentally friendly than current methods. How-
ever, there still is a general need to address the challenges posed by patterning and
printing with TP-LIFT and LIFT in delivering materials with the desired structure
and functional performance.

9.2.3 Conclusions and Future Prospects

Current needs for advanced electronics, miniaturized devices on a chip, such as
sensor systems, or biomolecule microarrays require new strategies for rapid and cost-
effective material processing and integration. Therefore, new direct write techniques
are needed, which on one hand would compete with photolithography for size and
scale, and on the other hand reduce the number of fabrication steps.

Successful “soft” material printing requires several technological developments,
i.e. acombination of laser system benefits with the flexibility of soft sensitive material
design which ultimately leads to the creation of reproducible patterns with micro and
nano precision. Laser induced forward transfer for material printing and patterning is
an old technology with new approaches, which show great potential for applications
ranging from micro-electronics, i.e. devices, interconnects, etc., to microarrays and
biosensors in biology.
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In this chapter we have tried to show the potential of LIFT for different applica-
tions, including its potential in 3D printing and industrial applications. Special focus
is set on the dynamic mechanism of LIFT both for solid and liquid phase materials,
together with examples of materials transferred by TP-LIFT, illustrating the potential
of this technique as a contactless laser-assisted printing method.

9.3 Laser Direct Writing Via Two Photon Polymerization
(LDW Via TPP)

9.3.1 3D Biomimetic Structures for Tissue Engineering

Tissue engineering is an ambitious and relatively new field of science, in which
scientists try to develop biomimetic structures that support cell growth until the
state of functional tissues is reached. At present, a growing interest is dedicated to
the fabrication of porous structures that mimic the complexity of the natural cell
environment [80].

Porous architectures, including holes with controllable shapes, positions, and
dimensions, are key to achieving human-like bone structures by facilitating cell
growth in a desired manner that defines the final shape of the new bone. The newest
approaches are based on 3D implants that trigger the osteogenic differentiation of the
cells and provide therapeutic regimes that reduce inflammation and post-implantation
infections. To facilitate the osteointegration of implants, one must effectively admin-
istrate drugs that fight against post-implant complications. For this purpose, versa-
tile drug delivery systems that deliver therapeutic agents in a controlled manner are
developed [80, 81].

For example, a major issue in clinical applications of orthopedic implants is the
decrease in chronic inflammation. The most common pharmaceutical agent that fights
inflammatory processes is dexamethasone (Dex), a synthetic glucocorticoid used for
the treatment of rheumatoid arthritis, inflammatory bowel disease, post-transplant
immunotherapy and other inflammatory diseases [82]. However, its oral administra-
tion often leads to severe side effects such as glucocorticoid-induced osteoporosis
[15]. Therefore, alternative strategies rely on the localized delivery of drugs from
carrier materials designed in the form of 3D biomimetic architectures. Their attach-
ment to the implants makes higher local drug concentrations possible and reduces
the risk of systemic toxicity, as compared to traditional routes of administration [16].
Implantable drug delivery systems are even more effective when the drug is loaded
onto the surface of the implant and released on demand. The release of the drug
from such intelligent systems can be triggered by UV, visible and near infrared radi-
ation, magnetic fields, ultrasounds, and electrical stimuli (ES) [18, 19], to which
special attention is paid [83]. ES emerged as a powerful tool for tissue engineer-
ing, with positive effects on cell adhesion, proliferation and differentiation [84—87].
The positive roles of electrical stimuli applied through conductive substrates, such
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as metals, graphene, and conductive polymers, on the bone regeneration process
has been extensively investigated [85-87]. In this regard, we have recently devel-
oped titanium-polypyrrole/poly (lactic-co-glycolic) structures and we have shown
that their 200 mA electrical stimulation applied for 4 h gave rise to osteogenesis
in osteoblast cell types [88, 89]. Moreover, intrinsic conductive polymers such as
polypyrrole (PPy) have a positive impact on the differentiation and mineralization
of cells, even in the absence of external electrical stimuli [16, 90]. The most popular
conductive materials for building delivery systems for electrically controlled drug
release are conductive polymers, due to favorable properties such as high conductiv-
ity/weight ratio and good biocompatibility at room temperature [91, 92]. In ortho-
pedics, the most popular conductive polymer is polypyrrole (PPy) , whose intrinsic
conductivity stimulates bone growth [93-95]. For example, polypyrrole membranes
were used for the controlled release of glutamate, dopamine, and adenosine triphos-
phoric acid [96-98]. Recently, a polypyrrole film was used for potentially controlled
release of chlorpromazine [99]. Polypyrrole-based systems loaded with drugs have
also been used in actuators, such as microfluidic pumps [100, 101]. The major limita-
tions of polypyrrole drug delivery systems are: (i) the small amount of drug that can
be loaded and released from the polymer; and (ii) the drug delivery interval, which is
limited by the size and polarity of the drug molecule. To overcome these problems,
drug molecules have been attached to the surface of polypyrrole by binding to biotin-
streptavidin [102]. Alternative strategies used polypyrrole as an active element that
triggers the release of drugs from degradable hydrogels [22]. In addition, PPy is of
interest due to its capabilities to control the release of Dex in cells grown onto 3D
scaffolds.

In this section we will review the direct laser writing via two photon polymer-
ization of polymeric 3D structures, with emphasis on tissue engineering applica-
tions. After a brief overview of the potential and the basic principle of the LDW via
the TPP technique, we present a particular application for bone tissue engineering,
where LDW via TPP was used for the fabrication of vertical microtubes acting as
microreservoirs for osteogenic drugs. We demonstrate that these microstructures can
be efficiently used for electrically stimulated osteogeneisis. The results demonstrate
the versatility of the LDW via the TPP method, which uses environment-friendly,
precise, and versatile laser-assisted processes, and has the ability to produce 3D
complex architectures that mimic in vivo media with spatial resolution of tens of
nanometers.

9.3.2 Basics of LDW via TPP

The process of two-photon absorption is related to changing the electronic state of an
atom or molecule that is excited from a lower energy level to a higher electronic state
through the simultaneous absorption of either two identical photons or two photons
having different energies.
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The probability of the two-photon absorption process has a quadratic dependence
on the number of photons, and therefore its success relies on using high-repetition
rate, ultra-short laser sources, such as femtosecond (fs) lasers. Fs laser sources pro-
vide a large number of photons per unit volume, and therefore it is important that the
irradiated material does not show linear absorption at the working wavelength.

The experimental assembly used in the two-photon polymerization typically uses
femtosecond lasers with nano-Joule pulse energies. Although the average energy
is low, the peak intensity of the pulse is high enough to promote the absorption of
two photons. The average power depends on the nature of the used materials (such
as the type of polymer, photoinitiator, dopants, etc.). The intrinsic properties of
the employed materials have to be accounted for when choosing an appropriate laser
power. The laser power has to be large enough to exceed the polymerization threshold,
but must be small enough to avoid material degradation. Sample preparation usually
consists of placing a drop of photopolymer on a pre-cleaned substrate, followed by
irradiation with the focused laser beam. The photopolymerization occurs only in the
area of the spot in which the laser intensity exceeds the polymerization threshold. The
triggered chemical reaction transforms low molecular weight molecules (monomers)
into macromolecules of repeating units. The minimum volume of solidified material
created through this process around the focal point is called a ‘voxel’. Controlled
three-dimensional microstructures can be created by scanning the laser beam or
by moving the sample in X, Y and Z directions. The precision with which these
structures can be processed depends predominantly on the voxel’s geometry, which
can be controlled by adjusting the average laser power and the scanning speed.

Microfabrication by two-photon polymerization has unique advantages over con-
ventional microfabrication processes. The TPP reaction is usually achieved by pulsed
laser systems operating in the near infrared range, where most curable monomers
are transparent. Because of this, the depth of light penetration is high, thus providing
the possibility to polymerize only a small region of the liquid monomer, without
inducing any modifications on the surface or in the surrounding regions.

The non-linear character of the two-photon polymerization allows a localized
excitation which gives the LDW via the TPP method a high resolution. This resolution
depends mainly on the shape and size of the beam at the focal site. For plane waves,
the minimal on-site dimension is expressed using Abbe’s equation. However, in the
case of pulsed lasers, the shape of the beam can generally be approximated to a
Gaussian profile. The waist of the beam at the focal plane can be expressed as:

A

w0 =T NA

where A is the wavelength and NA is the numerical aperture of the system. The beam
waist is defined as the distance from the Gaussian beam center to the point where the
amplitude of the electric field decreases to 1/e of its maximum value. The equation
above is an approximation that works well for small NAs (NA << 1).

While the resolution of optical systems is limited by the diffraction of their com-
ponents, the process of two photons absorption pushes the manufacturing resolution
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below the diffraction limit. The two-photon polymerization configuration uses large
numerical aperture optical systems, such as microscope lenses. For such systems,
the beam waist can be written as:

Vn?2 — NA?

0T INA

The equation above shows that the smallest feature is limited by the numerical
aperture of the microscope lens and the wavelength. However, since the rate of
absorption of two photons is proportional to the square of incident beam intensity,
and therefore depends on the Gaussian intensity profile of the square, the beam has a
narrower waist. Therefore, due to the nonlinear nature of this process, it is possible to
achieve a resolution below the diffraction limit. This phenomenon reduces the waist
of the beam by a factor of v/2.

Another aspect that contributes to improving the resolution of the two-photon
polymerization process is the polymerization threshold. There is a minimum power
below which there is no polymerization. This usually occurs due to the presence of
oxygen in the resin, which inhibits the action of the photoinitiators and therefore
prevents the polymerization reaction. Hence, by adjusting the laser power close to
the polymerization threshold, it is possible to create structures with a resolution well
below the diffraction limit.

9.3.3 LDW Via TPP of 3D Structures

The LDW via the TPP technique usually combines computer-controlled position-
ing systems with a near-infrared femtosecond laser source, e.g. a Ti: Sapphire laser
working at 800 nm (Fig. 9.6). Such a setup can be an effective approach to achieve
three-dimensional microstructuring of photosensitive materials by two-photon poly-
merization, with a resolution in the range of a few hundreds of nm. In order to better
control the resolution, high precision positioning systems are used (e.g. piezoelec-
tric stage/scanner). However, piezoelectric systems have a limited range, i.e. of few
hundred microns in each direction. Alternatively, optical scanning systems may be
used to move the laser beam over larger areas, but with inferior precision and higher
aberrations.

In the following section, we discuss experiments in which the structures were
fabricated by LDW via TPP of the photoresist IP-L 780 (Nanoscribe GmbH). The
structures were polymerized on the surface of a glass slide using laser powers between
20 and 44 mW at a scanning velocity of 50 pm/s. Complex geometries were designed,
with vertical microtubes arranged in triangular lattices having different constants. The
structures were manufactured using the lithography system Photonic Professional
3D. The polymer was placed on a glass cover and irradiated by focused laser pulses
with a wavelength of 780 nm, a pulse duration of 120 fs, and a repetition rate of
80 MHz. The precise 3D scanning of the samples was achieved using piezo stages.



264 F. Stokker-Cheregi et al.

Focused fs laser beam

Polymerization
threshold

Voxel

N Sample scanning
according to
desired 3D architecture

Fig. 9.6 Principle of direct laser writing by two photon polymerization. Scale bar in the left hand
side image is 5 pm

Coarse positioning was achieved through XY motorized steps. Each vertical micro
tube was produced by a rapid prototyping algorithm [88, 89] implemented through
the General Writing Script (GWL) language developed by Nanoscribe.

A CCD camera was coupled to the experimental assembly to monitor the proce-
dure in real time. After the microstructure is fabricated, the sample is immersed in
isopropyl alcohol to wash and remove the non-consolidated monomer.

9.3.3.1 Fabrication and Functionality of 3D Microtube Arrays

The motivation behind fabricating 3D microtube arrays by LDW via TPP stemmed
from the idea that the mechanical stimulation of bone-forming cells (osteoblasts)
promotes the growth, differentiation, and mineralization of cells until new and
functional bone forms. To verify the role of substrate stiffness on cellular behav-
ior, micropillars having different heights were initially manufactured by LDW via
TPP of ORMOCORE. It was found that the taller (i.e. more flexible) micropillars
generated mechanical forces on the seeded osteoblasts, promoting their growth.
Therefore, the mechanical actuation of such microstructures via electrical stimu-
lation could be a solution towards stimulating bone regeneration. Moving further, if
the microstructures could incorporate osteogenic drugs and act as electrically acti-
vated microreservoirs, we could positively influence the process of osteogenesis by
controlled drug release in conjunction with electrical stimulation of cells. For this
purpose, we made vertical microtubes and checked whether they are favorable for
the growth of bone-forming cells (osteoblasts) . The microtubes were designed to
function as biomimetic structures that support cell growth and mineralization, as well
as microreservoirs for loading osteogenic drugs to be released on demand by elec-



9 Laser Structuring of Soft Materials: Laser-Induced Forward ... 265

Fig. 9.7 SEM images of microtubes arrays. Note the microtubes arranged in lattices with different
constants: (left panel) 8 wm (tightly packed); (middle panel) 12 pm (medium packed); (right panel)
24 pm (loosely packed). Reproduced with permission [20]

trical stimulation. To this end, vertical microtubes arranged in lattices of triangular
units having 8 (tightly packed), 12 (medium packed) and 24 pm (loosely packed)
constants, respectively, were produced (Fig. 9.7).

To assess the potential of the microstructures for the growth of bone tissue, MG63
cell cultures were evaluated by the cell viability trypan blue assay. The total dead
and living cells per sample were counted and the viability was calculated. For all
packing densities, the cell viability was higher than 90%, indicating that the arrays
support cell viability.

The cells were afterwards stained with acridine orange (green)/Hoechst (blue)
and visualized under a fluorescence microscope (Fig. 9.8). The staining of the cells
grown on glass slides is shown for comparison (control). The insets show only the
HO stained cell nuclei. Fluorescent staining showed that the arrays promoted the
osteoblasts adhesion and that the cellular morphology was affected by the underlying
microstructures. The cells seeded on the tightly packed microtube arrays retained
their typical polygonal to spindle-like morphology (Fig. 9.8b) and looked similar to
the cells grown on glass (Fig. 9.8a). The cells from the medium packed arrays showed
elongated shapes, while some of the cells fell between the microtubes and squeezed
through the narrow spaces between them (Fig. 9.8c). The cells from the loosely
packed microtubes arrays can be seen on the bottom glass substrate; therefore, they
underwent minimum exposure to the micro-relief structures (Fig. 9.8d).

The images also reveal that the cell nuclei were deformed in response to the
respective micro-architectures, as revealed by the insets in Fig. 9.8. For the medium
packed arrays, the nuclei underwent dramatic deformations, by following the walls
of the microtubes (inset in Fig. 9.8c). On the tightly packed arrays, the shape changes
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Fig. 9.8 MG63 osteoblast-like cells after 1 day of cell culture on a glass substrates (controls) and
on arrays of different microtubes packing densities; b tightly packed; ¢ medium. packed; d loosely
packed. Reproduced with permission [20]

of the cells nuclei were subtler (inset in Fig. 9.8b). The loosely packed architecture
had no effects on the cell nuclei.

The degree of induced cell-based mineralization was also evaluated. Cell miner-
alization was confirmed by EDX monitoring of the calcium deposited in the seeded
osteoblasts. Calcium was detectable in all samples starting with Day 7. The cells
from the tightly packed arrays showed the highest calcium deposition levels, while
those from the loosely packed ones had the lowest level of mineralization, i.e. close
to that of the glass seeded cells, about 3.4 times less than for the tightly packed
microtube arrays. The medium packed arrays induced an intermediate level of cell
mineralization. The improvement of osteogenesis on the tightly packed microtubes
was most likely due to the changes in cell cytoskeletal arrangement and nucleus-
induced microtubule architecture.
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9.3.3.2 Electrically Controlled Release of Dex from the 3D Biomimetic
Structures

The following step was to transform the microtubes in microreservoirs for the incor-
poration of dexamethasone (Dex), an anti-inflammatory and osteogenic drug. To
control the release of Dex in the seeded cells, the microstructures were made electri-
cally conductive by adding polypyrrole (PPy) to the microtubes. We refer to these
microsystems as Electrically Responsive Microreservoirs (ERRs).

The PPy/Dex mixture (1/1 weight ratio) was loaded within the microtubes via a
simple immersion process. To prevent the passive drug diffusion, the PPy/Dex loaded
microtubes were sealed with a thin PLGA layer.

The release of Dex from the ERRs was monitored for 350 h. This time interval
was selected based on previous studies indicating that osteoblastic differentiation
reaches a maximum after 7-14 days of treatment [103—-105].

The experimental results for Dex release from the ERRs are presented in Fig. 9.9.
Without applied voltage, for all ERRs, Dex release began after approximately 50 h
of immersion in the release medium. This time scale is consistent with previously
published studies on PLGA layers used as coatings for Indometacin [106]. The
passive release mechanism of the drug through PLGA coatings is mainly determined
by bulk erosion of the polymer by randomly splitting the polymeric chains. The
subsequent drug release dynamic was almost the same for all ERRs, regardless of
the volume of the microtubes. The linear growth in the first 120 h was followed by
stabilization, with cumulative release of Dex reaching only about 30%. On the other
hand, electrical stimuli caused visible changes in the drug release profile. At the end
of the ES protocol, approximately 98% of Dex was released from each ERR. With
the increase in microtube volume, the drug release was completed faster and required
less applied voltage cycles. The concentrations of released Dex increased slightly
with the increase in microtubule volume.

Subsequently, the 3D electrically-stimulated biomimetic structures obtained by
LDW via TPP were evaluated for tissue engineering applications. Thus, the first step
was to evaluate the cell viability of the MG-63 cells by growing them on the ERRs.
Cell viability was evaluated by trypan blue exclusion. Based on the observed cell
counts, the calculated viability of the MG-63 cells grown at 24 h of cells culture
on all ERRs was higher that 90%, proving that the ERRs allowed cell growth. At
later stages of cell culture, corresponding to advanced differentiation stages, the cells
proliferation process ceases [107, 108].

Further biological tests included the investigation of cell morphology and adhesion
onto the ERR structures. The cell morphology attached to the ERRs was visualized
with an F-actin, integrin, and nucleus immuno-fluorescence staining (Fig. 9.10). The
fluorescence microscopy examination demonstrates that all ERRs facilitate the adhe-
sion of the MG-63 osteoblasts at the same extent as the control surfaces (glass). Cell
populations are characterized by randomized polygonal cells and short cytoplasmic
processes [109], which were not significantly altered compared to cells grown on
control surfaces (glass). It can be observed that the cells appear well-spread, with
normal morphology, both on the ERRs as well as on the glass substrate. Integrins
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Fig. 9.9 Cumulative release —B— ERRDM e —.— ERREs s
of Dex from ERRs with o—ERR —e—ERR
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Fig. 9.10 Fluorescence microscope images of MG-63 cells grown on: a ERRs and b glass, as
visualized by immunofluorescence staining of integrin (green: FTICa; red: F-actin cytoskeleton;
blue: cells nuclei). Reproduced with permission [89]

(visible as green background) were present in the MG-63 cell cytoplasm, suggesting
that cells adhered on the ERRs.

The osteogenic cell differentiation process was further monitored at time scales
relevant for the osteogenic role of Dex release [103], which is 6 and 12 days, respec-
tively, after electrical stimulation. The investigations were based on the measurement
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of ALP activity, Alizarin Red S staining, and rhRT-PCR reverse transcription poly-
merase chain reaction (RT-PCR).

It has been found that proliferative cells, after reaching confluence, enter the
differentiation stage by producing ALP, one of the biochemical markers of long-
term osteoblastic differentiation involved in regulating the availability of phosphate
for the production of hydroxyapatite [110-113]. After 6 days of culture, there was no
significant difference in ALP activity between stimulated and unstimulated samples.
However, during 12 days of culture, ALP activity from the samples where Dex was
released by electrical stimulation was almost twice as high as in non-stimulated
samples. This indicates the beneficial role of the electrically controlled Dex release
for promoting the cells osteoblastic differentiation.

One of the early indicators of the osteogenic differentiation phase is osteocal-
cin. Following electrical stimulation of the Dex-loaded ERRs, the qRT-PCR analysis
showed that the level of osteocalcin gene expression in MG-63 cells increased by
2.2 times as compared to the cells grown on unstimulated control samples. This
indicates that the controlled release of Dex from the electrically stimulated ERRs
caused a stronger response of cells osteogenic differentiation. The mineralization was
further confirmed by cell staining with Alizarin Red S, which is retained by the min-
eralized extracellular matrix. It was found that on both stimulated and unstimulated
ERRs, the cells produced a mineralized extracellular matrix and revealed mature
osteoblastic features. The red staining was significantly more pronounced for the
electrically stimulated samples than for the unstimulated ones, proving the positive
influence of the electrically-controlled Dex release on cell mineralization. The quan-
tification of the mineralization level detected by Alizarin red S staining shows that
the level of mineralization was 1.6 times higher for the stimulated samples than for
the unstimulated ones.

9.3.4 Conclusions and Future Prospects

This section of the chapter addresses the direct laser writing via two photon polymer-
ization (LDW via TPP) fabrication of polymeric 3D structures, with an emphasis on
tissue engineering applications. LDW by TPP is a promising rapid prototyping fabri-
cation method based on two-photon polymerization with ultrashort laser pulses that
allows the fabrication of custom 3D architectures, with a spatial resolution down to
100 nm, by direct laser ‘recording’ of the desired structure into the volume of a pho-
topolymer. After a brief overview of the potential and the basic principle of the LDW
via TPP technique, we presented a specific application for bone tissue engineering,
where LDW via TPP was used for the fabrication of vertical microtubes acting as
microreservoirs for osteogenic drugs. We demonstrated that these microstructures
can be efficiently used for electrically stimulates osteogenesis. The results show the
versatility of the LDW via the TPP method, which uses environment-friendly, pre-
cise and versatile laser-assisted processes, and has the ability to produce 3D complex
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architectures that mimic in vivo media with spatial resolution in the range of tens of
nanometers.
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Chapter 10 )
UV- and RIR-MAPLE: Fundamentals Gzt
and Applications

Anna Paola Caricato, Wangyao Ge and Adrienne D. Stiff-Roberts

Abstract Laser beams are powerful tools for diagnostic purposes and growth of thin
films. However, the interaction of lasers with organic or biological materials may
result in laser-induced photo-chemical and photo-thermal damage to the materials of
interest. In order to reduce these effects, the matrix-assisted pulsed laser evaporation
(MAPLE) technique was introduced for thin film deposition with the possibility to
use two different wavelength ranges to induce target ablation: laser absorption by
the matrix (UV-MAPLE) or direct laser excitation of vibrational frequency of the
matrix constituent bonds (RIR-MAPLE). In this chapter, the UV-MAPLE physical
working principles will be outlined together with its applications and latest results.
The RIR-MAPLE working principle and applications to materials of interest for
optoelectronics applications will be described and discussed also, with particular
attention to the emulsion-based RIR-MAPLE approach relating the film properties
with the physical-chemical properties of the emulsion components (primary and
secondary solvent, surfactant and matrix).

10.1 Introduction

In the last decades, organic materials have attracted increasing attention as interest-
ing alternatives to inorganic materials in many device applications like field effect
transistors [ 1], light-emitting diodes (LEDs) [2, 3], photovoltaic devices [4], sensors
[5] and white light sources for indoor and outdoor lighting [6].
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The interest in these materials relies on their low cost and the possibility of a
wide modulation of their chemical, optical and electronic properties by tailoring the
organic molecular structure [7-9].

To intelligently design new and high-performance systems and devices, the depo-
sition of organic materials in thin film form is necessary and requires accurate control
over their morphological, chemical and structural properties. Many applications, like
those for the electronics industry, require the deposition of films with good unifor-
mity containing single or multilayer structures of organic or polymeric materials,
homogeneous composite materials, or materials with graded compositions. More
stringent requirements are necessary in other applications, like polymer-LED appli-
cations [10], such as film surface coverage uniformity, thickness control and good
interfacial properties. Moreover, conformality' has become an increasingly important
characteristic in the fabrication of optoelectronic and medical devices having high
aspect ratio features, 3D geometries, and textured/nanostructured surfaces. Confor-
mal coatings are necessary also for modifying the internal surfaces of porous mate-
rials (including membranes, foams, and textiles) or irregular surface geometries, as
well as for encapsulating fibers, nanowires, or particles [11].

Conventional techniques for depositing organic materials are generally non-
vacuum, solution-based methods and include drop casting [12], spin coating [13],
ink-jet printing [14], spraying [15] and Langmuir Blodgett depositions [16].

Although many successful devices have been demonstrated using these tech-
niques, they suffer from poor thickness control and are unable to provide controlled
deposition on patterned substrates, inhibiting conformal coverage. The interaction
energies between solution components coupled with the overall interfacial energy
with the substrate can result in either meniscus formation inside a feature or capillary
bridge formation over a feature [11].

Moreover, these solution-based techniques are unable to control inherent, solvent-
induced conformational defects [17] and are not compatible with the realization of
heterostructured devices [18] because an underlying layer can be damaged by the
solvent during the deposition of the overlying layer. In fact, with these techniques,
only bilayer structures can be deposited using orthogonal solvents [19].

Also, vacuum methods have been applied to thin polymer film preparation: plasma
polymerization [20], electron beam irradiation [21, 22], ultraviolet (UV) light vapor
irradiation [23, 24], thermally assisted vacuum evaporation [25] and polymer sput-
tering [26]. With respect to traditional solution-based methods (e.g., spin casting, dip
coating), vapor phase methods of polymer thin films offer the advantage of forming
conformal films on high aspect ratio structures; however, these techniques can be
applied only for the deposition of polymers with a low molecular weight such that
the polymers evaporate as polymer units and condense on the substrate without a
reaction.

In this scenario, a new non-destructive laser-based approach was developed at
the Naval Research Laboratory in the late 90s [27] for the deposition of organic

Conformal coverage is achieved when a film of uniform thickness precisely follows the geometry
of the underlying substrate.
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materials, even with complex chemical structures, including bio-organic molecules,
coordination compounds and polymers [28, 29]: the matrix-assisted pulsed laser
evaporation (MAPLE) technique. This technique can operate with lasers emitting in
the UV (UV-MAPLE) or IR (RIR-MAPLE) range of the electromagnetic spectrum.
In the following, a brief description of the main characteristics of the UV-MAPLE
technique is provided together with a review of its recent applications, referring to
previous publications for more details [30, 31]. More attention will be devoted to
the description of the RIR-MAPLE technique and, in particular, the emulsion-based
RIR-MAPLE approach. The working principle of the technique will be illustrated
and discussed, relating the film properties with the physical-chemical properties of
the emulsion components.

10.2 Conventional UV-MAPLE

The MAPLE technique is a derivative of the pulsed laser deposition technique (PLD)
[32] in which some stratagems are used in order to avoid/minimize the photo-thermal
and photo-chemical damage induced by the high energies and temperatures charac-
teristic of a laser-material interaction process under ablation conditions.

Operatively, in MAPLE experiments, the material of interest (solute) is dis-
solved/suspended in a volatile and absorbing (at the used laser wavelength) solvent
with concentration of a low weight percentage in order to produce a homogeneous
solution [28]. The solution (MAPLE-matrix) is frozen at the liquid nitrogen temper-
ature forming the target to be irradiated [28] by ultra-violet (UV) or infra-red (IR)
laser sources [33].

The use of few wt% of the solute and the absorbing and volatile solvent are such
to reduce/minimize the photochemical and photothermal damage respectively. The
ablation onset is defined by the thermodynamic parameters of the solvent and for
this reason, depositions can proceed at much lower fluencies (laser energy divide
by laser spot area at the target surface J/cm?), as compared to conventional PLD
(0.05-0.5 J/cm?).

A detailed description of the MAPLE deposition set up is reported in [30].

Like all deposition techniques, the MAPLE technique presents advantages and
disadvantages.

The main UV-MAPLE advantages are quite simple procedures; in principle, good
control of film thickness; different independent deposition parameters; deposition on
non-planar substrates with good uniformity; and the possibility to deposit multilayer
and composite films.

Meanwhile, drawbacks of the UV-MAPLE technique include: high roughness
values (very often the surface of MAPLE-deposited films presents a high density
of micron sized droplets); low deposition rates with UV laser (one order of magni-
tude lower than those for PLD); and possible formation of reactive radicals due to
photochemical reactions of the solvent molecules which can react with the solute
material.
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Table 10.1 Main deposition parameters in molecular dynamic simulation and in a typical MAPLE
experiment [40]

Simulation Experiments
Tp 50 ps 20-30 ns
Ly 50 nm 4 pm
Tth 7 ns 181 s
T 20 ps 3 ns

Initially, an evaporative process was assumed as the working principle of the
MAPLE process: the laser energy is mainly absorbed by the solvent and converted
into thermal energy, which causes the vaporization of the solvent layer and only a
moderate heating of the solute. The collective motion of the many solvent molecules,
evaporated by a single laser pulse, carries the few solute molecules present in the
evaporated layer to the substrate. The solvent molecules (volatile) are pumped away
from the deposition chamber during the time of flight (low sticking coefficient).

However, this mechanism was in contradiction with the high surface roughness
values and the presence of aggregates or clusters with sizes ranging from tens of
nanometers to tens of microns which characterized the surface of MAPLE deposited
films as evidenced by AFM and SEM images [34-39]. In fact, the formation of large
polymer features was rather unexpected since the polymer concentration in the target
is low and the polymer molecules are dissolved in the matrix down to the molecular
level and the expanding plasma plume should not provide a suitable environment for
condensation of polymer clusters.

Molecular dynamic simulation studies shed light on the process [35, 40]. Leveu-
gle and Zhigilei considered that the concentrations of polymer molecules (typically
0.1-5 wt%) and the collective behaviour of polymer molecules may play an impor-
tant role in defining the mechanisms of molecular ejection and the morphological
characteristics of the deposited films.

Although molecular dynamic simulations and conventional UV-MAPLE experi-
ments are characterized by different values of the experimental conditions (typical
values of deposition parameters are reported in Table 10.1), they are characterized
by similar physical conditions and for this reason the ejection mechanisms revealed
in the simulations also work in experiments (albeit at much larger time and length
scales?).

Both simulations and experiments are generally characterized by the following
conditions:

Ty < Tp < Tth, (10.1)

which means that the MAPLE process proceeds under the regimes of

2The natural limit of the applicability of the model are defined by the conditions for the onset of
multiphoton absorption, photochemical fragmentation, ionization and plasma formation.
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(1) Thermal confinement:

Ly
Ty < Tih = ADr (10.2)
and
(2) No stress confinement:
Ly
T > T R C_s (10.3)

In the equations above, 7, is the laser pulse duration, Dt the thermal diffusivity, L,
the laser penetration depth, A is a constant defined by the geometry of the absorption
region and Cs is the speed of sound in target material.

In the thermal confinement regime, the heat conduction does not contribute to the
energy redistribution during the laser pulse and the thermal energy is largely confined
within the absorbing region. While, in the absence of stress confinement, the rate of
the laser energy deposition is sufficiently low to allow for the mechanical relaxation
(expansion) of the absorption region of the target during the laser pulse.

From molecular dynamic simulations, at the early stage of the laser-target interac-
tion, it results that two regimes characterize the MAPLE process: below and above a
threshold fluence value. The existence of a well-defined threshold fluence is related
to the transition from a metastable, superheated liquid to a two-phase mixture of
liquid and vapor at a temperature of approximately 90% of the critical temperature.

Below a threshold fluence value an evaporative process takes place where only
thermal evaporation of individual matrix molecules and no ejection of polymer
molecules is observed.

Above a threshold fluence value an explosive process occurs in which a prompt
ejection of small cluster and liquid droplets of matrix-polymer structures as well
as of matrix molecules take place. Polymer molecules are only ejected as part of
matrix-polymer clusters [40]. A complete and detailed description of the process is
reported in [40].

Clearly, the high surface roughness values observed in MAPLE-deposited films is
an intrinsic aspect of the MAPLE process, and many papers consider the influence of
various MAPLE deposition parameters on roughness, such as matrix solvent [41-43],
substrate temperature [37], laser fluence [38, 41-47], number of laser pulses [48],
polymer concentration [49, 50], laser-target interaction volume and laser wavelength
[46, 51]. However, with good control of the deposition parameters, it is possible to
greatly reduce the surface roughness values, as demonstrated for the green emitting
polymer poly[9,9-dioctylfluorenylene-2,7-diyl)-co-(1,4-diphenylene-vinylene-
2-methoxy-5-2{ethylhexyloxy}benzene)] (commercially-named ADSI125GE).
Experimental results showed that a good interplay among the deposition parameters,
such as polymer concentration, target—substrate distance and substrate rotation
frequency, makes it possible to deposit a very flat (9 nm-rough) polymeric layer
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with a thickness of about 40 nm without modifying the emission properties of the
polymer [52].

As described in the above, the solvent plays an important role in the MAPLE
mechanism because it: (i) must dissolve the solute without interacting with it (also
under laser irradiation); (ii) must be volatile; (iii) must absorb the laser radiation and
(iv) must “transport” the solute from the target to the substrate. The solvent provides
the conditions for “soft” ejection and deposition of fragile macromolecules, but it
can also have an effect on the film surface and deleterious effects on the quality of
the deposited films, which presents a number of problems for applications sensitive
to solvent contamination and/or carried out in UHV conditions.

So, the choice of the solvent is critical, and in addition to the aforementioned
aspects, it must be considered that some solvent-related effects may impact depo-
sition, like the co-deposition of organic material [37, 53], the formation of solvent
by-product, which may interact with the solute [37], and the presence of solvent in the
deposited films. In fact, molecular dynamic simulations have demonstrated that part
of the solvent reaches the substrate. This aspect has been demonstrated experimen-
tally using a substrate on which a polymer (polydimethylsiloxane-PDMS) “sensitive”
to the solvent has been used as test and placed in front of the substrate and irradi-
ating with an ArF laser at the conventional fluences used in MAPLE depositions
(60-250 mJ/cm?) a frozen toluene target placed in front of it [54].

A study of the minimum amount of solvent necessary for ablation without destroy-
ing the solute material was reported in [55] in which molecular dynamic simulations
and experiments were carried on a lysozyme—water system. The simulations were
performed below and above the threshold fluence value, considering only the solute
material (lysozyme) as target and the lysozyme—water system (water content from 0
to 20 wt%). From that study, considering only the lysozyme target, it resulted that
(i) below the threshold fluence value only the desorption of several small molecular
fragments without ablation was observed, while (ii) above the threshold fluence value
ablation was observed but without intact lysozime globules. The pyrolytic decompo-
sition of polymer molecules drives the ejection of the larger polymer fragments and
molecular droplets. Adding small wt% of water in the target resulted in a decrease
of the ablation threshold and the vaporization of water pockets resulting in the target
expansion and generation of large bubbles filled with superheated water vapor with-
out lysome ejection. Just above the ablation threshold expanding water vapor breaks
the resistance of the interconnected viscous network of lysozyme molecules, entrains
droplets of polymer material, and results in the ejection of almost the entire target.
For higher values of the laser fluence (3 times higher than the ablation threshold)
the ejection of large polymer droplets is driven by the expansion of a mixture of
water vapor and small volatile products of polymer and thermal decomposition was
observed. The final result of the study was a phase diagram for obtaining ablation
of intact lysozime molecules considering the smallest amount of water at different
values of laser fluence.
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Fig. 10.1 Time evolution of
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10.3 UV-MAPLE: Applications

The successful deposition of many polymers by MAPLE [56] and the very interesting
properties reported for MAPLE deposited films have recently prompted a lot of
interest towards this technique.

Further, the working principle of the technique has been successfully applied to
the deposition of colloidal nanoparticles [30, 57].

It is precisely the characteristic MAPLE process that gives the films special prop-
erties. A nanostructured glassy polymer film (poly(methyl methacrylate)-PMMA)
has been deposited with exceptional thermal and kinetic stability. The films were
40% less dense and presented a 40 K higher glass transition temperature respect
to standard films. Moreover, the kinetic stability in glassy state was enhanced by 2
order of magnitude [58]. These properties are strictly connected to the temperature
gradient experienced by the ejected polymer and the film structures and morphology
were explained in term of the Zhigilei’s model [40].

Particularly interesting, also, is the possibility offered by the MAPLE process in
controlling molecular ordering and delicately manipulating crystalline morphology
during film growth thanks to the prolonged time of deposition, with respect to other
solvent-based methods, which allows for the manipulation of temperature during
deposition [59, 60]. Playing with two processing parameters, deposition time and
temperature, a model polymer, poly(ethylene oxide) (PEO), was deposited atop a
temperature-controlled substrate with an average growth rate of less than 10 nm/h
obtaining the formation of two-dimensional (2D) PEO crystals, composed of mono-
lamellar crystals laterally grown from larger nucleus droplets [59, 60].

In Fig. 10.1 the evolution of the MAPLE publications since its invention up to
date is reported. While, in Table 10.2 a detailed list of the latest deposited materials
is listed.

Most of the recent applications consider MAPLE deposition of proteins
for biomedical applications [61-107]. In particular, the antimicrobial activity
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Table 10.2 Maple-deposited material, application and reference
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Maple deposited material Application References
Lysozyme embedded into a matrix of | Biomedical (antimicrobial) [61]
polyethylene glycol (PEG) and
polycaprolactone (PCL)
1,2,3,4,5,6,7,8-octahydroacridine- Biomedical (microbicidal and [63]
N(10)-oxides anti-pathogenic)
Poly(3-hydroxybutyric Biomedical (cytotoxicity and [64]
acid-co-3-hydroxyvaleric antimicrobial activity)
acid)—Lysozyme
(P(3HB-3HV)/Lys);
P(3HB-3HV)—Polyethylene
glycol—Lysozyme
(P(3HB-3HV)/PEG/Lys) spheres
4-[(4-chlorobenzyl)oxy]-3,4'- Optoelectronic and organic [108]
dichloroazobenzene azoic dye electroluminescent devices
(CODA)
Yb3*/Er?* co-doped LiYF4 Optoelectronic [109]
Ferrocene Flexible electronics, lab-on-a-chip [130]
devices, MEMS, and medical
implants

Tungsten trioxide (WO3) Electrochromic applications [131]
Polymer nano-composite: (13477,
— Poly(methyl methacrylate) PMMA [135]

doped with NaYF4:Yb3* | Er3+;
— PMMA with aluminum doped ZnO

(AZO)
Arrays of vertical microtubes of Biomedical (drug delivery) [65]
IP-L780 filled with polypyrrole
(conductive)/dexamethasone
(PPy/Dex) in poly(lactic-co-glycolic
acid)(PLGA)
Composite coatings based on poly(3- | Biomedical (tissue engineering and | [69]
hydroxybutyrate-co-hydroxyvalerate) | regenerative medicine)
(PHBV) and commercial calcium
phosphates (CaPs)
Poly(3-hexylthiophene) (P3HT) Devises based on carrier transport [132, 133]
Poly(lactic-co-glycolic acid) Biomedical (biocompatibility) [67]
copolymer and quercetin (PLGA/Q)
microspheres
Dispersed diamonds (UDDs) with Biomedical (drug delivery) [68]
doxorubicin (DOX) onion-like
carbon (OLCs) with doxorubicin
(DOX)

(continued)
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Table 10.2 (continued)
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Maple deposited material

Application

References

Heterostructures or blend of
[6]-phenyl-C61 butyric acid butyl
ester ([C60]PCB-C4) and
2,5-diamino-3,4-dicyanothiophene as
central unit and triphenylamine
(LV5) or carbazol (LV4)

Photovoltaic

[119]

Heterostructures or blend
poly(3-hexylthiophene) (P3HT) and
fullerene (C60)

Photovoltaic

[120]

Chitosan/biomimetic apatite

Biomedical (antimicrobial)

[62]

Ruthenium complex N3, melanin
nanoparticle (MNP), and
porphyrin-based donor-m-acceptor
dye YD2-0-C8

Dye-sensitized solar cell (DSSC)

[121]

4-(ferrocenylmethylimino)-2-
hydroxy-benzoic
acid

Optoelectronic

[128]

Biopolymeric thin films containing
flavonoid natural compounds and
silver nanoparticles

Biomedical (Antimicrobial activity)

[71, 88]

— Blend of arylenevinylene
oligomers, 1,4-bis [4-(N,N’-
diphenylamino)phenylvinyl]
benzene (L78) and 3,3’-bis(N-
hexylcarbazole)vinylbenzene
(L13) and buckminsterfullerene
(C60)

— Blend and multilayer of arylene
based polymer AMC16 and
AMC22 and (AMC16:C60) and
(AMC22:C60)

Photovoltaic

[122, 124]

Heterostructures based on zinc
phthalocyanine (ZnPc), magnesium
phthalocyanine (MgPc) and
5,10,15,20-tetra(4-pyrydil)21H,23H-
porphine

(TPyP)

Devices based on Photogeneration
process

[129]

ZnO nanoparticles functionalized
with sodium stearate (C18) and usnic
acid (UA)

Biomedical, Food science

[72]

Poly(ethylene
glycol)-block-poly(e-caprolactone)
methyl ether (PEG-PCL Me
copolymer)

Biomedical

[73]

Zinc oxide, cyclodextrin and
cefepime (ZnO/CD/Cfp)

Biomedical (antimicrobial surfaces
with biomedical applications)

[75]

(continued)
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Maple deposited material Application References
Zinc oxide (ZnO) nanoparticles Biomedical (antimicrobial)—contact | [76, 93]
incorporating with polyethylene lens
glycol (PEG)
(Ag) nanoparticles and Biomedical (antimicrobial)—contact | [77]
polyvinylpyrrolidone (PVP) lens
Lipase and Lipase doped with Biosensors [78, 84, 92]
m-DOPA
(3-(3,4-dihydroxyphenyl)-2-methyl-
I-alanine)
— Calcium alendronate monohydrate; | Biomedical (tissue regeneration) [79]
— Calcium alendronate
monohydrate/octacalcium
phosphate composite
— Polypyrrole (PPy) embedded in Biomedical (bone regeneration) [103]
poly(lactic-co-glycolic)acid
(PLGA);
— Polypyrrole (PPy) embedded in
polyurethane (PU)
Bioactive glasses, composite Biomedical (protective coating [74]
polymer-bioactive glass against corrosion for stainless steel
nanostructures implants)
Magnetite nanocomposite Biomedical (antimicrobial) [80]
Sr-substituted hydroxyapatite (StHA) | Biomedical (bone prostheses) [81]
and ZOL modified hydroxyapatite
(ZOLHA)
Titanium-polypyrrole/poly(lactic-co- | Biomedical (osteogenesis) [82]
glycolic)acid
(Ti-PPy/PLGA)
Polyethylene glycol (PEG) Biomedical (antimicrobial) [83]
ADS125GE Organic photonics and [52]
opto-electronics
Poly(3,3didodecylquater thiophene) | Organic thin-film transistors (OTFT) |[111]
(PQT-12) devices
— Polyvinyl chloride (PVC) Optoeletronics [112]
— Polyacrylic acid (PAA)
— Polyaniline (PAni)
Poly (9,9-dioctylfluorene)—PFO Optoeletronics [113]
y-cyclodextrin/usnic acid (yCD/UA) | Biomedical (antimicrobial) [85]
Laccase Biomedical (enzyme) [86]
Kanamycin functionalized Biomedical (antimicrobial) [87]
5 nm-magnetite (Fe304 @KAN)

(continued)
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Table 10.2 (continued)
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Maple deposited material

Application

References

Silk fibroin-poly(3-hydroxybutyric-
acid-co-3-hydroxyvaleric-acid)
(SF-PHBV) biodegradable coatings

Biomedical (tissue engineering and
drug delivery)

[104]

Fibronectin (FN)

Biomedical (osseointegration)

[89]

Polymer blends comprised
polyurethane (PU),
poly(lactic-co-glycolic acid) (PLGA),
and polylactide-polyethylene
glycol-polylactide (PPP)

Biomedical (tissue engineering)

[99]

— Magnetite (Fe304) and eugenol
(E) nanoparticles embedded in
poly(3-hidroxybutyric
acid-co-3-hidroxyvaleric
acid)-polyvinyl alcohol
(P(3HB-3HV)-PVA) microsphere

— P(3HB-3HV)-PVA-Fe;04@E

Biomedical (antimicrobial)

[90]

— Ferrocene
— Ferrocene carboxaldehyde

Optics (Second harmonic generation)

[114, 117]

Hydroxypropyl methylcellulose
(HPMC) and ethylcellulose (EC)

Biomedical (drug delivery)

[102]

Bovine odorant-binding proteins
(bOBPs)

Biosensors

[107]

AZO-derivative pyrazolone
derivatives, namely 1-phenyl-3-
methyl-4-(1"-azo-2'-sodium
carboxylate)-pyrazole-5-one

Optics (Second harmonic generation)

[115]

Zinc phthalocyanine (ZnPc) and
1,4,5,8-naphthalene-tetracarboxylic
dianhydride (NTCDA)

Photovoltaic

[125]

Sensitive
poly(N-isopropylacrylamide),
(pNIPAAm)

Arylenevinylene oligomers based on
triphenylamine (P78)/carbazole (P13)
group and tris(8-hydroxyquinolinato)
aluminum salt (Alq3)

Biomedical (tissue engineering)

[105]

[116]

— PLA-PVA microspheres loaded
with usnic acid (UA)

— Polylactic-co-glycolic
acid-polyvinyl alcohol
(PLGA-PVA) microspheres loaded
with usnic acid

- UA

Biomedical (antimicrobial)

[91, 97]

(continued)
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Maple deposited material Application References
Nanocrystalline apatite Biomedical (tissue engineering) [100]
Iron-free (Apo-rLf)], cisplatin (Cis) | Biomedical (antitumoral) [101]
or their combination embedded
within a biodegradable
polycaprolactone (PCL)
Eu-doped LiYF4 Optoelectronics [118]
Ribonuclease A (RNase A) Biomedical [94]
Polylactic Biomedical (antimicrobial) [95]
acid-chitosan-magnetite-eugenol
(PLA-CS-Fe304 @EUG)
Arylenevinylene compound, Photovoltaic [126]
4,4 4" -tris[(4’-diphenylamino)styryl]
triphenylamine and fullerene
derivative, [6, 6]-phenyl C61 butyric
acid butyl ester
Cinnamomumverum-functionalized | Biomedical (antimicrobial drug [96]
Fe304 nanoparticles delivery)
Levan and oxidized levan Tissue regeneration for the [106]
engineering of cell instructive
scaffolds
PVP/Fe304 nanostructures and Biomedical (antimicrobial) [98]
2-((4-Ethylphenoxy)methyl)-N-
(arylcarbamothioyl)benzamides

of many proteins has been studied, for example, lysozyme embedded in a
matrix of polyethylene glycol (PEG) and polycaprolactone (PCL) [61], poly(3-
hydroxybutyric acid-co-3-hydroxyvaleric acid)—lysozyme (P(3HB-3HV)/Lys) and
p(3HB-3HV)—PEG—Iysozyme (P(3HB-3HV)/PEG/Lys) spheres [64], zinc oxide
(ZnO) nanoparticles incorporated with polyethylene glycol (PEG) [76], and mag-
netite nanocomposite [80].

Together with the antimicrobial activity, many materials were deposited by
MAPLE for controlled drug delivery [65, 68, 102], tissue engineering, regenera-
tive medicine [66, 69, 73,79, 99, 100, 103—-106] and biosensors [78, 107].

Another class of materials deposited by MAPLE includes materials for optoelec-
tronic, photovoltaics and organic devices [52, 108—133].

As stressed above, the MAPLE technique offers the possibility to deposit easily
heterostructures and multilayer films, including on flexible substrates [123, 129].

Thanks to the MAPLE technique, it was possible to deposit, for the
first time, a white light OLED [134]. Three layers of a blue-light-
emitting polymer (BP) poly[9,9-dioctylfluorenyl-2,7-diyl], a green-light-emitting
polymer (GP)poly[(9,9-dioctylfluorenyl-2,7-diyl)-co-(1,4-diphenylene-vinyl-ene-2-
methoxy-5-{2-ethylhexyloxy }benzene)] and a red-light-emittingpolymer (RP)
poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylenevinylene] were deposited, in
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Fig. 10.2 a PL spectra of BP (blue line), GP (green line) and RP (red line) deposited by spin-coating
(dashed lines) and MAPLE (solid lines). PL whiteemission (black line) from the three-layers stack
(BP+RP+RP). b Normalized absorption spectra of BP (blue line), GP (green line) and RP(red line)
deposited by spin-coating (dashed lines) and MAPLE (solidlines) [134]

combination with the spin coating technique (for the deposition of the blue emit-
ting polymer) on a hole-transporting layer (=80 nm thick of PEDOT:PSS) which
was spin-coated onto an indium-tin-oxide (ITO)-coated glass substrate.

The emitting polymers presented good surface roughness values (after an opti-
mization study) and emission properties comparable with those of spin-coated films,
as shown in Fig. 10.2.

A root mean square surface roughness of about 1 nm was achieved for the BP.
After the MAPLE deposition of the other layers, the mean roughness value increased
t0 6.9 0.9 nm for the bilayer device (BP+RP) and to 10.3 &= 1.6 nm for the complete
three-layers (BP + RP + GP) polymeric stack. However, these roughness values were
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Fig. 10.3 a sketch of the MAPLE and spin coated white light OLED device; b Commission Inter-
nationale de 1’Eclairage coordinates with indication of the colour coordinates for the MAPLE
deposited device

still compatible with OLED fabrication which was realized depositing atop electrode
made by Calcium (10 nm) covered by Aluminum (100 nm), as shown in Fig. 10.3a.

The choice of the blue/red/green polymer sequence in the active layer stack was
due to the deep energy levels of red-light-emitting polymer, which confined the
excitons.

By controlling the carriers and the energy transfer across the three light-emitting
layer interfaces, as well as the interplay between the deposition parameters, a pure
white colour emission with Commission Internationale de 1’Eclairage coordinates
(X =0.327, Y =0.374), Fig. 10.3b, and a Colour Rendering Index of 70 have been
achieved. The maximum luminance shown by the white OLED was about 200 cd/m?,
which is good for display applications [134].

Finally, many strategies have been used in order to deposit, using the MAPLE
technique, films with complex stoichiometry and graded properties, like the use of
a double and triple-beam triple-target [77, 135-139] and combinatorial MAPLE
[81, 106]. The use of a multi-target system was stimulated by the fact that mixing
components of different nature, such as organic polymers and inorganic dopants, in
the same target at a certain proportion and exposing them to the same laser beam
does not necessarily result in good quality composite films. The laser pulse energy
and wavelength is not optimized for each component individually and the mixing
proportion in the composite film is dictated by the initial proportion of the target and
thus cannot be changed in the process. These limitations were removed in the recently
proposed method of double or triple-beam deposition using MAPLE polymer and
inorganic targets, each being simultaneously exposed to a laser beam of a different
wavelength.
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10.4 RIR-MAPLE: Motivation for Emulsion Targets

The key innovative idea of MAPLE is the incorporation of solvents as a target matrix
to absorb incident laser energy (from UV or IR light) during physical vapor deposition
of organic thin films, especially for polymers and other macromolecules. In MAPLE-
based deposition, the target polymer is dissolved in the solvent matrix, and the entire
solution is subsequently frozen by liquid nitrogen to make a solid target for laser
irradiation. The use of a solvent matrix to absorb laser energy leads to three possible
deposition scenarios (Fig. 10.4). In the first scenario (Fig. 10.4a), the laser energy is
not able to completely vaporize the frozen solvent matrix such that a chunk of iced
target polymer is ejected by the laser to the substrate, which then melts and dries to
form the thin film. In the second scenario (Fig. 10.4b), the laser energy is completely
and solely absorbed by the solvent matrix such that it vaporizes, leaving isolated
polymer chains to deposit on the substrate intact. In the third scenario (Fig. 10.4c),
the laser energy is absorbed by both the solvent matrix and target polymer such
that the polymer undergoes photochemical reactions during deposition, leading to
fragmented species co-existing in a degraded film. Thus, the choice of solvent matrix,
the composition of the target solution, and the laser properties (energy, fluence, and
pulse width) can play important roles in determining which deposition scenario
occurs. In fact, O’Malley, et al. demonstrated that the laser pulse width, for example,
has very little impact on the final thin film properties for hydrophobic polymers [140].
Ideally, MAPLE-deposited organic thin films should benefit from the second scenario
because the polymer film is not degraded and does not have solvent contamination.

For the case of resonant infrared MAPLE, or RIR-MAPLE, the use of low energy
IR laser irradiation can help avoid the degradation that occurs in the third scenario and
can provide gentle deposition of polymeric materials. In order to achieve the second,
ideal deposition scenario using RIR-MAPLE, the wavelength of the IR laser must
be tuned to be resonant only with molecular vibrational modes in the solvent matrix
that are not present in the polymer to be deposited. However, for a given organic
target material, the chosen solvent matrix must also account for the solubility of the
organic material. If the polymer solubility is poor in a given solvent, the deposition
will not be uniform because the material is not evenly dispersed within the target at a
molecular level. This dual need for the solvent matrix to provide good solubility for
the target polymer and to provide unique resonant absorption of the IR laser energy
can limit the ability of RIR-MAPLE to be applied generally to different organic
material systems.

To help make RIR-MAPLE a more universal technique that can deposit most
organic material systems, Pate, et al. developed a novel approach to prepare the
deposition target. Instead of using a frozen solution, a frozen emulsion, or mixture of
two or more liquids that are normally immiscible, is used as the deposition target. This
deposition approach is referred to as emulsion-based RIR-MAPLE, and it establishes
a new research direction for the MAPLE technique by exploring the impact of more
complex target chemistry as an important deposition parameter [46, 141, 142]. For
example, a specific organic target material may have many good solvents from which
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Fig. 10.4 A schematic diagram of three possible deposition scenarios that can occur during MAPLE
deposition from a frozen solution. a The laser energy is not absorbed efficiently by the solvent
matrix, ejecting iced polymer target to the substrate. b The laser energy is absorbed completely
by the solvent matrix, leaving dry polymer chains to deposit onto the substrate (ideal). ¢ The laser
energy is not only absorbed by the solvent matrix, but also by the polymer, which breaks polymer
chains and leaves fragmented polymer to deposit on the substrate

to choose, and the selection of a particular primary solvent is somewhat arbitrary for
a frozen target solution in which phase explosion is the primary mechanism for film
growth [143].Yet, in the case of frozen emulsion targets, a different film formation
mechanism is proposed, and each component of the frozen emulsion target can have
a profound effect on the resulting thin film properties, as described herein. Root-
mean-square (RMS) surface roughness, as determined by atomic force microscopy
(AFM) measurements, is presented as one example of thin film properties because
it has a direct impact on the applicability of organic thin films in electronic and
photonic devices.

10.5 RIR-MAPLE: Frozen Emulsion Targets

For a traditional two-phase emulsion (without any polymer), two liquid phases are
not miscible (water is a polar phase and oil is a non-polar phase). From the perspective
of thermodynamics, the classic Gibbs—Deuhem equation [144] describing the Gibbs
free energy for liquid-liquid interfaces can be used to predict emulsion behavior, and
is shown as (10.4):

dG° = —5°dT + Ady + ) midp; (10.4)



10 UV- and RIR-MAPLE: Fundamentals and Applications 291

where —S?dT is the entropy term, Ady is the interfacial energy term (A is the
interface area, y is the interfacial tension), and ) n;du; is component term (n; is the
number of moles of component i in the interface layer, w; is the chemical potential
of component 7). At constant temperature and composition, the entropy term and
component term can be ignored (10.5):

9G°
= 10.5
4 ( 94 )r,n, (10.5)

For the interface between two dissimilar phases, such as water and oil, the inter-
facial tension, y, is positive. As a result, the interfacial area between the water and
oil tends to be reduced naturally in order to keep the Gibbs free energy as low as
possible. As a result, the oil phase tends to separate from the water phase by forming
a distinct layer above or below the water (depending on the relative density of the oil
to water). This planar interface yields the lowest interfacial area and represents the
extreme case of reducing interfacial free energy.

By shaking or sonication (energy input to the system), the separate layer of oil
can be broken into small droplets and dispersed in the water temporarily, leading to
the formation of an oil-in-water (o/w) emulsion. In the case of emulsion-based RIR-
MAPLE, the oil phase is anon-polar primary solvent used to dissolve an organic target
material. If a surfactant is present in the emulsion, the interfacial tension of primary
solvent and water can be reduced by the adsorption of surfactant at the interface.
Due to steric hindrance, the surfactant also prevents primary solvent droplets from
coalescing and leading to emulsion flocculation. While the primary solvent droplet
size in a two-phase o/w emulsion is not monodisperse, the statistical average of the
droplet size can be determined, and it is partially affected by the miscibility of the
primary solvent in water (solubility-in-water). In general, for a two-phase emulsion,
if the solubility-in-water of the primary solvent is lower, the solvent droplet size is
larger because the interfacial tension, y, is larger and the two phases tend towards a
planar interface. As a result, smaller solvent droplets are driven to coalesce quickly
into larger droplets in order to reduce the interfacial area with water.

If athird phase (e.g., hydrophobic polymer) is added to a traditional two-phase, o/w
emulsion, the interplay among the primary solvent, water and polymer can change
the emulsion properties. Figure 10.5 shows the concept of competitive bonding in
a three-phase, o/w emulsion containing polymer, primary solvent and water. In this
case, the larger the bonding strength between primary solvent and polymer molecules,
compared to that between primary solvent and water molecules, the smaller the oil
phase droplet size (comprising primary solvent and polymer) in the corresponding
emulsion. Alternatively, the presence of the hydrophobic polymer within the primary
solvent can reduce the interfacial tension of the oil phase with water. Therefore, the
average droplet size of a three-phase, o/w emulsion for a primary solvent with low
solubility-in-water can be smaller than the droplet size expected for a traditional two-
phase, o/w emulsion. For emulsion-based RIR-MAPLE deposition, the three-phase
o/w emulsion is flash frozen in a target cup that has been pre-cooled to —196 °C
(77 K) by liquid nitrogen. This flash freezing enables the emulsion to solidify before
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Water Molecule  Sclvent Molecule  Polymer Molecule Bonding Force Direction

Fig. 10.5 Graphic representation of three-phase, o/w emulsion. The top left shows solvent
molecules that bond with polymer chains and envelop them, forming a droplet inside the water
molecules. The top right shows the competition between the bonding of a solvent molecule to a
polymer chain and the bonding of a solvent molecule to a water molecule. The bonding of water
molecules to hydrophobic polymer molecules is ignored because hydrophobic polymers are insol-
uble in water

it separates (~10-30 s) so that the emulsified droplets are maintained in the final
target.

10.6 RIR-MAPLE: Film Formation from Emulsion Targets

The droplet size of the hydrophobic polymer/primary solvent in a three-phase, o/w
emulsion is important to emulsion-based RIR-MAPLE because of the nature of film
formation for this process (Fig. 10.6). Similar to RIR-MAPLE of frozen solutions,
the target matrix resonantly absorbs the laser energy, but contrary to frozen solution
targets, the absorption of the laser energy is completely decoupled from the organic
target material and its primary solvent. Instead, resonant absorption of the laser energy
occurs only in the continuous water-ice phase of the emulsion, which serves as the
target matrix. This resonant absorption by water-ice is achieved by using an Er: YAG
laser with a peak wavelength at 2.94 um, which is resonant with the vibrational
modes of hydroxyl bonds [141, 145]. While water comprises two hydroxyl bonds,
many polymers and corresponding primary solvents, especially those germane to
photonic and electronic applications, do not contain hydroxyl bonds. Thus, when
phase explosion occurs in the water-ice matrix for a frozen emulsion target, instead of
transferring a wide variety of uncontrolled polymer chain configurations as in frozen
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Fig. 10.6 Schematic
illustration of the film
formation mechanism in
emulsion-based
RIR-MAPLE process. The
surface roughness and
internal voids of the film are
highlighted by blackline

solutions [35, 40, 146-148], the emulsified polymer/primary solvent droplets are
transferred, and the morphology of these droplets can be controlled by the emulsion
target chemistry [149]. The film deposited from the frozen emulsion target results
from the cluster-by-cluster stacking of the polymer, as shown in Fig. 10.6. These
polymer clusters do not necessarily exhibit close packing, which leads to uneven
surfaces and voids inside the film. Therefore, the surface and internal morphologies
of films deposited by emulsion-based RIR-MAPLE depend on the emulsified droplet
size and the polymer cluster morphology within the droplet. As a result, by creating
frozen three-phase, o/w emulsions, the gentle deposition of polymer thin films can be
achieved for almost any hydrophobic polymer, as well as other hydrophobic soluble
or dispersed materials, such as small molecules, oligomers and nanoparticles.

Pate empirically determined a standard emulsion-based deposition recipe for most
hydrophobic organic materials [150]. This emulsion recipe contains a primary solvent
to dissolve the target organic material, a secondary solvent (typically phenol or ben-
zyl alcohol) to stabilize the frozen target in vacuum and to enrich the hydroxyl bond
concentration, and de-ionized (DI) water to provide the majority of hydroxyl bonds
for resonant laser absorption. In addition, 0.001wt% surfactant, typically sodium
dodecyl sulfate (SDS), is prepared in the DI water to help stabilize the emulsion.
The typical volume ratio of the primary solvent, secondary solvent and DI water is
1:1:4, which determines the concentration of hydroxyl bonds in the emulsion and
the depth of the laser-target interaction volume. For the standard emulsion recipe,
the hydroxyl bond concentration leads to “evaporative” deposition in which the laser
energy density is large and the water-ice matrix is vaporized (laser wavelength absorp-
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tion coefficient on the order of @ = 1000 cm™!). “Ablative” deposition occurs when
the hydroxyl concentration in the emulsion is low such that the laser energy density
is small, which leads to splashing of un-vaporized liquid ejecta onto the substrate
(laser wavelength absorption coefficient on the order of @ =10 cm™").

The standard growth conditions for RIR-MAPLE deposition are: 1.46 J/cm? laser
fluence (90 s laser pulse at 2 Hz pulse repetition rate), IE—S5 to 1E—4 Torr chamber
pressure, target-to-substrate distance of 7 cm, and substrate temperatures <200 °C
(typically, films are grown at room temperature). The pulsed laser rasters radially
across the target, which rotates at a constant rate (usually 3—4 RPM), in a pattern that
ensures that the target is ablated evenly. In the vacuum chamber, the substrate faces the
target in a vertical configuration and rotates at a constant rate (usually 10-15 RPM)
during deposition. The vaporous host matrix (water), and some primary/secondary
solvent and surfactant from the emulsified particles, are pumped away by the vacuum,
thereby minimizing liquid contamination of the deposited film.

It is important to note that while the emulsion target contains secondary solvent
and surfactant, the target chemistry has been explained in the context of a three-
phase, o/w emulsion (polymer, primary solvent, and water). This simplification is
reasonable given that the primary solvent accounts for 80% by volume of the organic
solvents in the emulsion recipe. Nonetheless, the secondary solvent and surfactant
have essential roles in the emulsion target chemistry, and their impact must also be
considered in the overall emulsion morphology.

10.7 RIR-MAPLE: Impact of Primary Solvent, Secondary
Solvent, Surfactant and Matrix in Frozen Emulsion
Targets

As mentioned earlier, the unique approach of emulsion-based RIR-MAPLE is that the
polymer morphology within the target is controlled by the emulsion chemistry. The
emulsified polymer droplets are directly transferred to the substrate by the incident
laser irradiation, thereby determining the thin film properties. While this process
is straightforward, the emulsions are complex due to the presence of at least five
different components (hydrophobic polymer, primary solvent, secondary solvent,
surfactant, and water).Thus, the ability to control the resulting thin film properties
depends on understanding this target emulsion chemistry.

Regarding the primary solvent, chemicals with lower solubility-in-water and lower
vapor pressure yield smoother films deposited by emulsion-based RIR-MAPLE. As
described in the discussion of three-phase, o/w emulsions, primary solvents with
lower solubility-in-water yield smaller solvent droplets containing smaller polymer
clusters within the water matrix. The films deposited from smaller polymer clus-
ters are smoother due to smaller surface features and higher packing density of the
polymer clusters. Primary solvents with lower vapor pressure lead to smoother films
because the sublimation rate of the frozen target in vacuum is reduced and the depo-
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sition is more consistent over time. Due to its vapor pressure, the primary solvent
can sublimate in vacuum over time, even without laser irradiation. As more frozen
solvent molecules sublimate, the polymer concentration on the surface of the frozen
target emulsion increases, and it has been demonstrated that films deposited from
targets containing highly concentrated polymers are rougher than films deposited
from targets with low concentrations of polymers [40]. A secondary effect of a low
vapor pressure primary solvent is that the reduced sublimation rate can prevent the
target composition from changing over time.

The desired properties of the primary solvent were determined by investigating
two families of solvents, alkyl aromatic solvents (toluene, o-xylene, pseudocumene)
and chlorinated aromatic solvents (chlorobenzene (CB), 1,2-dichlororbenzene
(0-DCB), 1,2,4-trichlorobenzene (TCB)) [151]. Poly(3-hexylthiophene-2,5-diyl)
(P3HT) was deposited using these chemicals as the primary solvent in emulsion-
based RIR-MAPLE because this hydrophobic conjugated polymer has been widely
studied for organic solar cells (OSCs) and has many well-known properties [152,
153]. For each solvent family, as the number of side groups increases (CHj3- or
ClI- for alkyl aromatic solvents and chlorinated aromatic solvents, respectively), the
vapor pressure and solubility-in-water decrease. The RMS surface roughness of the
P3HT films decreased with increasing number of side groups (for each solvent fam-
ily), with TCB yielding the smoothest films, and correspondingly, the highest OSC
power conversion efficiency.

Regarding the secondary solvent (typically phenol), it was initially included
in the emulsion target to increase the hydroxyl bond concentration for “evap-
orative” deposition and to reduce the overall vapor pressure of the emulsion
so that it remains stable in vacuum over time. However, a deposition study
of poly-[2,6-(4,4-bis(2-ethylhexyl)-4H-cyclopenta [2,1-b;3,4-b’]-dithiophene)-alt-
4,7(2,1,3-benzothiadiazole)] (PCPDTBT), another common polymer used in OSCs,
demonstrates that the secondary solvent could play another role. Figure 10.7 shows
two emulsions of PCPDTBT, with and without the secondary solvent phenol, using
TCB as the primary solvent. Figure 10.7 demonstrates that a good emulsion cannot
be formed without the secondary solvent phenol, indicating that phenol also acts as
a “surfactant” to help stabilize the emulsion. To better understand the impact of the
secondary solvent, PCPDTBT films deposited from TCB emulsions with different
amounts of phenol were characterized by AFM. The RMS surface roughness val-
ues are shown in Table 10.3, demonstrating comparable film roughness for a phenol
volume ratio in the range of 0.1-0.5. However, if phenol is not added at all, a sta-
ble emulsion cannot be formed, and if too much phenol is added, the film roughness
increases significantly due to its high solubility-in-water. Thus, phenol may behave as
a surfactant in small amounts, remaining at the interface between the primary solvent
and water, and as a primary solvent in large amounts. In fact, the phenol molecule
contains a benzene ring (hydrophobic part) and a hydroxyl group (hydrophilic part)
(Fig. 10.7¢c). The exact role of the secondary solvent, the ideal solvent choice, and
the best concentration within the emulsion remain as open research questions.

Regarding the surfactant (SDS), an important issue has been to determine the
optimum surfactant concentration that produces a meta-stable emulsion (~10 to 30 s
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Fig. 10.7 PCPDTBT emulsion prepared from TCB as the primary solvent with a phenol and b
without phenol as the secondary solvent. ¢ Chemical structure of the phenol molecule

Table 10.3 RMS roughness of PCPDTBT films deposited from TCB as primary solvent with
different amount of phenol as the secondary solvent

TCB:Phenol:DI water (volume ratio)

RMS roughness (nm)

1:0:3

NA (not an emulsion)

1:0.1:3 11.87 (2.43)
1:0.25:3 11.10 (0.89)
1:0.5:3 15.23 (0.33)
1:1:3 22.23(1.79)

The roughness of the films was obtained by averaging three AFM images from different areas of
each film. The values in parentheses are the standard deviation of the RMS surface roughness for
each film from three AFM images

for flash-freezing), yet is not transferred to the substrate in any significant amount.
Emulsion-based RIR-MAPLE deposition of P3HT was conducted using different
amounts of SDS surfactant: no surfactant, 1IE—3 wt%, 1E—2 wt%, and 1E—1 wt%.
Specular x-ray diffraction (XRD) measurements were conducted to identify charac-
teristic peaks for SDS, and these peaks were observed for the 1IE—1 wt% and 1E—2
wt% films. However, the spectrum for the 1E—3 wt% surfactant film was featureless,
similar to the film with no surfactant, indicating that there was not enough surfactant
material in the film to form regularly spaced structures. As a result of this study,
1E—3 wt% surfactant in DI water has been identified as sufficient concentration
to maintain the emulsion stability until it is frozen without being deposited on the
substrate in a significant quantity.

Regarding the water-ice matrix, for some polymers of interest, exposure to water
can cause degradation. While the water-ice matrix is vaporized upon laser irradi-
ation and is not incorporated into the deposited film, it is not clear how much the
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Table 10.4 Surface morphology of P3HT thin films deposited from alcohol/water host matrix
containing 25 vol% of different alcohols: pure water, methanol, ethanol, 1-propanol, and 1-butanol

Host matrix Roughness (nm) Thickness (nm) Roughness/thickness
ratio

Pure water 359 74.9 0.48

Methanol 20.5 63.8 0.32

Ethanol 23.7 68.8 0.34

1-propanol 24.0 107.0 0.22

1-butanol 42.8 105.0 0.40

water matrix may impact the polymer within the emulsified droplets. Therefore,
a co-matrix of alcohol and water has been investigated to maintain the hydroxyl
bond concentration while reducing the total amount of water within the emulsion.
P3HT was deposited using emulsion ratios (by volume) of 1:0.2:1:3 (primary solvent
(TCB): secondary solvent (phenol): alcohol: DI water). Four alcohols were chosen
for the co-matrix with water: methanol, ethanol, 1-propanol, and 1-butanol. The sur-
face morphology was determined by AFM (25 pwm x 25 pwm scan size), as shown in
Fig. 10.8. Table 10.4 summarizes the surface morphology details for the P3HT films
deposited from alcohol/water co-matrices with different alcohols. Compared to the
P3HT film deposited from pure water, adding alcohol to the matrix reduces the RMS
surface roughness/thickness ratio significantly, which gives an overall idea of the
film smoothness. Among the four alcohols under consideration, 1-propanol yields
the smoothest film with RMS surface roughness/thickness ratio of 0.22. While the
possible degradation of polymers due to water exposure in the emulsion remains an
open research question, this alcohol/water co-matrix study does indicate that inclu-
sion of an alcohol in the continuous water phase can improve film deposition, and it
may be possible to completely replace water with an appropriate alcohol.

10.8 RIR-MAPLE: Emulsion Targets for Hydrophilic
Polymers

So far, emulsion-based RIR-MAPLE has been described in the context of hydropho-
bic polymer thin film deposition, yet the frozen emulsion target can be modified for
hydrophilic polymer deposition. One obvious question is if the same o/w emulsion
target is appropriate for hydrophilic polymers that are water soluble. As a first step,
thin film deposition of polyethylene glycol (PEG) using an o/w emulsion recipe
is compared to deposition from a solution of PEG in water. Figure 10.9 shows
the corresponding AFM images. Counterintuitively, the emulsion target leads to
smoother films than the water solution target. Regarding the water solution, the poly-
mer molecules are no longer deposited as polymer clusters defined by the emulsion
droplet size. On the contrary, the polymers are deposited directly from the contin-
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Fig. 10.8 AFM images of P3HT films deposited from different host matrices containing 25 vol%
matrix: 75 vol% DI water, where the matrix is: a DI water, b methanol, ¢ ethanol, d 1-propanol,
and e 1-butanol

uous water phase, which can result in polymer chain collisions when frozen water
in the target is evaporated by absorbing incident laser energy. The polymer chains
form large polymer aggregates that contribute to the large surface roughness of the
deposited films. In fact, this deposition description can be applied to any MAPLE sys-
tem in which a good solvent, alone, is used as the matrix for resonant laser absorption
such that the solvent is removed during deposition. Correspondingly, rough films of
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Fig. 10.9 AFM images of PEG polymer films deposited from a an emulsion target prepared by the
mixed solution of water and phenol and from b a water solution. The RMS surface roughness, Rq,
is shown in each figure

water solutions have been observed previously for different polymers and different
MAPLE variations [45, 154].

Yet, the concept of an o/w emulsion target benefits hydrophilic polymer deposi-
tion, as indicated by the film surface roughness, and the appropriate emulsion recipe
for hydrophilic polymers must be determined. First, it is important to note that, unlike
hydrophobic polymers, hydrophilic polymer molecules in an o/w emulsion are dis-
persed in the continuous water phase. Figure 10.10 describes the different dispersion
states of hydrophobic and hydrophilic polymers in an o/w emulsion. Even though the
solvent droplets do not directly confine the polymer into smaller clusters, they can
divide the continuous water phase into different regions. Thus, the solvent droplets
can act as barriers to reduce the aggregation of polymers during the water vapor-
ization. Nonetheless, the surface roughness of hydrophilic polymer films deposited
from o/w emulsions is higher than the roughness of hydrophobic polymer films in
which the polymers are completely confined within organic solvent droplets.

To use the concept of frozen emulsion targets effectively for hydrophilic polymers,
the emulsion type should be inverted to water-in-oil (w/0) emulsions, in which water
droplets are dispersed within the organic solvent continuous phase. A w/o emulsion
should be ideal for deposition of smooth hydrophilic polymer films because the size
and morphology of the water droplets containing polymer clusters are determined by
the emulsion chemistry. One challenge to using w/o emulsions is that the continuous
oil phase, i.e. organic solvents, must be the dominant phase (in volume). However,
RIR-MAPLE requires water to be the dominant phase in order to efficiently absorb
the laser energy.

To investigate emulsion-based RIR-MAPLE deposition of hydrophilic polymers,
poly(3,4-ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS), which is a
common hole transport layer in organic solar cells, is used as a model material for
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Fig. 10.10 Schematic representation of the dispersion states of a hydrophobic and b hydrophilic
polymers in the emulsion targets

Surfactants

deposition from a w/o emulsion. In order to balance the trade-off between more water
in the emulsion to absorb laser energy and more organic solvent in the emulsion to get
a w/o type, the standard emulsion recipe was modified to a volume ratio of 2:0.25:2
(primary solvent: secondary solvent: DI water (with polymer)).It should be noted
that the PEDOT:PSS water solution contains 1 volume starting PEDOT:PSS water
solution and 1 volume DI water is added. In addition, in order to achieve a w/o emul-
sion, the SDS surfactant is no longer ideal because the hydrophilic-lipophilic balance
(HLB) number of SDS is too high. The HLB number of a surfactant indicates whether
the surfactant is more hydrophilic or lipophilic. In general, a surfactant with a high
HLB value (such as SDS) is more hydrophilic and is used to make an o/w emulsion,
while a low HLB number indicates the surfactant is more lipophilic and used to
make a w/o emulsion. Thus, three surfactants with different HLB numbers were cho-
sen for comparison: SDS (HLB =40), poly(ethylene glycol)-poly(propylene glycol)-
poly(ethylene glycol) (PEG-PPG-PEG) (HLB =24), and polyethylene glycol hex-
adecyl ether (BriJ@52) (HLB =5). SDS and PEG-PPG-PEG are water soluble and
were prepared in PEDOT:PSS water solutions at a concentration of 0.001 wt%. In
contrast, BriJ@52 is soluble in organic solvents and was prepared in the primary sol-
vent (TCB) at a concentration of 0.001 wt%. A reference sample was also included
in which no surfactant was used.

Figure 10.11 shows the AFM images of PEDOT:PSS films deposited from (a)
no surfactant, (b) SDS, (c) PEG-PPG-PEG, and (d) BriJ@52 as the surfactants.
Table 10.5 shows the details of the recipes and the corresponding RMS surface
roughness obtained from the AFM images. The surface roughness for the BriJ@52
film is much lower compared to the other films, demonstrated by the smaller polymer
clusters observed on the surface, providing indirect evidence that a w/o emulsion
was achieved. A direct proof of the emulsion type achieved using different types of
surfactants is desirable, which should be studied in the future using cryo-transmission
electron microscopy to directly image the emulsion or by measuring the conductivity
of the emulsion indirectly.
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Fig. 10.11 AFM images of PEDOT:PSS films deposited from a no surfactant, b SDS as the sur-
factant, ¢ PEG-PPG-PEG as the surfactant, and d BriJ@52 as the surfactant

10.9 RIR-MAPLE: Applications Using Emulsion Targets

The impacts of emulsion target chemistry on the properties of deposited polymer films
have been identified, which is crucial to further development of emulsion-based RIR-
MAPLE. With the role of primary solvent on hydrophobic polymer deposition being
articulated, fundamental deposition mechanisms using emulsions as the target are
proposed to help identify the roles of secondary solvent, surfactant, and alcohol/water
co-matrices. These mechanisms also are explored by using the proposed hypotheses
to improve the deposition of hydrophilic polymers. These studies provide insight and
direction to determine the best emulsion target chemistry to control film properties
for different applications. Further studies should focus on the in situ characterization
of the emulsion morphology and theoretical simulation to validate the proposed
hypotheses.

While understanding of emulsion-based RIR-MAPLE is far from complete, sev-
eral applications have already been demonstrated showing the unique capabilities
of the technique. Ryan Pate demonstrated an all-polymer distributed Bragg reflector
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Table 10.5 RMS surface roughness of PEDOT:PSS films deposited from the emulsion target using
different types of surfactants

Deposition recipe RMS surface roughness (nm)
(a) 2(TCB):0.25(Phenol):2(1 PEDOT 46.80 (3.77)

solution + 1 water)

(b) 2(TCB):0.25(Phenol):2(1 PEDOT 38.75 (1.77)

solution+ 1 SDS water)

(¢) 2(TCB):0.25(Phenol):2(1PEDOT solution+ | 37.65 (2.47)
1 PEG-PPG-PEG water)

(d) 2(TCB):0.25(Phenol):2(1PEDOT 16.00 (0.28)
solution + 1 BriJ water)

The roughness of the films was obtained by averaging three AFM images from different areas of
each film. The values in parentheses are the standard deviation of the RMS surface roughness for
each film from three AFM images

(DBR) based on eight pairs of alternating layers of P3HT and PMMA deposited
by emulsion-based RIR-MAPLE [142], showing the capability to deposit multi-
layered structures with polymers having similar solubility. Ryan McCormick demon-
strated anti-reflection polymer coatings by etching away PMMA from a polystyrene
(PS)/PMMA blended film to create a gradient refractive index structure [155]. This
application demonstrates that emulsion-based RIR-MAPLE can blend two poly-
mers with nanoscale domain sizes because the pore sizes in the etched film were
consistent with the requirements for an effective medium in the visible range, a cru-
cial requirement to achieve the gradient refractive index structure for application to
anti-reflection coatings. Ryan McCormick also initiated bulk-heterojunction organic
solar cell fabrication by emulsion-based RIR-MAPLE. Although the efficiencies of
the initial organic solar cells fabricated using emulsion-based RIR-MAPLE were
below 1%, the device performance already demonstrated significant improvement
over organic solar cells fabricated by UV-MAPLE [127]. This improvement shows
the potential of emulsion-based RIR-MAPLE for application to organic optoelec-
tronic device fabrication, which extends beyond solar cells to include organic light
emitting diodes (OLEDs) and organic photodetectors.

10.10 Conclusions

The MAPLE technique has demonstrated its ability to deposit organic and biological
materials with minimum modification of the chemical structure and functionality of
the material of interest, above all for medical applications. For this reason, there has
been increasing interest in the technique for the last several years, also motivated by
the interesting properties presented by some polymers, like PMMA, together with
the possibility to have better control of molecular ordering and crystalline morphol-
ogy during film growth due to the prolonged time of deposition compared to other
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solvent-based methods. Moreover, of relevant importance, is the possibility offered
by the MAPLE technique to deposit polymer multilayers with respect to conventional
deposition techniques used for polymer deposition.

Most of the advantages and peculiarity of this laser-based technique come from
the possibility to change many independent deposition parameters. This aspect is
particularly true for the emulsion-based RIR-MAPLE technique which offers an
especially gentle mechanism for the deposition of organic and biological materials.
Although all aspects of the process are not completely understood, it provides high
versatility in deposition due to the additional degrees of freedom associated with the
emulsion components, as demonstrated by the encouraging results for the deposition
of materials for optoelectronic applications that open the way to realize new, high-
performance devices.
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Chapter 11 ®)
Combinatorial Laser Synthesis oo
of Biomaterial Thin Films: Selection

and Processing for Medical Applications

Emanuel Axente, Carmen Ristoscu, Adriana Bigi, Felix Sima
and Ion N. Mihailescu

Abstract A new generation of implantable biomaterials should possess smart
surfaces and interfaces able to modulate cellular behaviour and directly address
specific clinical issues. This chapter provides an overview of recent advances in the
field of laser-based combinatorial synthesis of thin biomaterial films with gradient
of composition on solid substrates for medical applications. Laser processing meth-
ods and selected applications for tissue engineering and regenerative medicine are
reviewed in sequel.

11.1 Introduction

In materials science, the substance properties can be optimized by tuning the
composition. The idea of combinatorial materials science is to extend and utilize
advanced fabrication technologies of materials, which are able to produce a large
number of different combinations on a single substrate in one-step experiment under
identical conditions [1]. After the combinatorial deposition, the material libraries are
examined for desired physical properties by adequate characterization methods. By
using this approach, a fast development of new materials can be anticipated.

As known, Combinatorial chemistry refers to a new methodology by which one
can simultaneously synthesize tens, hundreds or even thousands of different micro-
samples, often called (molecular) libraries [2]. These compound libraries can be
mixtures, sets of individual compounds or chemical structures. In fact, combinatorial
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Combinatorial synthesis

Conventional synthesis

Fig. 11.1 Schematic representation of conventional and combinatorial syntheses

chemistry is acombination of chemistry and biology. It can generate array of different,
but structurally similar molecules, in order to investigate a specific molecule along
with its derivatives. The basic principle of combinatorial chemistry is to concurrently
prepare and monitor a large number of different molecules.

In conventional synthesis, a compound is obtained directly, A + B — AB, while
in combinatorial approach we have A(;_,) +B(1—n) = Aq—nBu-n (Fig. 11.1).

A comprehensive review of high throughput combinatorial synthesis available
in [3] discusses the application of combinatorial approaches to the discovery of
new electronic, ferroelectric, piezoelectric, multiferroic and magnetic materials.
The combinatorial method based on the use of sputter deposition to develop new
libraries includes materials which exhibit Colossal Magnetoresistance (CMR) [4].
These authors obtained a library of 128 distinct compositions of Y, La, Ba, Sr,
Ca, and Co containing films such as Lag e YCag33MnO, and Ndy7Srp33MnO3_,.
A library of 25,000 oxide compositions based on Y, Al, La, Eu, and V, e.g.
Y0‘845A10‘070La0.060Eu0‘025VO4 with very hlgh quantum efﬁciency similar to com-
mercial red phosphors was demonstrated in [5]. Other luminescent inorganic oxides
containing elements from the Sr—Ce—O system were obtained using thin film physi-
cal vapour deposition methods followed by prolonged heat treatment to form single-
phase compositions [6].

A special UHV deposition system based on the M600 MBE was developed for
the synthesis of solid state materials combinatorial libraries [7]. These include the
synthesis of wide compositional ranges of mixed oxides, hydrides and nitrides.

Combinatorial Magnetron Sputtering (CMS) demonstrated to act as a viable tool
for the rapid development of enormous libraries of complex materials [8].

Binary Ag-Te thin films to be used as a cation supply layer in conductive bridge
random access memory (CBRAM) devices were synthesized by combinatorial sput-
ter deposition technique [9]. Switching properties investigated and compared to cells
with only Ag cation supply layer, demonstrated an improved cycling behaviour when
Te is added to pure Ag.



11 Combinatorial Laser Synthesis of Biomaterial Thin Films ... 311

Ti—Ta alloys, recognized as appropriate materials for applications in actuators
as well as biomedical implants, were manufactured by glancing angle deposition
(GLAD) at room temperature in form of a nanocolumnar (of ~150 to 160 nm in
width) Ti—Ta library [10].

Combinatorial Pulsed Laser Deposition (C-PLD) have been used to grow discon-
tinuous Fe/MgO multilayers with increased tunnelling magnetoresistance (TMR)
and field sensitivity at room temperature [11].

C-PLD was applied for embedding Ag into Hydroxyapatite (HA) with the aim
to enhance the antimicrobial performances of coatings for load bearing implants
[12]. The Ag content along the length of the combinatorial structure increased up
to a maximum of ~1 at.%. Ag content values up to 0.6 at. % into HA coatings
sustained antimicrobial activity and were found nontoxic for mesenchymal stem
cells (MSC) growth. Ag, recognised as antibacterial material, was used to obtain
Zr—Cu-Al-Ag thin film metallic glasses by confocal magnetron co-sputtering with
DC power supplies [13]. The antibacterial activity proved to be strongly dependent
on alloy compositions: sensitive to Cu and Ag, but insensitive to Zr and Al. More
precisely, the alloys with higher antibacterial activity were in the compositional range
of 30-50% Zr, 33-36% Cu, 10-25% Al, and 5-10% Ag.

Antimicrobial Ag-doped Carbon structures were fabricated by C-PLD [14]. The
optimal combination between convenient physical-chemical properties, efficient
shielding against microbial colonization and positive effects on MG63 cells was
found for Ag-doped Carbon films containing 2—7 at.% Ag. These mixtures can be
used to fabricate efficient coatings of metallic implants, with the goal to decrease the
risk of implant associated biofilm infections which are difficult to treat and habitually
connected with implant failure.

A review on high throughput combinatorial thin film material growth and char-
acterization is given in [15]. The selection of relevant combinatorial libraries and
extrapolation from small-scale deposition techniques to industrially relevant pro-
cesses must be implemented with care.

In 2012, we proposed a single-step combinatorial approach based on Matrix-
Assisted Pulsed Laser Evaporation (MAPLE) for both the immobilization and blend-
ing of organic compounds [16]. Combinatorial MAPLE (C-MAPLE) was applied to
obtain a compositional library of levan and oxidized levan in form of thin film. We
proved that by C-MAPLE one can rapidly generate discrete areas of organic film
compositions with improved properties than starting materials. Moreover, composi-
tional gradients could be used to identify specific nanostructured surfaces in order
to control cell proliferation or modulate intracellular signalling pathways [17].

The proposed C-MAPLE generated combinatorial gradients proved remarkable
potential in the screening of new bioactive interfaces for tissue regeneration. Com-
positional gradients of Sr-substituted HA (StHA) and Zolendronate (ZOL) modified
HA (ZOLHA) were synthesized on Titanium substrates with the aim to modulate
the composition of the thin films and hence the promotion of bone growth and the
inhibition of bone resorption [18]. Antimicrobial orthopedic maps from chitosan
and biomimetic apatite powders have been obtained by C-MAPLE [19]. These last
results are presented and discussed in the next sections of this chapter, along with
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in situ, single-step, embedding of active substances (Fibronectin—FN) in biodegrad-
able polymeric (PDLLA—poly-dl-lactide) matrices for local release [20].

11.2 Combinatorial Laser Synthesis Approaches

The research progress at interface among material science, physics, chemistry and
biology demonstrated the permanent need to create smart, bioresponsive surfaces
in order to control cell behavior, and consequently to respond to particular clinical
problems [21]. During last decades, combinatorial science along its whole applica-
tions spectrum emerged as a forefront domain for sustained progress achievements
in modern drug discovery and delivery [22—-24] and new materials synthesis for var-
ious fields of nanoscience and nanotechnology [25, 26], such as semiconductors,
magnetic materials, shape memory alloys, and energy materials. Indeed, in the sim-
plest description, the method involves a direct bifunctional mechanism where at least
two materials having different properties play distinct synergetic roles for a specific
application. The key concept of combinatorial materials science relies on the fabri-
cation of compositional material libraries consisting in well-defined gradients that
can be used in high-throughput screening of structure-activity relationships (SAR)
for biomedical applications.

Different methodologies are constantly explored for the identification or discovery
of novel materials with promising properties for nano-biotechnology. Buenconsejo
et al. [27] report on the development of a method for multilayer sputter deposition
which allows obtaining multiple ternary shape memory alloys libraries on a single 4
inch Si0O,/Si wafer substrate. The parallel synthesis and biological high-throughput
evaluation of more than 800 analogues of Procaspase-Activating Compound 1 (PAC-
1) was performed by Hsu et al. [28], using combinatorial libraries. The protocol for
library construction involved the condensation of 31 hydrazides in parallel with 27
aldehydes to generate 837 PAC-1 analogues. The authors evidenced that six analogue
compounds were found to be substantially more potent than basic PAC-1 to induce
apoptosis of cancer cells.

Indeed, combinatorial methods and high-throughput screening are extremely
promising approaches for optimizing the SAR of both organic and inorganic com-
positional library of materials [29]. We have recently demonstrated that micro- and
nano-fabrication of coatings with compositional gradient by laser-based techniques
could be a promising alternative to the existing procedures [30, 31]. Laser processing
allows control of the morphology and/or chemistry features of biomaterials and the
fabrication of hybrid compositional libraries.

The first laser attempt was the introduction, ten years ago, of “an unconventional
concept” of combinatorial chemistry, namely the combinatorial-pulsed laser deposi-
tion [32]. This technology, developed as an efficient but cost-effective and single-step
processing technique for the synthesis of coatings with gradient of composition and
morphology, was applied to a broad variety of inorganic materials [33, 34]. Here,
the compositional gradient is naturally obtained by the simultaneous ablation of
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Fig. 11.2 a C-MAPLE experimental setup b Schematic representation of thin films compositional
library obtained by C-MAPLE. Reproduced from [19]

two materials with two laser beams followed by their growth as a library thin film
on a solid substrate. C-PLD was also applied to biomaterials, namely doped CaP
gradient coatings and reported by Socol et al. [12] for discovering optimal composi-
tion/morphology characteristics for tissue engineering.

A development of C-PLD was the introduction of Combinatorial-MAPLE tech-
nique by Sima and Axente et al. [16, 17] for the fabrication of organic and composite
compositional libraries. Indeed, C-PLD is restricted to the synthesis of inorganic
thin film libraries only (high-power laser irradiation induces irreversible damage
to organic materials), while C-MAPLE approach allows preserving organic mate-
rial properties after transfer. Moreover, we recently demonstrated the possibility of
tailoring materials properties (morphology and/or chemistry features) to generate
bioresponsive surfaces, able to modulate and control cell behaviour [17-19, 30, 31].

Both experimental and theoretical aspects of MAPLE technique were extensively
addressed in the literature [30, 31, 35-40], therefore in the following we will refer to
C-MAPLE only. Similar to C-PLD, in the basic irradiation geometry, two cryogenic
targets are simultaneously evaporated by two pulsed laser beams (Fig. 11.2a). In our
experimental design, the beam of one laser is optically split into two beams, then
focused onto the surface of the targets (Fig. 11.2b), each one containing different
frozen solutions. Alternatively, different lasers could be considered, having different
characteristics such pulse duration, wavelength, repetition rate in order to optimize
the absorption of the frozen solvent of each target.

The evaporated materials are collected and assembled on solid substrates, a nat-
ural compositional gradient being thus obtained in-between, due to substance fluxes
intermixing (Fig. 11.2b). Several experimental parameters could be independently
adjusted for assembling uniform and functional hybrid thin films. The high versatil-
ity of the method allows controlling the key deposition parameters, as laser fluence
and repetition rate, dynamical pressure inside the vacuum reaction chamber, number
of laser pulses to be applied for each compound, targets to substrate separation dis-
tance, distance between the two laser spots focused on targets to control materials
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Fig. 11.3 Schematic representation of the C-MAPLE experimental setup using three targets

spreading. Moreover, various compositional distributions inside libraries could be
easily achieved by simply modifying the initial concentration of the solute in the
frozen targets.

A special arrangement could be also designed in which three or more targets could
be irradiated in the same time (Fig. 11.3). Here, the interplay between the experi-
mental parameters depicted above could result in the fabrication of compositional
diagrams, in which the composition-structure-properties relationship could be inves-
tigated in each consecutive point. Accordingly, it is obvious that laser-combinatorial
technologies could bring unique advantages for further developments in the synthesis
of new materials, surface functionalization or design of innovative properties in the
biomedical field. C-MAPLE is an innovative concept for the in situ biofabrication of
compositional libraries thin films of organic, inorganic and composite materials in
a single-step process. Several prospective research directions are the fabrication of
cell-instructive surfaces for tissue repair, supports for cell signalling response and
the possibility of drugs and proteins release from biodegradable polymeric coatings
which are extensively addressed in the following sections.
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11.3 Biomaterials Selection for Biomedical Applications

11.3.1 Compositional Gradient Thin Films of Sr-Substituted
and ZOL Modified HA

Due to high similarity with the inorganic phases composition of biomineralized
tissues of vertebrates, Calcium Phosphates (CaPs) exhibit excellent biocompatibility
and bioactivity [41—44]. Accordingly, CaPs coatings on metal implants are nowadays
wide scale used in the fields of tissue engineering and regenerative medicine, as well
as biomimetic biomaterials interacting with the “stem cell niche” [45]. The complete
list of CaPs, including their detailed synthesis approaches and advanced properties
for biomedical applications, has been comprehensively reviewed in several studies
[41,42] and references therein. It is generally accepted that the main mineral phase of
bone and teeth is a CaP, which could be assimilated to synthetic hydroxyapatite (HA,
Ca;o(PO4)¢(OH),), having the Ca/P ratio ~1.67. However, biological apatites differ
from stoichiometric HA, e.g. containing significant amounts of different ions, either
incorporated in the apatite crystal structure or just adsorbed on the crystal surface,
as reviewed by Boanini et al. [41]. Correlating the composition with other structural
properties such as degree of crystallinity, size and shape of crystallites grains, and
solubility allows for controlling the osteoinductive properties of HA-coated titanium
implants [41, 43].

Continuous developments in surface coatings biotechnologies are explored to
improve osseointegration, mitigate possible adverse effects and implant infection.
Indeed, during the whole lifetime, bone is continuously subjected to remodeling
mainly by pro-formative osteoblasts and pro-resorptive osteoclasts. It was recently
shown that bisphosphonates (BPs) are among the most active inhibitors for bone
degradation [46—49]. Biofunctional alendronate—HA thin films deposited by MAPLE
on titanium substrates were reported by Bigi et al. [46]. It is shown that such hybrid
coatings inhibit osteoclast proliferation and differentiation, and promote their apop-
tosis. In addition, alendronate has a valuable influence on osteoblast growth, viability
and earlier differentiation. More recently, the same group investigated the influence
of the simultaneous presence of two inhibitors of bone degradation, strontium and
zoledronate, on the direct synthesis of HA structure and bone cell responses [49].
The results of in vitro co-culture tests put into evidence that Sr plays a major ben-
eficial role on osteoblast proliferation and differentiation, whereas the inhibition of
osteoclast formation and differentiation is greater for ZOL than for Sr.

In view of discovering an optimum between dopants, we applied C-MAPLE, to
deposit thin films with variable compositions in gradient of Sr-substituted HA (StHA)
and ZOL modified HA (ZOLHA) on Titanium substrates [18].

SrHA nanocrystals were chemically synthesized using 50 ml solution obtained
by dissolving appropriate amounts of Ca(NOj3),-4H,0 and Sr(NO3), in CO,-free
deionized water in order to get a Sr/(Ca+ Sr) ratio of 0.1. The reaction was carried
out in N; atmosphere, at pH adjusted to 10 with NH4OH. The total concentration of
[Ca?*]+[Sr**] was 1.08 M. In the following, the solution was heated at 90 °C and
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Table 11.1 Experimental conditions for C-MAPLE samples fabrication

Target Substrate Substrate Laser Dynamic Target- No. of laser
temperature | fluence pressure substrate pulses
(Jem™2) (Pa) distance
(cm)
ZOLHA 5xTi RT 1.6 1 5 20,000
(0.2 gin
20 ml H,O)
StHA 0.7
(02gin
20 ml H,0)

50 ml of 0.65 M (NH4),HPOy solution (pH 10 adjusted with NH4;OH), was added
drop-wise under stirring. The resulting precipitate was maintained in contact with
the reaction solution for 5 h at 90 °C under stirring, then centrifuged and repeatedly
washed with distilled water. The final product was dried at 37 °C overnight. The
same procedure (without Sr(NOj3),) was applied to synthesize ZOLHA. In this case,
disodium zoledronate tetrahydrate was added to the phosphate solution. The ZOL
concentration was 14 mM, as calculated on final volume.

Compositional gradient thin films were obtained by simultaneous laser vaporiza-
tion of the two distinct material targets using the protocol described in Sect. 11.2
and reviewed in [30, 31]. The experiments of thin coatings deposition were car-
ried out in a vacuum reaction chamber [16, 17]. Briefly, 0.2 g of each nanocrystal
powder, STHA and ZOLHA, were both homogenously suspended in 20 ml distilled
water by ultrasonically stirring. Then, 3 ml of each solution were poured into a two
concentric ring holder. This way, any possible mixing was avoided. The holder was
immersed in liquid nitrogen for 15 min and the solutions were frozen. They were fur-
ther used as solid targets in the reaction chamber where a cooler supplied with liquid
nitrogen flow kept them frozen during multi-pulse laser irradiation and vaporization.
The experimental setup used in this study is schematically depicted in Fig. 11.2. In
a single-step processing protocol, the synchronized evaporated materials were col-
lected onto 5 distinct Ti substrates of 12 mm diameter. We applied 20,000 laser pulses
to grow~400 nm thin films, which is sufficient for the in vitro tests under consid-
eration. The samples were labelled C-1 to C-5, where the composition varies from
SrHA (C-1) to ZOLHA (C-5). The experimental conditions for MAPLE transfer and
immobilization of STHA and ZOLHA were carefully adjusted to prevent any thermal
damage and irreversible decomposition of materials and are collected in Table 11.1.

The X-ray diffraction (XRD) patterns of the starting powders were recorded
using a PANalytical X’Pert PRO powder diffractometer equipped with a fast
X’Celerator detector using Ni-filtered Cu Ko radiation (A =0.154 nm, 40 mA,
40 kV). Figure 11.4a presents the XRD patterns of STHA and ZOLHA showing
that both samples consist of HA as unique crystalline phase (ICDD PDF n.9-432).
The Sr concentration in StHA inferred by ICP spectrometry was about 8.4 at.%.
The incorporation of Sr into HA structure is demonstrated by the values of the lat-
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Fig. 11.4 Powder X-ray diffraction patterns of the as-prepared STHA and ZOLHA materials (a).
TEM images of StHA and ZOLHA nanocrystals (b). Adapted from [18]

tice parameters of STHA, a =9.443(1) A, ¢ =6.905(1) A, which are enlarged when
compared to undoped, stoichiometric HA (a =9.4269 A, ¢ =6.8840 A) [50], in
agreement with the bigger ionic radius of Sr than Ca. However, zoledronate incor-
poration (7.6 wt% as measured by spectrophotometric analysis) has no significant
influence on the values of the lattice constants, in agreement with our previous study
[49].

Samples for Transmission Electron Microscopy (TEM) analyses of the powders
were prepared by dispersing a small amount of both materials in ethanol, followed
by ultrasonication. Further, a microdrop of the suspension was pipetted onto holey
carbon foils placed on standard copper microgrids. A Philips CM 100 transmission
electron microscope operating at 80 kV was used. Our investigations revealed that
the morphology of HA nanocrystals is considerably influenced by the presence of
the bisphosphonate. Indeed, ZOLHA composite nanocrystals display significantly
reduced dimensions, ill-defined shapes and edges, in comparison to STHA nanocrys-
tals (Fig. 11.4b), which morphology does not differ significantly from the character-
istic “plate-like” morphology of HA nanocrystals [51].

Figure 11.5 shows the XRD patterns of the combinatorial thin films deposited by
C-MAPLE. In agreement with powder structures, the patterns evidenced the presence
of HA as the unique crystalline phase. A qualitative evaluation of the crystallite sizes
in the c-axis direction was calculated from the width at half maximum intensity
(B12) of the (002) reflection plane using the classical Scherrer equation. The results
indicate that the coherent length of the perfect crystalline domains exhibits a mean
value of about 37.4 nm, with no significant variation as a function of composition
(Table 11.2).

Morphological investigations of the combinatorial coatings were performed using
a Philips XL-20 scanning electron microscope operating at 15 kV, coupled with
Energy dispersive X-ray spectrometry (EDS). SEM images in Fig. 11.6 show an
image in center of the combinatorial library (sample C-3) where it is possible to appre-
ciate that the coatings surface exhibits a granular morphology, with closely packed
grains of tens of nanometers size. A previous investigation [52] on the biomimetic
apatite layers and Ti substrates interface, evidenced the uniformity, homogeneity
and compactness of MAPLE coatings. EDS analyses clearly evidenced the success-
ful fabrication of the compositional gradient, the decrease of Sr concentration being
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Fig. 11.5 Powder X-ray
diffraction patterns of the —
C-1, C-3 and C-5 thin films.
Reproduced from [18]

intensity (a.u.)

24 26 28 30 32 34
2 theta (°)

Table 11.2 Coherent lengths (thk) of the perfect crystalline domains in the direction normal to 002
plane calculated using the Scherrer method, and Sr content (%) evaluated by EDS measurements
of coatings

Sample code 7002 (nm) Sr content (atom%)
C-1 38.8 (6) 8.4(3)

C-2 36.7 (2) 5.803)

C-3 38.1(11) 4.0 (1)

C-4 37.0(7) 1.4 (1)

C-5 36.4 (11) -

evidenced in the coatings (samples C-1 to C-5) and summarized in Table 11.2. The
stoichiometric transfer by C-MAPLE is validated by comparing the initial Sr content
in the SrHA target with that measured in sample C-1. Moreover, one can notice the
homogeneous Sr and Ca distribution, as shown by EDS elemental maps (see inset in
Fig. 11.6 for C-3 sample).

Osteoblast (OB) and osteoclast (OC) were co-cultured on StHA and ZOLHA
combinatorial coatings, and their proliferation and viability (10 and 21 days) were
evaluated by WST1 colorimetric reagent test (Fig. 11.7a). The detailed protocols
used for the evaluation of cells activity, differentiation and morphology are reported
in [18]. Co-cultures were used since allowed evaluating the whole interaction system
e.g. cells, CaPs and drugs, and for simulating the in vivo microenvironment and bone
remodelling processes where cells influence each other. After 10 days, CTR OB/OC
shows a significant enhancement of cell proliferation when compared to CTR OB
and bare Ti. However, C-5 sample (ZOLHA) shows a significant reduction of OB
viability at 10 days with respect to experimental groups and controls, while at 21 days
the difference is maintained only with respect to CTR OB/OC.

The evaluation of the most common markers for OB differentiation is presented
in Fig. 11.7b, c. Here, the activity of Alkaline Phosphatase (ALP) was found signifi-
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(a)

Fig. 11.6 SEM micrographs of C-3 sample at two different magnifications. Inset—the EDS maps
show the homogeneous distribution of Ca and Sr throughout the surface of MAPLE deposited
coating. Adapted from [18]
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Fig. 11.7 Osteoblast proliferation (WST1) and activity (ALP, COLL1, OPG/RANKL ratio) in co-
cultures with osteoclasts after 10 and 21 days of culture on Ti with different combination of Sr and
Zol (¥*p < 0.05; **p < 0.005; ***p < 0.0001). a WST1. 10 days: ***C-5 versus C-1, C-2, C-3,
C-4, Ti, CTR OB, CTR OB/OC; *CTR OB/OC versus Ti, CTR OB; 21 days: *C-5 versus CTR
OB/OC. b ALP. 10 days: *C-2 versus C-4; 21 days: *C-1 versus C-4, C-5, /C-2 versus C-3, C-4,
C-5.¢ COLL1: 10 days: ***C-5 versus C-1, C-2, C-3, C-4, Ti, CTR OB, CTR OB/OC; ***Ti, CTR
OB versus C-1, C-2, C-3, C-4; **CTR OB/OC versus C-2; ***CTR OB/OC versus C-1, C-3, C-4;
21 days: *C-5 versus CTR OB/OC; **C-5 versus CTR OB; ***Ti versus C-1, C-2, C-3, C-4, CTR
OB, CTR OB/OC. d SEM micrographs of osteoblasts grown on C-1, C-3 and C-5. Adapted from
[18]

cantly higher on C-1 (StHA) group than on C-4 and C-5 (21 days), and on C-2 group
when compared to C-4 (10 and 21 days), C-3, and C-5 (21 days). The production of
Type I Pro-Collagen (COLL1) appears enhanced on C-5 group in comparison with
all other groups (10 days) and CTRs (10 and 21 days). Ti (10 and 21 days), CTR
OB and CTR OB/OC (21 days) are significantly lower than the experimental groups.
SEM investigations at the end of the experimental times evidenced that all the sam-
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ples are covered with well attached and spread OBs. Moreover, the cells appear rich
of filopodia, as could be seen in Fig. 11.7d for samples C-1, C-3 and C-5.

These results demonstrate that C-MAPLE technique is a powerful tool for the
generation of coatings able to modulate osteoblast and osteoclast behavior when co-
cultured. In fact, the possibility to fabricate combinatorial libraries of crystalline thin
films with a gradient composition of Sr-substituted HA and zoledronate containing
HA provides materials with cellular activity depending on the relative content of
Sr and ZOL, and as a consequence, able to tailor promotion of bone growth and
prevention of bone resorption according to specific requirements.

11.3.2 Combinatorial Maps Fabricated from Chitosan
and Biomimetic Apatite for Orthopaedic Applications

Chitosan (CHT) is known to be an exceptionally biodegradable, non-toxic and bio-
compatible cationic polysaccharide which can be synthesized from chitin by alkaline
deacetylation [53-56]. It has a well recognized potential to be used as an antimicrobial
agent [57], along with delivery of antibiotics, such as beta-lactams (e.g., penicillins,
cephalosporins), aminoglycosides and daptomycin [58-60].

However, the CHT use as anti-infective driving force is limited because it presents
a low solubility at neutral or basic pH. Consequently, the centre of attention was
focused on the synthesis of antimicrobial layers containing CHT and its derivatives.
They proved excellent inhibitory activity against a wide spectrum of Gram-positive
and Gram-negative bacteria, including food contaminants [61-64].

There are in literature many reports on the CHT and CaPs combinations in form of
powders [65], membranes [66], scaffolds [67], or microspheres [68]. Nevertheless, a
few only were devoted to procedures developed for the simultaneous preparation of a
composite biomaterial with two components, predicted to guarantee a closer contact
between them [69—71]. Our approach proceeds by fabrication of compositional maps
of CHT and biomimetic apatite (BmAp) by C-MAPLE technique. An excimer laser
source (KrF*, N =248 nm, tpwym =25 ns) operated at 10 Hz frequency repetition
rate was used for the cryogenic targets evaporation. 12 mm diameter Ti (grade 4)
disks, Si wafers or glass slides were used as deposition substrates. The coated samples
area formed by five consecutive 12 mm Ti disks were further denoted S1 to S5; where
S1 stands for the coating area having CHT as major component, S5 represents the
coating area with richer content of BmAp. S2-S3—-S4 series indicates blended coating
areas with decreasing CHT/BmAp ratio (see Fig. 11.2b). For comparison reasons,
simple CHT and BmAp films have been also deposited on the same type of substrates
[19]. Deionized water was selected as solvent to obtain solutions of 1 and 2 wt% for
CHT and BmAp, respectively. The optimum laser energy was of 100 mJ in the case
of CHT target and of 70 mJ for the BmAp one.

C-MAPLE composite layers exhibit a homogeneous spongy aspect all over the
substrate as revealed by SEM micrographs [19]. This feature is known to promote cell
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adhesion. On S1 one can observe CHT particulates having a spherical morphology,
while in the blended regions, S2-S4, elongated filiform structures can be noticed.
One can suppose that these structures may sustain toughness improvement similar
to that provided by the biocomposite materials reinforced with fibers, ensuring the
desired mechanical properties when implanted [72].

The CHT-BmAp synthesized biocomposite thin films are amorphous and rough
as demonstrated by high resolution AFM investigations [73]. One notices that a
progressive increase of roughness (Rrms) occurs with the CHT concentration in the
C-MAPLE composite films [19].

The Ca/P molar ratio for each combinatorial surface varied in the range ~1.3 to
1.5, lower than the stoichiometric value of HA (i.e., 1.67), pointing to the synthesis
of a calcium-deficient biomimetic apatite.

FTIR spectra of BmAp, HA (pure and highly crystalline), and CHT powders are
comparatively shown in Figs. 11.8a, b. The first important difference is the broader
IR bands of BmAp powder with respect to the HA material. In addition to the dis-
tinctive [74, 75] v4 bending, v; symmetric stretching and v3 asymmetric stretching
vibration bands of orthophosphate units of HA, the BmAp powder elicited additional
IR bands at ~872, 1418, 1480 and 1635 cm~'. The well-defined band at ~872 cm™!
could be attributed to the superimposed contributions of the v, bending modes of
carbonate groups and the vibrations exhibited by hydrogen phosphate ions (HPO,4)>~
(characteristic to non-apatitic domains). The weak band at ~1635 cm™' is assigned
to the bending mode of water molecules. It signalises the existence of hydration, and
correlates well with the very broad band ranging from 3600 to 2500 cm™!, caused
by the stretching vibrations of adsorbed water molecules. The broad IR absorbance
maxima of the BmAp powder spectrum, and the absence of the libration (~628 cm™")
and stretching (~3571 cm™!) modes of structural (OH)~ groups, point towards an
apatite-like compound with a short-range order.

In case of CHT powder, the IR spectrum (Figs. 11.8a, b) exhibits two promi-
nent bands, placed in the wave numbers regions (i) 3600-2500 cm~! and (i)
1100-950 cm~!. They are assigned to the (i) overlapped stretching vibrations of
adsorbed water and N-H bonds, and to the (ii) symmetric stretching vibrations of
C-0 bonds in groups like COH, COC and CH,OH, respectively [76—79]. The sharp
bands but with reduced intensity, centred at (iii) ~1150 cm~' and (iv) ~890 cm™!,
are ascribed to the (iii) asymmetric stretching vibrations of C-O, and (iv) wagging
vibrations of C—H bonds of the saccharide groups of CHT [78, 79]. The peaks at
1650, 1591 and 1316 cm™! are characteristic to amides I, IT and III groups vibra-
tions, whilst the bands at 1420 and 1376 cm™! are attributed to CH; symmetric
deformation modes [76-79].

Figure 11.8c, d present the comparative FTIR spectra acquired for the pure (CHT
and BmAp) layers and blended (CHT-BmAp) thin films on titanium substrates. One
general observation is that the spectra of pure CHT and BmAp layers present less
defined IR envelopes with broader bands with respect to the corresponding powders.
This is indicative for a decreased structural order, a rather expected behaviour for
structures fabricated at room temperature in non-equilibrium conditions by MAPLE.
Surprisingly, all major vibration bands of CHT and BmAp were recorded in the
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Fig. 11.8 Comparative FTIR spectra of CHT, BmAp, and crystalline HA powders (a, b), and
simple CHT, BmAp, and CHT-BmAUp films (¢, d) in the fingerprint (a, ¢) and functional groups (b,
d) regions. For a better visual evaluation, the spectra were normalized to the intensity of the most
prominent band centred at ~1040 to 1010 cm~'. Reproduced with permission from [19]

case of coatings, besides similar intensity ratio and insignificant wavelength shifts.
Another aspect which has to be emphasized is the preservation of similar levels of
hydration (for both types of films) as the ones found in the parent materials.

XPS analysis validated the chemical composition of the C-MAPLE thin films.
Accordingly, the survey spectra acquired on the surface of CHT-BmAp samples
exhibit C 1Is, O 1s, N 1s, Ca 2s, Ca 2p, P 2s and P 2p photoelectron peaks [19].
The atomic ratio (N 1s/N 1s+Ca2p) is decreasing from CHT to BmAp compounds,
indicating the composition gradient of combinatorial layers. On the other hand, the
Ca 2p/P 2p ratio for CHT-BmAp compounds varied between 0.9 and 1.03 along the
sample length, slightly lower than the values obtained by EDS (~1.3 to 1.5).

The composition gradient of the CHT-BmAp has been confirmed all along the
combinatorial films by FTIR and XPS analyses, validating the deposition technique.



11 Combinatorial Laser Synthesis of Biomaterial Thin Films ... 323

The development of biofilms consisting of the Gram-positive (S. aureus) and
Gram-negative (E. coli) presented a different dynamic on C-MAPLE bio-composite
coatings. Both S. aureus and E. coli biofilms on the bare Ti substrate revealed an
analogous dynamic, a decreasing trend of biofilm embedded viable cells, quantified
at the three consecutive time intervals [19]. The high surface roughness of bare Ti
substrate is a prerequisite for an improved osseointegration but also favours the rapid
and firm adhesion of S. aureus and E. coli. This behavior sustains the leading position
held by these strains in the etiology of implant-associated infections [80].

In case of microbial biofilms development on the CHT-BmAp surfaces, a more
distinct inhibitory effect was observed against the S. aureus biofilm, as compared to
E. coli, for all tested time intervals (Fig. 11.9). S2, S3 and S4 samples inhibited S.
aureus microbial adherence in the first time interval (6 h), while none of the tested
samples inhibited the adherence of the Gram-negative E. coli strain (Fig. 11.9a).
At 24 h, all tested CHT-BmAp samples decreased the number of S. aureus biofilm
(Fig. 11.9b); the most intensive inhibitory effect was observed for the S4 sample in
the case of S. aureus biofilm. The E. coli biofilm development was inhibited by the
S1-S5 samples, but the most intensive antibiofilm effect was noticed for S4 and S5
(Fig. 11.9b).

An intensive anti-biofilm effect was exhibited after 48 h against S. aureus in the
case of all CHT-BmAp tested samples (Fig. 11.9¢) but the most significant activity
was observed for S1 and S2 samples. The E. coli biofilm was inhibited only by S3-S5
samples, the most intensive effect being noticed for S5 (Fig. 11.9¢c).

These results recommend S3 and S4 as the most promising compositions, assuring
an anti-biofilm protection on long time against both bacterial species (Fig. 11.10).

Although the mechanisms of antimicrobial action of CHT are not entirely elu-
cidated, the literature states that its main action takes place at the microbial cell
surface, as suggested by electron microscopy findings. Cellular wall disorganization
both in Gram-positive and Gram-negative bacteria, as well as in fungal strains was
shown, via the electrostatic interaction of positively-charged CHT with the nega-
tively charged bacterial components (proteins, phospholipids) [81-83]. This action
mechanism is responsible for a wide spectrum of the antimicrobial activity of CHT
and its derivatives including filamentous fungi, yeasts and bacteria [84]. Neverthe-
less, it seems that CHT is more active against Gram-positive than Gram-negative
bacteria, as revealed also by our study. In this regard, S. aureus biofilm proved to be
more susceptible than E. coli, probably due to the stronger interaction of CHT with
the amino acids rich fraction of the Gram-positive bacterial wall [85]. In exchange,
the Gram-negative strains have a more complex cellular wall due to the negatively-
charged lipopolysaccharides which can act as a barrier in the interaction of CHT
with other structures of the cellular wall and membrane [86].
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11.3.3 Combinatorial Fibronectin Embedded
in a Biodegradable Matrix by C-MAPLE

The last developments in tissue engineering field, revealed that artificial implant
materials to be considered for in vivo tissue regeneration should mimic to a large
extent the natural extracellular matrix (ECM). Indeed, cells interact with the ECM
which is an interlocking mesh of fibrous proteins, glycoproteins and glycosamyno-
glycans [87]. Among various ECM molecules, fibronectin (FN) plays out a key role
for tissue regeneration [88], being directly involved in the regulation of cell behav-
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Fig. 11.10 CHT-BmAp gradient coating on Ti surface

iors (e.g. attachment, spreading, migration, differentiation and proliferation) [89,
90]. FN-cell interactions are mainly mediated by integrins, which are transmem-
brane receptors responsible for cell signaling [91].

Grigorescu et al. [92] reported on the fabrication of functional fibronectin pat-
terns by nanosecond excimer laser direct writing onto Titanium substrates for tissue
engineering applications. The authors evidenced the successful surface biofunction-
alization with FN spots that preserve the global conformation of the protein and
consequently the bio-chemical properties. The in vitro assays showed that the laser-
transferred FN patterns were non-cytotoxic and exhibited a high affinity towards two
representative cell lines (i.e. MC3T3-El osteoblasts and Swiss 3T3 fibroblasts).

Sima et al. [93, 94] were first that reported on the MAPLE synthesis and advanced
characterization of FN and vitronectin functional coatings on various substrates.
Recently, the same group [95], demonstrated the possibility to fabricate hybrid inor-
ganic—organic thin implant coatings by laser-based techniques. PLD and MAPLE
were subsequently applied for assembling HA and FN and synthesizing a synergistic
interface for biomimetic implant applications. The authors proved that less than 7 g
FN per cm? onto HA surface is appropriate for improving adhesion, spreading, and
differentiation of osteoprogenitor cells.

Very recently, Brigaud et al. [96] reported on the first direct comparison of the
in vitro synergistic osteogenic potential of three ECM-associated members, the
osteogenic BMP-2, -6 and -7 when combined with native human plasma FN. Two
strategies were considered in this study: (i) direct delivering in solution or (ii) use of
laser-generated coatings of BMPs and/or FN onto titanium-hydroxyapatite surfaces.
It was evidenced that BMPs-FN association improves the osteogenic activity of the
growth factors, but with essential inconsistencies between groups, depending on each
BMP member, in close relation with the affinity of BMPs for FN.

Obviously, the cell-surface interactions are, at least in the first stage, strongly
influenced by both the surface properties of the material and the cells type. Accord-
ingly, surface functionalization with specific bioactive molecules plays a crucial role
in current research. Nevertheless, if the active compounds release is too fast, in a sin-
gle high-dose burst mode, [97, 98] this could induce critical clinical complications
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Table 11.3 Experimental conditions for C-MAPLE fabrication of FN-PDLLA libraries

Target Substrate Substrate Laser Dynamic Target- No. of laser
temperature | fluence pressure substrate pulses
(Jem™2) (mbar) distance
(cm)
FN 5xglass | RT 0.7 102 5 5.000
and Si
PDLLA 0.55

including ectopic bone formation, abnormal stimulation of bone resorption, cancer
induction, inflammation or life-threatening swelling (as reviewed in [99, 100] for
BMPs).

Consequently, the fabrication of surface coatings with advanced properties that
stimulate controlled and gradual release of active biomolecules could definitely max-
imize their efficiency while minimizing or eventually eliminating possible undesired
side effects. Laser-based techniques could be a viable solution to achieve this goal.
C-MAPLE was recently introduced for in situ fabrication of a binary protein-polymer
combinatorial thin film system [20]. Thus, laser-assembling of a composite library
consisting of a biodegradable polymer (PDLLA) and a protein (FN) in a single-
step procedure was demonstrated. This protein-polymer system was selected due to
well-known potential of FN to mediate the initial cell attachment, while PDLLA
is a biodegradable matrix with well-studied behavior in biological environments. A
broad variety of materials having distinct biodegradation kinetic properties is cur-
rently explored, including but not limited to both natural and synthetic biopolymers
that mimic the micro-bio-environment [20, 38]. For the moment, the most stud-
ied ones as poly(lactic acid-co-glycolic acid) (PLGA), poly(e-caprolactone) (PCL),
poly-DL-lactide (PDLLA) and polyethylene glycol (PEG) are usually grown as thin
film for drug delivery due to their recognized biodegradability and biocompatibility
[101-103]. Human FN was purified from cryoprecipitated blood plasma using the
protocol reported in [104] while fluorescent-FN was prepared as described in [105].

This study is particularly difficult, since the two compounds are dissolved in
distinct solvents, the challenge being related to finding the laser irradiation parameters
in respect to the thermo-physical properties of the two targets. The first target was
prepared following the protocol described in [93], the solutions consisting of FN
dissolved in distilled water and saline buffer (50 mM Tris, pH 7.4, 150 mM NaCl).
Commercial PDLLA powder (0.04 g) was dissolved in 10 ml chloroform to obtain
the second homogenous solution. These were accommodated in a two concentrically
copper holders and simultaneously frozen in liquid nitrogen to obtain two cryogenic
targets. The laser fluence was adjusted for each target material after a systematic
parametric study and fixed at 0.7 J cm~2 for FN and 0.55 J cm™ for PDLLA,
respectively. A KrF* excimer laser beam (A =248 nm, 7 =25 ns) was used for
C-MAPLE, and the other experimental parameters are collected in Table 11.3.

Surface morphology, along the median direction of the combinatorial library, was
investigated by optical microscopy (Zeiss Axio Imager Z1M with an Axio Cam
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Fig. 11.11 Optical images of FN (left), FN + PDLLA (centre) and PDLLA (right) thin films (scale
bar =10 pwm) (a). SEM images of the same regions of the combinatorial library (scale bar =50 pum)
(b) and the corresponding cross-section SEM recordings (c). Adapted from [20]

MRc 5-HR) and Scanning Electron Microscopy (SEM) (FEI Co., model Inspect S,
0-30 kV accelerating voltage, working distance 0-30 mm, with ECON 4/6 Energy
Dispersive Detecting (EDAX) Unit). Both, planar and cross-section images have
been recorded on distinct locations of the library corresponding to protein, polymer
and their mixtures (Fig. 11.11).

Indeed, for tissue engineering applications, the physical-chemical properties of the
coatings (e.g. topography, composition and structure) have a strong influence on the
proteins adsorption which in turn influences the cellular responses. Accordingly, a 3D
control of surface features is a must for the synthesis of bioactive coatings. We present
in Fig. 11.11a specific optical images of the gradient coatings revealing areas covered
by either FN (left), PDLLA (right) and a clear mixture of the two compounds (center).
Micrometer-sized, quasi-uniformly distributed spherical particles are characteristic
for surface profile after FN transfer, in agreement with our previous MAPLE studies
[93]. Optical profilometry measurements revealed that particulates sizes are within
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the 1 = 1.5 wm range [20]. In case of PDLLA side, a homogenous matrix with an
average thickness of about 700 nm, embedding larger particulates, is observed. The
central zone of the library could be considered an interplay between the two cases
depicted above, by the intermixing of the two evaporation fluxes during expansion
and consequent assembling on the substrate. The average thickness of this region was
evaluated at about 650 nm, with larger particulates formed by a possible coalescence
effect.

Complementary SEM investigations of samples C1 (FN side), C3 (central library)
and C5 (PDLLA side) given in Fig. 11.11b, are in good agreement with the optical
microscopy analyses. Moreover, it should be noticed that the coatings are compact
and free of micro-cracks. The abundant presence of particulates embedded in thin-
ner uniform matrix was confirmed by cross-section SEM analyses (Fig. 11.11c). The
sharp interface between coatings and substrates, without any visible signs of peel-
ing and/or delamination, is indicative for a good adhesion, a critical parameter for
implant coatings. One can correlate by tailoring the surface features the improved
coating adherence with the higher specific surface area (due to the presence of micro-
particles), which is also beneficial for enhancing the adhesion capacity of binding to
tissue cells. Highly uniform combinatorial film libraries could be thus fabricated, by
simply adjusting the number of the laser pulses applied to each target, in respect to
their specific ablation rate.

The goal of this study was to demonstrate the synthesis of composite coatings,
having a compositional gradient between a protein and a polymeric matrix. To this
purpose, a fluorescently labelled FN was used during C-MAPLE experiments, in
order to facilitate monitoring inside the polymeric matrix. Confocal microscopy
was employed using a Zeiss LSM710 laser scanning microscope (Carl Zeiss, Jena
Germany) with 100x and 1.4 numerical aperture objective in a multitrack mode by
dual excitation for the fluorescent FN and visualization of PDLLA, respectively. Tens
of Z-stacks images were collected in depth, probing the location on samples. Zen 2010
software was used for image overlapping and 3D reconstruction. A representative
example is presented in Fig. 11.12a, where distinct micrometric-sized fluorescent FN
packages are evidenced inside the polymeric matrix. This was achieved by exciting
either simultaneously or individually the FN and PDLLA in a 3D topography. One
could notice the preservation of the FN fluorescence inside the polymeric matrix,
which stands for a clear confirmation that the protein is conserving the biological
conformation after the laser transfer and immobilization.

The compositional investigation of combinatorial library along the longitudinal
direction was performed by FTIR and wFTIR. Spectra were recorded in absorbance
mode with a Shimadzu 8400S instrument equipped with an automated IR micro-
scope (AIM) 8800 apparatus. The spectral range investigated in this study was set to
4000 = 500 cm™! with a resolution of 4 cm~! wavenumber. Both FN and PDLLA (C1
and C5, corresponding to library borders) were found unaffected after C-MAPLE
experiments since the main absorption peaks present in the spectra confirmed the safe
laser transfer [20]. Briefly, the intact transfer of the polymer structure is confirmed by
the identification of the absorption peaks centred at 1090, 2800-3000, 1754, 1450,
1381, 1269, and 1186 cm~! wavenumbers, in agreement with other studies reported
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Fig. 11.12 a Confocal microscopy images of sample C3 (FN + PDLLA) and the correspond-
ing cross-section image recordings of the respective films. b wFTIR studies of sample C3 (FN+
PDLLA). Adapted from [20]

in literature [106]. The main result was revealed by «FTIR analysis, when it is shown
that the protein preserved the structural integrity inside the polymeric matrix. Indeed,
the two peaks at 1645 and 1635 cm™~' (Fig. 11.12b) are indicative for the congruent
MAPLE transfer of FN structures with higher level of organization, required for
biological activity [93].

The innovative design of this combinatorial laser approach for the synthesis of
biomaterial thin films has a double advantage. On one hand, frozen solutions consist-
ing of different material-solvent mixtures having distinct absorption characteristics
at specific laser wavelengths could be easily assembled in form of functional com-
binatorial libraries in a simultaneous manner. On the other hand, in a single-step
process, easy control is possible of the thickness profile along library by monitoring
the number of laser pulses and laser fluence to be applied to each target. This allows
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the synthesis of composite coatings, gradient-doped thin films and multi-layered
structures with tailored properties for bio-nanomedicine.

11.4 Discussion

Firstly implemented for the pharmaceutical industry, combinatorial science has
rapidly evolved for various purposes related to materials science and engineering
being nowadays considered as the forefront for discovery, development, and opti-
mization of new materials [15, 107, 108]. There are several approaches in literature
dealing with the synthesis of combinatorial materials libraries, displaying distinct
advantages and drawbacks [1, 109]. Most of them resort to coupling combinatorial
materials chemistry and thin-film technologies to generate gradients and to address
the composition-structure-properties relationship.

Cooper et al. [110] designed a plasma sputtering system for the deposition of
combinatorial libraries of Pt—Ru films for fuel cell applications. In this approach,
multilayered films were grown by sequentially depositing through various masks,
while post-deposition annealing was used to promote interdiffusion of the layered
structures. A custom combinatorial sputtering system with a built-in in situ metrol-
ogy for deposition rate monitoring was reported by Suram et al. [8]. It enabled mea-
surement of composition-property relationships for high-throughput combinatorial
investigations. Tsui and He [111] discussed the basic considerations for implement-
ing combinatorial approach to molecular beam epitaxy, focusing on extending appli-
cations area without sacrificing any existing capabilities of conventional method.
High-throughput experimentation of film synthesis by use of a linear tape transport
system was introduced by Matias and Gibbons [112]. Ion-beam assisted deposition
technique was used to growth epitaxial films on flexible, polycrystalline metal tapes.

Laser-based synthesis techniques are a powerful tool for the generation of com-
binatorial coatings due to several specific advantages depicted in Sect. 11.2 and
reviewed by Koinuma and Takeuchi [107]. Christen et al. [113] introduced a method
for continuous compositional-spread thin-film fabrication [(Sr;_,Ca,)RuO3] based
on pulsed-laser deposition on large substrate areas. Bendersky et al. [114] fabri-
cated Zn;_,Mg,O epitaxial thin-film composition spreads using layer-by-layer PLD
method where the composition across the chip is linearly varied from ZnO to MgO.
Craciun et al. [33] reported on the structural investigations of ITO-ZnO films grown
by the combinatorial pulsed laser deposition technique. Socol et al. [115] demon-
strated the possibility of tailoring of optical, compositional and electrical properties
of the In,Zn;_, O thin films obtained by C-PLD An extension of C-PLD was explored
by Bassimetal. [116] that deposited ternary continuous spread thin film libraries from
Al,O3, HfO,, and Y,0; targets, at two different background pressures. The crys-
talline growth of yttrium iron garnet (YIG) films doped with bismuth and cerium by
combinatorial pulsed laser deposition, co-ablating a YIG target and either a Bi,O3
or a CeO, target, for application in microwave and optical communications, was
reported by Sposito et al. [117]. Very recently, Holder et al. [118] evidenced the
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novel phase diagram behavior and materials design in heterostructural semiconduc-
tor alloys, using an innovative approach combining RF co-sputtering (SnS and CaS
targets) and C-PLD (Mn;_,Zn, O libraries).

Although proving the successful growth and spreading of materials with complex
stoichiometry, in all the examples depicted above only inorganic materials were
considered. Indeed, none of the methods mentioned are able to fabricate organic
thin films while preserving their structure-properties unaffected. Consequently, C-
MAPLE could be a viable approach for fabricating combinatorial polymer libraries
and cell-instructive platforms for biomedical applications.

We have recently shown that laser micro/nanofabrication of gradient coatings by
C-MAPLE is a promising alternative approach to the classical procedures that gener-
ates controlled morphology and chemistry surface features for tissue engineering. We
have explored Levan (L) properties because it is a promising biopolymer with huge
potential for biomedical applications [119, 120]. Levan is produced by microbial
fermentation of Halomonas smyrnensis AAD6" batch cultures grown on pretreated
sugar beet molasses [121], and can be considered a renewable resource. Recent stud-
ies suggest challenging applications for Levan and its derivates due to anticancer
activity, anti-inflammatory, anticytotoxic, and antitumoral properties [122—125] as
recently reviewed by Toksoy Oner et al. in [120] and references therein.

C-MAPLE technique was used for the fabrication of gradient coatings of L and
Oxidized Levan (OL) in a single-step process on glass slide substrates [16, 17] using
the protocol described in Sect. 11.2. It was shown that laser-generated composi-
tional gradients could be used to screen for specific nanostructured surfaces cues to
control cell proliferation or to modulate intracellular signalling pathways. The cell
signalling response to the surface composition and roughness gradients evidenced
that mixtures of OL and L increase ERK activation of osteoblasts as compared to sim-
ple polymers. Our studies revealed a structure-function relationship and beneficial
design guidelines (e.g. the existence of an optimum mixture). Further developments
for the screening of optimum dosages of combined signalling molecule mixtures that
could guide cell fate towards the phenotypes required for tissue regeneration stands
for next challenges.

Last achievements in the field were reported by Darwish et al. [126] that
employed concurrent triple-beam matrix-assisted and direct pulsed laser deposition
techniques for the synthesis of polymer nano-composite films with inorganic up-
conversion phosphor and electro-optic additives. The proposed triple-beam triple-
target MAPLE/PLD method can be potentially extended for the fabrication of a
broad variety of nano-composite coatings for a wide spectrum of applications in
nanomedicine and nanosciences in general.

11.5 Conclusions and Perspectives

In this chapter we described laser-based combinatorial synthesis of coatings with vari-
able composition as a reliable, fast and single-step process. Moreover, it is a green
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approach which can be extensively employed for surface and interface functionaliza-
tion at micro- and nano-scale. Laser-assisted fabrication of hybrid organic/inorganic
gradient coatings consisting of various CaPs, drugs, proteins and polymers can be
obtained for biomedical applications.

C-MAPLE demonstrated the capability to control the composition of bioactive
coatings and consequently to stimulate bone growth and, in turn, inhibit bone resorp-
tion (Sect. 3.1). Thin films with compositional gradient of STHA and ZOLHA were
deposited on titanium substrates. Osteoblast-like MG63 cells and human osteoclasts
co-cultured up to 21 days showed that Sr counterbalances the negative effect of
relatively high ZOL content on osteoblasts viability. Both active compounds in the
library influence ECM deposition: ZOL supports type I collagen production, whereas
Sr increases alkaline phosphatase activity. Our study evidenced that osteoprote-
gerin/RANKL ratio is influenced to a higher extent by ZOL than Sr, and subsequently,
induced a decreased proliferation and activity of osteoclasts.

The synthesis of composite chitosan-biomimetic hydroxyapatite coatings with
compositional gradient has been successfully achieved by C-MAPLE (Sect. 3.2).
The structures were found amorphous, with specific roughness, a morphology char-
acteristic to MAPLE thin films assembling. The gradient concentration of chitosan
into the inorganic matrix influenced the antimicrobial activity of the coatings. Sam-
ples containing about 20—-40% chitosan (S3 and S4 regions in the library) exhibit the
best activity when considered as long-term protection against initial adhesion and
biofilms developed by Gram-positive and Gram-negative strains.

Single-step synthesis of a combinatorial library consisting in a biodegradable
polymer and a protein was demonstrated (Sect. 3.3). Such composite coatings were
obtained by simultaneous laser-irradiation of two cryogenic targets, with distinct
absorption properties at 248 nm laser wavelength. Surface morphology along the
longitudinal direction of the coating was strongly influenced by each material evap-
orated, resulting in a rough but compact layer embedding micrometer-sized partic-
ulates. The initial features of the compounds were preserved after laser transfer, as
revealed by confocal microscopy of stained FN and FTIR micro-analyses.

This combinatorial laser approach could open new perspectives for the devel-
opment of innovative biomaterials with tailored pre-designed properties after fast,
clean and single-step generation of multicomponent compositional diagrams of CaPs,
polymers, proteins, drugs, growth factors and nanoparticles.
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Abstract In this chapter are illustrated the context and activities that have been
pursued to develop a surface enhanced Raman spectroscopy technique for clinical
applications in therapeutic drug monitoring with focus on anti-epileptic and anti-
Parkinson drugs. We discuss how the surface nanostructure of sensors made of arrays
of noble metal nanoparticle obtained by pulsed laser ablation in inert gas and in liquid
affects their optical properties, in particular the wavelength, intensity and width of
the surface plasmon. These in turn are shown to strongly influence the intensity
and the spatial reproducibility of the enhanced Raman signals as functions of drug
concentration.

M. Tommasini - C. Zanchi - A. Lucotti
Dipartimento di Chimica, Materiali e Ing. Chimica “G. Natta”, Politecnico di Milano, Piazza
Leonardo da Vinci 32, 20133 Milan, Italy

C. Zanchi - P. M. Ossi
Dipartimento di Energia, Politecnico di Milano,
Via Ponzio 34-3, 20133 Milan, Italy

E. Fazio - M. Santoro - S. Spadaro - F. Neri
Dipartimento di Scienze Matematiche e Informatiche,
Scienze Fisiche e Scienze della Terra, Viale Ferdinando
Stagno d’ Alcontres 31, 98166 Messina, Italy

S. Trusso (X)

CNR-Istituto per i Processi Chimico-Fisici, Viale Ferdinando Stagno d’ Alcontres 37, 98158
Messina, Italy

e-mail: trusso@ipcf.cnr.it

E. Ciusani - U. de Grazia - M. Casazza
Fondazione I.R.C.C.S. Istituto Neurologico Carlo Besta,
Via Celoria 11, 20133 Milan, Italy

© Springer Nature Switzerland AG 2018 339
P. M. Ossi (ed.), Advances in the Application of Lasers in Materials Science,

Springer Series in Materials Science 274,

https://doi.org/10.1007/978-3-319-96845-2_12


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96845-2_12&domain=pdf

340 M. Tommasini et al.

12.1 Historical Background

Noble metal nanoparticles, in particular gold nanoparticles, are nowadays relevant for
many technological applications, due to their unique optical and chemical properties
[1-4]. Itis intriguing that gold was used already in the antiquity in water suspensions
that were considered for health applications with variable outcomes. Indeed, since
gold was assumed to be incorruptible and indestructible, it was believed to have strong
therapeutic efficacy. Although the metal was known to be insoluble in water as well
as in other solvents available to medical doctors, it was possible to ground gold to
powders fine enough to allow for preparing metal suspensions in aqueous solvents.
At that time, there was no idea about the very nature of gold in such solutions, nor
there was any control on them. “Soluble (or drinkable, or potable) gold” (PG) was
independently introduced in China and in Egypt presumably in the same period,
between the fifth and the fourth Century BC. The supposed curative properties of
such gold colloids intruded into the fantastic and ranged from the solution of heart
problems to diarrhoea, epilepsy, headache, tumors, venereal diseases. However, there
are no reports on relevant therapeutic success of such oldest colloidal PG.

It seems appropriate to mention that the word colloid, that originates from the
French colle, was invented and introduced in the literature quite recently [5] even if
we use extensively throughout this retrospective.

Throughout the Middle Ages, across Europe the dream of alchemists was to obtain
gold in such a form that it was soluble in water, thus leading to truly PG. An Arabian
alchemist, known to Europeans as Geber, was the first who succeeded to dissolve
gold in aqua regia, a mixture of nitric and hydrochloric acids, obtaining terchloride
of gold (gold(IIl) chloride, TUPAC) [6]. Around the end of the XV Century Euro-
pean alchemists were able to manage the production of aqua fortis, i.e. nitric acid;
among them most notably the Swiss Philippus Aureolus Theophrastus Bombastus
von Hohenheim, called Paracelsus, or Paracelso (Einsiedeln, CH, 1493, Salzburg,
A, 1541), medical doctor, alchemist and astrologist handled aqua fortis and aqua
regia by slightly different paths [7]. In particular, after dissolving gold in aqua regia
the solution was distilled with water and the salt was precipitated with a solution of
potassium hydroxide [6]: PG was ready to be used.

Throughout the Renaissance and in the following Centuries PG at low doses was
considered beneficial in many diseases. In particular it was thought to act on the
central nervous system. Paracelsus quotes PG usefulness against epilepsy, melan-
choly, hysteria, mania, S. Vitus dance [8]. His contemporary Giovanni Andrea left a
compilation of remedies against the sick and noticed that aurum potabile had thera-
peutic effect against leprosy (psoriasis), plague, ulcer, diarrhea, fistula and epilepsy; it
could also prevent apoplectic stroke [9]. Important doses of PG caused gastrointesti-
nal irritation and prolonged use led to kidney damage and other toxic effects known
as auric fever. The healing properties of PG were exposed with considerable detail in
the initial chapter of the first book on colloidal gold, published in 1618 by the British
medical doctor and philosopher Francisco Antonii [10] who reported also about the
curative success of PG in a few case studies. About half a century later, in 1676, the
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German chemist J. Knuckels in turn quoted the curative properties of PG for several
diseases [11]. Moreover, he specified in chapter seven of his book on potable noble
metals that an aqueous gold solution contains metallic gold, it appears neutral and
looks slightly pink-colored. Based on visual observations Knuckels proposed that
the metal should be reduced to particles of average size such that they are not visible
to the human eye. Also, their concentration, that he called contamination, had to be
diluted enough to make them not discernible. One century later, in 1769, a French
dictionary [12] reported the popular concepts that PG contains the metal in elemen-
tal state, under extreme subdivision, as a suspension in a liquid. The first correlation
between different colors of differently prepared PG solutions and the average size of
the floating metal particles was provided around 1800 by J. B. Richter who, according
to Ostwald [13], clearly pointed out that pink, or purple suspensions contain metal
particles of smallest size, while yellow solutions correspond to a degree of parti-
cle agglomeration. He recognized also that water purity affects the stability of the
suspensions and the coagulative effects of electrolytes. Noticeably, present studies
indicate that isolated, spherical gold particles sized around 20 nm appear red, while
increasing their size to 100 nm they look yellow. Thus, a correlation between particle
size and optical properties of the solution was already empirically established before
M. Faraday performed the first systematic investigation on the synthesis and the opti-
cal properties of gold colloids. He called them a divided state of gold and studied
also the effect of mechanical pressure on thin films he obtained from dried solutions
[14]. Faraday obtained his samples by a two-phase method, reducing an aqueous
solution of gold chloride anions (AuCl, ) using red phosphorus in CS,. While gold
chloride continued to be used, most of the 19th Century European pharmacopoeias
recommended mixtures of gold and sodium chlorides as the standard form of PG.
In an American textbook of the same period such a PG was indicated for cirrho-
sis of the kidney, progressive general paralysis, tuberculosis, dyspepsia, advanced
syphilis, depression, hypochondria, hysteria, impotence [15]. Injection of gold salts,
including gold cyanide and gold bromide, became common since it was recognized
that gold salts are scarcely absorbed from the intestinal tract. The US Pharmacopoeia
included Aurii and Sodii Chloridum as an official drug in its tenth edition (1926).
However, in general around the beginning of the 20th Century therapies with PG in
any form were no more considered in pharmacology texts, with the exception of con-
troversial success of gold-potassium cyanid (potassium gold cyanide, IUPAC) [16],
and later of gold sodium thyomalate (gold sodium thiomalate, [UPAC) [17] in the
therapy of lupus erythematosus. In 1949 about 67 percent of patients of lupus treated
with intramuscular injection of the latter gold salt were observed to have beneficial
effects although the mechanism of action was not established [18]. While past use
of gold particles had mainly a therapeutic motivation, our present ability to exploit
plasmonics allows for directing to diagnostics and drug delivery the application of
such particles and the nanostructures resulting from their assembling.
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12.1.1 Therapeutic Drug Monitoring (TDM)

Therapeutic Drug Monitoring (TDM) is a clinical practice to determine the drug con-
centration in the blood of patients. TDM is based on the idea that the concentration
of a drug in the plasma, or in the blood, reflects the concentration of the drug at the
target site better than the given dose [19]. Thus, monitoring the drug concentration
in patients allows for adjusting the dose in prolonged therapies and helps under-
standing the patient dependent pharmaco-kinetics and pharmaco-dynamics. TDM is
relevant for drugs characterized by a narrow therapeutic index (NTI), that is defined
as the drug concentration range for which, for a given patient, the desired drug effects
are obtained. Below this range the drug is not effective and above this range it has
adverse or toxic effects. In the case of NTI drugs, fluctuations in the drug concentra-
tion could lead the patient out of the therapeutic range concentration, thus causing
negative health effects. Therefore, it is relevant for medical doctors to monitor the
concentration level of NTI drugs. This allows to associate the clinical conditions
of the patient to the drug posology, thus ensuring the efficacy of the treatment for
the minimal drug concentration, which also avoids adverse, or toxic effects. Hence-
forth, TDM is used since long in the clinical practice for NTI drugs, which include
anti-cancer drugs [20] and anti-epileptic drugs (AEDs), for which even a small dose
variation may become toxic or ineffective to control seizures [21].

In recent years nanostructured noble metal (Au, Ag) architectures have been
designed with properties useful for both diagnostic and therapeutic purposes. In
addition, such nanostructures have been directed also at multiplexing, namely at
extracting from the same diagnostic signal information related to different analytes
at the same time [22]. Such nanostructures can be synthesized to obtain plasmonic
structures able to produce Surface Enhanced Raman Scattering (SERS) from target
drug molecules [23].

12.1.2 Epilepsy

Epilepsy is the most common among important neurological pathologies. It is a
chronical disease that affects about 65 million people throughout the world [24]. In
the majority of cases epilepsy can be successfully treated, however the therapeutic gap
(i.e., the difference between patients and successfully treated patients) can be fairly
wide, especially in developing Countries [25], where many AEDs are not available
or too expensive [26]. Several epileptic patients under pharmacological treatment
may suffer from collateral effects that negatively affect the quality of their life, such
as hyperactivity, confusional state, insomnia, and depression [27]. To limit these
effects, each patient should be treated with a personalized dose of the drug, after the
neurologist critically assessed TDM results [28]. TDM is required at the beginning
of the treatment by AEDs, or when the pharmacological treatment is modified. Since
seizures usually occur irregularly, it is difficult to find the optimal pharmacological
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dosage based just on clinical observation. Furthermore, in the absence of TDM, the
symptoms of drug toxicity may be confused with other symptoms, especially in
patients suffering from neurological pathologies other than epilepsy [29]. Another
important issue is that the therapeutic index depends on the patient: for a given AED,
there is not one single dose that can be safely adopted for all patients.

12.1.3 Parkinson’s disease (PD)

Parkinson’s disease (PD) is a neuro-degenerative pathology characterized by slow but
progressive evolution. PD mainly affects the control of movement and equilibrium,
manifesting with rigidity, tremor, bradykinesia, and postural instability. A number
of non-motor symptoms may also be present as cognitive impairment, psychiatric
symptoms, sleep disorders, pain and fatigue. It is the most frequent pathology among
movement disorders. PD symptoms are likely known since thousands of years (there
is such a mention in an old Indian writing (5000 B.C.) and in a Chinese document
dated 2500 B.C.). The name of the disease is due to James Parkinson, a British phar-
macist and surgeon who described most of the symptoms in his Essay on the shaking
palsy [30]. The disease is diffused all over the world and among all ethnicities. On
the average, the age of the first symptoms is 58—60 years, however about 5% of the
patients may show symptoms at an earlier age, between 21 and 40 years. The most
commonly used anti-Parkinson drug, namely Levodopa, tends to lose efficacy over
time, with greater than 80% of patients on therapy for longer than ten years expe-
riencing dyskinesia and “on-off” periods, that means alternations between periods
of good symptom control (on-time) and periods of reduced motor symptom control
(off-time). One of the major goals in PD treatment is controlling disabling symptoms.
This goal is often not reached with orally delivered drugs at tolerable dosage.

In this case continuous subcutaneous injection of apomorphine (APO) is an effec-
tive treatment which reduces the off-periods, and allows to improve the movement
ability of the patient [31]. In such a scenery, it is fundamental to adjust APO adminis-
tration in patients, also considering pharmacokinetics and variations of drug concen-
tration in blood. In clinical practice this aim usually results from clinical standardized
observations and motor tests (when possible) [32]. Alternatively, chemical analyses
on blood samples are a reliable method to determine the plasmatic drug concentra-
tion, even though such an approach is not currently used in treating PD at an advanced
stage.

12.1.4 Analytical techniques

The standard techniques currently used in clinical laboratories for TDM are the
immunoassay and chromatographic techniques (High Performance Liquid Chro-
matography, HPLC), often associated with mass spectrometry (i.e., HPLC-MS). Both
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Table 12.1 Clinical analytical methods, time requirements and costs for selected AEDs (see text
for details)

Active Principal | Analytical Technical Total required Unitary cost
Ingredient (API) | method required time time (days) (Euro)
(days)

Oxcarbazepine 2;3 2 34 29
Perampanel 2:3 2 34 29
Lacosamide 2:3 2 34 29
Lamotrigine 1;2;3 2 34 29
Valproic acid 1;2 1 1 15
Levetiracetam 1;2;3 2 34 29
Phenytoin 1;2;3 1 1 15
(Dintoin)

1: immunoassay; 2: Liquid phase tandem Mass Spectrometry; 3: HPLC-MS . Data source Labo-
ratorio di Patologia Clinica e Genetica Medica, Fondazione IRCCS Istituto Neurologico C. Besta,
Milano

techniques are highly sensitive and reliable, but unfortunately the associated costs
are high, the waiting time is long and sizeable blood withdrawal (a few milliliters)
is required.

Table 12.1 illustrates for selected AEDs the technique used for TDM, the technical
time required, the time required to obtain the result since the shipping of the blood
sample to the laboratory, and the cost of the single analysis (waiting time). It is worth
commenting that the difference between the technical time and the waiting time is
essentially due to the need of collecting, from several patients, a number of samples
which is enough to be analyzed as a single batch, which allows to keep the costs
within the limits reported in Table 12.1.

The characteristics of currently available TDM techniques, summarized in
Table 12.1, limit the widespread use of TDM and the population of patients which
could benefit from such exams. In recent time, in TDM literature a complementary
approach to the measurement of drug concentration has emerged, which consid-
ers Surface Enhanced Raman Spectroscopy (SERS) as the analytical technique [23,
33-35].

In particular, the detection of carbamazepine (CBZ), a widely used drug to treat
epilepsy, is highly significant to improve the quality of life of patients, mainly in
developing Countries.

The same considerations on life quality improvement hold concerning apomor-
phine (APO) for PD at an advanced stage. In this scenery, the straightforward use
of the Surface Enhanced Raman Spectroscopy (SERS) with gold and silver colloids,
even if very sensitive to qualitatively detect analytes, is not acceptable because of
its strong limitations in quantitative detection, mainly arising from uncontrolled col-
loid aggregation. This is reflected by the lack of scientific literature on this specific
subject [35].
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12.2 Surface Enhanced Raman Spectroscopy (SERS)

The intrinsic limitation to Raman spectroscopy is the signal weakness, i.e. the small
number of inelastically scattered photons with respect to the overwhelming majority
of elastically scattered photons that originate the Rayleigh peak. Although in resonant
conditions the efficiency of the Raman process increases significantly, not always
laser sources suitable to exploit resonance conditions with the system of interest are
available. Thus, since the discovery of SERS effect at the beginning of the 70s of
XXth Century many efforts were devoted to use either spontaneously, or artificially
corrugated surfaces of selected metals to significantly extend the range of application
of the technique. In particular the study of an analyte dissolved in a highly diluted
solution is a typical scenery suitable to highlight the characteristics of the SERS tech-
nique. To get the Raman signal intensification it is required that the analyte molecule
is in close proximity to a roughened metallic surface where a surface plasmon (SP)
can resonantly be excited at the energy of the probe photon beam. We recall that if a
semi-infinite electron gas is confined by a plane surface, solving the Laplace equation
for the admissible fluctuations of the charge density, periodic plasma oscillations are
predicted in the surface plane, whose amplitude decays exponentially towards the
bulk of the electron gas. The quantum of oscillation is called surface plasmon. Once
we use EM periodic boundary conditions, so that the tangential component of the
EM field and the normal component of the displacement are both constant across the
surface—vacuum interface and we take into account the dispersion relation for the
dielectric constant of the electron gas, we obtain the relation between the frequency
of a SP, w; and that of a volume plasmon w),

w; =1/20, (12.1)

The relative intensities of volume and surface plasmon excitations depend on the
incidence angle, the energy and the polarization of the exciting EM radiation.

When the typical size of the metallic structure downscales to the nanometer range
(5-50 nm) the relative weight of surface atoms becomes relevant with respect to that
of volume atoms and we observe a displacement of the experimentally measured
plasmon wavelength to higher values. Nanoparticles (NPs) of silver and gold show SP
absorption peaks around 410 and 520 nm, respectively, thus in the visible range. Such
SPs originate from the plasma oscillations of conduction electrons at the NP surface.
Itis thus possible to excite electron oscillations with some of the most commonly used
laser sources operating in the visible range. For this reason, both nanostructured noble
metals are very popular as SERS substrates. Compared to other metals nanostructured
Ag and Au show the most relevant intensification effects of Raman signals. In many
cases for both metals also the chemical intensification mechanism has been observed.
The latter is ascribed to resonance effects within the target molecule and charge-
transfer effects between molecular orbitals and the conduction band of the noble
metal surface [36].
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12.2.1 SERS Sensors Obtained by Pulsed Laser Deposition

The SP wavelength and width are the optical features of specific interest of a cor-
rugated metallic surface whose behavior as a SERS sensor is to be tested. Since Ag
and Au produce the most relevant increases of Raman intensities the problem con-
sists of engineering the surface nanostructure controlling how it grows, shifting the
wavelength and width of the SP as functions of the features of the Raman spectrum
of the analyte of interest. The technique we adopted to realize a surface artificially
corrugated at the nanometer scale is the pulsed laser ablation (PLA) in an ambient
inert gas at high pressure. Schematically, a laser pulse in the UV, from an excimer
laser (KrF; XA: 248 nm) with typical duration of some ns (25 ns) is focused to a spot
on the target surface where it deposits an energy of some mJ (10 mJ). If the energy
density deposited by the laser pulse at the target is above the ablation threshold the
dense, highly anisotropic vapor made of atoms and small clusters ejected from the
irradiated surface strongly absorbs the laser radiation, provided the number density
of ablated atoms exceeds a critical value. The energized vapor is quickly converted
into a fully ionized plasma that undergoes supersonic expansion normal to the target
surface. When such an ablation plume expands through an inert gas at progressively
higher pressure, fast photography pictures of the plume show the formation of a
shock wave at the plume propagation front, whose shape becomes sphere-like. At
the same time the plume is smaller than in a free expansion, it is braked, a diffusive
behavior sets on at long times (microseconds) while at the same time the plume tail
moves backwards to the target. This behavior leads to a meaningful interpenetration
between plasma species and ambient gas atoms that results in the splitting of the
plume into two particle populations: a fast particle group propagating through the
gas similarly to a collisionless vacuum expansion and a slow group, delayed by the
collisional interactions with gas atoms. Moving from a critical review of the models
that have been proposed to describe the complex phenomenology we just summa-
rized [37] it was possible to model the expansion of an ablation plasma through an
inert gas at high pressure, predicting NP formation during the collisional stage of
plume expansion and the average number N of constituent atoms of a NP that reached
its stationary size

N = (<ng>04—q <U>1f) X (<Ng> 04—y <V>1f) (12.2)

where n is the number density, o the elastic collision cross section, <v>the average
particle velocity and #; is the NP formation time in the expanding plume. The indexes
a and g refer to ablated species and ambient gas atoms respectively. A thorough
investigation indicates the process parameters that govern the nanostructure evolution
as a function of the number of laser pulses Ny p, i.e. of deposited ablation plumes on a
rigid inert support. Atlow Ny p we observe isolated, near spherical NPs, whose degree
of mutual interaction progressively increases, leading to coalescence with increasing
Nyp. As aresult, islands whose shape becomes increasingly irregular with increasing
size form. Such islands are separated from each other by inter-island channels of
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width in the nanometer range and length up to tens of nanometers. If the deposition
proceeds further a semi-continuous film is obtained. At fixed experimental conditions
such as laser parameters (wavelength; pulse duration and energy), incidence angle
of the laser pulse at the target surface, target-support distance, ambient gas kind,
process temperature, the relevant parameter to modify the surface nanostructure of
the sensor to be deposited, besides Nyp is the ambient gas pressure p,. At fixed Nrp
the SP wavelength shows a blue-shift, with increasing p,. Conversely, at fixed p,, an
analogous SP blue-shift is observed on lowering Nyp.

In Fig. 12.1 the trend is shown in the case of self-assembled arrangements of
Ag NPs on (100) Si supports. For Au NPs, we observe the same parametric trends
just discussed. Transmission electron microscopy observations of NP assemblies of
the two noble metals, deposited in conditions such as to avoid coalescence, indicate
size range between 1 and 4 nm for Ag NPs and between 2 and 6 nm for Au NPs.
Such data are in agreement with the model predictions (12.2). Thus, we are able to
control the formation of such NPs and their deposition in conditions of integrity on
the support where they form a sensor with definite optical properties. Yet a partly
hindered parameter of PLA process, namely the ablated mass per laser pulse M can
significantly affect the film nanostructure. At fixed energy density deposited by each
laser pulse M depends on the area of the spot to which the laser beam is focused.
We specifically addressed the problem taking into account both plume propagation
[38] and surface nanostructure and optical properties of the growing film [39]. Using
pulses that ablate target masses in aratio about 1:2 (7.0 ng, M; 16.4 ng, M;) we obtain
Ag films with similar morphology, made of islands interconnected through channels
of variable width and length, as shown in Fig. 12.2. Yet the films have very different
optical properties: when M = M the SP shows an evident maximum at about 590 nm,
while for M =M, a broad maximum is found around 820 nm. Checking the SERS
performance of the two sensors against a reference analyte such as Rhodamine 6G
(R6G) in aqueous solutions at moderate molar concentrations (107° M), using an
exciting radiation at 633 nm wavelength, the sensor deposited at M; does not produce
appreciable analyte signals, differently to the well-defined spectrum obtained with
the sensor deposited at M.

Presently we are thus able to synthesize via PLA in inert gas at high pressure ele-
mental noble metal (Ag; Au) SERS-active substrates to be used as sensors, tailoring
their surface nanostructure and consequently their optical properties (SP wavelength
and width) as functions of the Raman features of the analyte of interest.

A perspective direction towards the synthesis of noble metal based sensors with
SP wavelength adjusted ad hoc between the two extremes belonging to isolated NPs
either pure Ag (around 400 nm) or pure Au (around 520 nm) is provided by the use
of Ag and Au colloidal solutions produced by pulsed laser ablation in a stationary
liquid (PLAL). The process was introduced about twenty years ago [40, 41], and it
was soon recognized as a chemically clean, simple, efficient to synthesize NPs [42,
43]. We discussed the basics of PLAL and the dependence of the concentration of Au
NPs synthesized in water on the liquid layer thickness and the ablation spot diameter
as well as the trend of SP position and colloid morphology versus laser pulse energy
[37].
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Summarizing, PLAL in a stationary liquid involves the simultaneous production of
NPs by ablation of the target material and the fragmentation/assembling of dispersed
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Fig. 12.1 SEM micrographs of Ag NPs arrays synthesized at fixed LP =15,000 in Ar atmosphere
at a, 10 Pa; b, 40 Pa; ¢, 70 Pa; d, 70 Pa and LP =30,000. In e, Uv-vis spectra of films (a), (b), (¢);
in f UV-vis spectra of films (c¢) and (d)
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Fig. 12.2 Critical SERS dependence on the surface nanostructure of Ag films synthesized with
small (Ms =7.0 ng) and large (M| = 16.4 ng) amounts of ablated matter per laser pulse. a—c, SEM
micrographs and UV-vis spectra of samples M and M|, respectively; d, SERS spectra recorded
from the two samples after soaking in Rh6G solution 10~°M for 60 min

NPs by continuous irradiation of the already synthesized particles along the ablation
time. In this sense pulse duration t is an important parameter for NP generation.
By changing t from nanoseconds to picoseconds the ablation mechanism changes
from melting and thermal evaporation to phase explosion. The shorter t, the more
efficient the ablation process that includes a nearly instantaneous evaporation with a
minimized heat affected zone [44]. A lower t limit of about 10 ps was estimated for
phase explosion. Furthermore, primary plasma shielding is negligible for ultrashort
laser pulses, as compared to ns pulses [45], resulting in enhanced ablation efficiency.
A further advantage is the short time required to produce the colloidal solutions.
We performed PLAL in pure water, irradiating pure Au and Ag targets [99.99%,
purchased from Mateck] using radiation of A =532 nm. This was provided by the
second harmonic of a Nd: YAG source with repetition rate of 10 Hz and T =6 ns as
well as by an ultra-fast Nd:YVO, source with repetition rate of 10?> kHz and © =
8 ps. The energy density deposited at the target was fixed at F =1.5J cm~2 and the
PLAL process duration was t =20 min and t =5 min for ns-PLAL and ps-PLAL,
respectively. Aiming at obtaining systems with variable Ag—Au ratios, Au and Ag
colloidal solutions (produced ablating high purity Au and Ag target) were mixed in
different volumetric ratios. Then a drop is extracted from a given solution and dried
in air before performing optical measurements and taking micrographs.

Looking at the absorbances in Fig. 12.3a we observe that the intensity ratios
between Ag and Au plasmon peaks correlate with the volumetric ratios used to
prepare the colloidal mixtures. Thus, neglecting to a first approximation absorptiv-
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Fig. 12.3 a UV-vis spectra of films obtained spraying and drying colloidal suspensions on trans-
parent inert substrates; b STEM micrograph of an Au;sAgss colloid droplet dried on a STEM
grid

ity differences between Ag and Au NPs, we can transpose volumetric ratios into
atomic fractions. Au;_,Ag, (x =25; 50; 75) alloyed NPs were synthesized by a
post-synthesis ns irradiation treatment of the starting colloidal mixtures. The optical
properties of such NP mixtures were investigated as a function of stoichiometry and
synthesis history. In Fig. 12.3 the position of the plasmon maximum (observed for the
Ag and Au NPs at 410 and 515 nm, respectively) remains almost unchanged in the
different mixtures, while their relative intensity changes according to the stoichio-
metric ratios of the mixtures. Such mixed colloids are mainly characterized by NPs
with size less than 10 nm as shown in the micrograph from Au;sAgys (Fig. 12.3b).
In Fig. 12.4 we report, for the exemplary case of Au;sAgys, the absorbance change
undergone by the solution upon a post-synthesis irradiation stage using again radi-
ation at . =532 nm, with T =6 ns pulses, depositing an energy density value F =
1.2 J cm~2. The post irradiation lasted for a time = 120 min. A single absorption
peak emerges at about 505 nm, associated to the disappearance of the Ag spectral
contribution at about 410 nm. Such a feature indicates that Ag-Au alloy NPs were
formed after the post-synthesis irradiation. Support to this hypothesis is provided by
the same qualitative features, with a single plasmon peak, of the profile displayed by
ps-PLAL prepared colloids synthesized from a home-made AusoAgsy alloy target
as shown in the inset of Fig. 12.4a. In Fig. 12.4b is shown also a STEM image of
the ns-irradiated AussAgys colloids. Besides coalescence, the lack of an apparent
core—shell structure in the picture strongly suggests that the NPs are alloys rather
than core—shell composites.

In conclusion, sensors with further tunable SPR position can be explored by PLAL.
By alloying Au with Ag the NP surface chemistry can be modified depending on the
specific characteristics of the analyte.
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Fig. 12.4 a UV-vis spectra of films obtained spraying on transparent inert substrates and drying
colloidal suspensions of Au75Agys as prepared and after post-synthesis irradiation; in the inset the
spectrum of the colloid obtained ablating an alloy target. b STEM micrograph of the Auy5Agos
post-synthesis irradiated colloid droplet dried on a STEM grid: evidence for coalescence and lack
of core-shell structures

12.3 Application of PLA-Synthesized Nanostructured Gold
Sensors to Detect Apomorphine and Carbamazepine

The realistic scenery for application of PLD sensors in TDM is their use to determine
drug concentration from the intensity of the SERS signal of drugs dissolved in liquids
obtained from the patient blood. The typical steps may require blood centrifugation
to obtain plasma and extraction of the drug from plasma using a suitable solvent
(e.g., methanol, chloroform). The obtained solution constitutes the sample to be
measured by SERS. We remind that a SERS measurement is based on the interaction
between the drug molecule and a nanostructured, roughened metallic surface. The
SERS intensity is related to the amount of adsorbed drug molecules at the surface
and it can be related to the drug concentration in the plasma extract. Along this path,
the analytical capability of the SERS technique has been shown to be comparable to
that of HPLC [33].

12.3.1 Apomorphine (APO)

The first example deals with the development of a method for the quantification
of APO in water solution by means of SERS spectroscopy, and the subsequent
evaluation of the applicability of the method to the detection on samples of clinical
origin. The main result has been to obtain a SERS signal of APO to a final, lower
limit, concentration of 3.3 x 10~7 M in aqueous solution, and of 3.3 x 107 M in
blood serum.
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APO, (6aR)-6-methyl-5,6,6a,7-tetrahydro-4H-dibenzo[de,g]quinoline-10,11-
diol (molecular weight 267.328 g/mol) is employed in the treatment of patients with
Parkinson’s disease. The chemical structure of APO is shown below.

OH
HO

N
H |
CHs

In the case of patients suffering from severe, long-term motor complications,
APO is delivered via continuous subcutaneous infusion in order to reach adequately
control at tolerable doses. Adjusting the APO concentration as it fluctuates with time
is critical, and is monitored via standardized clinical observations and tests of motor
condition. Standard chemical analysis (HPLC) on blood samples from the patient is
an alternative to obtain the APO concentration.

Figure 12.5 shows a set of SERS spectra of APO in aqueous solution, at three
different concentrations (10~%, 107> e 10~® M). SERS signal is recorded onto gold
nanostructured surfaces fabricated with Ny p =3 x 10% in Ar atmosphere, at a partial
pressure of 100 Pa. The experiment, performed in order to maximize the analyte
signal, with a dip time of 60 min, shows the high sensibility of the sensors used
towards the drug molecule, even at low concentrations. SERS signals are in all three
cases, and, in particular, it is possible to detect the concentration of interest (10~°
M).

In a second experimental phase, it has been possible to verify the ability of the
method to discriminate among different drug concentrations, on the base of the quan-
titative evaluation of SERS spectra intensities. SERS active gold sensors, fabricated
with N p =1 x 10* in Ar atmosphere (100 Pa), have been employed, with promising
results, for the detection of APO in aqueous solution in a range of concentrations
between 100 and 0.1 pg/mL (3.3 x 1074-3.3 x 10~7 M). Such sensors were dipped
in a selected volume of analyte solution, for a time drastically reduced compared to
the previous experiments. In particular, a dip time of 5 min has been chosen as the
optimum value.

Figure 12.6 shows SERS spectra of APO solutions at four different concentrations
(100,10, 1,0.1 pg/mL), obtained with a dip time of 5 min and 5 s acquisition time. The
peaks at 1515 and 1353 cm™', which are among the most intense characteristic SERS
peaks of APO, were selected as markers to evaluate the SERS signal dependence of
the analyte concentration.

SERS spectrum for the lowest concentration of 0.1 pg/mL shows a weak signature
at 1515 cm™!, and longer acquisition times do not result in an improvement in signal
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quality. From the concentration of 1 pg/mL, the intensity of APO peaks increases
with its concentration, without any change in the position of all characteristic peaks.

The optimization of the number of laser pulses during the fabrication of nanos-
tructured gold sensors by PLD allowed to obtain sensors with an improved sensitivity
to detect with a good S/N APO in aqueous solution at a concentration of 3.3 x 10~
M.

Figure 12.7 shows a representative micrograph of the surface morphology of this
class of SERS active gold sensors for APO detection. The gold thin films consist of
almost spherical, mutually aggregated, Au NPs that form islands with irregular shape,
separated from each other by channels with irregular shape and length whose features
were analyzed and associated to the hot spots required by the SERS mechanism [48].
The inset of Fig. 12.7 shows a typical average size of such inter-island channels.

Figure 12.8 compares the SERS spectra of APO at the concentration of 6.6 1073
M in blood plasma and 3.3 107® M in blood serum. Spectra are obtained with two
different sensors produced with 1 x 10* laser pulses and 2 x 10* respectively.
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Fig. 12.6 SERS spectra of APO solutions at four different concentrations (100, 10, 1, 0.1 pg/mL)
obtained with a dip time of 5 min and (5 s acquisition time). The peaks at 1515 and 1353 cm™! are
selected as markers to evaluate the SERS signal dependence on the APO concentration [47]

Fig. 12.7 SEM micrograph 100 nm

[ ——
representing the surface e
morphology of a gold sensor
deposited at 100 Pa in Ar
with 10* laser pulses. The
inset presents a typical
average size of the
inter-island channels

inter-island
channel

In the sample of blood serum all features of APO SERS spectrum are recognizable.
Similarly, to what happens in aqueous solutions, the sensor deposited with the higher
number of laser pulses shows much better defined and more intense Raman features
of APO (spectrum 4), with respect to those of spectrum 3, even though the latter is
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Fig. 12.8 Comparison
between the SERS spectrum
of APO in blood plasma

(6.6 x 1075 M; curve 3)
collected onto Au
nanostructured sensor with a
number of laser pulses of 1 x
10* (Ar, 100 Pa), and the
SERS spectrum of APO in
blood serum (3.3 x 107° M;
curve 4) collected onto Au
nanostructured sensor with a
number of laser pulses of 2 x
10* (Ar, 100 Pa). Exciting
line: 785 nm [49]
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recorded with a concentration of APO larger by more than one order of magnitude
than the former.

The reduced sensitivity of the method towards APO detection in biological sam-
ples, with respect to the results obtained in aqueous solution, can be ascribed to the
presence, in blood serum, of proteins (e.g., albumin), which bind APO to a relevant
fraction. The complexity of the biological matrix allows understanding the decrease
by a factor of 10 of the detectable concentration of APO.

12.3.2 Carbamazepine (CBZ)

The second example deals with the SERS response of CBZ adsorbed on gold
nanostructured sensors, and the building of the pertinent response curve (calibra-
tion curve), as a function of the CBZ concentration in methanol. CBZ, benzo[b] [1]
benzazepine-11-carboxamide (molecular weight 236.27 g/mol) is an anti-epileptic
drug widespread throughout the world, in particular in developing Countries. Its
chemical structure is shown in the following figure.

N

A

0”7 "NH,
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Fig. 12.9 Comparison between Raman spectrum of CBZ in methanol (20 mg/ml) and SERS spec-
trum of CBZ (4.2 x 10~* M) taken on gold sensor. Contact time 60 min, solution volume 1 ml
[35]

The optimization of the deposition conditions in the production of gold nanos-
tructured sensors on glass supports through the PLD technique (see Case 1) allowed
to obtain a good SERS signal of the anti-epileptic drug and to assign the markers
on the SERS spectrum. In particular, Fig. 12.9 shows the comparison between CBZ
SERS spectrum and its Raman spectrum in methanol (MeOH). CBZ markers are
located in the 6001700 cm™! spectral region. The main SERS-active modes, i.e.
peaks located at 1619, 1599, 1564, 1309, 1222, 718, 697 cm™!, correspond to the
signals of the Raman spectrum of CBZ in methanol and from Density Functional
Theory calculation [35] they can be related to characteristic vibrations of the drug
molecule. Slight shifts of a few cm™! in the SERS spectrum are related to the differ-
ent chemical environment CBZ molecule feels when it is close to gold rather than
when it is in solution. These slight differences confirm the weak interaction between
CBZ and the SERS-active nanostructured surface.

The weak interaction between the drug molecule and the sensor surface allowed
the development of a method based on the use of a washable single sensor to obtain
a calibration curve of CBZ in MeOH in the therapeutic range (6—12 mg/l). It was
proved that, after proper washing in MeOH, the sensor can be used again and it was
verified the linear relation between the CBZ SERS response and its concentration in
MeOH in the range 6—-50 mg/1.

Figure 12.10 shows two CBZ markers. In both spectral regions, the intensity of
the SERS response depends on the CBZ concentration in MeOH. Collecting enough
spectra for each concentration it is possible to estimate an average value for the
intensity of the two signals (1621 and 717 cm™'). Figure 12.11 shows the trend of
such average values as a function of the CBZ concentration.
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Fig. 12.10 CBZ SERS signals in two different spectral regions, as a function of CBZ concentration
in methanol (6.25-50 mg/1) [50]
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Fig. 12.11 Intensity average values of CBZ signals located at 1621 and 717 cm ™!, as a function of
the concentration, obtained on single washable sensor [50]. The therapeutic range of concentrations
is shaded

Figure 12.12 shows the SERS spectrum of a sample of serum taken from a patient
treated with CBZ; arrows show the signals assigned to the presence of CBZ.

We then turned our aim to SERS measurements on clinical samples. Figure 12.13
shows the SERS spectra taken from blood plasma added with CBZ at 2.4 mg/l, after
protein precipitation with MeOH. The extraction allows to recover almost all the
CBZ from the blood plasma, as evidenced by independent HPLC/MS measurements
on the MeOH extract.

As expected we detect the expected SERS marker of CBZ at low wavenumber,
where the signal to noise ratio of the Raman spectra retrieved with a portable Raman
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Fig. 12.12 SERS spectrum of serum taken from a patient treated with CBZ. The signals assigned
to the presence of CBZ (697, 717, 1309 e 1621 cm™!) are shown [50]
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Fig. 12.13 SERS spectra of extract in methanol of blood plasma added with CBZ at 2.4 mg/1. Each
spectrum was recorded on a different spot of the sensor, which displays a remarkable uniformity of
the Raman signal over a background [51]
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equipment (B&WTek i-Raman BWS415; excitation wavelength, 785 nm) is better.
Work is in progress to disentangle the other markers of CBZ from the measured
spectra and assess the possible role of molecules, such as cholesterol, which could
be co-extracted with CBZ.

12.4 Conclusion and Perspectives

Developing quantitative SERS protocols for TDM requires validations against estab-
lished analytical techniques (HPLC-MS, immunoassay). Present research activity
aims at overcoming difficulties associated to weak signals of drugs and to the pres-
ence of significant background signals arising from biomolecules co-dissolved in the
fluid to be analyzed. A related research direction is devoted to the development of
efficient SERS sensors with high sensitivity and spatial uniformity, within a highly
repeatable and cost-effective fabrication process.

Acknowledgements We acknowledge the contributes of A. Bombelli, C. Pedrini, and M. Pistaffa
to this research.

References

—

E. Boisselier, D. Astruc, Chem. Soc. Rev. 38, 1759 (2009)
2. E.C. Dreaden, A.M. Alkilany, X. Huang, C.J. Murphy, M.A. El-Sayed, Chem. Soc. Rev. 41,
2740 (2012)
3. E. Boulais, R. Lachaine, A. Hatef, M. Meunier, J. Photochem. Photobiol. C: Photochem. Rev.
17,26 (2013)

4. F. Berorelle, M. Ceccarello, M. Pinto, G. Fracasso, D. Badocco, V. Amendola, P. Pastore, M.

Colombatti, M. Meneghetti, J. Phys. Chem. C 118, 14534 (2014)

T. Graham, Philos. Trans. R. Soc. 151, 183 (1861)

C.J.S. Thompson, Alchemy and Alchemists, Mineola (NY, USA), Dover Publ. Inc, 2002

V. Biringuccio, The Pirotechnia, Mineola (NY, USA, 1990), Dover Publ. Inc

Paracelsus, On the Diseases that Deprive Man of His Reason, in ed. by Paracelsus: Four

Treatises, H.E. Sigerist (Johns Hopkins University Press, Baltimore, MD, USA, 1941)

9. G. Andrea, Libro de i Secreti con Ricetti. Folio 109r, 1562, Ms. in the rare book collection of

the K. Spencer Res. Library, Univ. of Kansas, Lawrence (KS, USA)

10. F. Antonii Philosophi et Medici Londinensis, Panacea Aurea sive tractatus duo de ipsius Auro
potabili, 1618, ex Bibliopolio Frobeniano, Hamburg (Germany)

11. J. Knuckels, Neuetliche Observationes oder Anmerkungen von Auro und Argento Potabili,
1676, Schutzens, Hamburg (Germany)

12. Dictionnaire de Chymie, 1769, Lacombe, Paris (France)

13. 'W. Ostwald, Kolloid Z. 4, 5 (1909)

14. M. Faraday, Philos. Trans. R. Soc. 147, 145 (1857)

15. 1.V. Shoemaker, Materia Medica and Therapeutics, 4th edn. (F.A. Davis Co, Philadelphia, PA,
USA, 1898)

16. T. Sollman, A Manual of Pharmacology (W. B. Saunders Co, Philadelphia, PA, USA, 1917)

17. J.E. Schamberg, C.S. Wright, Arch. Dermatol. Syphilol. 15, 119 (1927)

e NS



360 M. Tommasini et al.

18. T. Sollman, A Manual of Pharmacology, 7Tth edn. (W. B. Saunders Co, Philadelphia, PA, USA,
1949)

19. A.G. Berger, S.M. Restaino, .M. White, Anal. Chim. Acta 949, 59 (2017)

20. S. Fornasaro, S.D. Marta, M. Rabusin, A. Bonifacio, V. Sergo, Faraday Discuss. 187, 485
(2016)

21. B.W. Abou-Khalil, Epilepsy Currents/Am. Epilepsy Soc. 5, 115 (2004)

22. S. Kasera, L.O. Herrmann, del J. Barrio, J.J. Baumberg, O.A. Scherman, Sci. Rep. 4, Article
number: 6785 (2014) https://doi.org/10.1038/srep06785

23. A.Jaworska, S. Fornasaro, V. Sergo, A. Bonifacio, Biosensors 6, 47 (2016)

24. DJ. Thurman, E. Beghi, C.E. Begley, A.T. Berg, J.R. Buchhalter, D. Ding, D.C. Hesdorffer,
W.A. Hauser, L. Kazis, R. Kobau, B. Kroner, D. Labiner, K. Liow, G. Logroscino, M.T. Medina,
C.R. Newton, K. Parko, A. Paschal, PM. Preux, J.W. Sander, A. Selassie, W. Theodore, T.
Tomson, S. Wiebe, Epilepsia 52, 2 (2011)

25. R. Quintas, A. Raggi, A.M. Giovannetti, M. Pagani, C. Sabariego, A. Cieza, M. Leonardi,
Epilepsy Behav. 25, 60 (2012)

26. A.C. Meyer, T. Dua, J. Ma, S. Saxena, G. Birbeck, Bull. World Health Organ. 88, 260 (2010)

27. E. Beghi, Lancet Neurol. 3, 618 (2004)

28. L. Mercolini, R. Mandrioli, M. Amore, M.A. Raggi, J. Pharm. Biomed. Anal. 53, 62 (2010)

29. S.I. Johannessen, D. Battino, D. Berry, M. Bialer, G. Krimer, T. Tomson, P.N. Patsalos, Ther.
Drug Monit. 25, 347 (2003)

30. J.Parkinson, An Essay on the Shaking Palsy, 1817, London (UK), Sherwood, Neely, and Jones.
Reprint available at: J. Neuropsychiatry Clin. Neurosci. 2002, 14, 223

31. L.V. Kalia, A.E. Lang, Lancet 386, 896 (2015)

32. A.E. Elia, C. Dollenz, P. Soliveri, A. Albanese, Eur. J. Neurol. 19, 76 (2012)

33. C. McLaughlin, D. MacMillan, C. McCardle, W.E. Smith, Anal. Chem. 74, 3160 (2002)

34. 1.J. Hidi, A. Miihlig, M. Jahn, F. Liebold, D. Cialla, K. Weberac, J. Popp, Anal. Methods 6,
3943 (2014)

35. C. Zanchi, A. Lucotti, M. Tommasini, S. Trusso, U. de Grazia, E. Ciusani, PM. Ossi, Appl.
Surf. Sci. 396, 1866-1874 (2017)

36. J.E. Moore, S.M. Morton, L. Jensen, J. Phys. Chem. Lett. 3, 2470 (2012)

37. PM. Ossi, N.R. Agarwal, E. Fazio, F. Neri, S. Trusso, Laser-mediated Nanoparticle Synthesis
and Self-Assembling, in eds. by M. Castillejo, P.M. Ossi, L. Zhigilei (Eds.). Lasers in Materials
Science (Springer, Germany, Heidelberg, 2014)

38. M.C. Spadaro, E. Fazio, F. Neri, S. Trusso, PM. Ossi, Europhys. Lett. 109, 25002 (2015)

39. M.C. Spadaro, E. Fazio, F. Neri, PM. Ossi, S. Trusso, Appl. Phys. A 117, 137 (2014)

40. P.P. Patil, D.M. Phase, S.A. Kulkarni, S.V. Ghaisas, S.K. Kulkarni, S.M. Kanetkar, S.B. Ogale,
V.G. Bhide, Phys. Rev. Lett. 28, 3 (1987)

41. V. Amendola, M. Meneghetti, Phys. Chem. Chem. Phys. 11, 3805 (2009)

42. Z. Yan, D.B. Chrisey, J. Photochem. Photobiol. C: Photochem. Rev. 13, 204 (2012)

43. D.Zhang, B. Gokcee, S. Barcikowski, Chem. Rev. 117, 3990 (2017)

44. S.K.-M. Lai, H.-W. Tang, K.-C. Lau, K.-M. Ng, J. Phys. Chem. C 120, 20368 (2016)

45. A. Schwenke, P. Wagener, S. Nolte, S. Barcikowski, Appl. Phys. A 104, 77 (2011)

46. N.R. Agarwal, E. Fazio, F. Neri, S. Trusso, C. Castiglioni, A. Lucotti, N. Santo, PM. Ossi,
Cryst. Res. Technol. 46, 836 (2011)

47. C.Zanchi, A. Lucotti, M. Tommasini, S. Trusso, U. de Grazia, E. Ciusani, P.M. Ossi, Beilstein
J. Nanotechnol. 6, 2224 (2015)

48. N.R. Agarwal, F. Neri, S. Trusso, PM. Ossi, Plasmonics 8, 1707 (2013)

49. S. Trusso, C. Zanchi, A. Bombelli, A. Lucotti, M. Tommasini, de U. Grazia, E. Ciusani, L.M.
Romito, P.M. Ossi, J. Instrum. (2016) https://doi.org/10.1088/1748-0221/11/05/c05006 (online
only)

50. A. Bombelli, Dosaggio SERS di farmaci con film nanostrutturati di oro, Tesi di laurea magis-
trale, 2016, Politecnico di Milano

51. M. Pistaffa, SERS assessment of carbamazepine in methanol, chlorophorm and patient samples
using Au sensors with optimized surface nanostructure, Master of Science Thesis, Politecnico
di Milano, 2017


https://doi.org/10.1038/srep06785
https://doi.org/10.1088/1748-0221/11/05/c05006

Chapter 13 ®)
Nonlinear Optics in Laser Ablation e
Plasmas

Mohamed Oujja, Mikel Sanz, Rebeca de Nalda and Marta Castillejo

Abstract This chapter describes current research on the nonlinear optical response,
specifically low-order harmonic generation, of nanosecond laser ablation plumes of
solid targets. The spatiotemporal control of the driving laser with respect to the posi-
tion and time of the ablation event allows for the differentiation of distinct populations
of species and enables the in situ diagnosis of complex ablation plume environments.

13.1 Introduction

Harmonic generation (HG) is a nonlinear process that results from the interac-
tion of a source of intense optical frequency radiation with a material medium [1].
Lasers provide the necessary intensity for the generation of new frequencies, that are
multiple values of the source frequency, in an elastic process that does not involve
exchange of energy between the laser and the medium. In media with inversion
symmetry, all even-order nonlinear effects are forbidden [2, 3]. This is the reason
why a non-centrosymmetric medium, such as a crystal, is necessary for second har-
monic generation. For all optical materials, regardless of their symmetry properties,
odd-order effects are possible, provided the intensity of the driving laser is suffi-
ciently high. Thus, in gases, third harmonic generation is the lowest order nonlinear
frequency up-conversion process.

Odd harmonic generation of a fundamental driving laser beam in interaction with
centro-symmetric gaseous media is used for obtaining coherent light in the vacuum
ultraviolet (VUV) and extreme ultraviolet (XUV) regions of the spectrum. During
decades, low-order harmonic generation processes, using laser pulses of nanosecond
duration, have served to provide coherent light sources in the UV and VUV spectral
regions [4-6]. As only laboratory, table-top set-ups are required for the purpose,
these short wavelength sources have found numerous applications in spectroscopy
and molecular photodissociation studies [7, 8].
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The highest achievable nonlinear order depends on the laser intensity in the inter-
action region. High-order harmonic generation (HHG) [9] becomes possible when
using near-infrared (NIR), ultrashort laser pulses of femtosecond duration and inten-
sities of 10'4~10'> W/cm? and nonlinear media that are currently atomic and molec-
ular gases and vapours in static cells or gas jets [10-14]. Through these processes it
is possible to reach the water window spectral region down to 2.3—4.6 nm.

An efficient nonlinear optical response is necessary for using nonlinear harmonic
sources in fundamental studies and for applications in areas of biology, medicine and
processing and analysis of materials [13]. In the quest for highly efficient nonlin-
ear media, able to sustain a harmonic spectrum towards the short wavelength range,
laser ablation plasmas have proven to stand as an advantageous alternative to other
gaseous media [15-22]. Ganeev and collaborators [17 and references therein] have
extensively contributed to develop the technique of HHG in laser ablation plas-
mas and the corresponding studies have shown that the main advantages of using
laser ablation plasmas as nonlinear media include the improved conversion effi-
ciency and the extension of the harmonics spectrum towards shorter wavelengths.
Also, due to the large variety of species in the laser plume, that include atoms, light
molecules, radicals, clusters and nanoparticles, it is possible to rely on atomic or
plasmon resonance effects to enhance the nonlinear optical response of the medium
[17-22]. Moreover, laser ablation plasmas offer the possibility to tailor their nonlin-
ear response, in terms of composition, density gradients, spatial extent or degree of
ionization, through the selection of the ablation laser parameters, including wave-
length, intensity, pulse duration, polarization and ablating beam spatial and temporal
profile.

Laser ablation plumes of solid targets are complex media from the point of view of
both composition and dynamics. As mentioned, components of ablation plumes range
from neutral atoms, ions and free electrons to aggregates, such as small molecules,
radicals, clusters or nanoparticles [23—28]. The relative abundance of these species
and their particular velocities and angular distributions depend on the material and
laser pulse properties and also on the ambient conditions in which the plasma plume
is expanding. Analysis of composition and dynamics of laser-induced plasmas is
carried out through a variety of techniques, where optical emission spectroscopy
(OES) and time-of-flight mass spectrometry (TOF-MS) stand as some of the most
used. The information retrieved by OES from the plasma spontaneous emission
allows the assessment of important parameters, such as the electron temperature and
density, while TOF-MS methods are based on the collection and analysis of the ions
present in the laser plasma. Other diagnostic methods are also used like pulsed laser
deposition (PLD) experiments, where analysis of the morphology, composition and
crystallinity of the ejected material, collected on appropriate substrates placed in
proximity to the ablation event, allows inference on the nature and dynamics of the
plume species [29].

The analysis of the nonlinear response of laser ablation plasmas has emerged as
a promising alternative, to be used as stand alone or in combination with OES, to
generate information on the different populations of species in the plasma plume. The
initial idea that nonlinear optical processes can be used as a diagnostic of complex
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media like laser ablation plasmas was proposed in the pioneering works of Zheltikov
et al. [30]. Recent investigations carried out in laser ablation plumes of different
types of target materials have revealed that low-order HG and frequency mixing in
laser plumes enables the in situ diagnosis of the complex ablation environment [16,
31-38].

After this Introduction, this Chapter is organized as follows. Section 13.2 presents
essential concepts of nonlinear optics, specifically related with HG and frequency
mixing in gases and laser ablation plumes, in both the low field intensity, perturbative
regime and the high field, non-perturbative approach. In Sect. 13.3, the experimental
systems used for studying frequency up-conversion in laser ablation plasmas in the
perturbative regime (low-order harmonics) are succinctly described. Section 13.4
overviews the current research on the nonlinear optical response of nanosecond laser
ablation plasmas of solid targets. Through the example of various types of target
materials, this Section shows how the dependence of harmonic signals with laser
ablation and driving parameters (ablation wavelength, pulse energies, position of
driving beam focus across the plasma plume, ablation-driving delay, polarization,
etc.), displays distinct characteristics and how the spatiotemporal control of the driv-
ing laser with respect to the position and time of the ablation event allows for the
differentiation of distinct populations of species. Finally, Sect. 13.5 states the main
conclusions and gives an outlook of the work presented in this Chapter.

13.2 Fundamentals of Harmonic Generation

In HG [1], the nonlinear optical interaction of a fundamental radiation of frequency
o with a medium leads to the generation of coherent light at frequencies nw, har-
monics of the fundamental radiation, The integer number 7 indicates the nonlinear
order of the process. Only laser sources provide sufficient intensity for efficient HG,
where the new frequencies collinearly propagate with the fundamental beam retain-
ing its coherence and directionality. The process of HG is illustrated schematically
in Fig. 13.1a.

If the fundamental optical field is not too large (E << 5 x 10'' V/m), the polar-
ization P(r) of the medium, defined as the dipole moment per unit volume, can be
described by time dependent perturbation theory as a power series expansion:

P(t) =< [X(])E(t) P20+ x OB () + .. ] (13.1)

In this expression, the polarization P and the electric field £ are both vectorial
quantities, € is the vacuum permittivity and x ™ is the nth-order susceptibility. It is
assumed that x “ is much smaller than x “~V. The linear term, P (1) =€ x V E (1),
accounts for linear optical effects, such as refraction or absorption, while the sub-
sequent higher order terms are responsible for nonlinear optical effects, including
harmonic generation.



364 M. Oujja et al.
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As stated previously, symmetry considerations forbid even-order nonlinear effects
in centro-symmetric media. Therefore in a gas or in an ablation plume, third-order
effects based on x®, such as third harmonic generation (Fig. 13.1b), are the lowest-
order occurring nonlinear phenomena.

When high intensity laser fields are applied (E >> 5 x 10'' V/m), as those
involved in ultrashort femtosecond lasers, generation of high harmonics of the fun-
damental radiation is possible. In this case the framework of a perturbative regime
is no longer adequate to describe the process of HG. Non-perturbative schemes, as
the three-step model [39], adequately describe the main characteristic features of the
HHG process [9-14]. Figure 13.2 schematizes a typical HHG spectrum using a gas
as nonlinear medium. At low orders, the harmonic intensity decays exponentially.
This is followed by a plateau, for a wide range of harmonic orders, and finally by a
cut-off region where the intensity decays abruptly to zero.
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Fig. 13.3 Scheme of the HG process in a laser ablation plasma. The ablation laser beam propagates
at normal incidence towards the target surface along the x axis. The driving beam generating
harmonic radiation propagates parallel to the surface along the z axis and is focused within the
plasma volume. Adapted from [37]

While previous and numerous reports have disseminated the results concerning
HHG in laser ablation plasmas [14-22], this Chapter focusses on the process of low-
order harmonic generation in this type of nonlinear media. In this case, harmonic
radiation results from the interaction of a driving laser, delivering nanosecond pulses,
with the expanding laser ablation plasma. Figure 13.3 is a schematic representation of
the HG process. Typically, ablation is carried out with laser pulses arriving at normal
incidence with respect to the target surface while the driving pulse propagates, at
a given delay with respect to the ablation event, parallel to the target surface. The
double control of the position of the driving beam focus with respect to the plasma
volume and of the ablation-driving delay allows for the spatiotemporal scanning of
the nonlinear response of the ablation plume.

Asindicated, low-order harmonic generation, using a fundamental driving beam
peak intensity at focus of ca. 4 x 10'' W/cm?, can be treated with a perturbative
approach. For a centro-symmetric medium, as is the case of an expanding laser
ablation plume, the nonlinear interaction of the driving laser, of frequency w, leads
to the generation of odd harmonics of frequencies nw as depicted in Fig. 13.1. The
formalism described in [4, 37] serves to treat this process, as it includes the influence
on HG efficiency of phase matching effects in media with inhomogeneous densities,
and also serves to discuss the effect of the displacement of the driving laser focus
across the centre of the density distribution.

In the case of a laser ablation plume, the normalized inhomogeneous density
distribution of species along the direction of propagation of the driving laser, z, at a
distance x from the target, S(x, z), can be well represented by a Lorentzian function
centred in z = 0:

N(x,z) 1
No(x) 1+[£]2

S(x,z) = (132)
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Ny(x) is the density of nonlinear species at the centre of the plume and L(x) the
full width at half maximum (FWHM) of the gas density distribution at a distance
x from the target. Assuming a driving Gaussian beam of lowest order of intensity
I,,, the generated harmonics at frequencies nw are also lowest-order Gaussian with
intensities:

L = (1, @, b, kupy Kuo) | x (P (1) B AK™ (x, 0)? F® [bAK™ (x, 2), x, 2]
(13.3)

a(n,w, b, k,, kye) is a function that includes the dependence with the harmonic
order, the confocal parameter of the driving beam b, the fundamental frequency
and the wave vectors of the fundamental and harmonic light beams, k., and k,,,
respectively. x " is the nth order susceptibility of the nonlinear medium, z the distance
of the driving beam focus to the centre of the plume and F™[bAk™ (x, z), x, z] is
the phase-matching function which depends on x, z and bAk"™(x, z). The term
Ak®™ (x, z) denotes the wave-vector mismatch between the generated radiation
and the driving polarization and has the same spatial dependence as the density of
nonlinear species:

A (x, 2) = kno(x, 2) — nky(x,2) = S(x, 2) Ak™ (x, 0), (13.4)

where, in turn, Ak (x, 0) is proportional to the maximum density N (x) of nonlinear
scatterers:

AK™ (x,0) = No(x)C™ (13.5)
and C™ gives the wavelength dependence of the wave-vector mismatch per atom for

the nth order HG process.
The phase-matching function is represented by the integral:

) l 2
2 S(x,1) .
F(”)[bAk(")(x 2), x Z]: - f —————exp| —i / AK™ (x, 1dl' |dl
) s Ny b l . n—1 ’
. (I+ie) J
(13.6)

with e = 2(1 — z)/b.

The integral in (13.6) can evaluated numerically for the successive nth orders,
therefore the described formalism, assuming that both the driving and harmonic
beams propagate through the plume with negligible absorption, can be used to analyse
the dependence of the intensity of the harmonics generated in a given ablation plume
with the ablation pulse energy, the distance to the target x and the position of the
focus along the propagation direction of the driving beam, z (see Fig. 13.3). This is
represented by the corresponding dependences of the functions G™ defined as:
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G [bAK"™ (x,2), x, 2] = BAK™ (x,00)* F™ [bAk™ (x,2), x,2].  (13.7)

13.3 Experimental Systems for Frequency up-Conversion
in Laser Ablation Plasmas

In a compositionally simple laser ablation plasma (i.e., from a metal target), the
nonlinear optical response of a given species can be determined once it has been
established that the desired species is the main harmonic emitter [16]. In this case, an
external diagnostic for the presence of the species is necessary. This can be achieved
by OES, laser-induced fluorescence (LIF), mass spectrometry-based techniques or
by analysis of the ablation debris deposited on a nearby substrate [35]. However, in
most cases, the ablation plasma contains a variety of components and the study of
the nonlinear behaviour of a given species in a multicomponent plume can only be
carried out by discrimination through the differing spatiotemporal behaviour of the
plasma components.

The typical experimental set-up for measuring HG in nanosecond laser ablation
plasmas includes a vacuum ablation chamber and an optical layout for propagation
and separation of the harmonic radiation generated by the interaction of a fundamental
driving beam with the laser plasma [31-38]. The solid target is mounted on a rotating
holder inside the ablation chamber to avoid target cratering induced by repetitive
irradiation. Ablation is usually performed at normal incidence with a Q-switched
Nd:YAG laser delivering Gaussian pulses of nanosecond duration and operating at
its fundamental wavelength of 1064 or their harmonics in the visible-UV region (i.e.
532,355,266 nm). The driving laser responsible for HG is a second linearly polarized
Q-switched Nd: YAG system operating at 1064 nm that propagates across the plume
perpendicularly to the ablating beam and at a given distance (in the range of mm)
from the target surface.

Figure 13.4 presents a scheme of a prototypical system used for measuring the
frequency up-conversion in laser ablation plasmas, especially adapted to allow for
the detection of up to the 9th harmonic of the fundamental 1064 nm radiation [37].
The corresponding wavelength is in the VUV region of the spectrum (9th harmonic
at 118.2 nm) and therefore the ablation chamber is connected to a second vacuum
chamber that allows for the propagation of the newly generated coherent radiation.
In this second chamber, the generated harmonics co-propagate with the driving laser
through a lithium fluoride window and are spectrally separated with a 60° lithium
fluoride prism which, for each harmonic, is adjusted by rotation to the appropriate
incident angle of the incoming beam. Additional spectral filtering of harmonics
is achieved in a vacuum monochromator and the harmonic signals are measured
with a sodium salicylate coated window-photomultiplier combination attached to
the exit slit. If detection is limited to the UV region, (i.e. 3rd and 5th harmonics of
the Nd: YAG fundamental radiation), the experimental scheme becomes simpler. As
harmonic radiation can propagate in air, thus the separation chamber and the vacuum
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Fig. 13.4 Scheme of the experimental set-up used for measuring low-order (3rd-9th) HG of a
fundamental NIR driving laser in a plasma induced by laser ablation at 1064 nm. The detail of the
interaction region is shown in Fig. 13.3. Adapted from [37]

monochromator are no longer needed. In this case, the set-up includes a system of
lenses and dichroic mirrors to guide the light and a detection system consisting of a
monochromator and an intensified charge coupled device (ICCD).

The systems used for measuring HG in ablation plasmas [15-22, 31-38] include
the electronic control of the delay between the ablation event and the arrival of the
driving laser pulses to the plume. This delay is typically in the 0-100 s range and
control is performed with nanosecond resolution. The driving beam is focused at
the centre of the plume with the aid of a lens. Together with the temporal mapping
of the ablation plume by HG, it is possible to explore the spatial variation of the
nonlinear optical response of the laser plasma by displacing the focus of the driving
beam along the propagation direction and along the normal to the target (z and x
coordinates respectively, see Figs. 13.3 and 13.4).

Under some conditions, the detection system used to measure the generated
harmonics serves for the simultaneous detection of the optical emissions from
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electronically excited species generated in the plasma. However, in some cases,
a dedicated separate OES system is mounted to detect the spontaneous plasma emis-
sions in presence or absence of the driving laser [37, 38].

13.4 Harmonic Generation in Nanosecond Laser Ablation
Plasmas of Solid Targets

Current research on the low-order HG on laser ablation plasmas of solids, using a
nanosecond laser as driving fundamental radiation, has dealt with a large variety
of materials, including, dielectrics, metals and semiconductors. These studies have
aimed at determining the dependence of various low-order harmonic signals with
ablation wavelength, ablation and driving pulse energies and polarizations, ablation-
driving delay, position of the driving laser across the plasma plume, etc. This Section
illustrates, through selected examples of various materials and laser ablation condi-
tions, the capabilities of the process of HG to assess the plume composition and
dynamics with spatial resolution and to characterize the nonlinear optical properties
of complex plume species, such as aggregates and nanoparticles.

13.4.1 Third and Fifth Harmonic Generation in Nanosecond
Laser Ablation Plasmas of Dielectrics

Generation of low-order harmonics of the fundamental radiation of a Q-switched
Nd:YAG laser (1064 nm, pulse 15 ns) was investigated in laser ablation plumes of
the highly ionic insulators CaF, [31], MgF, and NaCl [33]. The ablation process
was triggered by a separate Q-switched Nd:YAG laser operating at the wavelength
of 532 or 266 nm, selected for each material to keep to a minimum the cratering of
the target by repetitive irradiation and to ensure the ejection of a sufficiently intense
luminous plume.

The third and fifth harmonics (in what follows TH and FH) of the driving laser
are detected as sharp spectral lines at the corresponding wavelengths of 355 and
213 nm respectively. Figure 13.5a displays, for the case of CaF, ablated at 266 nm,
the spectrum around the TH region, where atomic emission lines from neutral and
ionic calcium (CaI and Ca I, respectively) are also observed. Both harmonics show
the expected dependence with the driving laser pulse intensity, (/)" as in expres-
sion (13.3) above, according with the perturbative regime of low-order HG. This is
observed in the log-log plots of Fig. 13.5b. At energies over 100 mJ/pulse, equivalent
to an intensity of 2 x 10" W/cm?, a saturation regime is reached due to absorption
of the newly generated light by the plasma and to plasma modification by the intense
driving laser radiation.
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Fig. 13.5 a TH of 1064 nm driving pulse generated in CaF; ablation plasma at a delay of 200 ns
from the arrival of the ablating pulse of 266 nm (fluence of 5 J/cm?). Assigned spontaneous cal-
cium emissions (neutrals, Ca I, and ions, Ca II) are also marked; b behaviour of the TH and FH
generated in the CaF, ablation plume as a function of the fundamental laser intensity. Both signals
show the expected power laws for low intensities, followed by a saturation region above 100 mJ
(corresponding to an intensity of 2 x 10" W/cm?). Adapted from [31]

In this work, an estimate of the efficiency of the HG process in CaF, was obtained
yielding values of ~4 x 10~ and 107, for the TH and FH respectively, for driving
laser pulse energies of 100 mJ. These values correspond to energies per pulse of ca. 1
and 4 pJ, at 355 and 213 nm. Higher values were obtained for other ionic insulators
as is the case of the 266 nm laser ablation plasma of NaCl, where the efficiency of
TH generation was estimated in ~4 x 104 [33].

The newly generated coherent radiation comes from the overall contribution of
different species in the ablation plume, each having their own nonlinear response to
the propagating driving laser. In certain cases, and with the aid of external diagnos-
tics, it is possible to ascertain the nature of the main nonlinear scatterers. For the
mentioned dielectric materials, the products of laser ablation include single atoms
and diatomic molecular species [31, 40]. Figure 13.6a correlates, for Ca,F, the tem-
poral behaviour of the TH and FH signals with that of the induced fluorescence
emission of the CaF (B 2X*-X 2X*) system observed at around 530 nm. This emis-
sion is induced by two-photon absorption of the driving laser, according with the
scheme of Fig. 13.6b. As observed, the emission signal coming from the driving laser
excitation of electronically ground state CaF molecules follows a dependence with
time delay, between the ablation event and the arrival of the fundamental NIR laser
to the surface of the sample, that is almost identical to that of the harmonic signals.
This finding allows establishing that harmonics are selectively generated by ground
state CaF species through a two-photon resonantly enhanced sum mixing process,
exploiting the (B 2X*-X 2 X*) transition of the molecule.

As summarized above for the CaF, target material, the fact that strongly polar
molecules are the dominating species for HG in an ablation plume has impor-
tant implications for the generation of high-order harmonics driven from resonant
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Fig. 13.6 a Temporal evolution of the TH, FH and LIF signal of the CaF (B 2X*-X 2£*) system
as a function of time delay between the ablation event in CaF,, induced by 5 J/em? at 266 nm,
and the arrival of the fundamental 1064 nm laser beam propagating at 1 mm from the surface of
the sample. The lines are visual guides); b energy level scheme showing how two-photon resonant
absorption of driving frequency w induces CaF (B 2X*) fluorescence and contributes to resonantly
enhance the TH generation process. Adapted from [31]

femtosecond pulses. Alignment of polar molecules, or of molecules with anisotropic
polarizability, in the gas phase plasma environment with an additional laser pulse
facilitates to study in detail how the HHG yield can be increased in an aligned molec-
ular medium [41].

13.4.2 Low-Order Harmonic Generation in Laser Ablation
Plasmas of Metals

In comparison with multicomponent targets, as the dielectric materials mentioned
above, metal targets offer, in principle, the possibility to study the HG process in a
more compositionally simple environment and, therefore, the characteristics of the
harmonic signals can provide information about the spatiotemporal distribution of
plasma species under different laser ablation conditions.

The generation of low-order harmonics of a driving 1064 nm laser was investi-
gated in the ablation plumes of various metals using an ablation nanosecond laser
of the same wavelength [33, 34]. Figure 13.7a displays, as an example, the emission
spectra collected in the presence of the 1064 nm driving beam for the case of alu-
minium and iron targets. Detected emissions correspond to the TH at 355 nm and
the FH observed in the second order of the grating of the monochromator at 426 nm
(twice the wavelength of the FH). These spectral features appear as sharp peaks
and their dependence with driving pulse energy confirm the order of the nonlinear



372 M. Oujja et al.

(a) (b)
T T T
T 1.04
e
Al & Al
= = ==
T . o o
= £ Al emissions
c g (2nd order) & o5l o
@ 3 2
e |8 < g 5
c |z =
=1 ~a—]
W L 0.0
O - .
o ' ) 10 a
)] T o
]
- | Fe T & S Fe
> | =
=2 F Fe emissions T o
%) £
c (2nd order) 6
2 §E — “
=
E o 3 o
2 &
0.0] og o
5 10 15 20 25

T T T
300 350 400 450 500

Wavelength/ nm Ablation pulse energy/ mJ

Fig. 13.7 aSpectraof emissions detected by 1064 nm ablation of aluminium and iron targets (pulses
of 7 and 12 m] respectively). The driving beam (pulse energy of 560 mJ) propagates at 0.6 mm from
the target with a delay of 200 ns. Atomic emissions, together with the lines corresponding to third
harmonic (TH) and the second order of the fifth harmonic (2FH) are indicated; b dependence of
the normalized TH intensity with the ablation pulse energy. The continuous lines are visual guides.
Adapted from [33]

process involved (see Fig. 13.5b). Together with the harmonics, atomic spectral
lines indicate the presence of neutrals and ions of the target metal in the plume.

Low-order HG processes in aluminium and iron plasmas share a range of charac-
teristics with those taking place in laser plasmas of several other metal targets, such
as manganese, copper or silver [33, 34]. In all these materials, the yields of TH and
FH generation reach a maximum value for a given ablation pulse energy in the range
of 5-15 mlJ. Particularly, for Al and Fe where the maximum TH yield is achieved at
7 and 15 m]J respectively (Fig. 13.7b).

According to the perturbative treatment of the HG process, harmonic signals are
expected to grow with the local density of nonlinear emitters (through the expected
quadratic dependence, see expressions (13.5) and (13.6) above) and this explains
the increase of signal intensity with ablation pulse energy. The subsequent drop of
harmonic yield is partly ascribed to the enhanced density of free electrons in the
plume, as these negatively contribute to phase matching. Other factors accounting
for the signal decrease at higher ablation pulse energy include the modification of
mass distribution and degree of ionization of the plume. Overall, the differences
of behaviour with ablation pulse energy for the different metals are related to the
different composition and dynamics of the plumes and to dissimilar density and
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Fig. 13.8 a Normalized harmonic signals of the TH (open squares) and FH (solid circles) orders
of a nanosecond 1064 nm driving laser in a copper ablation plasma, induced by a 6 ns, 1064 nm
ablation laser with pulses of 10 mJ, as a function of the ablation-driving delay. The driving laser
propagates at of 0.6 mm from the surface of the target with pulse energy of 560 mJ. The lines are
visual guides; b z-scan plot of harmonic signals obtained at the optimum delay of 250 ns, where z
= 0 corresponds to the centre of the ablation plasma in the direction of propagation of the driving
laser (indicated by a black arrow). The widths of the Gaussian fits (FWHM) are indicated. Adapted
from [34]

phase mismatch conditions of the nonlinear species contributing to the generation of
each harmonic.

The dependence of harmonic signal with ablation pulse energy maps the density of
species in the plume in the region of interaction with the driving laser. Measuring the
intensity of emitted harmonics as a function of the ablation-driving delay and of the
position of the focal spot of the driving laser (x and z coordinates of Fig. 13.3) serves
to sample the density of nonlinear species across the spatiotemporal region of the
plume. An illustrative example of this type of measurements is given in Fig. 13.8. As
shown in Fig. 13.8a, the harmonic intensities maximize for a given ablation-driving
delay, of 250 ns for the case of copper, when the driving laser propagates parallel
to the surface at a distance of 0.6 mm. The temporal behaviour of the harmonics
reflects the distribution of flight velocities of plume species responsible for HG. For
the particular case exemplified here, the estimated flight velocity is 2.4 x 103 cm/s,
a value that is typical of plume species expanding under similar ablation conditions
[42]. The fact that the relative strength of the TH and FH is independent of the
temporal delay, indicates that this ratio is not governed by the instantaneous density
of nonlinear plume species.

In relation to the spatial behaviour of the harmonic signals, Fig. 13.8b shows
the z-scan measurements performed at the optimum delay of 250 ns. The maximum
signal is obtained at z=0 which corresponds to the centre of the ablation plasma
in the direction of propagation of the driving laser. The TH distribution across z is
broader to that of the FH (full with at half maximum of 5 and 3 mm respectively). This
effect is expected due to the sharper laser intensity dependence of the latter according
with the (/,,)" law in the perturbative approximation of HG [see expression (13.3)].
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The width of the harmonic signal measures the density of plume species across
the z coordinate of the plume. The variation of this parameter with target material
and ablation conditions [31-37] demonstrates the capability of the nonlinear optical
measurements to monitor the density and flight velocity of laser ablation plume
species.

In [34] the capability of the HG technique to assess different plume environments
was tested by comparing plumes of the same metal targets produced by ablation pulses
of the same wavelength (1064 nm) but different durations, in the nanosecond and
picosecond ranges. It was observed that upon picosecond ablation, the active spatial
region of the plume was very much restricted with respect to nanosecond ablation
being confined to few hundreds of micrometres close to the target (x-coordinate).

13.4.3 Harmonic Generation by Atomic and Nanoparticle
Precursors in Nanosecond Ablation Plasma
of Semiconductors

As shown above, generation of low-order harmonics of a nanosecond laser prop-
agating across a laser ablation plume is a universal phenomenon in what regards
the nature of the target as any material is susceptible to generate a plasma with a
non-negligible degree of optical non-linearity. Harmonic signals are characterized
through their dependence with the energy of the nanosecond ablation pulse, the
ablation-driving delay and the position of the driving laser focus in the volume of
the plume. Harmonic signals provide a spatiotemporal mapping of the local density
of plume species and therefore low-order HG can be envisaged as a novel diagnostic
tool of the laser ablation process. This can be of interest in the control of plume
composition and dynamics in applications related with synthesis of new materials
by PLD or elemental analysis of solids by laser-induced breakdown spectroscopy
(LIBS).

In some specific cases, the nature of the scatterers contributing to the nonlinear
optical response of the plasma can be established. This is the case of materials where
either the fundamental driving or the newly generated frequencies are in resonance
with single or multiphoton electronic transitions of the plume species (as in 4.1
above). For single-component target materials, such as metals, the situation is in
principle much simpler, although, even in this case, the presence of neutrals, ions or
aggregates adds complexity to the plume environment. Two-component semiconduc-
tors offer a much more complex scenario, as regards the plume composition, where
the capabilities of HG probing of the laser plasma can be tested. In ablation plas-
mas of II-VI semiconductors, materials with a broad range of applications, different
techniques, mainly OES, LIF and TOF-MS and analysis of deposits by PLD, have
established the presence of neutral and ionized atoms, small molecules and a whole
range of middle-sized aggregates [43—45]. The different roles of atomic species and
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aggregates in the nonlinear response of laser ablation plasmas of semiconductors has
been addressed in studies of HHG [17, 46] and low-order HG [32, 37, 38].

TH and FH generation was investigated in laser ablation plasmas of the II-VI
semiconductors ZnS and CdS induced by nanosecond visible and ultraviolet pulses
(532 and 266 nm respectively) using a 1064 nm driving laser [32, 36]. Collection of
harmonic signals generated across the plasma with temporal and spatial resolution
allowed the identification of several distinct populations of harmonic emitters in such
plasmas. Particularly, the dependence with the delay between the ablating event and
the arrival of the probe laser to the plume revealed interesting information on the
plume composition.

Figure 13.9 illustrates two different target and ablation conditions [32]. The inten-
sity of the TH generated in a CdS at 266 nm ablation plume appears in Fig. 13.9a
as a function of the delay between the ablating event and the arrival of the driving
laser to the centre of plume along the propagation direction (z = 0, Fig. 13.3). Data,
collected for propagation of the driving laser at two different distances from the tar-
get of x = 0.6 and 1.0 mm, exhibit two temporal components. The most intense is
observed at short delays with maxima at 150 ns for x =0.6 mm and at 250 ns for x
= 1.0 mm. The weaker (more than one order of magnitude) component temporally
extends up to around 2 ps (for 0.6 mm) or 3 s (for 1.0 mm). This type of behaviour
is indicative of the presence of two components of the plasma responsible for HG,
either two different species or one species with a bimodal kinetic energy distribution.

The spatiotemporal characteristics of the HG appear to be very sensitive to the
target composition and ablation conditions. For 532 nm ablation of ZnS, the delay
dependence for three different ablation pulse energies, Fig. 13.9b, shows some par-
ticular characteristics, in variance with results obtained upon ablation of CdS at
266 nm. In this case three temporal components are identified (dotted vertical lines
in Fig. 13.9b). At 1.0 mm from the target, these components appear centred at around
200 ns, 1 and 10 ps. For moderate laser ablation energies the first component is
relatively weak, while the slower species dominate TH generation. However, this
tendency reverts for higher ablation energies where the intensity ratio of the fast
versus the slow components is higher.

In [32, 37, 38] detailed studies on the spatial dependence of the different temporal
components of harmonics generated in nanosecond laser plumes of CdS and ZnS
were undertaken. Particularly, the study of HG up to the 9th order was carried out
in [37, 38]. Figure 13.10 shows the dependence with the spatial coordinates x and
z (defined in Fig. 13.3) for TH and FH harmonics in a 1064 nm ablation plume of
ZnS.

The dependence with the distance of the driving beam to the target (Fig. 13.10a) is
characterized by a fast decay resulting in a negligible nonlinear response for distances
to the target above 3 mm. This decay refers to the early component of the harmonics
and is somehow faster for the FH. As already mentioned in 4.2 for the dependence
of harmonic signal with ablation pulse energy, the evolution of the signal with the
distance to the target reflects that of the local density of nonlinear emitters, as in
expressions (13.5) and (13.6) above. Thus, the HG signals can provide a measurement
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Fig. 13.9 TH of a 1064 nm driving laser as a function of the ablation-driving delay induced in: a
a 266 nm CdS ablation plasma (ablation pulse energy 3.6 mJ) for two different distances from the
surface; b a 532 nm ZnS ablation plasma at 1.0 mm from the surface. The three panels correspond
to three different ablating laser pulse energies as indicated. Vertical dashed lines mark the central
temporal positions of the three populations found. Intensities have been normalized and are plotted
in log-log scale for better inspection. Adapted from [32]

of the density of species interacting with the driving beam as it temporally evolves
from the arrival to the ablating pulse to the target.

Figure 13.10b illustrates z-scan measurements for the FH generated in the 1064 nm
ZnS plasma. These were carried out by monitoring the signal as the position of the
driving beam focus moves through the ablation plasma in the laser propagation
direction (z axis) at x = 0.6 mm. The z-scan was obtained at ablation-driving delays
of 250 ns and 10 ws to detect the maximum frequency up-conversion yield from
fast and slow plume species respectively (temporal components, see Fig. 13.9). For
the early component, the amplitude of the harmonic signal decreases symmetrically
when focussing the driving beam away from the centre of the plasma. This is similar
to the result presented in Fig. 13.8b for a copper ablation plasma. Contrarily, for the
component centred at 10 s, the behaviour is non-symmetrical with respect to both
sides of the centre of the plasma, with a minimum value around z=0.

InFig. 13.10 the continuous lines drawn together with the experimental data corre-
spond to the calculations obtained through the application of the perturbative model
of frequency up-conversion as described in Sect. 13.2 [4, 37] and assuming that
both the driving and harmonic beams propagate through the plume with negligible
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Fig. 13.10 Spatial behaviour of harmonics generated in ZnS nanosecond, 1064 nm ablation plume:
a early component of the TH and FH signals (normalized to the value at x=0.6 mm) as a function of
the distance of the driving beam to the target for z=0. For each measurement, the ablation-driving
laser delay was set at the value for optimum harmonic signal. Squares and circles refer to the early
temporal component of the respective harmonics; b z-scans of the FH as a function of the position
of the driving beam focus with respect to the centre of the ablation plasma (z=0) in the propagation
direction (shown by a black arrow) for x=0.6 mm. The ablation-driving delays are set at 250 ns
(and 10 ps), for measuring the early (top) and late (bottom) temporal components of the harmonic
signal. In a and b the continuous lines are the result of the calculations in the perturbative model of
HG (see text). Adapted from [37]

absorption. Details of such calculations are given in [37]. A satisfactory agreement
was obtained for the dependence of the ZnS harmonics with x, the distance to the
target, and to the z coordinate, providing evidence that phase mismatch effects mostly
govern the spatial dependence of the harmonic signals. With a driving beam confo-
cal parameter b of 4 mm, the best values of L(x), the FWHM of the plasma density
distribution, and of bAk® (x, 0), proportional to the maximum density of nonlinear
species according to expression (13.5), are 4 and —10 respectively for the fast tem-
poral component. For the slower temporal component, maximizing at 10 s, good
agreement with experimental data was achieved with values of L(x)=14 mm and
bAk® (x,0) = —20. The different values of the width of the density distribution and
of the phase mismatch of early and late components, that provide best fits to the data
within the approximations of the model, signpost different spatial extensions along
the driving laser propagation direction and dissimilar composition of species at the
explored ablation-driving time delays. The distribution of late nonlinear precursors
along the driving laser propagation direction is considerably wider than that of the
early emitters and at these longer delays higher populations of bound states and free
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electrons contribute to create a more dispersive nonlinear medium (more negative
bAK™ values) [15, 47].

The results of HG probing summarized here have presented the evidence of dif-
ferent laser plume populations with different flight velocities. However, as various
plasma components can contribute to the nonlinear harmonic signal, the nature or
composition of the plasma species remains to be ascertained. For CdS and ZnS
semiconductor plasmas, a first temporal harmonic signal component is observed at
around 100-300 ns for distances from the target of ~1 mm. This component was
assigned to the presence of atomic species in the plasma with velocities around 5 x
10° cm/s (similar than those estimated for metal targets, see Sect. 4.2). Support to
this assignment comes from the facts that Cd and Zn atomic vapours are efficient
sources of low-order HG [48] and that the velocity values are in the same range
of flight velocities of species ejected under similar laser ablation conditions for the
same type of target materials [49, 50].

For ZnS, ablation at 532 nm resulted in three temporal components for the har-
monic signal (Fig. 13.9b). The two later components centred at ~1 and ~10 s for
the same distance, with flight velocities around 10° and 10* cm/s respectively, are
due to the contribution of clusters and nanoparticles formed in the nanosecond laser
ablation plume by recombination of atomic and molecular species near the target
surface [23, 24, 26-28, 43]. Assuming a totally statistic ablation process, an estima-
tion of the range of clustered species was performed in [32] and was found to be in
good agreement with results obtained in TOF-MS experiments [43].

13.4.4 Low-Order HG in Nanosecond Laser Ablation
Plasmas of Carbon Containing Materials

Previous sections have described how HG can be used as a probe of different ablation
plume populations. Particularly for semiconductors, the dependence of low-order
harmonics with ablation-driving delay reveals up to three populations, of atoms,
clusters and nanoparticles, contributing to the nonlinear response of the plasma to
the incoming fundamental driving beam. Although HG can map out the presence of
the plume components with spatiotemporal resolution, the nature of these species
has to be identified with the aid of complementary techniques, such as OES or others.

Studies on low-order HG in laser ablation plasmas of carbon containing materi-
als have served to further clarify the role of nanoparticles in the nonlinear optical
response of the medium in the perturbative and HHG regimes [35, 36, 51, 52]. In par-
ticular, in studies of low-order HG [35, 36], the degree of aggregation of nanosecond
laser ablation plumes of boron carbide (B,C) and graphite was controlled through
the addition of different pressures of buffer gas in the ablation chamber and its effect
on the temporal behaviour of the harmonic signal was characterized.

Figure 13.11a describes the dependence with ablation-driving delay of the TH of
a fundamental driving beam at 1064 nm generated by laser ablation under different
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Fig. 13.11 a Log-log plot of the TH signal in nanosecond 1064 nm laser ablation plasmas of
graphite (solid squares) and boron carbide (open circles) as a function of the ablation-driving delay,
measured at 0.6 mm from the target surface under different background atmospheres as indicated;
b scanning electron microscopy images of deposits fabricated by PLD of graphite (size of bar is
10 wm in the three images). Adapted from [35]

background inert gases for these two materials. If laser ablation is carried out in
an inert gas atmosphere, multiple collisions of ablation products ejected from the
target with buffer gas atoms lead to an enhancement of the degree of aggregation
of the plasma [53, 54]. Under these conditions, the contribution of heavier species,
such as clusters and nanoparticles, to HG should be enhanced and this favours the
investigation of such contribution. As seenin Fig. 13.11a, the TH signal under vacuum
presents a single maximum at a delay of 250 and 350 ns for boron carbide and graphite
respectively. This first component is attributed to the contribution to TH of light plume
species. Addition of 1 mbar of Krypton and Xenon to the ablation chamber results,
for both materials, in the appearance of a temporally wide delayed component. This
second component is due to heavier clusters and nanoparticles. The larger size of
Xenon atoms increases the probability of collisions and the subsequent aggregation
of species, which in turns leads to a TH signal enhancement with respect to that
observed under the same pressure of Krypton.

For the above cases, confirmation of the presence of nanoparticles in the abla-
tion plasma was obtained by analysis of deposits collected on monocrystalline sil-
icon (100) wafers simultaneously with HG measurements in a PLD experiment.
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Figure 13.11b shows scanning electron microscopy (SEM) images of the deposits
obtained by ablation of a graphite target. While deposits collected under vacuum
are highly uniform without particulates, those fabricated under 1 mbar of buffer
gas display the characteristic dendritic structure of carbon, grown by aggregation of
clusters. Similar nanostructured morphology is obtained for boron carbide. The cor-
relation between these results, and the appearance of a second component of the TH
signal at longer delays, confirm the presence of aggregates in the graphite plasma and
establishes the possibility to study their presence in the plume with spatiotemporal
resolution through the HG diagnostic probe.

13.4.5 Frequency Mixing in the Perturbative Regime
in Laser Ablation Plasmas

The hypothesis, initially proposed in the pioneering works of Zheltikov et al. [30] that
nonlinear optical processes in laser ablation plumes can be used as a diagnostic of
these complex media, seems to be confirmed by results, summarized in this Chapter,
of studies undertaken on different target materials and ablation conditions.

The investigations discussed here are based on the use of a tight focusing geom-
etry where the driving field probes with temporal resolution the local density in the
ablation plasma as a short of 3D microscope. As outlined in several studies [22,
31, 37], resonances between electronic transitions in the medium and the driving
and newly generated harmonic fields have been used to enhance the sensitivity for
probing particular plasma species.

Symmetry considerations, outlined in Sect. 13.2, prevent the generation of even
harmonics in centro-symmetric systems if a single-color driving beam is employed.
However, if bichromatic driving fields are applied, this restriction no longer holds and
a larger range of new frequencies can be generated, with the additional advantage of
permitting the exploitation of a broader range of resonances in the nonlinear species.

Several studies have reported harmonic generation in laser plasmas using bichro-
matic driving fields i.e. [36, 54-57]. Particularly in [36], the generation of a
frequency-mixed beam at the frequency of the 4th harmonic of a 1064 nm fundamen-
tal beam was demonstrated. The 4th harmonic resulted from a parametric process
in the nanosecond NIR laser-produced plasma of boron carbide. Figure 13.12a is a
scheme of the set-up used in such study. While the ablation laser interacts with the
target at normal incidence, the driving laser is first frequency-doubled and later split
in two arms in order to generate a bichromatic driving beam (1064 nm+ 532 nm).
This beam interacts with the plasma after an electronically controlled delay, and
generates a range of harmonics and frequency-mixed beams that co-propagate with
the driving beam. A set of dichroic mirrors discards the fundamental beams and
drives the beam of interest toward the detection system. In these conditions, a beam
at 266 nm is generated in co-propagation resulting from the frequency mixing of the
1064 nm and the 532 nm beams.
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Fig. 13.12 a Scheme of the experimental set-up for frequency mixing experiments in a laser abla-
tion plasma of CBy4, see text; b sum-frequency mixing (left) and difference frequency mixing (right)
schemes for generation of 266 nm coherent light. Adapted from [36]

The newly generated radiation at 266 nm was measured in [36] as a function
of the intensity of each of the driving beams to unravel the order in the perturba-
tive limit of the involved nonlinear parametric process. The lowest-order frequency
mixing process that can generate 266 nm with the bichromatic driving beam is a
sum-frequency process involving four waves according with the scheme w5 + 20N
— mpe6 (Fig. 13.12b, left panel). This process would imply a linear behaviour as a
function of the green (532 nm) beam intensity, and quadratic as a function of the
NIR (1064 nm) beam intensity. Surprisingly, the experimental power laws revealed by
measurements were found compatible with a quadratic dependence with the energy
of the NIR pulses and with a third order dependence of the energy of the green
pulses. Since the study indicates that this result is does not correspond to the men-
tioned four-wave sum frequency mixing process, it is proposed that the lowest order
process that would be allowed by symmetry laws would be a six-wave difference fre-
quency mixing process of the form 3w, — 2wnr — waee (Fig. 13.12b, right panel).
It is interesting to note here that the parametric process responsible for the newly
generated radiation at 266 nm was found highly dependent of the relative polariza-
tions of the NIR and green driving beams, with parallel polarizations yielding the
highest conversion efficiency.

Studies outlined in Sects. 13.4.4 and 13.4.5 of this Chapter refer to ablation plumes
of boron carbide, one of the hardest materials known, used in numerous industrial
applications. Further investigations have addressed HHG schemes in ablation plumes
of B4C targets [58]. Fabrication of thin films of boron carbide by PLD allows explor-
ing a broad range of conditions that, through the control of the laser and plasma
parameters, have yielded deposits with different morphologies, crystallinity and
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stoichiometry [59]. Therefore, the in situ analysis by HG of the nonlinear optical
properties of laser ablation plumes of this material is of value to monitor and control
the relative contributions to deposits of atoms, molecules, clusters and nanoparticles.

13.5 Conclusions

This Chapter has illustrated the different perspectives that open up in the exploration
of the nonlinear optical behaviour of laser ablation plasmas. Studies on low-order
harmonic generation and frequency mixing of using nanosecond NIR fundamen-
tal driving beams in such media offer several perspectives. The properties of laser
ablation plasmas, particularly its density, spatial extent, degree of ionization, etc.,
can be tuned, through the choice of target material and ablation laser characteristics
(wavelength, pulse duration, pulse energy, focalization on the target, beam spatial
profile, etc.), to find conditions that optimize a given property with respect to the
highly efficient generation of new coherent light of short wavelength. These studies,
performed in the framework of the perturbative regime of nonlinear optics, are very
important to understand the impeding and restricting process of high-order harmonic
generation, that take place at much higher driving laser intensities using femtosecond
lasers as fundamental radiation. These investigations also serve to identify the type
of solid ablation materials that lead to highly efficient frequency up-conversion in
the extreme ultraviolet or X-ray spectral regions and that provide enough number of
harmonic photons to be used in fundamental studies and in practical applications.

A second perspective is presented by investigations of the generation of up to the
9th harmonic order of a nanosecond NIR laser beam, performed in pump and probe
configurations, where the spatiotemporal control of the driving laser with respect
to the position and time of the ablation event allows for the separation of distinct
populations in the ablation plasma. Low-order harmonic generation is now accepted
as a powerful technique for the detection of a broad range of precursor ablation species
in complex laser ablation plasmas, including neutral atoms and ions, small molecules,
clusters and nanoparticles. This has been illustrated in this Chapter for materials with
different characteristics, such as ionic insulators, metals, semiconductors and carbon
containing materials, where it appears that the harmonics generated in their ablation
plumes are particularly sensitive to the presence of nanoparticles. Due to the fact
that, in principle, all species can emit harmonic radiation when exposed to an intense
laser pulse, harmonic generation can be conceived as a highly versatile tool for
in situ diagnostic method of laser plasmas, free from the limitations shown by other
diagnostic techniques regarding mass or spectral range, and of relevant application in
pulsed laser deposition processes or laser plume analysis in conjunction with optical
emission spectroscopy based techniques.

The effect of the fundamental driving beam on the laser ablation plasma has
not been discussed in this Chapter, although several studies have aimed at its char-
acterization and understanding (see for example [37, 38] and references therein).
The delayed nanoparticle populations can experience extensive fragmentation
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and ionization. Thus, the resulting excited atoms and ions may act as delayed non-
linear species yielding particularly high conversion efficiency in the high harmonic
limit.

Finally, application of the harmonic generation technique to laser plasmas with
a high population of aggregates, such as clusters and nanoparticles, gives the possi-
bility to study the nonlinear optical properties of such species in environment-free
conditions. In that respect, the femtosecond laser plasmas of metals seem to be an
adequate environment where these capacities could be tested.
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